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## Series Preface

Mathematics is playing an ever more important role in the physical and biological sciences, provoking a blurring of boundaries between scientific disciplines and a resurgence of interest in the modern as well as the classical techniques of applied mathematics. This renewal of interest, both in research and teaching, has led to the establishment of the series Texts in Applied Mathematics (TAM).

The development of new courses is a natural consequence of a high level of excitement on the research frontier as newer techniques, such as numerical and symbolic computer systems, dynamical systems, and chaos, mix with and reinforce the traditional methods of applied mathematics. Thus, the purpose of this textbook series is to meet the current and future needs of these advances and to encourage the teaching of new courses.

TAM will publish textbooks suitable for use in advanced undergraduate and beginning graduate courses, and will complement the Applied Mathematical Sciences (AMS) series, which will focus on advanced textbooks and research-level monographs.
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College Park, Maryland
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## Preface to the Third Edition

This edition contains four new sections on the following topics: the BDDC domain decomposition preconditioner (Section 7.8), a convergent adaptive algorithm (Section 9.5), interior penalty methods (Section 10.5) and Poincaré-Friedrichs inequalities for piecewise $W_{p}^{1}$ functions (Section 10.6). We have made improvements throughout the text, many of which were suggested by colleagues, to whom we are grateful. New exercises have been added and the list of references has also been expanded and updated.

Some of the new material originated from our research and we would like to thank the National Science Foundation for support. The first author would also like to thank the Alexander von Humboldt Foundation for supporting her visit to Germany in the Summer of 2007, during which the work on this edition was completed. The second author would also like to thank the Université Pierre et Marie Curie for supporting his visits to Paris during the past several years, during which work related to this edition was carried out.

In the preface to the first edition, we outlined different ways the book could be used in courses, but since some chapter numbers have changed, we rephrase these suggestions here. Chapters 0 through 5 form the essential material for a course (these chapter numbers have not changed). Chapters 6 and 7 provide an introduction to efficient iterative solvers for the linear systems of finite element equations, but they do not contain material required by later chapters. A course emphasizing algorithmic aspects would include them. Similarly, Chapters 8 and 9 are not required in later chapters. A course covering challenging analysis questions would cover these. The former develops and applies max-norm error estimates to nonlinear problems, and the latter introduces the concept of mesh adaptivity. Chapter 10, however, has an essential role in the subsequent chapters. But one could cover only the first and third sections of this chapter and then go on to Chapter 11 or 12 to study typical systems of differential equations found in applications. Chapter 13 is essentially a continuation of Chapter 12. Chapters 10-13 form the core for a course emphasizing basic models in mechanics. Chapter 14 is an independent topic at a somewhat more advanced level that only depends on Chapters $0-5$. It develops some functional analysis techniques and their application to finite element methods.
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## Preface to the Second Edition

This edition contains two new chapters. The first one is on the additive Schwarz theory with applications to multilevel and domain decomposition preconditioners, and the second one is an introduction to a posteriori error estimators and adaptivity. We have also included a new section on an example of a one-dimensional adaptive mesh, a new section on the discrete Sobolev inequality and new exercises throughout. The list of references has also been expanded and updated.

We take this opportunity to extend thanks to everyone who provided comments and suggestions about this book over the years, and to the National Science Foundation for support. We also wish to thank Achi Dosanjh and the production staff at Springer-Verlag for their patience and care.

Columbia, SC
Susanne C. Brenner
Chicago, IL
L. Ridgway Scott

20/02/2002

## Preface to the First Edition

This book develops the basic mathematical theory of the finite element method, the most widely used technique for engineering design and analysis. One purpose of this book is to formalize basic tools that are commonly used by researchers in the field but never published. It is intended primarily for mathematics graduate students and mathematically sophisticated engineers and scientists.

The book has been the basis for graduate-level courses at The University of Michigan, Penn State University and the University of Houston. The prerequisite is only a course in real variables, and even this has not been necessary for well-prepared engineers and scientists in many cases. The book can be used for a course that provides an introduction to basic functional analysis, approximation theory and numerical analysis, while building upon and applying basic techniques of real variable theory.

Chapters 0 through 5 form the essential material for a course. Chapter 0 provides a microcosm of what is to follow, developed in the one-dimensional case. Chapters 1 through 4 provide the basic theory, and Chapter 5 develops basic applications of this theory. From this point, courses can bifurcate in various directions. Chapter 6 provides an introduction to efficient iterative solvers for the linear systems of finite element equations. While essential from a practical point of view (our reason for placing it in a prominent position), this could be skipped, as it is not essential for further chapters. Similarly, Chapter 7, which derives error estimates in the maximum norm and shows how such estimates can be applied to nonlinear problems, can be skipped as desired.

Chapter 8, however, has an essential role in the following chapters. But one could cover only the first and third sections of this chapter and then go on to Chapter 9 in order to see an example of the more complex systems of differential equations that are the norm in applications. Chapter 10 depends to some extent on Chapter 9, and Chapter 11 is essentially a continuation of Chapter 10. Chapter 12 presents Banach space interpolation techniques with applications to convergence results for finite element methods. This is an independent topic at a somewhat more advanced level.

To be more precise, we describe three possible course paths that can be
chosen. In all cases, the first step is to follow Chapters 0 through 5. Someone interested to present some of the "hard estimates" of the subject could then choose from Chapters 6 through 8, and 12. On the other hand, someone interested more in physical applications could select from Sect. 8.1, Sect. 8.3 and Chapters 9 through 11. Someone interested primarily in algorithmic efficiency and code development issues could follow Chapters $6,8,10$ and 11 .

The omissions from the book are so numerous that is hard to begin to list them. We attempt to list the most glaring omissions for which there are excellent books available to provide material.

We avoid time-dependent problems almost completely, partly because of the existence of the book of (Thomée 1984). Our extensive development of different types of elements and the corresponding approximation theory is complementary to Thomée's approach. Similarly, our development of physical applications is limited primarily to linear systems in continuum mechanics. More substantial physical applications can be found in the book by (Johnson 1987).

Very little is said here about adaptivity. This active research area is addressed in various conference proceedings (cf. Babuška, Chandra \& Flaherty 1983 and Babuška, Zienkiewicz, Gago \& de A. Oliveira 1986).

We emphasize the variety of discretizations (that is, different "elements") that can be used, and we present them (whenever possible) as families depending on a parameter (usually the degree of approximation). Thus, a spirit of "high-order" approximations is developed, although we do not consider increasing the degree of approximation (as is done in the so-called P-method and spectral element method) as the means of obtaining convergence. Rather, we focus on mesh subdivision as the convergence parameter. The recent book by (Szabo \& Babuška 1991) may be consulted for alternatives in this direction.

Although we provide a brief introduction to mixed methods, the importance of this subject is not appropriately reflected here. However, the recent book by (Brezzi \& Fortin 1991) can be consulted for a thorough treatment of the subject.

We draw extensively on the book of (Ciarlet 1978), both following many of its ideas and using it as a reference for further development of various subjects. This book has recently been updated in (Ciarlet \& Lions 1991), which also contains an excellent survey of mixed methods. Moreover, the Handbook series to which the latter reference belongs can be expected to provide valuable reference material in the future.

We take this opportunity to thank the many people who have helped at various stages, and in many different ways, in the preparation of this book. The many students who struggled through early drafts of the book made invaluable contributions. Many readers of the preliminary versions will find their specific suggestions incorporated.

This book was processed by the authors using the $\mathrm{T}_{\mathrm{E}} \mathrm{X}$ macro package from Springer-Verlag.
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## Chapter 0

## Basic Concepts

The finite element method provides a formalism for generating discrete (finite) algorithms for approximating the solutions of differential equations. It should be thought of as a black box into which one puts the differential equation (boundary value problem) and out of which pops an algorithm for approximating the corresponding solutions. Such a task could conceivably be done automatically by a computer, but it necessitates an amount of mathematical skill that today still requires human involvement. The purpose of this book is to help people become adept at working the magic of this black box. The book does not focus on how to turn the resulting algorithms into computer codes, but this topic is being pursued by several groups. In particular, the FEniCS project (on the web at fenics.org) utilizes the mathematical structure of the finite element method to automate the generation of finite element codes.

In this chapter, we present a microcosm of a large fraction of the book, restricted to one-dimensional problems. We leave many loose ends, most of which will be tied up in the theory of Sobolev spaces to be presented in the subsequent chapter. These loose ends should provide motivation and guidance for the study of those spaces.

### 0.1 Weak Formulation of Boundary Value Problems

Consider the two-point boundary value problem

$$
\begin{gather*}
-\frac{d^{2} u}{d x^{2}}=f \text { in }(0,1)  \tag{0.1.1}\\
u(0)=0, \quad u^{\prime}(1)=0 .
\end{gather*}
$$

If $u$ is the solution and $v$ is any (sufficiently regular) function such that $v(0)=0$, then integration by parts yields

$$
\begin{align*}
(f, v): & =\int_{0}^{1} f(x) v(x) d x=\int_{0}^{1}-u^{\prime \prime}(x) v(x) d x \\
& =\int_{0}^{1} u^{\prime}(x) v^{\prime}(x) d x=: a(u, v) \tag{0.1.2}
\end{align*}
$$

Let us define (formally, for the moment, since the notion of derivative to be used has not been made precise)

$$
V=\left\{v \in L^{2}(0,1): \quad a(v, v)<\infty \text { and } v(0)=0\right\} .
$$

Then we can say that the solution $u$ to (0.1.1) is characterized by

$$
\begin{equation*}
u \in V \quad \text { such that } \quad a(u, v)=(f, v) \quad \forall v \in V, \tag{0.1.3}
\end{equation*}
$$

which is called the variational or weak formulation of (0.1.1).
The relationship (0.1.3) is called "variational" because the function $v$ is allowed to vary arbitrarily. It may seem somewhat unusual at first; later we will see that it has a natural interpretation in the setting of Hilbert spaces. (A Hilbert space is a vector space whose topology is defined using an inner-product.) One example of a Hilbert space is $L^{2}(0,1)$ with innerproduct $(\cdot, \cdot)$. Although it is by no means obvious, we will also see that the space $V$ may be viewed as a Hilbert space with inner-product $a(\cdot, \cdot)$, which was defined in (0.1.2).

One critical question we have not yet dealt with is what sort of derivative is to be used in the definition of the bilinear form $a(\cdot, \cdot)$. Should this be the classical derivative

$$
u^{\prime}(x)=\lim _{h \rightarrow 0} \frac{u(x+h)-u(x)}{h} ?
$$

Or should the "almost everywhere" definition valid for functions of bounded variation (BV) be used? We leave this point hanging for the moment and hope this sort of question motivates you to study the following chapter on Sobolev spaces. Of course, the central issue is that (0.1.3) still embodies the original problem (0.1.1). The following theorem verifies this under some simplifying assumptions.
(0.1.4) Theorem. Suppose $f \in C^{0}([0,1])$ and $u \in C^{2}([0,1])$ satisfy (0.1.3). Then $u$ solves (0.1.1).

Proof. Let $v \in V \cap C^{1}([0,1])$. Then integration by parts gives

$$
\begin{equation*}
(f, v)=a(u, v)=\int_{0}^{1}\left(-u^{\prime \prime}\right) v d x+u^{\prime}(1) v(1) . \tag{0.1.5}
\end{equation*}
$$

Thus, $\left(f-\left(-u^{\prime \prime}\right), v\right)=0$ for all $v \in V \cap C^{1}([0,1])$ such that $v(1)=0$. Let $w=f+u^{\prime \prime} \in C^{0}([0,1])$. If $w \not \equiv 0$, then $w(x)$ is of one sign in some interval $\left[x_{0}, x_{1}\right] \subset[0,1]$, with $x_{0}<x_{1}$ (continuity). Choose $v(x)=\left(x-x_{0}\right)^{2}\left(x-x_{1}\right)^{2}$
in $\left[x_{0}, x_{1}\right]$ and $v \equiv 0$ outside $\left[x_{0}, x_{1}\right]$. But then $(w, v) \neq 0$, which is a contradiction. Thus, $-u^{\prime \prime}=f$. Now apply (0.1.5) with $v(x)=x$ to find $u^{\prime}(1)=0$. Of course, $u \in V$ implies $u(0)=0$, so $u$ solves (0.1.1).
(0.1.6) Remark. The boundary condition $u(0)=0$ is called essential as it appears in the variational formulation explicitly, i.e., in the definition of $V$. This type of boundary condition also frequently goes by the proper name "Dirichlet." The boundary condition $u^{\prime}(1)=0$ is called natural because it is incorporated implicitly. This type of boundary condition is often referred to by the name "Neumann." We summarize the different kinds of boundary conditions encountered so far, together with their various names in the following table:

Table 0.1. Naming conventions for two types of boundary conditions

| Boundary Condition | Variational Name | Proper Name |
| :---: | :---: | :---: |
| $u(x)=0$ | essential | Dirichlet |
| $u^{\prime}(x)=0$ | natural | Neumann |

The assumptions $f \in C^{0}([0,1])$ and $u \in C^{2}([0,1])$ in the theorem allow (0.1.1) to be interpreted in the usual sense. However, we will see other ways in which to interpret (0.1.1), and indeed the theorem says that the formulation (0.1.3) is a way to interpret it that is valid with much less restrictive assumptions on $f$. For this reason, (0.1.3) is also called a weak formulation of (0.1.1).

### 0.2 Ritz-Galerkin Approximation

Let $S \subset V$ be any (finite dimensional) subspace. Let us consider (0.1.3) with $V$ replaced by $S$, namely

$$
\begin{equation*}
u_{S} \in S \quad \text { such that } \quad a\left(u_{S}, v\right)=(f, v) \quad \forall v \in S \tag{0.2.1}
\end{equation*}
$$

It is remarkable that a discrete scheme for approximating (0.1.1) can be defined so easily. This is only one powerful aspect of the Ritz-Galerkin method. However, we first must see that (0.2.1) does indeed define an object. In the process we will indicate how (0.2.1) represents a (square, finite) system of equations for $u_{S}$. These will be done in the following theorem and its proof.
(0.2.2) Theorem. Given $f \in L^{2}(0,1)$, ( 0.2 .1 ) has a unique solution.

Proof. Let us write (0.2.1) in terms of a basis $\left\{\phi_{i}: 1 \leq i \leq n\right\}$ of $S$. Let $u_{S}=\sum_{j=1}^{n} U_{j} \phi_{j}$; let $K_{i j}=a\left(\phi_{j}, \phi_{i}\right), F_{i}=\left(f, \phi_{i}\right)$ for $i, j=1, \ldots, n$. Set
$\mathbf{U}=\left(U_{j}\right), \mathbf{K}=\left(K_{i j}\right)$ and $\mathbf{F}=\left(F_{i}\right)$. Then (0.2.1) is equivalent to solving the (square) matrix equation

$$
\begin{equation*}
\mathbf{K} \mathbf{U}=\mathbf{F} \tag{0.2.3}
\end{equation*}
$$

For a square system such as (0.2.3) we know that uniqueness is equivalent to existence, as this is a finite dimensional system. Nonuniqueness would imply that there is a nonzero $\mathbf{V}$ such that $\mathbf{K V}=\mathbf{0}$. Write $v=\sum V_{j} \phi_{j}$ and note that the equivalence of (0.2.1) and (0.2.3) implies that $a\left(v, \phi_{j}\right)=0$ for all $j$. Multiplying this by $V_{j}$ and summing over $j$ yields $0=a(v, v)=$ $\int_{0}^{1}\left(v^{\prime}\right)^{2}(x) d x$, from which we conclude that $v^{\prime} \equiv 0$. Thus, $v$ is constant, and, since $v \in S \subset V$ implies $v(0)=0$, we must have $v \equiv 0$. Since $\left\{\phi_{i}: 1 \leq\right.$ $i \leq n\}$ is a basis of $S$, this means that $\mathbf{V}=\mathbf{0}$. Thus, the solution to (0.2.3) must be unique (and hence must exist). Therefore, the solution $u_{S}$ to (0.2.1) must also exist and be unique.
(0.2.4) Remark. Two subtle points are hidden in the "proof" of Theorem (0.2.2). Why is it that "thus $v$ is constant"? And, moreover, why does $v \in V$ really imply $v(0)=0$ (even though it is in the definition, i.e., why does the definition make sense)? The first question should worry those familiar with the Cantor function whose derivative is zero almost everywhere, but is certainly not constant (it also vanishes at the left of the interval in typical constructions). Thus, something about our definition of $V$ must rule out such functions as members. $V$ is an example of a Sobolev space, and we will see that such problems do not occur in these spaces. It is clear that functions such as the Cantor function should be ruled out (in a systematic way) as candidate solutions for differential equations since it would be a nontrivial solution to the o.d.e. $u^{\prime}=0$ with initial condition $u(0)=0$.
(0.2.5) Remark. The matrix $\mathbf{K}$ is often referred to as the stiffness matrix, a name coming from corresponding matrices in the context of structural problems. It is clearly symmetric, since the energy inner-product $a(\cdot, \cdot)$ is symmetric. It is also positive definite, since

$$
\sum_{i, j=1}^{n} k_{i j} v_{i} v_{j}=a(v, v) \quad \text { where } \quad v=\sum_{j=1}^{n} v_{j} \phi_{j}
$$

Clearly, $a(v, v) \geq 0$ for all $\left(v_{j}\right)$ and $a(v, v)=0$ was already "shown" to imply $v \equiv 0$ in the proof of Theorem 0.2.3.

### 0.3 Error Estimates

Let us begin by observing the fundamental orthogonality relation between $u$ and $u_{S}$. Subtracting (0.2.1) from (0.1.3) implies

$$
\begin{equation*}
a\left(u-u_{S}, w\right)=0 \quad \forall w \in S \tag{0.3.1}
\end{equation*}
$$

Equation (0.3.1) and its subsequent variations are the key to the success of all Ritz-Galerkin/finite-element methods. Now define

$$
\|v\|_{E}=\sqrt{a(v, v)}
$$

for all $v \in V$, the energy norm. A critical relationship between the energy norm and inner-product is Schwarz' inequality:

$$
\begin{equation*}
|a(v, w)| \leq\|v\|_{E}\|w\|_{E} \quad \forall v, w \in V . \tag{0.3.2}
\end{equation*}
$$

This inequality is a cornerstone of Hilbert space theory and will be discussed at length in Sect. 2.1. Then, for any $v \in S$,

$$
\begin{array}{rlr}
\left\|u-u_{S}\right\|_{E}^{2} & =a\left(u-u_{S}, u-u_{S}\right) \\
& =a\left(u-u_{S}, u-v\right)+a\left(u-u_{S}, v-u_{S}\right) \\
& \left.=a\left(u-u_{S}, u-v\right) \quad \text { (from 0.3.1 with } w=v-u_{S}\right) \\
& \leq\left\|u-u_{S}\right\|_{E}\|u-v\|_{E} & \text { (from 0.3.2). } \tag{from0.3.2}
\end{array}
$$

If $\left\|u-u_{S}\right\|_{E} \neq 0$, we can divide by it to obtain $\left\|u-u_{S}\right\|_{E} \leq\|u-v\|_{E}$, for any $v \in S$. If $\left\|u-u_{S}\right\|_{E}=0$, this inequality is trivial. Taking the infimum over $v \in S$ yields

$$
\left\|u-u_{S}\right\|_{E} \leq \inf \left\{\|u-v\|_{E}: v \in S\right\} .
$$

Since $u_{S} \in S$, we have

$$
\inf \left\{\|u-v\|_{E}: v \in S\right\} \leq\left\|u-u_{S}\right\|_{E}
$$

Therefore,

$$
\left\|u-u_{S}\right\|_{E}=\inf \left\{\|u-v\|_{E}: v \in S\right\} .
$$

Moreover, there is an element $\left(u_{S}\right)$ for which the infimum is attained, and we indicate this by replacing "infimum" with "minimum." Thus, we have proved the following.
(0.3.3) Theorem. $\left\|u-u_{S}\right\|_{E}=\min \left\{\|u-v\|_{E}: v \in S\right\}$.

This is the basic error estimate for the Ritz-Galerkin method, and it says that the error is optimal in the energy norm. We will use this later to derive more concrete estimates for the error based on constructing approximations to $u$ in $S$ for particular choices of $S$. Now we consider the error in another norm.

Define $\|v\|=(v, v)^{\frac{1}{2}}=\left(\int_{0}^{1} v(x)^{2} d x\right)^{\frac{1}{2}}$, the $L^{2}(0,1)$-norm. We wish to consider the size of the error $u-u_{S}$ in this norm. You might guess that the $L^{2}(0,1)$-norm is weaker than the energy norm, as the latter is the $L^{2}(0,1)$ norm of the derivative (this is the case, on $V$, although it is not completely obvious and makes use of the essential boundary condition incorporated in $V)$. Thus, the error in the $L^{2}(0,1)$-norm will be at least comparable with the error measured in the energy norm. In fact, we will find it is considerably smaller.

To estimate $\left\|u-u_{S}\right\|$, we use what is known as a "duality" argument. Let $w$ be the solution of

$$
-w^{\prime \prime}=u-u_{S} \quad \text { on }[0,1] \quad \text { with } \quad w(0)=w^{\prime}(1)=0
$$

Integrating by parts, we find

$$
\begin{align*}
&\left\|u-u_{S}\right\|^{2}=\left(u-u_{S}, u-u_{S}\right) \\
&=\left(u-u_{S},-w^{\prime \prime}\right) \\
&=a\left(u-u_{S}, w\right) \quad\left(\text { since }\left(u-u_{S}\right)(0)=w^{\prime}(1)=0\right) \\
&=a\left(u-u_{S}, w-v\right) \quad  \tag{from0.3.1}\\
&\text { (from } 0.3 .1)
\end{align*}
$$

for all $v \in S$. Thus, Schwarz' inequality (0.3.2) implies that

$$
\begin{aligned}
\left\|u-u_{S}\right\| & \leq\left\|u-u_{S}\right\|_{E}\|w-v\|_{E} /\left\|u-u_{S}\right\| \\
& =\left\|u-u_{S}\right\|_{E}\|w-v\|_{E} /\left\|w^{\prime \prime}\right\| .
\end{aligned}
$$

We may now take the infimum over $v \in S$ to get

$$
\left\|u-u_{S}\right\| \leq\left\|u-u_{S}\right\|_{E} \inf _{v \in S}\|w-v\|_{E} /\left\|w^{\prime \prime}\right\|
$$

Thus, we see that the $L^{2}$-norm of the error can be much smaller than the energy norm, provided that $w$ can be approximated well by some function in $S$. It is reasonable to assume that we can take $v \in S$ close to $w$, which we formalize in the following approximation assumption:

$$
\begin{equation*}
\inf _{v \in S}\|w-v\|_{E} \leq \epsilon\left\|w^{\prime \prime}\right\| \tag{0.3.4}
\end{equation*}
$$

Of course, we envisage that this holds with $\epsilon$ being a small number. Applying (0.3.4) yields

$$
\left\|u-u_{S}\right\| \leq \epsilon\left\|u-u_{S}\right\|_{E},
$$

and applying (0.3.4) again, with $w$ replaced by $u$, and using Theorem 0.3.3 gives

$$
\left\|u-u_{S}\right\|_{E} \leq \epsilon\left\|u^{\prime \prime}\right\| .
$$

Combining these estimates, and recalling (0.1.1), yields
(0.3.5) Theorem. Assumption (0.3.4) implies that

$$
\left\|u-u_{S}\right\| \leq \epsilon\left\|u-u_{S}\right\|_{E} \leq \epsilon^{2}\left\|u^{\prime \prime}\right\|=\epsilon^{2}\|f\|
$$

The point of course is that $\left\|u-u_{S}\right\|_{E}$ is of order $\epsilon$ whereas $\left\|u-u_{S}\right\|$ is of order $\epsilon^{2}$. We now consider a family of spaces $S$ for which $\epsilon$ may be made arbitrarily small.

### 0.4 Piecewise Polynomial Spaces - The Finite Element Method

Let $0=x_{0}<x_{1}<\ldots<x_{n}=1$ be a partition of $[0,1]$, and let $S$ be the linear space of functions $v$ such that
i) $v \in C^{0}([0,1])$
ii) $\left.v\right|_{\left[x_{i-1}, x_{i}\right]}$ is a linear polynomial, $i=1, \ldots, n$, and
iii) $v(0)=0$.

We will see later that $S \subset V$. For each $i=1, \ldots, n$ define $\phi_{i}$ by the requirement that $\phi_{i}\left(x_{j}\right)=\delta_{i j}=$ the Kronecker delta, as shown in Fig. 0.1.


Fig. 0.1. piecewise linear basis function $\phi_{i}$
(0.4.1) Lemma. $\left\{\phi_{i}: 1 \leq i \leq n\right\}$ is a basis for $S$.
(0.4.2) Remark. $\left\{\phi_{i}\right\}$ is called a nodal basis for $S$, and $\left\{v\left(x_{i}\right)\right\}$ are the nodal values of a function $v$. (The points $\left\{x_{i}\right\}$ are called the nodes.)
Proof. The set $\left\{\phi_{i}\right\}$ is linearly independent since $\sum_{i=1}^{n} c_{i} \phi_{i}\left(x_{j}\right)=0$ implies $c_{j}=0$. To see that it spans $S$, consider the following:
(0.4.3) Definition. Given $v \in C^{0}([0,1])$, the interpolant $v_{I} \in S$ of $v$ is determined by $v_{I}:=\sum_{i=1}^{n} v\left(x_{i}\right) \phi_{i}$.

Clearly, the set $\left\{\phi_{i}\right\}$ spans $S$ if the following is true.
(0.4.4) Lemma. $v \in S \Rightarrow v=v_{I}$.

Proof. $v-v_{I}$ is linear on each $\left[x_{i-1}, x_{i}\right]$ and zero at the endpoints, hence must be identically zero.

We will now prove the following approximation theorem for the interpolant.
(0.4.5) Theorem. Let $h=\max _{1 \leq i \leq n}\left(x_{i}-x_{i-1}\right)$. Then

$$
\left\|u-u_{I}\right\|_{E} \leq C h\left\|u^{\prime \prime}\right\|
$$

for all $u \in V$, where $C$ is independent of $h$ and $u$.

Proof. Recalling the definitions of the two norms, it is clearly sufficient to prove the estimate piecewise, i.e., that

$$
\int_{x_{j-1}}^{x_{j}}\left(u-u_{I}\right)^{\prime}(x)^{2} d x \leq c\left(x_{j}-x_{j-1}\right)^{2} \int_{x_{j-1}}^{x_{j}} u^{\prime \prime}(x)^{2} d x
$$

as the stated result follows by summing over $j$, with $C=\sqrt{c}$. Let $e=u-u_{I}$ denote the error; since $u_{I}$ is a linear polynomial on the interval $\left[x_{j-1}, x_{j}\right]$, the above is equivalent to

$$
\int_{x_{j-1}}^{x_{j}} e^{\prime}(x)^{2} d x \leq c\left(x_{j}-x_{j-1}\right)^{2} \int_{x_{j-1}}^{x_{j}} e^{\prime \prime}(x)^{2} d x
$$

Changing variables by an affine mapping of the interval $\left[x_{j-1}, x_{j}\right]$ to the interval $[0,1]$, we see that this is equivalent to showing

$$
\int_{0}^{1} \tilde{e}^{\prime}(\tilde{x})^{2} d \tilde{x} \leq c \int_{0}^{1} \tilde{e}^{\prime \prime}(\tilde{x})^{2} d \tilde{x}
$$

where $x=x_{j-1}+\tilde{x}\left(x_{j}-x_{j-1}\right)$ and

$$
\tilde{e}(\tilde{x})=e\left(x_{j-1}+\tilde{x}\left(x_{j}-x_{j-1}\right)\right) .
$$

Note that we have arrived at an equivalent estimate that does not involve the mesh size at all. The technique of reducing a mesh-length dependent estimate to a mesh-independent one in this way is called a homogeneity argument (or scaling argument) and will be used frequently in Chapter 4 and thereafter.

The verification of the latter estimate is a simple calculus exercise. Let $w=\tilde{e}$ to simplify the notation, and write $x$ for $\tilde{x}$. Note that $w$ vanishes at both ends of the interval (the interpolation error is zero at all nodes). By Rolle's Theorem, $w^{\prime}(\xi)=0$ for some $\xi$ satisfying $0<\xi<1$. Thus,

$$
w^{\prime}(y)=\int_{\xi}^{y} w^{\prime \prime}(x) d x
$$

By Schwarz' inequality,

$$
\begin{align*}
\left|w^{\prime}(y)\right| & =\left|\int_{\xi}^{y} w^{\prime \prime}(x) d x\right| \\
& =\left|\int_{\xi}^{y} 1 \cdot w^{\prime \prime}(x) d x\right| \\
& \leq\left|\int_{\xi}^{y} 1 d x\right|^{1 / 2} \cdot\left|\int_{\xi}^{y} w^{\prime \prime}(x)^{2} d x\right|^{1 / 2}  \tag{0.4.6}\\
& =|y-\xi|^{1 / 2}\left|\int_{\xi}^{y} w^{\prime \prime}(x)^{2} d x\right|^{1 / 2} \\
& \leq|y-\xi|^{1 / 2}\left(\int_{0}^{1} w^{\prime \prime}(x)^{2} d x\right)^{1 / 2}
\end{align*}
$$

Squaring and integrating with respect to $y$ completes the verification, with

$$
c=\sup _{0<\xi<1} \int_{0}^{1}|y-\xi| d y=\frac{1}{2} .
$$

(0.4.7) Corollary. $\left\|u-u_{S}\right\|+C h\left\|u-u_{S}\right\|_{E} \leq 2(C h)^{2}\left\|u^{\prime \prime}\right\|$.

Proof. Theorem 0.4.5 implies that the approximation assumption (0.3.4) holds with $\epsilon=C h$.
(0.4.8) Remark. The interpolant defines a linear operator $\mathcal{I}: C^{0}([0,1]) \rightarrow S$ where $\mathcal{I} v=v_{I}$. Lemma 0.4 .4 says that $\mathcal{I}$ is a projection (i.e., $\mathcal{I}^{2}=\mathcal{I}$ ). The estimate (0.4.6) for $w^{\prime}$ in the proof of (0.4.5) is an example of Sobolev's inequality, in which the pointwise values of a function can be estimated in terms of integrated quantities involving its derivatives. Estimates of this type will be considered at length in Chapter 1.

### 0.5 Relationship to Difference Methods

The stiffness matrix $\mathbf{K}$ as defined in (0.2.3), using the basis $\left\{\phi_{i}\right\}$ described above, can be interpreted as a difference operator. Let $h_{i}=x_{i}-x_{i-1}$. Then the matrix entries $K_{i j}=a\left(\phi_{i}, \phi_{j}\right)$ can be easily calculated to be

$$
\begin{equation*}
K_{i i}=h_{i}^{-1}+h_{i+1}^{-1}, K_{i, i+1}=K_{i+1, i}=-h_{i+1}^{-1} \quad(i=1, \ldots, n-1) \tag{0.5.1}
\end{equation*}
$$

and $K_{n n}=h_{n}^{-1}$ with the rest of the entries of $\mathbf{K}$ being zero. Similarly, the entries of $\mathbf{F}$ can be approximated if $f$ is sufficiently smooth:

$$
\begin{equation*}
\left(f, \phi_{i}\right)=\frac{1}{2}\left(h_{i}+h_{i+1}\right)\left(f\left(x_{i}\right)+\mathcal{O}(h)\right) \tag{0.5.2}
\end{equation*}
$$

where $h=\max h_{i}$. (This follows easily from Taylor's Theorem since the integral of $\phi_{i}$ is $\left(h_{i}+h_{i+1}\right) / 2$. Note that the error is not $\mathcal{O}\left(h^{2}\right)$ unless $1-\left(h_{i} / h_{i+1}\right)=\mathcal{O}(h)$.) Thus, the $i-t h$ equation of $\mathbf{K U}=\mathbf{F}$ (for $1 \leq i \leq$ $n-1$ ) can be written as

$$
\begin{equation*}
\frac{-2}{h_{i}+h_{i+1}}\left[\frac{U_{i+1}-U_{i}}{h_{i+1}}-\frac{U_{i}-U_{i-1}}{h_{i}}\right]=\frac{2\left(f, \phi_{i}\right)}{h_{i}+h_{i+1}}=f\left(x_{i}\right)+\mathcal{O}(h) . \tag{0.5.3}
\end{equation*}
$$

The difference operator on the left side of this equation can also be seen to be an $\mathcal{O}(h)$ accurate approximation to the differential operator $-d^{2} / d x^{2}$ (and not $\mathcal{O}\left(h^{2}\right)$ accurate in the usual sense unless $1-h_{i} / h_{i+1}=\mathcal{O}(h)$.) For a uniform mesh, the equations reduce to the familiar difference equations

$$
\begin{equation*}
-\frac{U_{i+1}-2 U_{i}+U_{i-1}}{h^{2}}=f\left(x_{i}\right)+\mathcal{O}\left(h^{2}\right) \tag{0.5.4}
\end{equation*}
$$

which are well known to be second-order accurate. However, for a general mesh (e.g., $h_{i}=h$ for $i$ even and $h_{i}=h / 2$ for $i$ odd), we know from Corollary 0.4.7 that the answer is still second-order accurate (in $L^{2}(0,1)$ at least, but it will also be proved to be so in the maximum norm in Sect. 0.7), even though the difference equations are formally only consistent to first order. This phenomenon has been studied in detail by Spijker (Spijker 1971), and related work has recently been done by (Kreiss, et.al. 1986). See exercises $0 . x .11$ through 0.x. 15 for more details.

We will take this opportunity to philosophize about some powerful characteristics of the finite element formalism for generating discrete schemes for approximating the solutions to differential equations. Being based on the variational formulation of boundary value problems, it is quite systematic, handling different boundary conditions with ease; one simply replaces infinite dimensional spaces with finite dimensional subspaces. What results, as in (0.5.3), is the same as a finite difference equation, in keeping with the dictum that different numerical methods are usually more similar than they are distinct. However, we were able to derive very quickly the convergence properties of the finite element method. Finally, the notation for the discrete scheme is quite compact in the finite element formulation. This could be utilized to make coding the algorithm much more efficient if only the appropriate computer language and compiler were available. This latter characteristic of the finite element method is one that has not yet been exploited extensively, but an initial attempt has been made in the system fec (Bagheri, Scott \& Zhang 1992). (One could also argue that finite element practitioners have already taken advantage of this by developing their own "languages" through extensive software libraries of their own, but this applies equally well to the finite-difference practitioners.)

### 0.6 Computer Implementation of Finite Element Methods

One key to the success of the finite element method, as developed in engineering practice, was the systematic way that computer codes could be implemented. One important step in this process is the assembly of the innerproduct $a(u, v)$ by summing its constituent parts over each sub-interval, or element, which are computed separately. This is facilitated through the use of a numbering scheme called the global-to-local index. This index, $i(e, j)$, relates the local node number, $j$, on a particular element, $e$, to its position in the global data structure. In our one-dimensional example with piecewise linear functions, this index is particularly simple: the "elements" are based
on the intervals $I_{e}:=\left[x_{e-1}, x_{e}\right]$ where $e$ is an integer in the range $1, \ldots, n$ and

$$
i(e, j):=e+j-1 \quad \text { for } \quad e=1, \ldots, n \quad \text { and } \quad j=0,1
$$

That is, for each element there are two nodal parameters of interest, one corresponding to the left end of the interval $(j=0)$ and one at the right $(j=1)$. Their relationship is represented by the mapping $i(e, j)$.

We may write the interpolant of a continuous function for the space of all piecewise linear functions (no boundary conditions imposed) via

$$
\begin{equation*}
f_{I}:=\sum_{e} \sum_{j=0}^{1} f\left(x_{i(e, j)}\right) \phi_{j}^{e} \tag{0.6.1}
\end{equation*}
$$

where $\left\{\phi_{j}^{e}: j=0,1\right\}$ denotes the set of basis functions for linear functions on the single interval $I_{e}=\left[x_{e-1}, x_{e}\right]$ :

$$
\phi_{j}^{e}(x)=\phi_{j}\left(\left(x-x_{e-1}\right) /\left(x_{e}-x_{e-1}\right)\right)
$$

where

$$
\phi_{0}(x):=\left\{\begin{array}{ll}
1-x & x \in[0,1] \\
0 & \text { otherwise }
\end{array} \quad \text { and } \quad \phi_{1}(x):= \begin{cases}x & x \in[0,1] \\
0 & \text { otherwise }\end{cases}\right.
$$

Note that we have related all of the "local" basis functions $\phi_{j}^{e}$ to a fixed set of basis functions on a "reference" element, $[0,1]$, via an affine mapping of $[0,1]$ to $\left[x_{e-1}, x_{e}\right]$. (By definition, the local basis functions, $\phi_{j}^{e}$, are extended by zero outside the interval $I_{e}$.)

The expression (0.6.1) for the interpolant shows (cf. Lemma 0.4.4) that any piecewise linear function $f$ (no boundary conditions imposed) can be written in the form

$$
\begin{equation*}
f:=\sum_{e} \sum_{j=0}^{1} f_{i(e, j)} \phi_{j}^{e} \tag{0.6.2}
\end{equation*}
$$

where $f_{i}=f\left(x_{i}\right)$ for all $i$. In particular, the cardinality of the image of the index mapping $i(e, j)$ is the dimension of the space of piecewise linear functions. Note that the expression (0.6.2) represents $f$ incorrectly at the nodal points, but this has no effect on the evaluation of multilinear forms involving integrals of $f$.

The bilinear forms defined in (0.1.2) can be easily evaluated (assembled) using this representation as well. For example,

$$
a(v, w)=\sum_{e} a_{e}(v, w)
$$

where the "local" bilinear form is defined (and evaluated) via

$$
\begin{aligned}
a_{e}(v, w) & :=\int_{I_{e}} v^{\prime} w^{\prime} d x \\
& =\left(x_{e}-x_{e-1}\right)^{-1} \int_{0}^{1}\left(\Sigma_{j} v_{i(e, j)} \phi_{j}\right)^{\prime}\left(\Sigma_{j} w_{i(e, j)} \phi_{j}\right)^{\prime} d x \\
& =\left(x_{e}-x_{e-1}\right)^{-1}\binom{v_{i(e, 0)}}{v_{i(e, 1)}}^{t} \mathbf{K}\binom{w_{i(e, 0)}}{w_{i(e, 1)}}
\end{aligned}
$$

Here, the local stiffness matrix, $\mathbf{K}$, is given by

$$
\mathrm{K}_{i, j}:=\int_{0}^{1} \phi_{i-1}^{\prime} \phi_{j-1}^{\prime} d x \quad \text { for } \quad i, j=1,2
$$

Note that we have identified the space of piecewise linear functions, $v$, with the vector space of values, $\left(v_{i}\right)$, at the nodes. The subspace, $S$, of piecewise linear functions that vanish at $x=0$, defined in Sect. 0.4 , can be identified with the subspace $\left\{\left(v_{i}\right): v_{0}=0\right\}$. Including $v_{0}$ in the data structure (with a value of zero) makes the assembly of bilinear forms equally easy in the presence of boundary conditions.

### 0.7 Local Estimates

We wish to derive estimates for the error, $u-u_{S}$, in the pointwise sense. As in the case for the $L^{2}$-norm, we begin by writing the error that we wish to bound in terms of the energy bilinear form applied to $u-u_{S}$ and some other function. In this case, this other function is the so-called Green's function for the problem (0.1.1), which in this case is simply

$$
g_{x}(t):= \begin{cases}t & t<x \\ x & \text { otherwise }\end{cases}
$$

where $x$ is any point in $[0,1]$. Integration by parts shows that

$$
v(x)=a\left(v, g_{x}\right) \quad \forall v \in V
$$

since $g_{x}^{\prime \prime}$ is identically zero on either side of $x$. Therefore,

$$
\begin{aligned}
\left(u-u_{S}\right)(x) & =a\left(u-u_{S}, g_{x}\right) \\
& =a\left(u-u_{S}, g_{x}-v\right) \quad \forall v \in S
\end{aligned}
$$

One conclusion is that, if $S$ is the space of piecewise linear functions defined on a partition $\left\{x_{i}: i=1, \ldots, n\right\}$ as in Sect. 0.4 , then

$$
\left(u-u_{S}\right)\left(x_{i}\right)=0 \quad \forall i=1, \ldots, n
$$

since $g_{x_{i}} \in S$ in this case. Thus, we conclude that $u_{S}=u_{I}$, and a variant of Theorem 0.4.5 yields

$$
\begin{equation*}
\left\|u-u_{I}\right\|_{\max } \leq C h^{2}\left\|u^{\prime \prime}\right\|_{\max } \tag{0.7.1}
\end{equation*}
$$

(Recall that $\|f\|_{\max }=\max _{0 \leq x \leq 1}|f(x)|$.) Combining the above estimates, we have proved the following.
(0.7.2) Theorem. Let $u_{S}$ be determined by (0.2.1) using the space of piecewise linear functions defined in Sect. 0.4. Then

$$
\left\|u-u_{S}\right\|_{\max } \leq C h^{2}\left\|u^{\prime \prime}\right\|_{\max }
$$

Local estimates for higher-dimensional problems are much more difficult to derive, but the use of the Green's function is similar. However, the local character of the singularity of the one-dimensional Green's function disappears, and the distributed nature of the higher-dimensional Green's function requires techniques that are illustrated in the next section.

### 0.8 Adaptive Approximation

In many cases, the solution to a differential equation is rapidly varying only in restricted regions. For such problems, it makes sense to adapt the mesh to match the variation in the solution. The difference in approximation power between a mesh chosen to solve general problems versus one adapted to a particular one can be substantial. We present a particularly simple approximation problem here to illustrate this effect. For more complex results, see (DeVore, Howard \& Micchelli 1989).

Let us consider the problem of approximating functions of one variable whose derivatives are integrable. This is an even weaker condition than what we used in section 0.3 , and we wish to consider approximation in a stronger norm, the maximum norm. We consider approximation by the space $S_{\Delta}$ of piecewise constant functions on a partition

$$
\begin{equation*}
\Delta=\left\{x_{0}, x_{1}, \ldots, x_{n}: 0=x_{0}<x_{1}<\cdots<x_{n}=1\right\} . \tag{0.8.1}
\end{equation*}
$$

In this case, we will say that $\operatorname{size}(\Delta)=n$. It is not hard to see that the best result of the form

$$
\begin{equation*}
\inf _{v \in S_{\Delta}}\|u-v\|_{\max } \leq C n^{-p} \int_{0}^{1}\left|u^{\prime}(x)\right| d x \tag{0.8.2}
\end{equation*}
$$

to hold for all $u$ (with a fixed mesh) is to have $p=0$. Indeed, whatever the mesh, we can let $u$ go from zero at $x_{0}$ to one at $x_{1}$ (and stay at one the rest of the interval). This particular $u$ has $\int_{0}^{1}\left|u^{\prime}(x)\right| d x=1$ and yet

$$
\inf _{v \in S_{\Delta}}\|u-v\|_{\max }=\frac{1}{2}
$$

Of course, writing $u$ as the integral of $u^{\prime}$ (cf. (0.4.6)) allows us to prove (0.8.2) with $C=1$ and $p=0$, simply by taking $v \equiv 0$.

On the other hand, suppose that we fix a particular $u$ and ask that (0.8.2) hold for some partition $\Delta$ as in (0.8.1). That is, what if we are allowed to choose $\Delta$ based on properties of $u$ ? To be more precise, we are making the distinction between a statement that $\forall u \exists \Delta$ such that (0.8.2) holds versus our earlier statement that, given $\Delta$, (0.8.2) holds $\forall u$.

To see that there is a better estimate possible with an adaptively chosen mesh, suppose that we have a $u$ such that $\int_{0}^{1}\left|u^{\prime}(x)\right| d x=1$. The function

$$
\begin{equation*}
\phi(x)=\int_{0}^{x}\left|u^{\prime}(t)\right| d t \tag{0.8.3}
\end{equation*}
$$

vanishes at $x=0$ and is a non-decreasing function. Moreover, $\phi(1)=1$, so there must be a points $x_{i}$ where $\phi\left(x_{i}\right)=i / n$ and such that $x_{i}<x_{i+1}$ for all $i$. If by chance we have $x_{n}<1$ in this process, we set $x_{n}=1$. One property of this partition is that

$$
\begin{equation*}
\int_{x_{i-1}}^{x_{i}}\left|u^{\prime}(t)\right| d t=\phi\left(x_{i}\right)-\phi\left(x_{i-1}\right)=\frac{1}{n} \tag{0.8.4}
\end{equation*}
$$

for all $i=1, \ldots, n$.
To approximate $u$ on the interval $\left[x_{i-1}, x_{i}\right]$ we use the constant $c_{i}=$ $u\left(x_{i-1}\right)$. Then for $x \in\left[x_{i-1}, x_{i}\right]$

$$
\begin{equation*}
\left|u(x)-c_{i}\right|=\left|\int_{x_{i-1}}^{x} u^{\prime}(t) d t\right| \leq \int_{x_{i-1}}^{x_{i}}\left|u^{\prime}(t)\right| d t=\frac{1}{n} \tag{0.8.3}
\end{equation*}
$$

proving that (0.8.2) holds for all $n$ with $p=1$ and $C=1$, at least when $\int_{0}^{1}\left|u^{\prime}(x)\right| d x=1$. In the general case, simply divide everything in (0.8.2) by $\int_{0}^{1}\left|u^{\prime}(x)\right| d x$.

Again to get the quantifiers right, let us define the approximation quotient

$$
\begin{equation*}
Q(u, \Delta)=\inf _{v \in S_{\Delta}}\|u-v\|_{\max } / \int_{0}^{1}\left|u^{\prime}(x)\right| d x \tag{0.8.5}
\end{equation*}
$$

for a given $u$ such that $0<\int_{0}^{1}\left|u^{\prime}(x)\right| d x<\infty$ and a given partition $\Delta$. Then the first result we proved is that

$$
\begin{equation*}
\forall \Delta \quad \exists u \quad \text { such that } \quad Q(u, \Delta) \geq \frac{1}{2} \tag{0.8.6}
\end{equation*}
$$

and yet in the second result we constructed a $\Delta$ to prove that

$$
\begin{equation*}
\forall u \quad \exists \Delta \text { with } \operatorname{size}(\Delta)=n \quad \text { such that } \quad Q(u, \Delta) \leq \frac{1}{n} \tag{0.8.7}
\end{equation*}
$$

These results indicate what a dramatic difference in approximation power there can be in using a fixed mesh versus a mesh adapted to a particular function.

### 0.9 Weighted Norm Estimates

Suppose $h(x)$ is a function that measures the local mesh size near the point $x$. In particular, we will assume that $h$ is a piecewise linear function satisfying

$$
h\left(x_{j}\right)=h_{j}+h_{j+1}
$$

where $h_{j}=x_{j}-x_{j-1}$ (and we set $h_{n+1}=h_{n}$ and $h_{0}=h_{1}$ ). Note that for all $j=1, \ldots, n$

$$
\begin{equation*}
h(x) \geq h_{j} \quad \forall x \in\left[x_{j-1}, x_{j}\right] \tag{0.9.1}
\end{equation*}
$$

since this holds at each endpoint of the interval and $h$ is linear between them.

We begin by deriving a basic estimate analogous to (0.4.5). From its proof and (0.9.1), we have

$$
\begin{aligned}
\left\|u-u_{I}\right\|_{E}^{2} & =\sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}}\left(u-u_{I}\right)^{\prime}(x)^{2} d x \\
& \leq \frac{1}{2} \sum_{i=1}^{n} h_{i}^{2} \int_{x_{i-1}}^{x_{i}} u^{\prime \prime}(x)^{2} d x \\
& \leq \frac{1}{2} \sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}} h(x)^{2} u^{\prime \prime}(x)^{2} d x \\
& =\frac{1}{2}\left\|h u^{\prime \prime}\right\|^{2}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left\|u-u_{S}\right\|_{E} \leq \frac{1}{\sqrt{2}}\left\|h u^{\prime \prime}\right\| . \tag{0.9.2}
\end{equation*}
$$

We next derive an $L^{2}$ estimate analogous to the first inequality in Theorem 0.3.5. Choosing $w$ as was done in the proof of that result, we find

$$
\left\|u-u_{S}\right\|^{2}=a\left(u-u_{S}, w\right)
$$

where $w$ solves the boundary value problem (0.1.1) with $u-u_{S}$ as right-hand-side. For simplicity of notation, let $e:=u-u_{S}$. Using the orthogonality relation (0.3.1) and Schwarz' inequality, we find

$$
\begin{aligned}
a(e, w) & =a\left(e, w-w_{I}\right) \\
& =\int_{0}^{1} h\left(u-u_{S}\right)^{\prime}\left(w-w_{I}\right)^{\prime} / h d x \\
& \leq\left(\int_{0}^{1}\left(h\left(u-u_{S}\right)^{\prime}\right)^{2} d x\right)^{1 / 2}\left(\int_{0}^{1}\left(\left(w-w_{I}\right)^{\prime} / h\right)^{2} d x\right)^{1 / 2}
\end{aligned}
$$

From the results of Sect. 0.4 we have

$$
\begin{aligned}
\int_{0}^{1}\left(\left(w-w_{I}\right)^{\prime}(x) / h(x)\right)^{2} d x & =\sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}}\left(\left(w-w_{I}\right)^{\prime}(x) / h(x)\right)^{2} d x \\
& \leq \sum_{i=1}^{n} h_{i}^{-2} \int_{x_{i-1}}^{x_{i}}\left(w-w_{I}\right)^{\prime}(x)^{2} d x \\
& \leq \sum_{i=1}^{n} \frac{1}{2} \int_{x_{i-1}}^{x_{i}} w^{\prime \prime}(x)^{2} d x
\end{aligned}
$$

Combining the previous inequalities, we have

$$
\begin{equation*}
a(e, w) \leq\left\|h e^{\prime}\right\|\left(\sum_{i=1}^{n} \frac{1}{2} \int_{x_{i-1}}^{x_{i}} w^{\prime \prime}(x)^{2} d x\right)^{1 / 2} \tag{0.9.3}
\end{equation*}
$$

Recalling that $-w^{\prime \prime}=e$, we find

$$
\begin{aligned}
\|e\|^{2} & =a(e, w) \\
& \leq \frac{1}{\sqrt{2}}\left\|h e^{\prime}\right\|\left(\sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}} e(x)^{2} d x\right)^{1 / 2} \\
& =\frac{1}{\sqrt{2}}\left\|h e^{\prime}\right\|\|e\|
\end{aligned}
$$

Dividing by $\|e\|$ and recalling that $e=u-u_{S}$, we have proved

$$
\begin{equation*}
\left\|u-u_{S}\right\| \leq \frac{1}{\sqrt{2}}\left(\int_{0}^{1}\left(h\left(u-u_{S}\right)^{\prime}\right)^{2} d x\right)^{1 / 2} \tag{0.9.4}
\end{equation*}
$$

This says that the $L^{2}$ error can always be estimated in terms of a weighted integral of the squared derivative error, where the weight is given by the mesh function (0.9.1). Now we proceed to estimate the "weighted energy" norm on the right hand side of (0.9.4).

Let us write $e:=u-u_{S}$ for simplicity. Then first observe that

$$
\int_{0}^{1}\left(h\left(u-u_{S}\right)^{\prime}\right)^{2} d x=\left\|h e^{\prime}\right\|^{2}=a\left(e, h^{2} e\right)-\int_{0}^{1} 2 h h^{\prime} e e^{\prime} d x
$$

simply by expanding the expression $a\left(e, h^{2} e\right)$. We will begin to make the assumption that $h^{\prime}$ is small, i.e., that the mesh does not change rapidly (for a uniform mesh, $h^{\prime} \equiv 0$ ). This will allow us to neglect the term

$$
\int_{0}^{1} 2 h h^{\prime} e e^{\prime} d x
$$

in comparison with the other terms in the preceding equation. To do so, we will make frequent use of the arithmetic-geometric mean inequality, which is nothing more than the simple observation that, for any real numbers $a$ and $b$,

$$
a b \leq \frac{1}{2}\left(a^{2}+b^{2}\right)
$$

(just observe that $0 \leq(a-b)^{2}=-2 a b+a^{2}+b^{2}$ ). A slightly more complicated version of the inequality comes by writing

$$
a b=(\epsilon a)(b / \epsilon) \leq \frac{1}{2}\left((\epsilon a)^{2}+(b / \epsilon)^{2}\right)
$$

Writing $\delta$ in place of $\epsilon^{2}$, we find

$$
\begin{equation*}
a b \leq \frac{\delta}{2} a^{2}+\frac{1}{2 \delta} b^{2} \tag{0.9.5}
\end{equation*}
$$

for any $\delta>0$.
Let $M:=\left\|h^{\prime}\right\|_{\max }$. Then Schwarz' inequality and the arithmeticgeometric mean inequality imply

$$
\begin{aligned}
\left|\int_{0}^{1} 2 h h^{\prime} e e^{\prime} d x\right| & \leq 2 M \int_{0}^{1}\left|h e e^{\prime}\right| d x \\
& \leq 2 M\left\|h e^{\prime}\right\|\|e\| \\
& \leq M\left(\left\|h e^{\prime}\right\|^{2}+\|e\|^{2}\right)
\end{aligned}
$$

Therefore,

$$
\left\|h e^{\prime}\right\|^{2} \leq a\left(e, h^{2} e\right)+M\left(\left\|h e^{\prime}\right\|^{2}+\|e\|^{2}\right)
$$

and hence,

$$
(1-M)\left\|h e^{\prime}\right\|^{2} \leq a\left(e, h^{2} e\right)+M\|e\|^{2}
$$

We now estimate the term $a\left(e, h^{2} e\right)$. Let $w:=h^{2} e$. From (0.9.3) and the arithmetic-geometric mean inequality,

$$
\begin{aligned}
a\left(e, h^{2} e\right) & =a(e, w) \\
& \leq \frac{1}{\sqrt{2}}\left\|h e^{\prime}\right\|\left(\sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}}\left(w^{\prime \prime}\right)^{2} d x\right)^{1 / 2} \\
& \leq \frac{1-M}{2}\left\|h e^{\prime}\right\|^{2}+\frac{1}{4(1-M)} \sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}}\left(w^{\prime \prime}\right)^{2} d x
\end{aligned}
$$

which, combined with the previous estimate, implies that

$$
\frac{1-M}{2}\left\|h e^{\prime}\right\|^{2} \leq \frac{1}{4(1-M)} \sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}}\left(w^{\prime \prime}\right)^{2} d x+M\|e\|^{2}
$$

Expanding, we have (on each interval $\left(x_{i-1}, x_{i}\right)$ separately)

$$
w^{\prime \prime}=h^{2} e^{\prime \prime}+4 h h^{\prime} e^{\prime}+2\left(h^{\prime}\right)^{2} e
$$

since $h^{\prime \prime} \equiv 0$. Expanding again, and using the arithmetic-geometric mean inequality, we find

$$
\begin{aligned}
\left(w^{\prime \prime}\right)^{2} \leq & h^{4}\left(e^{\prime \prime}\right)^{2}+16 M^{2}\left(h e^{\prime}\right)^{2}+4 M^{4} e^{2} \\
& +8 M h^{3}\left|e^{\prime \prime}\right|\left|e^{\prime}\right|+4 M^{2} h^{2}\left|e^{\prime \prime}\right||e|+16 M^{3} h\left|e^{\prime}\right||e| \\
\leq & 7 h^{4}\left(e^{\prime \prime}\right)^{2}+28 M^{2}\left(h e^{\prime}\right)^{2}+14 M^{4} e^{2}
\end{aligned}
$$

Integrating, we find

$$
\begin{aligned}
\frac{1-M}{2}\left\|h e^{\prime}\right\|^{2} \leq & \frac{1}{4(1-M)} \sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}} 7 h^{4}\left(e^{\prime \prime}\right)^{2} d x \\
& +\frac{7 M^{2}}{1-M}\left\|h e^{\prime}\right\|^{2}+\left(M+\frac{7 M^{4}}{2(1-M)}\right)\|e\|^{2}
\end{aligned}
$$

which implies

$$
\begin{aligned}
\left(\frac{1-M}{2}-\frac{7 M^{2}}{1-M}\right)\left\|h e^{\prime}\right\|^{2} \leq & \frac{1}{4(1-M)} \sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}} 7 h^{4}\left(e^{\prime \prime}\right)^{2} d x \\
& +\left(M+\frac{7 M^{4}}{2(1-M)}\right)\|e\|^{2}
\end{aligned}
$$

Letting $c_{1}=\left(\frac{1-M}{2}-\frac{7 M^{2}}{1-M}\right)^{-1}$ and recalling that $e^{\prime \prime}=u^{\prime \prime}$, we have

$$
\left\|h e^{\prime}\right\|^{2} \leq \frac{7 c_{1}}{4(1-M)}\left\|h^{2} u^{\prime \prime}\right\|^{2}+c_{1}\left(M+\frac{7 M^{4}}{2(1-M)}\right)\|e\|^{2}
$$

provided that

$$
M<\frac{1}{1+\sqrt{14}}
$$

Combining with estimate (0.9.4), we find that

$$
\left(2-c_{1}\left(M+\frac{7 M^{4}}{2(1-M)}\right)\right)\left\|u-u_{S}\right\|^{2} \leq \frac{7 c_{1}}{4(1-M)}\left\|h^{2} u^{\prime \prime}\right\|^{2}
$$

Finally, we assume that $M$ is sufficiently small so that

$$
2-c_{1}\left(M+\frac{7 M^{4}}{2(1-M)}\right)>0
$$

(observe that $c_{1} \rightarrow 2$ as $M \rightarrow 0$ ), and we conclude that

$$
\begin{equation*}
\left\|u-u_{S}\right\|^{2} \leq C(M)\left\|h^{2} u^{\prime \prime}\right\|^{2} \tag{0.9.6}
\end{equation*}
$$

where $C(M) \rightarrow 7 / 4$ as $M \rightarrow 0$.
We summarize the above results in the following theorem.
(0.9.7) Theorem. Without any restrictions on the mesh, we have

$$
\left\|u-u_{S}\right\|_{E} \leq \frac{1}{\sqrt{2}}\left\|h u^{\prime \prime}\right\|
$$

and

$$
\left\|u-u_{S}\right\| \leq \frac{1}{\sqrt{2}}\left\|h\left(u-u_{S}\right)^{\prime}\right\|
$$

Provided that the mesh-size variation, $M:=\left\|h^{\prime}\right\|_{\max }$, is sufficiently small, there is a constant, $C$, depending on $M$ but otherwise independent of the mesh, such that

$$
\left\|u-u_{S}\right\| \leq C\left\|h^{2} u^{\prime \prime}\right\| .
$$

The condition that the derivative of $h$ be small is easy to interpret. From its definition,

$$
\left.h^{\prime}\right|_{\left(x_{i-1}, x_{i}\right)}=\frac{h_{i+1}-h_{i-1}}{h_{i}}=r_{i+1}-\frac{1}{r_{i}},
$$

where $r_{i}$ is the ratio of lengths of adjacent mesh intervals, $r_{i}=h_{i} / h_{i-1}$. Thus, $\left|h^{\prime}\right|$ is small whenever these ratios are sufficiently close to one. However, this does not preclude strong mesh gradings, e.g., a geometrically graded mesh, $x_{i}=e^{\delta(i-n)}$ for $\delta$ sufficiently small.

## 0.x Exercises

0.x. 1 Verify the expressions (0.5.1) for the "stiffness" matrix $\mathbf{K}$ for piecewise linear functions. If $f$ is piecewise linear, i.e.,

$$
f(x)=\sum_{i=1}^{n} f_{i} \phi_{i}(x)
$$

determine the matrix $\mathbf{M}$ (called the "mass" matrix) such that

$$
\mathbf{K U}=\mathbf{M F} .
$$

0.x. 2 Give weak formulations of modifications of the two-point boundaryvalue problem (0.1.1) where
a) the o. d. e. is $-u^{\prime \prime}+u=f$ instead of $-u^{\prime \prime}=f$ and/or
b) the boundary conditions are $u(0)=u(1)=0$.
0.x. 3 Explain what is wrong in both the variational setting and the classical setting for the problem

$$
-u^{\prime \prime}=f \quad \text { with } u^{\prime}(0)=u^{\prime}(1)=0 .
$$

That is, explain in both contexts why this problem is not well-posed.
0.x. 4 Show that piecewise quadratics have a nodal basis consisting of values at the nodes $x_{i}$ together with the midpoints $\frac{1}{2}\left(x_{i}+x_{i+1}\right)$. Calculate the stiffness matrix for these elements.
$0 . x .5$ Verify (0.5.2).
0.x. 6 Under the same assumptions as in Theorem 0.4.5, prove that

$$
\left\|u-u_{I}\right\| \leq C h^{2}\left\|u^{\prime \prime}\right\|
$$

(Hint: use a homogeneity argument as in the proof of Theorem 0.4.5. Using the notation of that proof, show further that

$$
\int_{0}^{1} w(x)^{2} d x \leq \tilde{c} \int_{0}^{1} w^{\prime}(x)^{2} d x
$$

by utilizing the fact that $w(0)=0$. How small can you make $\tilde{c}$ if you use both $w(0)=0$ and $w(1)=0$ ?)
$0 . x .7$ Using only Theorems 0.3 .5 and 0.4 .5 , prove that

$$
\inf _{v \in S}\|u-v\| \leq C h^{2}\left\|u^{\prime \prime}\right\|
$$

Exercise $0 . x .6$ also would imply this result independently. Compare the different constants, $C$, derived with the different approaches.
$0 . x .8$ Prove that (0.1.1) has a solution $u \in C^{2}([0,1])$ provided $f \in$ $C^{0}([0,1])$. (Hint: write

$$
u(x)=\int_{0}^{x}\left(\int_{s}^{1} f(t) d t\right) d s
$$

and verify the equations.)
$0 . x .9$ Let $V$ denote the space, and $a(\cdot, \cdot)$ the bilinear form, defined in Sect. 0.1. Prove the following coercivity result

$$
\|v\|^{2}+\left\|v^{\prime}\right\|^{2} \leq C a(v, v) \quad \forall v \in V .
$$

Give a value for $C$. (Hint: see the hint in exercise 0.x.6. For simplicity, restrict the result to $v \in V \cap C^{1}(0,1)$.)
$0 . x .10$ Let $V$ denote the space, and $a(\cdot, \cdot)$ the bilinear form, defined in Sect. 0.1. Prove the following version of Sobolev's inequality:

$$
\|v\|_{\max }^{2} \leq C a(v, v) \quad \forall v \in V
$$

Give a value for $C$. (Hint: see the hint in exercise 0.x.6. For simplicity, restrict the result to $v \in V \cap C^{1}(0,1)$.)
0.x. 11 Consider the difference method represented by (0.5.3), namely

$$
\frac{-2}{h_{i}+h_{i+1}}\left(\frac{U_{i+1}-U_{i}}{h_{i+1}}-\frac{U_{i}-U_{i-1}}{h_{i}}\right)=f\left(x_{i}\right)
$$

Prove $\tilde{u}_{S}:=\sum U_{i} \phi_{i}$ satisfies the following modification to (0.2.1):

$$
a\left(\tilde{u}_{S}, v\right)=Q(f v) \quad \forall v \in S
$$

where $a(\cdot, \cdot)$ is the bilinear form defined in Sect. $0.1, S$ consists of piecewise linears as defined in Sect. 0.4 and $Q$ denotes the quadrature approximation based on the trapezoidal rule

$$
Q(w):=\sum_{i=0}^{n} \frac{h_{i}+h_{i+1}}{2} w\left(x_{i}\right) .
$$

Here $\phi_{i}, x_{i}$ and $h_{i}$ are as defined in Sect. 0.4; we further define $h_{0}=h_{n+1}=0$ for simplicity of notation.
$0 . x .12$ Let $Q$ be defined as in exercise 0.x.11. Prove that

$$
\left|Q(w)-\int_{0}^{1} w(x) d x\right| \leq C h^{2} \sum_{i=1}^{n} \int_{x_{i-1}}^{x_{i}}\left|w^{\prime \prime}(x)\right| d x
$$

(Hint: observe that the trapezoidal rule is exact for piecewise linears and refer to the hint in exercise 0.x.6.)
$0 . x .13$ Let $u_{S}$ solve (0.2.1) where $S$ consists of piecewise linears as defined in Sect. 0.4 and let $\tilde{u}_{S}$ be as in exercise 0.x.11. Prove that

$$
\left|a\left(u_{S}-\tilde{u}_{S}, v\right)\right| \leq C h^{2}\left(\left\|f^{\prime}\right\|+\left\|f^{\prime \prime}\right\|\right)\left(\|v\|+\left\|v^{\prime}\right\|\right) \quad \forall v \in S
$$

(Hint: apply exercise 0.x. 12 and Schwarz' inequality.)
$0 . x .14$ Let $u_{S}$ and $\tilde{u}_{S}$ be as in exercise 0.x.13. Prove that

$$
\left\|u_{S}-\tilde{u}_{S}\right\|_{E} \leq C h^{2}\left(\left\|f^{\prime}\right\|+\left\|f^{\prime \prime}\right\|\right) .
$$

(Hint: apply exercise $0 . x .13$, pick $v=u_{S}-\tilde{u}_{S}$ and apply exercise 0.x.9.)
0.x. 15 Let $\tilde{u}_{S}$ be as in exercise 0.x. 11 and let $u$ solve (0.1.1). Prove that

$$
\left\|u-\tilde{u}_{S}\right\|_{\max } \leq C h^{2}\left(\|f\|_{\max }+\left\|f^{\prime}\right\|+\left\|f^{\prime \prime}\right\|\right) .
$$

(Hint: apply exercise 0.x. 14 and Theorem 0.7.2.)
0.x. 16 Give weak formulation of modifications of the two-point boundaryvalue problem (0.1.1) where the boundary conditions are $u(0)=0$ and $u^{\prime}(1)=\lambda$. (Hint: show that $a(u, v)=F(v)$ where $F$ is the linear functional $F(v)=\lambda v(1)$.)

## Chapter 1

## Sobolev Spaces

This chapter is devoted to developing function spaces that are used in the variational formulation of differential equations. We begin with a review of Lebesgue integration theory, upon which our notion of "variational" or "weak" derivative rests. Functions with such "generalized" derivatives make up the spaces commonly referred to as Sobolev spaces. We develop only a small fraction of the known theory for these spaces - just enough to establish a foundation for the finite element method.

### 1.1 Review of Lebesgue Integration Theory

We will now review the basic concepts of Lebesgue integration theory, cf. (Halmos 1991), (Royden 1988) or (Rudin 1987). By "domain" we mean a Lebesgue-measurable (usually either open or closed) subset of $\mathbb{R}^{n}$ with non-empty interior. We restrict our attention for simplicity to real-valued functions, $f$, on a given domain, $\Omega$, that are Lebesgue measurable; by

$$
\int_{\Omega} f(x) d x
$$

we denote the Lebesgue integral of $f$ ( $d x$ denotes Lebesgue measure). For $1 \leq p<\infty$, let

$$
\|f\|_{L^{p}(\Omega)}:=\left(\int_{\Omega}|f(x)|^{p} d x\right)^{1 / p}
$$

and for the case $p=\infty$ set

$$
\|f\|_{L^{\infty}(\Omega)}:=\operatorname{ess} \sup \{|f(x)|: x \in \Omega\}
$$

In either case, we define the Lebesgue spaces

$$
\begin{equation*}
L^{p}(\Omega):=\left\{f:\|f\|_{L^{p}(\Omega)}<\infty\right\} . \tag{1.1.1}
\end{equation*}
$$

To avoid trivial differences between functions, we identify two functions, $f$ and $g$, that satisfy $\|f-g\|_{L^{p}(\Omega)}=0$. For example, take $n=1, \Omega=[-1,1]$ and

$$
f(x):=\left\{\begin{array}{ll}
1 & x \geq 0  \tag{1.1.2}\\
0 & x<0
\end{array} \quad \text { and } \quad g(x):= \begin{cases}1 & x>0 \\
0 & x \leq 0\end{cases}\right.
$$

Since $f$ and $g$ differ only on a set of measure zero (one point, in this case), we view them as representing the same function. With a small ambiguity of notation, we then think of $L^{p}(\Omega)$ as a set of equivalence classes of functions with respect to this identification. There are some famous (and useful) inequalities that hold for the functionals defined above:
(1.1.3) Minkowski's Inequality For $1 \leq p \leq \infty$ and $f, g \in L^{p}(\Omega)$, we have

$$
\|f+g\|_{L^{p}(\Omega)} \leq\|f\|_{L^{p}(\Omega)}+\|g\|_{L^{p}(\Omega)}
$$

(1.1.4) Hölder's Inequality For $1 \leq p, q \leq \infty$ such that $1=1 / p+1 / q$, if $f \in L^{p}(\Omega)$ and $g \in L^{q}(\Omega)$, then $f g \in L^{1}(\Omega)$ and

$$
\|f g\|_{L^{1}(\Omega)} \leq\|f\|_{L^{p}(\Omega)}\|g\|_{L^{q}(\Omega)} .
$$

(1.1.5) Schwarz' Inequality This is simply Hölder's inequality in the special case $p=q=2$, viz. if $f, g \in L^{2}(\Omega)$ then $f g \in L^{1}(\Omega)$ and

$$
\int_{\Omega}|f(x) g(x)| d x \leq\|f\|_{L^{2}(\Omega)}\|g\|_{L^{2}(\Omega)}
$$

In view of Minkowski's inequality and the definitions of $\|\cdot\|_{L^{p}(\Omega)}$, the space $L^{p}(\Omega)$ is closed under linear combinations, i.e., it is a linear (or vector) space. Moreover, the functionals $\|\cdot\|_{L^{p}(\Omega)}$ have properties that classify them as norms.
(1.1.6) Definition. Given a linear (vector) space $V$, a norm, $\|\cdot\|$, is a function on $V$ with values in the non-negative reals having the following properties:
i) $\quad\|v\| \geq 0 \quad \forall v \in V$
$\|v\|=0 \Longleftrightarrow v=0$
ii) $\quad\|c \cdot v\|=|c| \cdot\|v\| \quad \forall c \in \mathbb{R}, v \in V, \quad$ and
iii) $\quad\|v+w\| \leq\|v\|+\|w\| \quad \forall v, w \in V \quad$ (the triangle inequality).

A norm, $\|\cdot\|$, can be used to define a notion of distance, or metric, $d(v, w)=\|v-w\|$ for points $v, w \in V$. A vector space endowed with the topology induced by this metric is called a normed linear space. Recall that a metric space, $V$, is called complete if every Cauchy sequence $\left\{v_{j}\right\}$ of elements of $V$ has a limit $v \in V$. For a normed linear space, a Cauchy sequence is one such that $\left\|v_{j}-v_{k}\right\| \rightarrow 0$ as $j, k \rightarrow \infty$, and completeness means that $\left\|v-v_{j}\right\| \rightarrow 0$ as $j \rightarrow \infty$. The following definition encapsulates some
key features of linear spaces of infinite dimensions needed for theoretical development.
(1.1.7) Definition. A normed linear space $(V,\|\cdot\|)$ is called a Banach space if it is complete with respect to the metric induced by the norm, $\|\cdot\|$.
(1.1.8) Theorem. For $1 \leq p \leq \infty, L^{p}(\Omega)$ is a Banach space.

This theorem (whose proof may be found in the references at the beginning of this section) is a cornerstone of Lebesgue integration theory. Note that it incorporates both Minkowski's inequality and a limit theorem for the Lebesgue integral; that is, if $f_{j} \rightarrow f$ in $L^{p}(\Omega)$ then (cf. exercise 1.x.3)

$$
\begin{equation*}
\int_{\Omega}\left|f_{j}(x)\right|^{p} d x \rightarrow \int_{\Omega}|f(x)|^{p} d x \quad \text { as } \quad j \rightarrow \infty \tag{1.1.9}
\end{equation*}
$$

However, Hölder's inequality and more subtle limit theorems are not reflected in this characterization of the Lebesgue spaces.

A key reason that the Lebesgue integral is preferred over the Riemann integral is the aspect of "completeness" that it enjoys, i.e., that appropriate limits of integrable functions are integrable, a property that the Riemann integral does not have. For example, we can easily evaluate an improper integral to determine that the function $\log x$ has a finite integral on any finite interval of the form $[0, a]$. Correspondingly, if $\left\{r_{n}: n=1,2, \ldots\right\}$ is dense in the interval $[0,1]$, then the functions

$$
\begin{equation*}
f_{j}(x):=\sum_{n=1}^{j} 2^{-n} \log \left|x-r_{n}\right| \tag{1.1.10}
\end{equation*}
$$

all have improper integrals, and one easily sees that

$$
\begin{equation*}
\left|\int_{0}^{1} f_{j}(x) d x\right| \leq 2 \int_{0}^{1}|\log x| d x \tag{1.1.11}
\end{equation*}
$$

Therefore, the "limit" function

$$
\begin{equation*}
f(x):=\sum_{n=1}^{\infty} 2^{-n} \log \left|x-r_{n}\right| \tag{1.1.12}
\end{equation*}
$$

should have a finite "integral" on $[0,1]$, again satisfying

$$
\begin{equation*}
\left|\int_{0}^{1} f(x) d x\right| \leq 2 \int_{0}^{1}|\log x| d x \tag{1.1.13}
\end{equation*}
$$

However, $f$ is infinite at some point in any open sub-interval of $[0,1]$ and so it is not Riemann integrable on any sub-interval of $[0,1]$. Thus, it is not possible, even via "improper" Riemann integrals, to determine if $f$ has a finite integral. On the other hand, one can show (see exercise 1.x.6) that it is Lebesgue integrable and that (1.1.13) holds.

### 1.2 Generalized (Weak) Derivatives

There are several definitions of derivative that are useful in different situations. The "calculus" definition, viz.

$$
u^{\prime}(x)=\lim _{h \rightarrow 0} \frac{u(x+h)-u(x)}{h}
$$

is a "local" definition, involving information about the function $u$ only near the point $x$. The variational formulation developed in Chapter 0 takes a more global view, because pointwise values of derivatives are not needed; only derivatives that can be interpreted as functions in the Lebesgue space $L^{2}(\Omega)$ occur. In the previous section, we have seen that pointwise values of functions in Lebesgue spaces are irrelevant (cf. (1.1.2)); a function in one of these spaces is determined only by its global behavior. Thus, it is natural to develop a global notion of derivative more suited to the Lebesgue spaces. We do so using a "duality" technique, defining derivatives for a class of not-so-smooth functions (see Definition 1.2.3) by comparing them with very-very-smooth functions (introduced in Definition 1.2.1).

First, let us introduce some short-hand notation for (calculus) partial derivatives, the multi-index notation. A multi-index, $\alpha$, is an $n$-tuple of non-negative integers, $\alpha_{i}$. The length of $\alpha$ is given by

$$
|\alpha|:=\sum_{i=1}^{n} \alpha_{i} .
$$

For $\phi \in C^{\infty}$, denote by

$$
D^{\alpha} \phi, \quad D_{x}^{\alpha} \phi, \quad\left(\frac{\partial}{\partial x}\right)^{\alpha} \phi, \quad \phi^{(\alpha)}, \quad \text { and } \quad \partial_{x}^{\alpha} \phi
$$

the usual (pointwise) partial derivative

$$
\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \cdots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}} \phi
$$

Given a vector $\left(x_{1}, \ldots, x_{n}\right)$, we define $x^{\alpha}:=x_{1}^{\alpha_{1}} \cdot x_{2}^{\alpha_{2}} \cdots x_{n}^{\alpha_{n}}$. Note that if $x$ is replaced formally by the symbol $\frac{\partial}{\partial x}:=\left(\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right)$, then this definition of $x^{\alpha}$ is consistent with the previous definition of $\left(\frac{\partial}{\partial x}\right)^{\alpha}$. Note that the order of this derivative is given by $|\alpha|$.

Next, let us introduce the concept of the support of a function defined on some domain in $\mathbb{R}^{n}$. For a continuous function, $u$, this is the closure of the (open) set $\{x: u(x) \neq 0\}$. If this is a compact set (i.e., if it is bounded) and it is a subset of the interior of a set, $\Omega$, then $u$ is said to have "compact support" with respect to $\Omega$. (Outside the support of a function, it is natural to define it to be zero, thus extending it to be defined on all of $\mathbb{R}^{n}$.) When
$\Omega$ is a bounded set, it is equivalent to say that $u$ vanishes in a neighborhood of $\partial \Omega$.
(1.2.1) Definition. Let $\Omega$ be a domain in $\mathbb{R}^{n}$. Denote by $\mathcal{D}(\Omega)$ or $C_{0}^{\infty}(\Omega)$ the set of $C^{\infty}(\Omega)$ functions with compact support in $\Omega$.

Before proceeding any further, it would be wise to verify that we have not just introduced a vacuous definition, which we do in the following:
(1.2.2) Example. Define

$$
\phi(x):= \begin{cases}e^{1 /\left(|x|^{2}-1\right)} & |x|<1 \\ 0 & |x| \geq 1\end{cases}
$$

We claim that, for any multi-index $\alpha, \phi^{(\alpha)}(x)=P_{\alpha}(x) \phi(x) /\left(1-|x|^{2}\right)^{|\alpha|}$ for some polynomial $P_{\alpha}$, as we now show. For $|x|<1$, we can differentiate and determine, inductively in $\alpha$, that $\phi^{(\alpha)}(x)=P_{\alpha}(x) e^{-t} t^{|\alpha|}$ for some polynomial $P_{\alpha}$, where $t=1 /\left(1-|x|^{2}\right)$. Further, $\phi^{(\alpha)}(x)=0$ for $|x|>1$. Thus, the formula above for $\phi^{(\alpha)}$ is verified in the case $|x| \neq 1$. Since the exponential increases faster than any finite power, $\phi^{(\alpha)}(x) /\left(1-|x|^{2}\right)^{k}=$ $P_{\alpha}(x) t^{|\alpha|+k} / e^{t} \rightarrow 0$ as $|x| \rightarrow 1$ (i.e., as $\left.t \rightarrow \infty\right)$ for any integer $k$. Applying (inductively) these facts with $k=0$ shows that $\phi^{(\alpha)}$ is continuous at $|x|=1$, and using $k=1$ shows it is also differentiable there, and has derivative zero. Thus, the claimed formula holds for all $x$. Moreover, we also see from the argument that $\phi^{(\alpha)}$ is bounded and continuous for all $\alpha$. Thus, $\phi \in \mathcal{D}(\Omega)$ for any open set $\Omega$ containing the closed unit ball. By scaling variables appropriately, we see that $\mathcal{D}(\Omega) \neq \emptyset$ for any $\Omega$ with non-empty interior.

We now use the space $\mathcal{D}$ to extend the notion of pointwise derivative to a class of functions larger than $C^{\infty}$. For simplicity, we restrict our notion of derivatives to the following space of functions (see (Schwartz 1957) for a more general definition).
(1.2.3) Definition. Given a domain $\Omega$, the set of locally integrable functions is denoted by

$$
L_{l o c}^{1}(\Omega):=\left\{f: f \in L^{1}(K) \quad \forall \text { compact } K \subset \text { interior } \Omega\right\}
$$

Functions in $L_{l o c}^{1}(\Omega)$ can behave arbitrarily badly near the boundary, e.g., the function $e^{e^{1 / \operatorname{dist}(x, \partial \Omega)}} \in L_{l o c}^{1}(\Omega)$, although this aspect is somewhat tangential to our use of the space. One notational convenience is that $L_{l o c}^{1}(\Omega)$ contains all of $C^{0}(\Omega)$, without growth restrictions. Finally, we come to our new definition of derivative.
(1.2.4) Definition. We say that a given function $f \in L_{\text {loc }}^{1}(\Omega)$ has a weak derivative, $D_{w}^{\alpha} f$, provided there exists a function $g \in L_{l o c}^{1}(\Omega)$ such that

$$
\int_{\Omega} g(x) \phi(x) d x=(-1)^{|\alpha|} \int_{\Omega} f(x) \phi^{(\alpha)}(x) d x \quad \forall \phi \in \mathcal{D}(\Omega)
$$

If such a $g$ exists, we define $D_{w}^{\alpha} f=g$.
(1.2.5) Example. Take $n=1, \Omega=[-1,1]$, and $f(x)=1-|x|$. We claim that $D_{w}^{1} f$ exists and is given by

$$
g(x):=\left\{\begin{array}{rl}
1 & x<0 \\
-1 & x>0 .
\end{array}\right.
$$

To see this, we break the interval $[-1,1]$ into the two parts in which $f$ is smooth, and we integrate by parts. Let $\phi \in \mathcal{D}(\Omega)$. Then

$$
\begin{aligned}
\int_{-1}^{1} f(x) \phi^{\prime}(x) d x & =\int_{-1}^{0} f(x) \phi^{\prime}(x) d x+\int_{0}^{1} f(x) \phi^{\prime}(x) d x \\
& =-\int_{-1}^{0}(+1) \phi(x) d x+\left.f \phi\right|_{-1} ^{0}-\int_{0}^{1}(-1) \phi(x) d x+\left.f \phi\right|_{0} ^{1} \\
& =-\int_{-1}^{1} g(x) \phi(x) d x+(f \phi)(0-)-(f \phi)(0+) \\
& =-\int_{-1}^{1} g(x) \phi(x) d x
\end{aligned}
$$

because $f$ is continuous at 0 . One may check (cf. exercise 1.x.10) that $D_{w}^{j} f$ does not exist for $j>1$.

One can see that, roughly speaking, the new definition of derivative is the same as the old one wherever the function being differentiated is regular enough. In particular, continuity of $f$ in the example was enough to insure existence of a first-order weak derivative, but not second-order. This phenomenon depends on the dimension $n$ as well, precluding a simple characterization of the relation between the calculus and weak derivatives, as the following example shows.
(1.2.6) Example. Let $\rho$ be a smooth function defined for $0<r \leq 1$ satisfying

$$
\int_{0}^{1}\left|\rho^{\prime}(r)\right| r^{n-1} d r<\infty
$$

Define $f$ on $\Omega=\left\{x \in \mathbb{R}^{n}:|x|<1\right\}$ via $f(x)=\rho(|x|)$. Then $D_{w}^{\alpha} f$ exists for all $|\alpha|=1$ and is given by

$$
g(x)=\rho^{\prime}(|x|) x^{\alpha} /|x|
$$

The verification of this is left to the reader in exercise 1.x.12.

This example shows that the relationship between the calculus and weak derivatives depends on dimension. That is, whether a function such as $|x|^{r}$ has a weak derivative depends not only on $r$ but also on $n$ (cf. exercise 1.x.13). However, the following fact (whose proof is left as an exercise) shows that the latter is a generalization of the former.
(1.2.7) Proposition. Let $\alpha$ be arbitrary and let $\psi \in C^{|\alpha|}(\Omega)$. Then the weak derivative $D_{w}^{\alpha} \psi$ exists and is given by $D^{\alpha} \psi$.

As a consequence of this proposition, we ignore the differences in definition of $D$ and $D_{w}$ from now on. That is, differentiation symbols will refer to weak derivatives in general, but we will also use classical properties of derivatives of smooth functions as appropriate.

### 1.3 Sobolev Norms and Associated Spaces

Using the notion of weak derivative, we can generalize the Lebesgue norms and spaces to include derivatives.
(1.3.1) Definition. Let $k$ be a non-negative integer, and let $f \in L_{l o c}^{1}(\Omega)$. Suppose that the weak derivatives $D_{w}^{\alpha} f$ exist for all $|\alpha| \leq k$. Define the Sobolev norm

$$
\|f\|_{W_{p}^{k}(\Omega)}:=\left(\sum_{|\alpha| \leq k}\left\|D_{w}^{\alpha} f\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

in the case $1 \leq p<\infty$, and in the case $p=\infty$

$$
\|f\|_{W_{\infty}^{k}(\Omega)}:=\max _{|\alpha| \leq k}\left\|D_{w}^{\alpha} f\right\|_{L^{\infty}(\Omega)}
$$

In either case, we define the Sobolev spaces via

$$
W_{p}^{k}(\Omega):=\left\{f \in L_{l o c}^{1}(\Omega):\|f\|_{W_{p}^{k}(\Omega)}<\infty\right\}
$$

The Sobolev spaces can be related in special cases to other spaces. For example, recall the Lipschitz norm

$$
\|f\|_{L i p(\Omega)}=\|f\|_{L^{\infty}(\Omega)}+\sup \left\{\frac{|f(x)-f(y)|}{|x-y|}: x, y \in \Omega ; x \neq y\right\}
$$

and the corresponding space of Lipschitz functions

$$
\operatorname{Lip}(\Omega)=\left\{f \in L^{\infty}(\Omega):\|f\|_{\operatorname{Lip}(\Omega)}<\infty\right\}
$$

Then for all dimensions $n$, we have $\operatorname{Lip}(\Omega)=W_{\infty}^{1}(\Omega)$ with equivalent norms, at least under certain conditions on the domain $\Omega$ (cf. exercises 1.x. 15 and 1.x.14). (Two norms, $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$, on a linear space $V$ are said to be equivalent provided there is a positive constant $C<\infty$ such that $\|v\|_{1} / C \leq\|v\|_{2} \leq C\|v\|_{1} \quad \forall v \in V$.) Moreover, for $k>1$

$$
W_{\infty}^{k}(\Omega)=\left\{f \in C^{k-1}(\Omega): f^{(\alpha)} \in \operatorname{Lip}(\Omega) \forall|\alpha| \leq k-1\right\}
$$

In one dimension $(n=1)$, the space $W_{1}^{1}(\Omega)$ can be characterized as the set of absolutely continuous functions on an interval $\Omega$ (cf. (Hartman \& Mikusinski 1961) and exercises 1.x. 17 and 1.x.22).

It is easy to see that $\|\cdot\|_{W_{p}^{k}(\Omega)}$ is a norm. Thus, $W_{p}^{k}(\Omega)$ is by definition a normed linear space. The following theorem shows that it is complete.
(1.3.2) Theorem. The Sobolev space $W_{p}^{k}(\Omega)$ is a Banach space.

Proof. Let $\left\{v_{j}\right\}$ be a Cauchy sequence with respect to the norm $\|\cdot\|_{W_{p}^{k}(\Omega)}$. Since the $\|\cdot\|_{W_{p}^{k}(\Omega)}$ norm is just a combination of $\|\cdot\|_{L^{p}(\Omega)}$ norms of weak derivatives, it follows that, for all $|\alpha| \leq k,\left\{D_{w}^{\alpha} v_{j}\right\}$ is a Cauchy sequence with respect to the norm $\|\cdot\|_{L^{p}(\Omega)}$. Thus, Theorem 1.1.8 implies the existence of $v^{\alpha} \in L^{p}(\Omega)$ such that $\left\|D_{w}^{\alpha} v_{j}-v^{\alpha}\right\|_{L^{p}(\Omega)} \rightarrow 0$ as $j \rightarrow \infty$. In particular, $v_{j} \rightarrow v^{(0, \ldots, 0)}=: v$ in $L^{p}(\Omega)$. What remains to check is that $D_{w}^{\alpha} v$ exists and is equal to $v^{\alpha}$.

First, note that if $w_{j} \rightarrow w$ in $L^{p}(\Omega)$, then for all $\phi \in \mathcal{D}(\Omega)$

$$
\begin{equation*}
\int_{\Omega} w_{j}(x) \phi(x) d x \rightarrow \int_{\Omega} w(x) \phi(x) d x . \tag{1.3.3}
\end{equation*}
$$

This follows from (1.1.9) and Hölder's inequality:

$$
\left\|w_{j} \phi-w \phi\right\|_{L^{p}(\Omega)} \leq\left\|w_{j}-w\right\|_{L^{p}(\Omega)}\|\phi\|_{L^{\infty}(\Omega)} \rightarrow 0 \quad \text { as } \quad j \rightarrow \infty
$$

To show that $D_{w}^{\alpha} v=v^{\alpha}$, we must show that

$$
\int_{\Omega} v^{\alpha} \phi d x=(-1)^{|\alpha|} \int_{\Omega} v \phi^{(\alpha)} d x \quad \forall \phi \in \mathcal{D}(\Omega)
$$

This follows from the definition of the weak derivative, $D_{w}^{\alpha} v_{j}$, and two applications of (1.3.3):

$$
\begin{aligned}
\int_{\Omega} v^{\alpha} \phi d x & =\lim _{j \rightarrow \infty} \int_{\Omega}\left(D_{w}^{\alpha} v_{j}\right) \phi d x \\
& =\lim _{j \rightarrow \infty}(-1)^{|\alpha|} \int_{\Omega} v_{j} \phi^{(\alpha)} d x=(-1)^{|\alpha|} \int_{\Omega} v \phi^{(\alpha)} d x
\end{aligned}
$$

There is another potential definition of Sobolev space that could be made. Let $H_{p}^{k}(\Omega)$ denote the closure of $C^{k}(\Omega)$ with respect to the Sobolev norm $\|\cdot\|_{W_{p}^{k}(\Omega)}$. In the case $p=\infty$, we have $H_{\infty}^{k}=C^{k}$, and this is not the same as $W_{\infty}^{k}(\Omega)$. Indeed, we have already identified the latter as being related to certain Lipschitz spaces. However, for $1 \leq p<\infty$, it turns out that $H_{p}^{k}(\Omega)=W_{p}^{k}(\Omega)$. The following result was proved in a paper (Meyers \& Serrin 1964) that is celebrated both for the importance of the result and the brevity of its title.
(1.3.4) Theorem. Let $\Omega$ be any open set. Then $C^{\infty}(\Omega) \cap W_{p}^{k}(\Omega)$ is dense in $W_{p}^{k}(\Omega)$ for $p<\infty$.
(1.3.5) Remark. This result should be contrasted with another kind of density result, namely, the density of $C^{\infty}(\bar{\Omega})$ in Sobolev spaces. The latter cannot happen whenever part of the domain lies on both sides of part of its boundary, as occurs with a slit domain that is frequently used to model crack propagation problems (cf. exercise 1.x.26). In order for this stronger density result to hold, some sort of regularity condition must also hold. For example, it is known (cf. Adams 1975) to be valid if $\Omega$ satisfies the segment condition, i.e., if for all $x \in \partial \Omega$ there is an open ball $B_{x}$ containing $x$ and a non-trivial vector $n_{x}$ such that for all $z \in \bar{\Omega} \cap B_{x}$ the segment $\left\{z+t n_{x}: 0<t<1\right\} \subset \Omega$. The vector $n_{x}$ plays the role of an inwarddirected normal to $\partial \Omega$ at $x$. Many of the domains considered here satisfy this condition (cf. exercise 1.x.25).
(1.3.6) Remark. The validity of the theorem can be seen in the case $\Omega=\mathbb{R}^{n}$ as follows. (For a more general case, see exercise 1.x.19.) From Example 1.2 .2 , we see that there exist non-negative $\phi \in \mathcal{D}(\Omega)$, and so by normalizing appropriately, we can assume that there is such a $\phi \in \mathcal{D}(\Omega)$ further satisfying $\int_{\Omega} \phi(x) d x=1$. For any $f \in L_{l o c}^{1}(\Omega)$ and $\epsilon>0$, define

$$
f_{\epsilon}(x)=\epsilon^{-n} \int_{\Omega} f(y) \phi((x-y) / \epsilon) d y
$$

that is, we have $f_{\epsilon}=f * \phi^{\epsilon}$ where $\phi^{\epsilon}(y):=\epsilon^{-n} \phi(y / \epsilon) \quad \forall y \in \Omega$ and "*" denotes convolution. From the dominated convergence theorem, it is easy to see that $f_{\epsilon}$ is $C^{\infty}$ and that $f \in L^{p}(\Omega)$ implies $f_{\epsilon} \rightarrow f$ in $L^{p}(\Omega)$. Moreover, if $f \in W_{p}^{k}(\Omega)$ then the same can be said of the derivatives of $f_{\epsilon}$ and $f$, by differentiating under the integral sign and using the definition of weak derivative, thus proving the result. The function $f_{\epsilon}$ is called a "mollification" of $f$.

For technical reasons it is useful to introduce the following notation for the Sobolev semi-norms.
(1.3.7) Definition. For $k$ a non-negative integer and $f \in W_{p}^{k}(\Omega)$, let

$$
|f|_{W_{p}^{k}(\Omega)}=\left(\sum_{|\alpha|=k}\left\|D_{w}^{\alpha} f\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

in the case $1 \leq p<\infty$, and in the case $p=\infty$

$$
|f|_{W_{\infty}^{k}(\Omega)}=\max _{|\alpha|=k}\left\|D_{w}^{\alpha} f\right\|_{L^{\infty}(\Omega)} .
$$

### 1.4 Inclusion Relations and Sobolev's Inequality

Given the number of indices defining Sobolev spaces, it is natural to hope that there are inclusion relations to provide some sort of ordering among them. Using the Definition 1.3.1 and exercise 1.x.1, it is easy to derive the following propositions.
(1.4.1) Proposition. Suppose that $\Omega$ is any domain, $k$ and $m$ are nonnegative integers satisfying $k \leq m$, and $p$ is any real number satisfying $1 \leq p \leq \infty$. Then $W_{p}^{m}(\Omega) \subset W_{p}^{k}(\Omega)$.
(1.4.2) Proposition. Suppose that $\Omega$ is a bounded domain, $k$ is a nonnegative integer, and $p$ and $q$ are real numbers satisfying $1 \leq p \leq q \leq \infty$. Then $W_{q}^{k}(\Omega) \subset W_{p}^{k}(\Omega)$.

However, there are more subtle relations among the Sobolev spaces. For example, there are cases when $k<m$ and $p>q$ and $W_{q}^{m}(\Omega) \subset W_{p}^{k}(\Omega)$. The existence of Sobolev derivatives imply a stronger integrability condition of a function. To set the stage, let us consider an example to give us guidance as to possible relations among $k, m, p$, and $q$ for such a result to hold.
(1.4.3) Example. Let $n \geq 2$, let $\Omega=\left\{x \in \mathbb{R}^{n}:|x|<1 / 2\right\}$ and consider the function $f(x)=\log |\log | x| |$. From Example 1.2.6 (and exercise 1.x.12), we see that $f$ has first-order weak derivatives

$$
D^{\alpha} f(x)=x^{\alpha} /\left(|x|^{2} \log |x|\right)
$$

$(|\alpha|=1)$. From exercise 1.x.5, we see that $D^{\alpha} f \in L^{p}(\Omega)$ provided $p \leq n$. For example,

$$
\left|D^{\alpha} f(x)\right|^{n} \leq \rho(|x|):=1 /\left(|x|^{n}|\log | x| |^{n}\right)
$$

satisfies the condition of exercise 1.x. 5 because $\rho(r) r^{n-1}=1 /\left(r|\log r|^{n}\right)$ is integrable for all $n \geq 2$ on $[0,1 / 2]$. In fact, the change of variables $r=e^{-t}$ gives

$$
\int_{0}^{1 / 2} \frac{d r}{r|\log r|^{n}}=\int_{\log 2}^{\infty} \frac{d t}{t^{n}}<\infty
$$

Similarly, it is easy to see that $f \in L^{p}(\Omega)$ for $p<\infty$. Thus, $f \in W_{p}^{1}(\Omega)$ for $p \leq n$. Note, however, that in no case is $f \in L^{\infty}(\Omega)$.

This example shows that there are functions that are essentially infinite at points (such points could be chosen as in (1.1.12) to be everywhere dense), yet which have $p$-th power integrable weak derivatives. Moreover, as the dimension $n$ increases, the integrability power $p$ increases as well. On the other hand, the following result, which will be proved in Chapter 4, shows that if a function has $p$-th power integrable weak derivatives for sufficiently large $p$ (with $n$ fixed), it must be bounded (and, in fact, can be viewed as being continuous). But before we state the result, we must introduce a regularity condition on the domain boundary for the result to be true.
(1.4.4) Definition. We say $\Omega$ has a Lipschitz boundary $\partial \Omega$ provided there exists a collection of open sets $O_{i}$, a positive parameter $\epsilon$, an integer $N$ and a finite number $M$, such that for all $x \in \partial \Omega$ the ball of radius $\epsilon$ centered at $x$ is contained in some $O_{i}$, no more than $N$ of the sets $O_{i}$ intersect nontrivially, and each domain $O_{i} \cap \Omega=O_{i} \cap \Omega_{i}$ where $\Omega_{i}$ is a domain whose boundary is a graph of a Lipschitz function $\phi_{i}$ (i.e., $\Omega_{i}=$ $\left.\left\{(x, y) \in \mathbb{R}^{n}: x \in \mathbb{R}^{n-1}, y<\phi_{i}(x)\right\}\right)$ satisfying $\left\|\phi_{i}\right\|_{L i p\left(\mathbb{R}^{n-1}\right)} \leq M$.

One consequence of this definition is that we can now relate Sobolev spaces on a given domain to those on all of $\mathbb{R}^{n}$.
(1.4.5) Theorem. Suppose that $\Omega$ has a Lipschitz boundary. Then there is an extension mapping $E: W_{p}^{k}(\Omega) \rightarrow W_{p}^{k}\left(\mathbb{R}^{n}\right)$ defined for all non-negative integers $k$ and real numbers $p$ in the range $1 \leq p \leq \infty$ satisfying $\left.E v\right|_{\Omega}=v$ for all $v \in W_{p}^{k}(\Omega)$ and

$$
\|E v\|_{W_{p}^{k}\left(\mathbb{R}^{n}\right)} \leq C\|v\|_{W_{p}^{k}(\Omega)}
$$

where $C$ is independent of $v$.
For a proof of this result, as well as more details concerning other material in this section, see (Stein 1970). Of course, the complementary result is true for any domain, namely, that the natural restriction allows us to view functions in $W_{p}^{k}\left(\mathbb{R}^{n}\right)$ as well defined in $W_{p}^{k}(\Omega)$. We now return to the question regarding the relationship between Sobolev spaces with different indices.
(1.4.6) Theorem. (Sobolev's Inequality) Let $\Omega$ be an n-dimensional domain with Lipschitz boundary, let $k$ be a positive integer and let $p$ be a real number in the range $1 \leq p<\infty$ such that

$$
\begin{array}{rll}
k \geq n & \text { when } & p=1 \\
k>n / p & \text { when } & p>1 .
\end{array}
$$

Then there is a constant $C$ such that for all $u \in W_{p}^{k}(\Omega)$

$$
\|u\|_{L^{\infty}(\Omega)} \leq C\|u\|_{W_{p}^{k}(\Omega)}
$$

Moreover, there is a continuous function in the $L^{\infty}(\Omega)$ equivalence class of $u$.

This result says that any function with suitably regular weak derivatives may be viewed as a continuous, bounded function. Note that Example 1.4.3 shows that the result is sharp, namely, that the condition $k>n / p$ cannot be relaxed (unless $p=1$ ), at least when $n \geq 2$. When $n=1$, Sobolev's inequality says that integrability of first-order derivatives to any power $p \geq 1$ is sufficient to guarantee continuity. The result will be proved as a corollary to our polynomial approximation theory to be developed in Chapter 4. Note that we can apply it to derivatives of functions in Sobolev spaces to derive the following:
(1.4.7) Corollary. Let $\Omega$ be an n-dimensional domain with Lipschitz boundary, and let $k$ and $m$ be positive integers satisfying $m<k$ and let $p$ be a real number in the range $1 \leq p<\infty$ such that

$$
\begin{array}{rll}
k-m \geq n & \text { when } & p=1 \\
k-m>n / p & \text { when } & p>1
\end{array}
$$

Then there is a constant $C$ such that for all $u \in W_{p}^{k}(\Omega)$

$$
\|u\|_{W_{\infty}^{m}(\Omega)} \leq C\|u\|_{W_{p}^{k}(\Omega)} .
$$

Moreover, there is a $C^{m}$ function in the $L^{p}(\Omega)$ equivalence class of $u$.
(1.4.8) Remark. If $\partial \Omega$ is not Lipschitz continuous, then neither Theorem 1.4.5 nor Theorem 1.4.6 need hold. For example, let

$$
\Omega=\left\{(x, y) \in \mathbb{R}^{2}: 0<x<1,|y|<x^{r}\right\}
$$

where $r>1$, and let $u(x, y)=x^{-\epsilon / p}$, where $0<\epsilon<r$. Then

$$
\sum_{|\alpha|=1} \int_{\Omega}\left|D^{\alpha} u\right|^{p} d x d y=c_{\epsilon, p} \int_{0}^{1} x^{-\epsilon-p+r} d x<\infty
$$

provided $p<1+r-\epsilon$. In this case, $u \in W_{p}^{1}(\Omega)$ but $u$ is not essentially bounded on $\Omega$ if $\epsilon>0$. Choosing $\epsilon$ so that it is possible to have $p>2$, we find that a Lipschitz boundary is necessary for Sobolev's inequality to hold. Since Sobolev's inequality does hold on $\mathbb{R}^{n}$, it is not possible to extend $u$ to an element of $W_{2}^{1}\left(\mathbb{R}^{2}\right)$. Thus, the extension theorem for Sobolev functions can not hold if $\partial \Omega$ is not Lipschitz continuous.

### 1.5 Review of Chapter 0

At this point we can tie up many of the loose ends from the previous chapter. We see that the space $V$ introduced there can now be rigorously defined as

$$
V=\left\{v \in W_{2}^{1}(\Omega): v(0)=0\right\}
$$

where $\Omega=[0,1]$, and that this makes sense because Sobolev's inequality guarantees that pointwise values are well defined for functions in $W_{2}^{1}(\Omega)$. (In fact, we are allowed to view $W_{2}^{1}(\Omega)$ as a subspace of $C_{b}(\Omega)$, the Banach space of bounded continuous functions.)

The derivation of the variational formulation (0.1.3) for solution of (0.1.1) can now be made rigorous (cf. exercise 1.x.24). We have stated in Sect. 1.3 (see the related exercises) that functions in $W_{1}^{1}(\Omega)$, and a fortiori those in $W_{2}^{1}(\Omega)$, are absolutely continuous, implying that the Cantor function is not among them. However, we saw in Example 1.2.5 that piecewise linear functions have weak derivatives that are piecewise constant. Thus, we can assert that the spaces $S$ constructed in Sect. 0.4 satisfy $S \subset W_{\infty}^{1}(\Omega)$, and therefore that $S \subset V$.

Since Sobolev's inequality implies that $V \subset C_{b}(\Omega)$, exercise $0 . x .8$ shows that $w$ in the duality argument leading to Theorem 0.3 .5 is well defined (also see exercise 1.x.23).

In the error estimates for $u-u_{S}$ we make reference to the $L^{2}(\Omega)$ norm, $\|\cdot\|$, of second derivatives of functions. We can now make those expressions rigorous by interpreting them in the context of functions in $W_{2}^{2}(\Omega)$. In particular, we can re-state the approximation assumption (0.3.4) as

$$
\text { (0.3.4bis) } \exists \epsilon<\infty \quad \text { such that } \quad \inf _{v \in S}\|w-v\|_{E} \leq \epsilon\left\|w^{\prime \prime}\right\| \quad \forall w \in W_{2}^{2}(\Omega)
$$

and the only condition needed for Theorem 0.4 .5 to hold is $f \in L^{2}(\Omega)$ (cf. exercise 1.x.23).

Finally, in the proofs in Chapter 0 we argued that $a(v, v)=0$ implied $v \equiv 0$. While it certainly implies that the weak derivative of $v$ is zero as a function in $L^{2}(\Omega)$, to conclude that $v$ must be constant requires a notion of coercivity that will subsequently be developed in detail. For now, consider the following simple case. From exercise 1.x.16, we know that, for all $v \in V$, we can write

$$
v(x)=\int_{0}^{x} D_{w}^{1} v(s) d s
$$

and use Schwarz' inequality (cf. the proof of Theorem 0.4.5) to estimate

$$
|v(x)|^{2} \leq x \cdot \int_{0}^{x} D_{w}^{1} v(s)^{2} d s
$$

Integrating with respect to $x$ yields

$$
\|v\|_{L^{2}(\Omega)}^{2} \leq \frac{1}{2} a(v, v)
$$

In particular, this shows that if $v \in V$ satisfies $a(v, v)=0$ then $v=0$ as an element of $L^{2}(\Omega)$. Moreover, recalling the definition of the $W_{2}^{1}(\Omega)$ norm, we see that

$$
\begin{equation*}
\|v\|_{W_{2}^{1}(\Omega)}^{2} \leq \frac{3}{2} a(v, v) \quad \forall v \in V . \tag{1.5.1}
\end{equation*}
$$

Thus, we can conclude that vanishing of $a(v, v)$ for $v \in V$ implies $v$ is the zero element in $V$ (or $W_{2}^{1}(\Omega)$ ). Inequality (1.5.1) is a coercivity inequality for the bilinear form $a(\cdot, \cdot)$ on the space $V$. Note that this inequality is only valid on the subspace $V$ of $W_{2}^{1}(\Omega)$, not all of $W_{2}^{1}(\Omega)$, since it fails if we take $v$ to be a non-zero constant function (regardless of what constant would be substituted for $\frac{3}{2}$ ).

### 1.6 Trace Theorems

In the previous section we saw that it was possible to interpret the "boundary condition" $v(0)=0$ in the definition of the space $V$ using Sobolev's inequality. As a guide to the higher-dimensional cases of interest later, this is somewhat misleading, in that Sobolev's inequality, as presented in Sect. 1.4, will not suffice to interpret boundary conditions for higherdimensional problems. For example, we have already seen in Example 1.4.3 that, when $n \geq 2$, the analogue of the space $V$, namely $W_{2}^{1}(\Omega)$, contains unbounded functions. Thus, we cannot interpret the boundary conditions in a pointwise sense, and Sobolev's inequality will have to be augmented in a substantial way to apply when $n \geq 2$. On the other hand, the function in Example 1.4 .3 can be interpreted as an $L^{p}$ function on any line in $\mathbb{R}^{2}$ since the function $\log |\log | \cdot|\mid$ is $p$-th power integrable in one dimension.

The correct interpretation of the situation is as follows. The boundary $\partial \Omega$ of an $n$-dimensional domain $\Omega$ can be interpreted as an $n-1$ dimensional object, a manifold. When $n=1$ it consists of distinct pointsthe zero-dimensional case of a manifold. Sobolev's inequality gives conditions under which point values are well defined for functions in a Sobolev space, and thus for boundary values in the one-dimensional case. For higher
dimensional problems, we must seek an interpretation of restrictions of Sobolev-class functions to manifolds of dimension $n-1$, and in particular it should make good sense (say, in a Lebesgue class) for functions in $W_{2}^{1}(\Omega)$.

We begin with a simple example to explain the ideas. Let $\Omega$ denote the unit disk in $\mathbb{R}^{2}$ :

$$
\Omega=\left\{(x, y): x^{2}+y^{2}<1\right\}=\{(r, \theta): 0 \leq r<1,0 \leq \theta<2 \pi\} .
$$

Let $u \in C^{1}(\bar{\Omega})$, and consider its restriction to $\partial \Omega$ as follows:

$$
\begin{align*}
u(1, \theta)^{2} & =\int_{0}^{1} \frac{\partial}{\partial r}\left(r^{2} u(r, \theta)^{2}\right) d r \\
& =\int_{0}^{1} 2\left(r^{2} u u_{r}+r u^{2}\right)(r, \theta) d r \\
& =\int_{0}^{1} 2\left(r^{2} u \nabla u \cdot \frac{(x, y)}{r}+r u^{2}\right)(r, \theta) d r \\
& \leq \int_{0}^{1} 2\left(r^{2}|u||\nabla u|+r u^{2}\right)(r, \theta) d r \\
& \leq \int_{0}^{1} 2\left(|u||\nabla u|+u^{2}\right)(r, \theta) r d r
\end{align*}
$$

Integrating with respect to $\theta$ and using polar coordinates (cf. exercise 1.x.4), we find

$$
\int_{\partial \Omega} u^{2} d \theta \leq 2 \int_{\Omega}\left(|u||\nabla u|+u^{2}\right) d x d y
$$

where we define the boundary integral (and corresponding norm) in the obvious way:

$$
\begin{equation*}
\int_{\partial \Omega} u^{2} d \theta:=\int_{0}^{2 \pi} u(1, \theta)^{2} d \theta=:\|u\|_{L^{2}(\partial \Omega)}^{2} \tag{1.6.1}
\end{equation*}
$$

Using Schwarz' inequality, we have

$$
\|u\|_{L^{2}(\partial \Omega)}^{2} \leq 2\|u\|_{L^{2}(\Omega)}\left(\int_{\Omega}|\nabla u|^{2} d x d y\right)^{1 / 2}+2 \int_{\Omega} u^{2} d x d y
$$

The arithmetic-geometric mean inequality (cf. exercise 1.x.32), implies that

$$
\left(\int_{\Omega}|\nabla u|^{2} d x d y\right)^{1 / 2}+\left(\int_{\Omega} u^{2} d x d y\right)^{1 / 2} \leq\left(2 \int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x d y\right)^{1 / 2}
$$

Therefore,

$$
\begin{equation*}
\|u\|_{L^{2}(\partial \Omega)} \leq \sqrt[4]{8}\|u\|_{L^{2}(\Omega)}^{1 / 2}\|u\|_{W_{2}^{1}(\Omega)}^{1 / 2} \tag{1.6.2}
\end{equation*}
$$

This is an inequality analogous to Sobolev's inequality, Theorem 1.4.6, except that the $L^{\infty}(\Omega)$ norm on the left-hand side of the inequality has been
replaced by $\|u\|_{L^{2}(\partial \Omega)}$. Although we have only proved the inequality for smooth $u$, we will see that it makes sense for all $u \in W_{2}^{1}(\Omega)$, and correspondingly that for such $u$ the restriction $\left.u\right|_{\partial \Omega}$ makes sense as a function in $L^{2}(\partial \Omega)$. But first, we should say what we mean by the latter space. Using Definition 1.6.1, we can identify it simply with $L^{2}([0,2 \pi])$ using the coordinate mapping $\theta \rightarrow(\cos \theta, \sin \theta)$. (More general boundaries will be discussed shortly.) We can now use inequality (1.6.2) to prove the following result.
(1.6.3) Proposition. Let $\Omega$ denote the unit disk in $\mathbb{R}^{2}$. For all $u \in W_{2}^{1}(\Omega)$, the restriction $\left.u\right|_{\partial \Omega}$ may be interpreted as a function in $L^{2}(\partial \Omega)$ satisfying (1.6.2).

Proof. We will use (1.6.2) three times in the proof, which so far has only been derived for smooth functions. However, in view of Remark 1.3.5, such functions are dense in $W_{2}^{1}(\Omega)$, so we may pick a sequence $u_{j} \in C^{1}(\bar{\Omega})$ such that $\left\|u-u_{j}\right\|_{W_{2}^{1}(\Omega)} \leq 1 / j$ for all $j$. By (1.6.2) and the triangle inequality,

$$
\begin{aligned}
\left\|u_{k}-u_{j}\right\|_{L^{2}(\partial \Omega)} & \leq \sqrt[4]{8}\left\|u_{k}-u_{j}\right\|_{L^{2}(\Omega)}^{1 / 2}\left\|u_{k}-u_{j}\right\|_{W_{2}^{1}(\Omega)}^{1 / 2} \\
& \leq \sqrt[4]{8}\left\|u_{k}-u_{j}\right\|_{W_{2}^{1}(\Omega)} \leq \sqrt[4]{8}\left(\frac{1}{j}+\frac{1}{k}\right)
\end{aligned}
$$

for all $j$ and $k$, so that $\left\{u_{j}\right\}$ is a Cauchy sequence in $L^{2}(\partial \Omega)$. Since this space is complete, there must be a limit $v \in L^{2}(\partial \Omega)$ such that $\left\|v-u_{j}\right\|_{L^{2}(\partial \Omega)} \rightarrow 0$ as $j \rightarrow \infty$. We define

$$
\left.u\right|_{\partial \Omega}:=v
$$

The first thing we need to check is that this definition does not depend on the particular sequence that we chose. So suppose that $v_{j}$ is another sequence of $C^{1}(\bar{\Omega})$ functions that satisfy $\left\|u-v_{j}\right\|_{W_{2}^{1}(\Omega)} \rightarrow 0$ as $j \rightarrow \infty$. Using the triangle inequality a few times and (1.6.2) again, we see that

$$
\begin{aligned}
& \left\|v-v_{j}\right\|_{L^{2}(\partial \Omega)} \\
& \leq\left\|v-u_{j}\right\|_{L^{2}(\partial \Omega)}+\left\|u_{j}-v_{j}\right\|_{L^{2}(\partial \Omega)} \\
& \leq\left\|v-u_{j}\right\|_{L^{2}(\partial \Omega)}+\sqrt[4]{8}\left\|u_{j}-v_{j}\right\|_{W_{2}^{1}(\Omega)} \\
& \leq\left\|v-u_{j}\right\|_{L^{2}(\partial \Omega)}+\sqrt[4]{8}\left(\left\|u_{j}-u\right\|_{W_{2}^{1}(\Omega)}+\left\|u-v_{j}\right\|_{W_{2}^{1}(\Omega)}\right) \\
& \rightarrow 0
\end{aligned}
$$

as $j \rightarrow \infty$. Thus, $\left.u\right|_{\partial \Omega}$ is well defined in $L^{2}(\partial \Omega)$. All that remains is to check that (1.6.2) holds for $u$. Again, we use the validity of it for smooth functions:

$$
\begin{aligned}
\|u\|_{L^{2}(\partial \Omega)} & =\|v\|_{L^{2}(\partial \Omega)}=\lim _{j \rightarrow \infty}\left\|u_{j}\right\|_{L^{2}(\partial \Omega)} \\
& \leq \lim _{j \rightarrow \infty} \sqrt[4]{8}\left\|u_{j}\right\|_{L^{2}(\Omega)}^{1 / 2}\left\|u_{j}\right\|_{W_{2}^{1}(\Omega)}^{1 / 2}=\sqrt[4]{8}\|u\|_{L^{2}(\Omega)}^{1 / 2}\|u\|_{W_{2}^{1}(\Omega)}^{1 / 2} .
\end{aligned}
$$

This completes the proof of the proposition. Note that (1.6.2) was used repeatedly to extend its validity on a dense subspace to all of $W_{2}^{1}(\Omega)$; this is a prototypical example of a density argument.
(1.6.4) Remark. Note that this proposition does not assert that pointwise values of $u$ on $\partial \Omega$ make sense, only that $\left.u\right|_{\partial \Omega}$ is square integrable on $\partial \Omega$. This leaves open the possibility (cf. exercise 1.x.28) that $u$ could be infinite at a dense set of points on $\partial \Omega$. For smooth functions, the trace defined here is the same as the ordinary pointwise restriction to the boundary.
(1.6.5) Remark. The proposition, at first glance, says that functions in $W_{2}^{1}(\Omega)$ have boundary values in $L^{2}(\partial \Omega)$, and this is true. However, this by itself would not be a sharp result (not every element of $L^{2}(\partial \Omega)$ is the trace of some element of $\left.W_{2}^{1}(\Omega)\right)$. But on closer inspection it says something which is sharp, namely, that the $L^{2}(\partial \Omega)$ norm of a function can be bounded by just part of the $W_{2}^{1}(\Omega)$ norm (the square root of it), together with the $L^{2}(\Omega)$ norm. This result might seem strange until we see that it is dimensionally correct. That is, suppose that functions are measured in some unit $U$, and that $L$ denotes the length unit. Then the units of the $W_{2}^{1}(\Omega)$ norm (ignoring lower order terms) equal $U$, and those of the $L^{2}(\Omega)$ norm equal $U \cdot L$. Neither of these matches the units of the square root of the left-hand side of (1.6.2), $U \sqrt{L}$, but the square root of their product does. Such a dimensionality argument can not prove an inequality such as (1.6.2), but it can be used to disprove one, or simplify its proof (cf. exercise 1.x.31).

Now let us describe a generalization of Proposition 1.6.3 to more complex domains. One natural approach is to work in the class of Lipschitz domains. If $\partial \Omega$ is given as the graph of a function $\phi$ (cf. (1.4.4)), we can define the integral on $\partial \Omega$ as

$$
\int_{\partial \Omega} f d S:=\int_{\mathbb{R}^{n-1}} f(x, \phi(x)) \sqrt{1+|\nabla \phi(x)|^{2}} d x
$$

If $\phi$ is Lipschitz, then the weight $\sqrt{1+|\nabla \phi(x)|^{2}}$ is an $L^{\infty}$ function (cf. exercise 1.x.14). In this way (cf. Grisvard 1985), we can define the integral on any Lipschitz boundary, and correspondingly associated Lebesgue spaces. Moreover, the following result holds.
(1.6.6) Theorem. Suppose that $\Omega$ has a Lipschitz boundary, and that $p$ is a real number in the range $1 \leq p \leq \infty$. Then there is a constant, $C$, such that

$$
\|v\|_{L^{p}(\partial \Omega)} \leq C\|v\|_{L^{p}(\Omega)}^{1-1 / p}\|v\|_{W_{p}^{1}(\Omega)}^{1 / p} \quad \forall v \in W_{p}^{1}(\Omega)
$$

We will use the notation $\dot{W}_{p}^{1}(\Omega)$ to denote the subset of $W_{p}^{1}(\Omega)$, consisting of functions whose trace on $\partial \Omega$ is zero, that is

$$
\begin{equation*}
\stackrel{\circ}{W}_{p}^{1}(\Omega)=\left\{v \in W_{p}^{1}(\Omega):\left.v\right|_{\partial \Omega}=0 \text { in } L^{2}(\partial \Omega)\right\} \tag{1.6.7}
\end{equation*}
$$

Similarly, we let $\dot{W}_{p}^{k}(\Omega)$ denote the subset of $W_{p}^{k}(\Omega)$ consisting of functions whose derivatives of order $k-1$ are in ${ }^{\circ}{ }_{p}^{1}(\Omega)$, i.e.

$$
\begin{equation*}
\stackrel{\circ}{W}_{p}^{k}(\Omega)=\left\{v \in W_{p}^{k}(\Omega):\left.v^{(\alpha)}\right|_{\partial \Omega}=0 \text { in } L^{2}(\partial \Omega) \quad \forall|\alpha|<k\right\} \tag{1.6.8}
\end{equation*}
$$

### 1.7 Negative Norms and Duality

In this section we introduce ideas that lead to the definition of Sobolev spaces $W_{p}^{k}$ for negative integers $k$. This definition is based on the concept of duality in Banach spaces. The dual space, $B^{\prime}$, to a Banach space, $B$, is a set of linear functionals on $B$. (A linear functional on a linear space $B$ is simply a linear function from $B$ into the reals, $\mathbb{R}$, i.e., a function $L: B \rightarrow \mathbb{R}$ such that

$$
L(u+a v)=L(u)+a L(v) \quad \forall u, v \in B, a \in \mathbb{R} .)
$$

More precisely, we distinguish between the linear space, $B^{*}$, of all linear functionals on $B$ (cf. exercise 1.x.33), and the subspace $B^{\prime} \subset B^{*}$ of continuous linear functionals on $B$. The following observation simplifies the characterization of such functionals.
(1.7.1) Proposition. A linear functional, $L$, on a Banach space, $B$, is continuous if and only if it is bounded, i.e., if there is a finite constant $C$ such that $|L(v)| \leq C\|v\|_{B} \quad \forall v \in B$.

Proof. A bounded linear function is actually Lipschitz continuous, i.e.,

$$
|L(u)-L(v)|=|L(u-v)| \leq C\|u-v\|_{B} \quad \forall u, v \in B
$$

Conversely, suppose $L$ is continuous. If it is not bounded, then there must be a sequence $\left\{v_{n}\right\}$ in $B$ such that $\left|L\left(v_{n}\right)\right| /\left\|v_{n}\right\|_{B} \geq n$. Renormalizing by setting $w_{n}=v_{n} / n\left\|v_{n}\right\|_{B}$ gives $\left|L\left(w_{n}\right)\right| \geq 1$ but $\left\|w_{n}\right\|_{B} \leq 1 / n$, and thus $w_{n} \rightarrow 0$. But, by continuity of $L$, we should have $L\left(w_{n}\right) \rightarrow 0$, the desired contradiction.

For a continuous linear functional, $L$, on a Banach space, $B$, the proposition states that the following quantity is always finite:

$$
\begin{equation*}
\|L\|_{B^{\prime}}:=\sup _{0 \neq v \in B} \frac{L(v)}{\|v\|_{B}} \tag{1.7.2}
\end{equation*}
$$

Exercise 1.x. 34 shows that this forms a norm on $B^{\prime}$, called the dual norm, and one can show (cf. Trèves 1967) that $B^{\prime}$ is complete with respect to it, i.e., that $B^{\prime}$ is also a Banach space.
(1.7.3) Example. The dual space of a Banach space need not be a mysterious object. One of the key results of Lebesgue integration theory is that the dual spaces of $L^{p}$ can be easily identified, for $1 \leq p<\infty$. From Hölder's inequality, any function $f \in L^{q}(\Omega)$ (where $\frac{1}{q}+\frac{1}{p}=1$ defines the dual index, $q$, to $p$ ) can be viewed as a continuous linear functional via

$$
L^{p}(\Omega) \ni v \rightarrow \int_{\Omega} v(x) f(x) d x
$$

One version of the Riesz Representation Theorem states that all continuous linear functionals on $L^{p}(\Omega)$ arise in this way, i.e., that $\left(L^{p}(\Omega)\right)^{\prime}$ is isomorphic to $L^{q}(\Omega)$.
(1.7.4) Example. The dual space of a Banach space can also contain totally new objects. For example, Sobolev's inequality shows that the Dirac $\delta$ function is a continuous linear functional on $W_{p}^{k}$, provided $k$ and $p$ satisfy the appropriate relation given in (1.4.6). Specifically, the Dirac $\delta$-function is the linear functional

$$
W_{p}^{k}(\Omega) \ni v \rightarrow v(y)=: \delta_{y}(v)
$$

where $y$ denotes a given point in the domain $\Omega$. It can be seen that this can not arise via an integration process using any locally integrable function (cf. exercise 1.x.36), i.e., it can not be viewed as a member of any of the spaces introduced so far.
(1.7.5) Definition. Let $p$ be in the range $1 \leq p \leq \infty$, and let $k$ be a negative integer. Let $q$ be the dual index to $p$, i.e., $\frac{1}{q}+\frac{1}{p}=1$. Then the Sobolev space $W_{p}^{k}(\Omega)$ is defined to be the dual space $\left(W_{q}^{-k}(\Omega)\right)^{\prime}$ with norm given by the dual norm (cf. (1.7.2)).
(1.7.6) Remark. Note that we have defined the negative-index Sobolev spaces so that, if the same definition were used as well for $k=0$, then the two definitions (cf. (1.3.1)) would agree for $1<p<\infty$, in view of Remark 1.7.3. Note also that different dual spaces are used to define negativeindex Sobolev spaces, in particular, it is frequently useful to use the dual of a subspace of $W_{q}^{-k}(\Omega)$, and in view of exercise 1.x. 35 , this leads to a slightly larger space. In either case, the negative Sobolev spaces are big enough to include interesting new objects, such as the Dirac $\delta$-function. Example 1.7.4 shows that $\delta \in W_{p}^{k}(\Omega)$ provided $k<-n+n / p$ (or $k \leq-n$ if $p=\infty$ ).

## 1.x Exercises

1.x. 1 Suppose that $\Omega$ is bounded and that $1 \leq p \leq q \leq \infty$. Prove that $L^{q}(\Omega) \subset L^{p}(\Omega)$. (Hint: use Hölder's inequality.) Give examples to show that the inclusion is strict if $p<q$ and false if $\Omega$ is not bounded.
1.x. 2 Show that the set of bounded, continuous functions on a domain $\Omega$ forms a Banach space with norm $\|\cdot\|_{L^{\infty}(\Omega)}$.
1.x. 3 Suppose that $\Omega$ is bounded and that $f_{j} \rightarrow f$ in $L^{p}(\Omega)$. Using Hölder's inequality prove that

$$
\int_{\Omega} f_{j}(x) d x \rightarrow \int_{\Omega} f(x) d x \quad \text { as } \quad j \rightarrow \infty
$$

1.x. 4 Just in case you have not seen polar coordinates in $n$ dimensions. Define, inductively, mappings $x^{k}$ from subsets $\Omega_{k} \subset \mathbb{R}^{k}$ into (the unit sphere in) $\mathbb{R}^{k+1}$ via $\left(x_{1}^{k}, \ldots, x_{k+1}^{k}\right)(\omega, \phi):=\left((\sin \phi) x^{k-1}(\omega), \cos \phi\right)$ on

$$
\Omega_{k}:=\left\{(\omega, \phi): \omega \in \Omega_{k-1}, 0 \leq \phi<\pi\right\},
$$

with $x^{1}(\omega)=(\cos \omega, \sin \omega)$ and $\Omega_{1}=\{\omega: 0 \leq \omega<2 \pi\}$. Define the polar coordinate mapping $X(\omega, r):=r x^{n-1}(\omega)$ for $r \geq 0$ and $\omega \in \Omega_{n-1}$. Prove that

$$
\left|\operatorname{det} \frac{\partial X(\omega, r)}{\partial(\omega, r)}\right|=r^{n-1} \prod_{j=2}^{n-1}\left(\sin \omega_{j}\right)^{j-1}
$$

for $\omega=\left(\omega_{1}, \ldots, \omega_{n-1}\right) \in \Omega_{n-1}$ and $r \geq 0$. (Hint: do the calculation for $n=2$ and then show that

$$
\operatorname{det}\binom{\frac{\partial x^{k+1}}{\partial(\omega, \phi)}}{x^{k+1}(\omega, \phi)}=(\sin \phi)^{k} \operatorname{det}\binom{\frac{\partial x^{k}}{\partial \omega}}{x^{k}(\omega)}
$$

by induction on $k$.)
1.x. 5 Let $n$ be a positive integer, and suppose that $\rho$ is a non-negative, smooth function defined for $0<r \leq 1$ satisfying

$$
\lim _{\epsilon \rightarrow 0+} \int_{\epsilon}^{1} \rho(r) r^{n-1} d r<\infty
$$

Define $f$ on $\Omega=\left\{x \in \mathbb{R}^{n}:|x|<1\right\}$ via $f(x)=\rho(|x|)$. Show that $f \in L^{1}(\Omega)$. (Hint: use the Monotone Convergence Theorem, polar coordinates, cf. exercise 1.x.4, and Fubini's Theorem.)
1.x. 6 Let $\Omega=[0,1]$ and $1 \leq p<\infty$. Show that the function $f$ defined in (1.1.12) is in $L^{p}(\Omega)$, and moreover, that $\left\|f-f_{j}\right\|_{L^{p}(\Omega)} \rightarrow 0$ as
$j \rightarrow \infty$. (Hint: first show that $\log x \in L^{p}(\Omega)$, and then use the fact that $L^{p}(\Omega)$ is a Banach space.)
1.x. 7 Pick your favorite dense sequence $\left\{r_{n}\right\}$. Graph the function $f$ defined in (1.1.10) for various values of $j$.
1.x. 8 Prove that $\left(\frac{\partial}{\partial x}\right)^{\alpha}|x|=x^{\alpha} /|x|$ for all $x \neq 0$ and $|\alpha|=1$.
1.x. 9 Prove Proposition 1.2.7. (Hint: use integration by parts and the fact that $\left.C^{0}(\Omega) \subset L_{\text {loc }}^{1}(\Omega).\right)$
1.x. 10 Prove that weak derivatives of order greater than one of the function, $f$, in Example 1.2.5 do not exist.
1.x. 11 Show that the condition in Example 1.2.6 implies that

$$
\lim _{r \rightarrow 0} r^{n-1}|\rho(r)|=0
$$

(Hint: First show that $r^{n-1}|\rho(r)| \leq \int_{r}^{1} t^{n-1}\left|\rho^{\prime}(t)\right| d t+\widetilde{C} \leq C$. If the limit is not zero, then there are points $r_{j}$ tending to zero such that

$$
\begin{aligned}
\left|r_{j}^{n-1} \int_{r_{j}}^{r_{j}+\gamma r_{j}} \rho^{\prime}(t) d t\right| & =\left|r_{j}^{n-1}\left(\rho\left(r_{j}+\gamma r_{j}\right)-\rho\left(r_{j}\right)\right)\right| \\
& \geq\left|r_{j}^{n-1}\left(C\left(r_{j}+\gamma r_{j}\right)^{1-n}-c r_{j}^{1-n}\right)\right| \\
& =\delta>0
\end{aligned}
$$

for appropriate $\gamma>0$. Show this contradicts the condition. Or apply Hardy's inequality (Stein 1970).)
1.x. 12 Verify the existence of weak derivatives claimed in Example1.2.6. (Hint: use exercises 1.x.11, 1.x.8, 1.x.5, the Divergence Theorem and a limit theorem for the Lebesgue integral.)
1.x. 13 Let $f(x)=|x|^{r}$ for a given real number $r$. Prove that $f$ has firstorder weak derivatives on the unit ball provided that $r>1-n$.
1.x. 14 Prove that $\operatorname{Lip}(\Omega) \subset W_{\infty}^{1}(\Omega)$. (Hint: $f \in \operatorname{Lip}(\Omega)$ is a fortiori Lipschitz continuous in each variable separately, so has partial derivatives a.e. Using Fubini's Theorem, show by contradiction that these must be essentially bounded on $\Omega$. Show that these derivatives are actually weak derivatives by using the fact that Lipschitz functions are absolutely continuous and that integration by parts is justified for absolutely continuous functions.) What is the constant in the equivalence relation between the Lipschitz norm and the Sobolev $W_{\infty}^{1}(\Omega)$ norm corresponding to this inclusion?
1.x. 15 Suppose that $\Omega$ is convex. Prove that $W_{\infty}^{1}(\Omega) \subset \operatorname{Lip}(\Omega)$. (Hint: given $f \in W_{\infty}^{1}(\Omega), \phi \in \mathcal{D}(\Omega)$ and $y, z \in \Omega$, write

$$
f(y)-f(z)=\lim _{\epsilon \rightarrow 0} \int_{\Omega} f(x) D \phi^{\epsilon}(x) d x
$$

where $D$ denotes the directional derivative in the direction $n_{y, z}=$ $(y-z) /|y-z|$ and

$$
\phi^{\epsilon}(x)=\epsilon^{-n} \int_{0}^{\infty} \phi\left(\frac{x-y-t n_{y, z}}{\epsilon}\right) \phi\left(\frac{x-z-t n_{y, z}}{\epsilon}\right) d t
$$

Note: the identity above must be proved, cf. the mollification argument in Remark 1.3.6 and exercise 1.x.18. Show that $\phi^{\epsilon} \in \mathcal{D}(\Omega)$ and that $\left\|\phi^{\epsilon}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=|y-z|$ by verifying and using the identity

$$
\phi^{\epsilon}(x)=-\epsilon^{-n}|y-z| \int_{-1}^{0} \phi\left(\frac{x-y-\tau(y-z)}{\epsilon}\right) d \tau .
$$

Apply the definition of weak derivative and Hölder's inequality.)
1.x. 16 Let $n=1, \Omega=[a, b]$ and $f \in W_{1}^{1}(\Omega)$. Prove that

$$
\int_{a}^{b} D_{w}^{1} f(x) d x=f(b)-f(a)
$$

under the assumption that $f$ is continuous at $a$ and $b$. (Hint: use the "integration by parts" formula that defines the weak derivative and choose an appropriate sequence $\phi_{j} \in \mathcal{D}(\Omega)$ such that $\phi_{j} \rightarrow 1$ on $\Omega$, cf. exercise 1.x.15.)
1.x. 17 Prove that absolutely continuous functions on an interval $[a, b]$ are in $W_{1}^{1}([a, b])$. (Hint: use the fact that integration by parts makes sense for absolutely continuous functions.)
1.x. 18 Verify the statements of Remark 1.3.6. (Hints: show that $D^{\alpha} f_{\epsilon}=$ $\epsilon^{-|\alpha|} f *\left(D^{\alpha} \phi\right)^{\epsilon}$ for all $\alpha$; prove that $f_{\epsilon} \rightarrow f$ in $L^{p}(\Omega)$; show also that $D^{\alpha} f_{\epsilon}=\left(D_{w}^{\alpha} f\right) * \phi^{\epsilon}=\left(D_{w}^{\alpha} f\right)_{\epsilon}$ under appropriate conditions.)
1.x. 19 A domain $\Omega$ is said to be star-shaped with respect to a point $x$ if $\forall y \in \Omega$ the line-segment connecting $x$ and $y$ lies within $\Omega$. (Here, we mean the closed line-segment, so necessarily $x \in \Omega$.) Prove that $C^{\infty}(\bar{\Omega})$ is dense in $W_{p}^{k}(\Omega)$ for $1 \leq p<\infty$ under the assumption that $\Omega$ is star-shaped. (Hint: see (Dupont and Scott 1979); assume $x=0$ and show that the "dilation" $u_{\rho}(y)=u(\rho y)$ defined for $\rho<1$ and $y \in \Omega$ satisfies $u_{\rho} \rightarrow u$ in $W_{p}^{k}(\Omega)$ as $\rho \rightarrow 1$. Mollify $u_{\rho}$ as in Remark 1.3.6 to get a smooth function $u_{\rho, \epsilon} \rightarrow u$ as $\rho \rightarrow 1$ and $\epsilon \rightarrow 0$.)
1.x. 20 Prove Sobolev's inequality in the case of $n=1$, i.e., let $\Omega=[a, b]$ and show that

$$
\|u\|_{L^{\infty}(\Omega)} \leq C\|u\|_{W_{1}^{1}(\Omega)}
$$

(Hint: use the fundamental theorem of calculus and Theorem 1.3.4. See the proof of the trace inequality (1.6.2) for technical help.) How does the constant, $C$, depend on $a$ and $b$ ?
1.x. 21 Let $\Omega=[a, b]$ (here $n=1$ ). Prove that all functions in $W_{1}^{1}(\Omega)$ are continuous (have a continuous representative). (Hint: use exercise 1.x. 20 and Theorem 1.3.4.)
1.x. 22 Prove that functions in $W_{1}^{1}([a, b])$ are absolutely continuous on $[a, b]$. (Hint: use exercises 1.x. 16 and 1.x. 21 and the "continuity" of the Lebesgue integral.)
1.x. 23 Using the hint in exercise 0.x.8, show that, given $f \in L^{2}(\Omega)$, there is a solution $u \in W_{2}^{2}(\Omega)$ satisfying (0.1.1). Verify that all boundary conditions make sense and are satisfied and explain in what sense the differential equation is to be interpreted.
1.x. 24 Let $u$ be the solution to (0.1.1) given either by exercise (0.x.8) or exercise 1.x.23. Justify rigorously that (0.1.3) holds.
1.x. 25 Show that any Lipschitz domain satisfies the segment condition (1.3.5).
1.x. 26 Let $\Omega=\left\{(x, y) \in \mathbb{R}^{2}:|x|<1,|y|<1, y \neq 0 \quad\right.$ for $\left.\quad x \geq 0\right\}$. Show that there are functions in $W_{p}^{1}(\Omega)$ that cannot be limits of functions in $C^{0}(\bar{\Omega})$.
1.x. 27 Does a "cusp" domain, $\Omega=\left\{(x, y): 0<x<1,0<y<x^{r}\right\}$, with $r>1$, satisfy the segment condition? Does its complement?
1.x. 28 Let $\Omega$ be the unit disk in the plane. Show that there exist $u \in W_{2}^{1}(\Omega)$ that are infinite at a dense set of points on $\partial \Omega$. (Hint: see (1.1.12) and (1.4.3).)
1.x. 29 Let $\Omega$ be a domain in the plane. Show that there exist $u \in W_{2}^{1}(\Omega)$ that are infinite at a dense set of points in $\Omega$. (Hint: see (1.1.12) and (1.4.3).)
1.x. 30 Suppose $\Omega$ is as in Proposition 1.6.3, and let $p$ be a real number in the range $1 \leq p \leq \infty$. Prove that there is a constant $C$ such that

$$
\|v\|_{L^{p}(\partial \Omega)} \leq C\|v\|_{L^{p}(\Omega)}^{1-1 / p}\|v\|_{W_{p}^{1}(\Omega)}^{1 / p} \quad \forall v \in W_{p}^{1}(\Omega) .
$$

Explain what this means in the case $p=\infty$.
1.x. 31 Let $\Omega$ denote the upper half-plane. Show that no inequality of the form

$$
\|v\|_{L^{2}(\partial \Omega)} \leq C\|v\|_{L^{2}(\Omega)}^{\lambda}\|v\|_{W_{2}^{1}(\Omega)}^{\mu}
$$

holds, unless $\lambda \leq 1 / 2$ and $\lambda+\mu=1$. (Hint: suppose it holds and consider the functions $u(x)=U v(L x)$ for $U$ and $L$ arbitrary to reach
a contradiction.) Show that, to prove it for $\lambda=\mu=1 / 2$, it suffices to assume $\|v\|_{L^{2}(\Omega)}=\|v\|_{W_{2}^{1}(\Omega)}=1$, i.e., deduce the general case from this special case. (Hint: use the same scalings.) Use the same idea to prove the inequality

$$
\|v\|_{L^{2}(\partial \Omega)} \leq C\|v\|_{L^{2}(\Omega)}^{1 / 2}|v|_{W_{2}^{1}(\Omega)}^{1 / 2}
$$

1.x. 32 Let $a, b \in \mathbb{R}$. Prove that $a b \leq \frac{\epsilon}{2} a^{2}+\frac{1}{2 \epsilon} b^{2}$ for any $\epsilon>0$. (Hint: expand $(a+b)^{2} \geq 0$.) Apply this to show that $a+b \leq$ $\left((1+\epsilon) a^{2}+(1+1 / \epsilon) b^{2}\right)^{1 / 2}$.
1.x. 33 Show that the set of linear functionals on a linear space is itself a linear space, where the operation of addition is given by $\left(L_{1}+L_{2}\right)(v):=L_{1}(v)+L_{2}(v)$ and scalar multiplication is defined by $(a L)(v):=a L(v)$.
1.x. 34 Show that the expression in (1.7.2) defines a norm on the dual space of a Banach space, i.e., verify the conditions of (1.1.6).
1.x. 35 Let $B$ and $C$ be two Banach spaces with $B \subset C$ and with the inclusion being continuous. Show that $C^{\prime} \subset B^{\prime}$, with the inclusion being continuous.
1.x. 36 Let $\Omega$ be an open set and $y \in \Omega$. Show that there is no function $f \in L_{l o c}^{1}(\Omega)$ such that $\phi(y)=\int_{\Omega} f(x) \phi(x) d x \quad \forall \phi \in \mathcal{D}(\Omega)$.
1.x. 37 Let $\Omega=[0,1]$. Prove that $\left\{v \in C^{1}([0,1]: v(0)=0\}\right.$ is dense in the set $\left\{v \in W_{2}^{1}(\Omega): v(0)=0\right\}$. (Hint: use the density result in Remark 1.3.5 and Sobolev's inequality.)
1.x. 38 Let $\Omega=[0,1]$. Prove that $\left\{v \in C^{1}\left([0,1]: v^{\prime}(1)=0\right\}\right.$ is dense in $W_{2}^{1}(\Omega)$. (Hint: use the density result in Remark 1.3.5 to get a sequence $v_{n} \in C^{1}\left([0,1]\right.$ converging to $v$ in $W_{2}^{1}(\Omega)$ and modify each $v_{n}$ near 1 to make the derivative zero.)
1.x. 39 Let $\Omega$ be an open set. Suppose that $f \in L_{\text {loc }}^{1}(\Omega)$ such that $\int_{\Omega} f \phi d x=0 \quad \forall \phi \in \mathcal{D}(\Omega)$. Prove that $f=0$ a.e. (Hint: By contradiction. Show otherwise that $\exists \epsilon>0$ such that $A=\{x \in \Omega$ : $\pm f(x)>\epsilon\}$ has positive measure. Approximate $A$ in measure by a finite union of balls $A_{N}$ and let $\tilde{A}_{N}$ denote concentric balls of slightly smaller size, also approximating $A$ in measure. Choose $\phi_{N} \in \mathcal{D}\left(A_{N}\right)$ with the properties $0 \leq \phi_{N} \leq 1$ everywhere and $\phi_{N} \geq \frac{1}{2}$ on $\tilde{A}_{N}$ and integrate $f \phi_{N}$ over $\Omega$ to reach a contradiction. Construct $\phi_{N}$ as follows. Write $A_{N}=\cup_{j} B_{j}$ and $\tilde{A}_{N}=\cup_{j} \tilde{B}_{j}$ and choose $\psi_{j} \in \mathcal{D}\left(B_{j}\right)$, such that $0 \leq \psi_{j} \leq 1$ everywhere and $\psi_{j}=1$ on $\tilde{B}_{j}$. Define

$$
\phi_{N}(x)=\sum_{j} \psi_{j}(x) /\left(1+\sum_{j} \psi_{j}(x)\right)
$$

This can be viewed as an approximate partition of unity argument.)
1.x. 40 Show that the weak derivative is unique. (Hint: use exercise 1.x.39.)
1.x. 41 Suppose, as in exercise 1.x.39, that $\tilde{B}_{j} \subset B_{j}$ are concentric balls, and let $\psi_{j} \in \mathcal{D}\left(B_{j}\right)$ such that $0 \leq \psi_{j} \leq 1$ everywhere and $\psi_{j}=1$ on $\tilde{B}_{j}$. Let $\epsilon>0$. Define

$$
\phi^{\epsilon}(x)=\sum_{j} \psi_{j}(x) /\left(\frac{\epsilon}{1-\epsilon}+\sum_{j} \psi_{j}(x)\right)
$$

Show that $0 \leq \phi^{\epsilon} \leq 1$ everywhere and $\phi^{\epsilon} \geq 1-\epsilon$ on $\cup_{j} \tilde{B}_{j}$. Can you construct $\phi \in \mathcal{D}\left(\cup_{j} B_{j}\right)$ such that $0 \leq \phi \leq 1$ everywhere and $\phi=1$ on $\cup_{j} \tilde{B}_{j}$ ? What can you say if the finite unions are replaced by infinite ones?
1.x. 42 Let $v_{\beta}(r, \theta)=r^{\beta} \sin \beta \theta$ on $\Omega_{\beta}=\{(r, \theta): r<1,0<\theta<\pi / \beta\}$ where $1 / 2 \leq \beta<\infty$. Determine the optimal values of $k, p$ such that $v_{\beta} \in W_{p}^{k}\left(\Omega_{\beta}\right)$ as a function of $\beta$. The case $\beta=1 / 2$ is called a slit domain and $\beta=2 / 3$ a re-entrant corner. What does the case $\beta=1$ correspond to?
1.x. 43 The type of finite cone $C$ used for ice cream can be represented as the union of the sets $t \xi+B_{\alpha t}$ for $0<t<h$, where $\xi$ is the axis of the cone, $\alpha$ measures the angle, and $h$ is the height. Here $B_{t}$ is the ball of radius $t$. A Lipschitz domain $\Omega$ satisfies a cone property: there is a finite set of finite cones $C_{i}$ such that for all $x \in \Omega$, there is some $i$ such that $x+C_{i} \subset \Omega$. Prove that smooth functions are dense in $W_{p}^{k}(\Omega)$ for such a domain. (Hint: Use a mollifier to average over the set $x+t \xi+B_{\alpha t}$ in defining a smoothed value at $x$, that is

$$
v_{t}(x):=\int_{B_{\alpha t}} v(x+y+t \xi) \rho_{t}(y) d y
$$

Prove that $v_{t}$ tends to $v$ in $\left.W_{p}^{k}(\Omega).\right)$
1.x. 44 A Cantor function can be defined by a limiting sequence of continuous, piecewise linear functions. Let $0<\epsilon<1$ and start with $f_{0}(x)=x$. Next, let $f_{1}(x)$ be equal to $\frac{1}{2}$ in the interval of width $\epsilon$ around $x=\frac{1}{2}$, and equal to $f_{0}$ at the ends of the interval $[0,1]$. Given $f_{i}$, define $f_{i+1}$ inductively. In each interval where $f_{i}$ is not constant, divide this interval in the way we did for the original one: let $f_{i+1}$ be constant in a sub-interval of length $2^{-i} \epsilon$ in the center, and connect the remaining parts linearly. The constant is chosen to be the middle value. Show that the sequence $f_{i}$ stays bounded in the space $L i^{\alpha}$ of functions which satisfy a uniform bound of the form

$$
|f(x)-f(y)| \leq C|x-y|^{\alpha}
$$

for some $1>\alpha>0$. Show that the best $\alpha$ can tend to one as $\epsilon$ tends to zero.

## Chapter 2

## Variational Formulation of Elliptic Boundary Value Problems

This chapter is devoted to the functional analysis tools required for developing the variational formulation of differential equations. It begins with an introduction to Hilbert spaces, including only material that is essential to later developments. The goal of the chapter is to provide a framework in which existence and uniqueness of solutions to variational problems may be established.

### 2.1 Inner-Product Spaces

(2.1.1) Definition. $A$ bilinear form, $b(\cdot, \cdot)$, on a linear space $V$ is a mapping $b: V \times V \longrightarrow \mathbb{R}$ such that each of the maps $v \mapsto b(v, w)$ and $w \mapsto b(v, w)$ is a linear form on $V$. It is symmetric if $b(v, w)=b(w, v)$ for all $v, w \in V$. $A$ (real) inner product, denoted by $(\cdot, \cdot)$, is a symmetric bilinear form on a linear space $V$ that satisfies
(a) $(v, v) \geq 0 \forall v \in V$ and
(b) $(v, v)=0 \Longleftrightarrow v=0$.
(2.1.2) Definition. A linear space $V$ together with an inner product defined on it is called an inner-product space and is denoted by $(V,(\cdot, \cdot))$.
(2.1.3) Examples. The following are examples of inner-product spaces.
(i) $V=\mathbb{R}^{n},(x, y):=\sum_{i=1}^{n} x_{i} y_{i}$
(ii) $V=L^{2}(\Omega), \Omega \subseteq \mathbb{R}^{n},(u, v)_{L^{2}(\Omega)}:=\int_{\Omega} u(x) v(x) d x$
(iii) $V=W_{2}^{k}(\Omega), \Omega \subseteq \mathbb{R}^{n},(u, v)_{k}:=\sum_{|\alpha| \leq k}\left(D^{\alpha} u, D^{\alpha} v\right)_{L^{2}(\Omega)}$

Notation. The inner-product space (iii) is often denoted by $H^{k}(\Omega)$. Thus, $H^{k}(\Omega)=W_{2}^{k}(\Omega)$.
(2.1.4) Theorem. (The Schwarz Inequality) If $(V,(\cdot, \cdot))$ is an innerproduct space, then

$$
\begin{equation*}
|(u, v)| \leq(u, u)^{1 / 2}(v, v)^{1 / 2} \tag{2.1.5}
\end{equation*}
$$

The equality holds if and only if $u$ and $v$ are linearly dependent.
Proof. For $t \in \mathbb{R}$

$$
\begin{equation*}
0 \leq(u-t v, u-t v)=(u, u)-2 t(u, v)+t^{2}(v, v) \tag{2.1.6}
\end{equation*}
$$

If $(v, v)=0$, then $(u, u)-2 t(u, v) \geq 0 \quad \forall t \in \mathbb{R}$, which forces $(u, v)=0$, so the inequality holds trivially. Thus, suppose $(v, v) \neq 0$. Substituting $t=(u, v) /(v, v)$ into this inequality, we obtain

$$
\begin{equation*}
0 \leq(u, u)-|(u, v)|^{2} /(v, v) \tag{2.1.7}
\end{equation*}
$$

which is equivalent to (2.1.5). Note that we did not use part (b) of Definition 2.1.1 to prove (2.1.5).

If $u$ and $v$ are linearly dependent, one can easily see that equality holds in (2.1.5).

Conversely, we assume that equality holds. If $v=0$, then u and v are linearly dependent. If $v \neq 0$, take $\lambda=(u, v) /(v, v)$. It follows that $(u-\lambda v, u-\lambda v)=0$, and property (b) of Definition 2.1.1 implies that $u-\lambda v=0$, i.e. u and v are linearly dependent.
(2.1.8) Remark. The Schwarz inequality (2.1.5) was proved without using property (b) of the inner product. An example where this might be useful is $a(u, v)=\int_{\Omega} \nabla u \cdot \nabla v d x$ on $H^{1}(\Omega)$. Thus, we have proved that

$$
a(u, v)^{2} \leq a(u, u) a(v, v) \quad \text { for all } u, v \in H^{1}(\Omega)
$$

even though $a(\cdot, \cdot)$ is not an inner product on $H^{1}(\Omega)$.
(2.1.9) Proposition. $\|v\|:=\sqrt{(v, v)}$ defines a norm in the inner-product space $(V,(\cdot, \cdot))$.
Proof. One can easily show that $\|\alpha v\|=|\alpha|\|v\|,\|v\| \geq 0$, and $\|v\|=0 \Longleftrightarrow$ $v=0$. It remains to prove the triangle inequality:

$$
\begin{aligned}
\|u+v\|^{2} & =(u+v, u+v) \\
& =(u, u)+2(u, v)+(v, v) \\
& =\|u\|^{2}+2(u, v)+\|v\|^{2} \\
& \leq\|u\|^{2}+2\|u\|\|v\|+\|v\|^{2} \quad \text { (by Schwarz' inequality 2.1.5) } \\
& =(\|u\|+\|v\|)^{2} .
\end{aligned}
$$

Therefore, $\|u+v\| \leq\|u\|+\|v\|$.

### 2.2 Hilbert Spaces

Proposition 2.1.9 says that, given an inner-product space $(V,(\cdot, \cdot))$, there is an associated norm defined on V , namely $\|v\|=\sqrt{(v, v)}$. Thus, an innerproduct space can be made into a normed linear space.
(2.2.1) Definition. Let $(V,(\cdot, \cdot))$ be an inner-product space. If the associated normed linear space $(V,\|\cdot\|)$ is complete, then $(V,(\cdot, \cdot))$ is called a Hilbert space.
(2.2.2) Examples. The examples (i) - (iii) of (2.1.3) are all Hilbert spaces. In particular, the norm associated with the inner product $(\cdot, \cdot)_{k}$ on $W_{2}^{k}(\Omega)$ is the same as the norm $\|\cdot\|_{W_{2}^{k}(\Omega)}$ defined in Chapter 1 where $W_{2}^{k}(\Omega)$ was shown to be complete.
(2.2.3) Definition. Let $H$ be a Hilbert space and $S \subset H$ be a linear subset that is closed in $H$. (Recall that $S$ linear means that $u, v \in S, \alpha \in \mathbb{R} \Longrightarrow$ $u+\alpha v \in S$.) Then $S$ is called a subspace of $H$.
(2.2.4) Proposition. If $S$ is a subspace of $H$, then $(S,(\cdot, \cdot))$ is also a Hilbert space.

Proof. $(S,\|\cdot\|)$ is complete because $S$ is closed in $H$ under the norm $\|\cdot\|$.

## (2.2.5) Examples of subspaces of Hilbert spaces.

(i) $H$ and $\{0\}$ are the obvious extreme cases. More interesting ones follow.
(ii) Let $T: H \longrightarrow K$ be a continuous linear map of $H$ into another linear space. Then $k e r T$ is a subspace (see exercise 2.x.1).
(iii) Let $x \in H$ and define $x^{\perp}:=\{v \in H:(v, x)=0\}$. Then $x^{\perp}$ is a subspace of $H$. To see this, note that $x^{\perp}=\operatorname{ker} L_{x}$, where $L_{x}$ is the linear functional

$$
\begin{equation*}
L_{x}: v \mapsto(v, x) \tag{2.2.6}
\end{equation*}
$$

By the Schwarz inequality (2.1.5),

$$
\left|L_{x}(v)\right| \leq\|x\|\|v\|
$$

implying that $L_{x}$ is bounded and therefore continuous. This proves that $x^{\perp}$ is a subspace of $H$ in view of the previous example.
Note. The overall objective of the next section is to prove that all $L \in H^{\prime}$ are of the form $L_{x}$ for $x \in H$, when $H$ is a Hilbert space.
(iv) Let $M \subset H$ be a subset and define

$$
M^{\perp}:=\{v \in H:(x, v)=0 \forall x \in M\}
$$

Note that

$$
M^{\perp}=\bigcap_{x \in M} x^{\perp}
$$

and each $x^{\perp}$ is a (closed) subspace of $H$. Thus, $M^{\perp}$ is a subspace of $H$.
(2.2.7) Proposition. Let $H$ be a Hilbert space.
(1) For any subsets $M, N \subset H, M \subset N \Longrightarrow N^{\perp} \subset M^{\perp}$.
(2) For any subset $M$ of $H$ containing zero, $M \cap M^{\perp}=\{0\}$.
(3) $\{0\}^{\perp}=H$.
(4) $H^{\perp}=\{0\}$.

Proof. For (2): Let $x \in M \cap M^{\perp}$. Then $x \in M \Longrightarrow M^{\perp} \subset x^{\perp}$ and so

$$
x \in M^{\perp} \Longrightarrow x \in x^{\perp} \Longleftrightarrow(x, x)=0 \Longleftrightarrow x=0
$$

For (4): Since $H^{\perp} \subset H$, (2) implies that

$$
H^{\perp}=H \cap H^{\perp}=\{0\}
$$

Parts (1) and (3) are left to the reader in exercise 2.x.3.
(2.2.8) Theorem. (Parallelogram Law) Let $\|\cdot\|$ be the norm associated with the inner product $(\cdot, \cdot)$ on $H$. We have

$$
\begin{equation*}
\|v+w\|^{2}+\|v-w\|^{2}=2\left(\|v\|^{2}+\|w\|^{2}\right) . \tag{2.2.9}
\end{equation*}
$$

Proof. A straight-forward calculation; see exercise 2.x.4.

### 2.3 Projections onto Subspaces

The following result establishes an essential geometric fact about Hilbert spaces.
(2.3.1) Proposition. Let $M$ be a subspace of the Hilbert space $H$. Let $v \in H \backslash M$ and define $\delta:=\inf \{\|v-w\|: w \in M\}$. (Note that $\delta>0$ since $M$ is closed in $H$.) Then there exists $w_{0} \in M$ such that
(i) $\left\|v-w_{0}\right\|=\delta$, i.e., there exists a closest point $w_{0} \in M$ to $v$, and (ii) $v-w_{0} \in M^{\perp}$.

Proof. (i) Let $\left\{w_{n}\right\}$ be a minimizing sequence:

$$
\lim _{n \rightarrow \infty}\left\|v-w_{n}\right\|=\delta
$$

We now show that $\left\{w_{n}\right\}$ is a Cauchy sequence. By the parallelogram law, $\left\|\left(w_{n}-v\right)+\left(w_{m}-v\right)\right\|^{2}+\left\|\left(w_{n}-v\right)-\left(w_{m}-v\right)\right\|^{2}=2\left(\left\|w_{n}-v\right\|^{2}+\right.$ $\left\|w_{m}-v\right\|^{2}$ ), i.e.,

$$
0 \leq\left\|w_{n}-w_{m}\right\|^{2}=2\left(\left\|w_{n}-v\right\|^{2}+\left\|w_{m}-v\right\|^{2}\right)-4\left\|\frac{1}{2}\left(w_{n}+w_{m}\right)-v\right\|^{2}
$$

Since $\frac{1}{2}\left(w_{n}+w_{m}\right) \in M$, we have

$$
\left\|\frac{1}{2}\left(w_{n}+w_{m}\right)-v\right\| \geq \delta
$$

by the definition of $\delta$. Thus,

$$
0 \leq\left\|w_{n}-w_{m}\right\|^{2} \leq 2\left(\left\|w_{n}-v\right\|^{2}+\left\|w_{m}-v\right\|^{2}\right)-4 \delta^{2}
$$

Letting $m, n$ tend towards infinity, we have

$$
2\left(\left\|w_{n}-v\right\|^{2}+\left\|w_{m}-v\right\|^{2}\right)-4 \delta^{2} \rightarrow 2 \delta^{2}+2 \delta^{2}-4 \delta^{2}=0
$$

Therefore, $\left\|w_{n}-w_{m}\right\|^{2} \rightarrow 0$, proving that $\left\{w_{n}\right\}$ is Cauchy. Thus, there exists $w_{0} \in \bar{M}=M$ such that $w_{n} \rightarrow w_{0}$. Continuity of the norm implies that $\left\|v-w_{0}\right\|=\delta$.
(ii) Let $z=v-w_{0}$, so that $\|z\|=\delta$. We will prove that $z \perp M$. Let $w \in M$ and $t \in \mathbb{R}$. Then $w_{0}+t w \in M$ implies that $\|z-t w\|^{2}=\left\|v-\left(w_{0}+t w\right)\right\|^{2}$ has an absolute minimum at $t=0$. Therefore,

$$
0=\left.\frac{d}{d t}\|z-t w\|^{2}\right|_{t=0}=-2(z, w)
$$

This implies that, for all $w \in M$,

$$
\left(v-w_{0}, w\right)=(z, w)=0
$$

Since $w \in M$ was arbitrary, this implies $v-w_{0} \in M^{\perp}$.
Proposition 2.3 .1 says that, given a subspace $M$ of $H$ and $v \in H$, we can write $v=w_{0}+w_{1}$, where $w_{0} \in M$ and $w_{1}\left(=v-w_{0}\right) \in M^{\perp}$. Let us show that this decomposition of an element $v \in H$ is unique. In fact, from

$$
w_{0}+w_{1}=v=z_{0}+z_{1}, \quad w_{0}, z_{0} \in M, \quad w_{1}, z_{1} \in M^{\perp}
$$

we obtain

$$
M \ni w_{0}-z_{0}=-\left(w_{1}-z_{1}\right) \in M^{\perp}
$$

Since $M \cap M^{\perp}=\{0\}, w_{0}=z_{0}$ and $w_{1}=z_{1}$. This shows that the decomposition is unique. Therefore, we can define the following operators

$$
\begin{equation*}
P_{M}: H \longrightarrow M, \quad P_{M}^{\perp}: H \longrightarrow M^{\perp} \tag{2.3.2}
\end{equation*}
$$

where the respective definitions of $P_{M}$ and $P_{M}{ }^{\perp}$ are given by

$$
\begin{gather*}
P_{M} v= \begin{cases}v & \text { if } v \in M, \\
w_{0} & \text { if } v \in H \backslash M ;\end{cases}  \tag{2.3.3}\\
P_{M}^{\perp} v= \begin{cases}0 & \text { if } v \in M, \\
v-w_{0} & \text { if } v \in H \backslash M .\end{cases} \tag{2.3.4}
\end{gather*}
$$

The uniqueness of the decomposition implies that $P_{M}{ }^{\perp}=P_{M^{\perp}}$ (see exercise 2.x.5) so we need no longer be careful about where we put the " $\perp$ ". Summarizing the above observations, we state the following
(2.3.5) Proposition. Given a subspace $M$ of $H$ and $v \in H$, there is a unique decomposition

$$
\begin{equation*}
v=P_{M} v+P_{M \perp} v \tag{2.3.6}
\end{equation*}
$$

where $P_{M}: H \longrightarrow M$ and $P_{M^{\perp}}: H \longrightarrow M^{\perp}$. In other words,

$$
\begin{equation*}
H=M \oplus M^{\perp} \tag{2.3.7}
\end{equation*}
$$

(2.3.8) Remark. The operators $P_{M}$ and $P_{M^{\perp}}$ defined above are linear operators. To see this, note from the above proposition that

$$
\alpha v_{1}+\beta v_{2}=P_{M}\left(\alpha v_{1}+\beta v_{2}\right)+P_{M^{\perp}}\left(\alpha v_{1}+\beta v_{2}\right)
$$

where

$$
v_{1}=P_{M} v_{1}+P_{M^{\perp}} v_{1} \quad \text { and } \quad v_{2}=P_{M} v_{2}+P_{M \perp} v_{2}
$$

That is

$$
\begin{aligned}
& P_{M}\left(\alpha v_{1}+\beta v_{2}\right)+P_{M^{\perp}}\left(\alpha v_{1}+\beta v_{2}\right) \\
& =\alpha v_{1}+\beta v_{2} \\
& =\left(\alpha P_{M} v_{1}+\beta P_{M} v_{2}\right)+\left(\alpha P_{M^{\perp}} v_{1}+\beta P_{M^{\perp}} v_{2}\right) .
\end{aligned}
$$

Uniqueness of decomposition of $\alpha v_{1}+\beta v_{2}$ and the definitions of $P_{M}$ and $P_{M^{\perp}}$ imply that

$$
P_{M}\left(\alpha v_{1}+\beta v_{2}\right)=\alpha P_{M} v_{1}+\beta P_{M} v_{2}
$$

and

$$
P_{M^{\perp}}\left(\alpha v_{1}+\beta v_{2}\right)=\alpha P_{M^{\perp}} v_{1}+\beta P_{M^{\perp}} v_{2},
$$

i.e., $P_{M}$ and $P_{M^{\perp}}$ are linear.
(2.3.9) Definition. An operator $P$ on a linear space $V$ is a projection if $P^{2}=P$, i.e., $P z=z$ for all $z$ in the image of $P$.
(2.3.10) Remark. The fact that $P_{M}$ is a projection follows from its definition. That $P_{M}^{\perp}$ is also follows from the observation that $P_{M}^{\perp}=P_{M^{\perp}}$.

### 2.4 Riesz Representation Theorem

Given $u \in H$, recall that a continuous linear functional $L_{u}$ can be defined on $H$ by

$$
\begin{equation*}
L_{u}(v)=(u, v) \tag{2.4.1}
\end{equation*}
$$

The following theorem proves that the converse is also true.
(2.4.2) Theorem. (Riesz Representation Theorem) Any continuous linear functional $L$ on a Hilbert space $H$ can be represented uniquely as

$$
\begin{equation*}
L(v)=(u, v) \tag{2.4.3}
\end{equation*}
$$

for some $u \in H$. Furthermore, we have

$$
\begin{equation*}
\|L\|_{H^{\prime}}=\|u\|_{H} \tag{2.4.4}
\end{equation*}
$$

Proof. Uniqueness follows from the nondegeneracy of the inner product. For if $u_{1}$ and $u_{2}$ were two such solutions, we would have

$$
\begin{aligned}
0 & =L\left(u_{1}-u_{2}\right)-L\left(u_{1}-u_{2}\right) \\
& =\left(u_{1}, u_{1}-u_{2}\right)-\left(u_{2}, u_{1}-u_{2}\right) \\
& =\left(u_{1}-u_{2}, u_{1}-u_{2}\right)
\end{aligned}
$$

which implies $u_{1}=u_{2}$. Now we prove existence.
Define $M:=\{v \in H: L(v)=0\}$. In view of Example 2.2.5.ii, $M$ is a subspace of $H$. Therefore, $H=M \oplus M^{\perp}$ by Proposition 2.3.5.
Case (1): $\quad M^{\perp}=\{0\}$.
Thus, in this case $M=H$, implying that $L \equiv 0$. So take $u=0$.
Case (2): $\quad M^{\perp} \neq\{0\}$.
Pick $z \in M^{\perp}, z \neq 0$. Then $L(z) \neq 0$. (Otherwise, $z \in M$, which implies that $z \in M^{\perp} \cap M=\{0\}$.) For $v \in H$ and $\beta=L(v) / L(z)$ we have

$$
L(v-\beta z)=L(v)-\beta L(z)=0
$$

i.e.

$$
v-\beta z \in M
$$

Thus, $v-\beta z=P_{M} v$ and $\beta z=P_{M^{\perp}} v$. In particular, if $v \in M^{\perp}$, then $v=\beta z$ (that is, $v-\beta z=0$ ), which proves that $M^{\perp}$ is one-dimensional. Now choose

$$
\begin{equation*}
u:=\frac{L(z)}{\|z\|_{H}^{2}} z \tag{2.4.5}
\end{equation*}
$$

Note that $u \in M^{\perp}$. We have

$$
\left.\begin{array}{rr}
(u, v) & =(u,(v-\beta z)+\beta z) \\
& =(u, v-\beta z)+(u, \beta z) \\
& =(u, \beta z) \quad\left(u \in M^{\perp}, v-\beta z \in M\right) \\
& =\beta \frac{L(z)}{\|z\|_{H}^{2}}(z, z) \\
& =\beta L(z) \\
& =L(v) . \\
\quad \text { (definition of } u) \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
\end{array}\right)
$$

Thus, $u:=\left(L(z) /\|z\|^{2}\right) z$ is the desired element of $H$.
It remains to prove that $\|L\|_{H^{\prime}}=\|u\|_{H}$. Let us first observe that

$$
\|u\|_{H}=\frac{|L(z)|}{\|z\|_{H}}
$$

from (2.4.5). Now, according to the definition (1.7.2) of the dual norm,

$$
\begin{align*}
\|L\|_{H^{\prime}} & =\sup _{0 \neq v \in H} \frac{|L(v)|}{\|v\|_{H}}  \tag{by1.7.2}\\
& =\sup _{0 \neq v \in H} \frac{|(u, v)|}{\|v\|_{H}}  \tag{by2.4.3}\\
& \leq\|u\|_{H}  \tag{by2.4.5}\\
& =\frac{|L(z)|}{\|z\|_{H}}  \tag{by1.7.2}\\
& \leq\|L\|_{H^{\prime}}
\end{align*}
$$

$$
\leq\|u\|_{H} \quad \text { (Schwarz' inequality 2.1.5) }
$$

Therefore, $\|u\|_{H}=\|L\|_{H^{\prime}}$.
(2.4.6) Remark. According to the Riesz Representation Theorem, there is a natural isometry between $H$ and $H^{\prime}\left(u \in H \longleftrightarrow L_{u} \in H^{\prime}\right)$. For this reason, $H$ and $H^{\prime}$ are often identified. For example, we can write $W_{2}^{m}(\Omega) \cong$ $W_{2}^{-m}(\Omega)$ (although they are completely different Hilbert spaces). We will use $\tau$ to represent the isometry from $H^{\prime}$ onto $H$.

### 2.5 Formulation of Symmetric Variational Problems

The purpose of the rest of this chapter is to apply the abstract Hilbert space theory developed in the previous sections to get existence and uniqueness results for variational formulations of boundary value problems.
(2.5.1) Example. Recall from Examples 2.1.3.iii and 2.2 .2 that $H^{1}(0,1)=$ $W_{2}^{1}(0,1)$ is a Hilbert space under the inner product

$$
(u, v)_{H^{1}}=\int_{0}^{1} u v d x+\int_{0}^{1} u^{\prime} v^{\prime} d x
$$

In Chapter 0 , we defined $V=\left\{v \in H^{1}(0,1): v(0)=0\right\}$. To see that $V$ is a subspace of $H^{1}(0,1)$, let $\delta_{0}: H^{1}(0,1) \longrightarrow \mathbb{R}$ by $\delta_{0}(v)=v(0)$. From Sobolev's inequality (1.4.6), $\delta_{0}$ is a bounded linear functional on $H^{1}$, so it is continuous. Hence, $V=\delta_{0}^{-1}\{0\}$ is closed in $H^{1}$. We also defined $a(v, w)=$ $\int_{0}^{1} v^{\prime} w^{\prime} d x$. Note that $a(\cdot, \cdot)$ is a symmetric bilinear form on $H^{1}(0,1)$, but it is not an inner product on $H^{1}$ since $a(1,1)=0$. However, it does satisfy the coercivity property $(1.5 .1)$ on $V$. In view of the following, this shows that the variational problem in Chapter 0 is naturally expressed in a Hilbert-space setting.
(2.5.2) Definition. $A$ bilinear form $a(\cdot, \cdot)$ on a normed linear space $H$ is said to be bounded (or continuous) if $\exists C<\infty$ such that

$$
|a(v, w)| \leq C\|v\|_{H}\|w\|_{H} \quad \forall v, w \in H
$$

and coercive on $V \subset H$ if $\exists \alpha>0$ such that

$$
a(v, v) \geq \alpha\|v\|_{H}^{2} \quad \forall v \in V
$$

(2.5.3) Proposition. Let $H$ be a Hilbert space, and suppose $a(\cdot, \cdot)$ is a symmetric bilinear form that is continuous on $H$ and coercive on a subspace $V$ of $H$. Then $(V, a(\cdot, \cdot))$ is a Hilbert space.
Proof. An immediate consequence of the coercivity of $a(\cdot, \cdot)$ is that if $v \in V$ and $a(v, v)=0$, then $v \equiv 0$. Hence, $a(\cdot, \cdot)$ is an inner product on $V$.

Now let $\|v\|_{E}=\sqrt{a(v, v)}$, and suppose that $\left\{v_{n}\right\}$ is a Cauchy sequence in $\left(V,\|\cdot\|_{E}\right)$. By coercivity, $\left\{v_{n}\right\}$ is also Cauchy in $\left(H,\|\cdot\|_{H}\right)$. Since $H$ is complete, $\exists v \in H$ such that $v_{n} \rightarrow v$ in the $\|\cdot\|_{H}$ norm. Since $V$ is closed in $H, v \in V$. Now, $\left\|v-v_{n}\right\|_{E} \leq \sqrt{c_{1}}\left\|v-v_{n}\right\|_{H}$ since $a(\cdot, \cdot)$ is bounded. Hence, $\left\{v_{n}\right\} \rightarrow v$ in the $\|\cdot\|_{E}$ norm, so $\left(V,\|\cdot\|_{E}\right)$ is complete.

In general, a symmetric variational problem is posed as follows. Suppose that the following three conditions are valid:

$$
\left\{\begin{array}{l}
(1) \quad(H,(\cdot, \cdot)) \text { is a Hilbert space. }  \tag{2.5.4}\\
(2) \quad V \text { is a (closed) subspace of } H . \\
(3) \\
\quad a(\cdot, \cdot) \text { is a bounded, symmetric bilinear form } \\
\\
\text { that is coercive on } V .
\end{array}\right.
$$

Then the symmetric variational problem is the following.
(2.5.5) Given $F \in V^{\prime}$, find $u \in V$ such that $a(u, v)=F(v) \quad \forall v \in V$.
(2.5.6) Theorem. Suppose that conditions (1) - (3) of (2.5.4) hold. Then there exists a unique $u \in V$ solving (2.5.5).
Proof. Proposition 2.5.3 implies that $a(\cdot, \cdot)$ is an inner product on $V$ and that $(V, a(\cdot, \cdot))$ is a Hilbert space. Apply the Riesz Representation Theorem.

The (Ritz-Galerkin) Approximation Problem is the following.
Given a finite-dimensional subspace $V_{h} \subset V$ and $F \in V^{\prime}$, find $u_{h} \in V_{h}$ such that

$$
\begin{equation*}
a\left(u_{h}, v\right)=F(v) \quad \forall v \in V_{h} \tag{2.5.7}
\end{equation*}
$$

(2.5.8) Theorem. Under the conditions (2.5.4), there exists a unique $u_{h}$ that solves (2.5.7).
Proof. $\left(V_{h}, a(\cdot, \cdot)\right)$ is a Hilbert space in its own right, and $\left.F\right|_{V_{h}} \in V_{h}^{\prime}$. Apply the Riesz Representation Theorem.

Error estimates for $u-u_{h}$ are a consequence of the following relationship.
(2.5.9) Proposition. (Fundamental Galerkin Orthogonality) Let $u$ and $u_{h}$ be solutions to (2.5.5) and (2.5.7) respectively. Then

$$
a\left(u-u_{h}, v\right)=0 \quad \forall v \in V_{h} .
$$

Proof. Subtract the two equations

$$
\begin{aligned}
a(u, v) & =F(v) & & \forall v \in V \\
a\left(u_{h}, v\right) & =F(v) & & \forall v \in V_{h} .
\end{aligned}
$$

(2.5.10) Corollary. $\left\|u-u_{h}\right\|_{E}=\min _{v \in V_{h}}\|u-v\|_{E}$.

Proof. Same as (0.3.3).
(2.5.11) Remark. (The Ritz Method) In the symmetric case, $u_{h}$ minimizes the quadratic functional

$$
Q(v)=a(v, v)-2 F(v)
$$

over all $v \in V_{h}$ (see exercise 2.x.6).
Note that (2.5.10) and (2.5.11) are valid only in the symmetric case.

### 2.6 Formulation of Nonsymmetric Variational Problems

A nonsymmetric variational problem is posed as follows. Suppose that the following five conditions are valid:
$\left\{\begin{array}{l}(1) \quad(H,(\cdot, \cdot)) \text { is a Hilbert space. } \\ (2) \\ V \text { is a (closed) subspace of } H . \\ (3) \\ (4) \\ (4), \cdot) \text { is a bilinear form on } V, \text { not necessarily symmetric. } \\ (5) \\ (\cdot), \cdot) \text { is continuous (bounded) on } V . \\ \end{array}\right.$

Then the nonsymmetric variational problem is the following.
(2.6.2) Given $F \in V^{\prime}$, find $u \in V$ such that $a(u, v)=F(v) \forall v \in V$.

The (Galerkin) approximation problem is the following.
Given a finite-dimensional subspace $V_{h} \subset V$ and $F \in V^{\prime}$, find $u_{h} \in V_{h}$ such that

$$
\begin{equation*}
a\left(u_{h}, v\right)=F(v) \quad \forall v \in V_{h} \tag{2.6.3}
\end{equation*}
$$

The following questions arise.

1. Do there exist unique solutions $u, u_{h}$ ?
2. What are the error estimates for $u-u_{h}$ ?
3. Are there any interesting examples?

An Interesting Example. Consider the boundary value problem

$$
\begin{equation*}
-u^{\prime \prime}+u^{\prime}+u=f \text { on }[0,1] \quad u^{\prime}(0)=u^{\prime}(1)=0 \tag{2.6.4}
\end{equation*}
$$

One variational formulation for this is: Take

$$
\begin{align*}
V & =H^{1}(0,1) \\
a(u, v) & =\int_{0}^{1}\left(u^{\prime} v^{\prime}+u^{\prime} v+u v\right) d x  \tag{2.6.5}\\
F(v) & =(f, v)
\end{align*}
$$

and solve the variational equation (2.6.2). Note that $a(\cdot, \cdot)$ is not symmetric because of the $u^{\prime} v$ term.

To prove $a(\cdot, \cdot)$ is continuous, observe that

$$
\begin{aligned}
|a(u, v)| & \leq\left|(u, v)_{H^{1}}\right|+\left|\int_{0}^{1} u^{\prime} v d x\right| \\
& \leq\|u\|_{H^{1}}\|v\|_{H^{1}}+\left\|u^{\prime}\right\|_{L^{2}}\|v\|_{L^{2}} \quad \text { (Schwarz' inequality 2.1.5) } \\
& \leq 2\|u\|_{H^{1}}\|v\|_{H^{1}} .
\end{aligned}
$$

Therefore, $a(\cdot, \cdot)$ is continuous (take $c_{1}=2$ in the definition).
To prove $a(\cdot, \cdot)$ is coercive, observe that

$$
\begin{aligned}
a(v, v) & =\int_{0}^{1}\left(v^{\prime 2}+v^{\prime} v+v^{2}\right) d x \\
& =\frac{1}{2} \int_{0}^{1}\left(v^{\prime}+v\right)^{2} d x+\frac{1}{2} \int_{0}^{1}\left(v^{\prime 2}+v^{2}\right) d x \\
& \geq \frac{1}{2}\|v\|_{H^{1}}^{2}
\end{aligned}
$$

Therefore, $a(\cdot, \cdot)$ is coercive (take $c_{2}=1 / 2$ in the definition).
If the above differential equation is changed to

$$
\begin{equation*}
-u^{\prime \prime}+k u^{\prime}+u=f \tag{2.6.6}
\end{equation*}
$$

then the corresponding $a(\cdot, \cdot)$ need not be coercive for large $k$.
(2.6.7) Remark. If $(H,(\cdot, \cdot))$ is a Hilbert space, $V$ is a subspace of $H$, and $a(\cdot, \cdot)$ is an inner product on $V$, then $(V, a(\cdot, \cdot))$ need not be complete if $a(\cdot, \cdot)$ is not coercive. For example, let $H=H^{1}(0,1), V=H, a(v, w)=$ $\int_{0}^{1} v w d x=(v, w)_{L^{2}(0,1)}$. Then $a(\cdot, \cdot)$ is an inner product in $V$, but convergence in the $L^{2}$ norm does not imply convergence in the $H^{1}$ norm since $H^{1}(0,1)$ is dense in $L^{2}(0,1)$.

### 2.7 The Lax-Milgram Theorem

We would like to prove the existence and uniqueness of the solution of the (nonsymmetric) variational problem:
Find $u \in V$ such that

$$
\begin{equation*}
a(u, v)=F(v) \quad \forall v \in V \tag{2.7.1}
\end{equation*}
$$

where $V$ is a Hilbert space, $F \in V^{\prime}$ and $a(\cdot, \cdot)$ is a continuous, coercive bilinear form that is not necessarily symmetric. The Lax-Milgram Theorem guarantees both existence and uniqueness of the solution to (2.7.1). First we need to prove the following lemma.
(2.7.2) Lemma. (Contraction Mapping Principle) Given a Banach space $V$ and a mapping $T: V \longrightarrow V$, satisfying

$$
\begin{equation*}
\left\|T v_{1}-T v_{2}\right\| \leq M\left\|v_{1}-v_{2}\right\| \tag{2.7.3}
\end{equation*}
$$

for all $v_{1}, v_{2} \in V$ and fixed $M, 0 \leq M<1$, there exists a unique $u \in V$ such that

$$
\begin{equation*}
u=T u \tag{2.7.4}
\end{equation*}
$$

i.e. the contraction mapping $T$ has a unique fixed point $u$.
(2.7.5) Remark. We actually only need that $V$ is a complete metric space in the lemma.

Proof. First, we show uniqueness. Suppose $T v_{1}=v_{1}$ and $T v_{2}=v_{2}$. Since $T$ is a contraction mapping,

$$
\left\|T v_{1}-T v_{2}\right\| \leq M\left\|v_{1}-v_{2}\right\|
$$

for some $0 \leq M<1$. But $\left\|T v_{1}-T v_{2}\right\|=\left\|v_{1}-v_{2}\right\|$. Therefore,

$$
\left\|v_{1}-v_{2}\right\| \leq M\left\|v_{1}-v_{2}\right\| .
$$

This implies that $\left\|v_{1}-v_{2}\right\|=0$ (otherwise, we have $1 \leq M$ ). Therefore, $v_{1}=v_{2}$, i.e., the fixed point is unique.

Next, we show existence. Pick $v_{0} \in V$ and define

$$
v_{1}=T v_{0}, v_{2}=T v_{1}, \ldots, v_{k+1}=T v_{k}, \ldots
$$

Note that $\left\|v_{k+1}-v_{k}\right\|=\left\|T v_{k}-T v_{k-1}\right\| \leq M\left\|v_{k}-v_{k-1}\right\|$. Thus, by induction,

$$
\left\|v_{k}-v_{k-1}\right\| \leq M^{k-1}\left\|v_{1}-v_{0}\right\|
$$

Therefore, for any $N>n$,

$$
\begin{align*}
\left\|v_{N}-v_{n}\right\| & =\left\|\sum_{k=n+1}^{N} v_{k}-v_{k-1}\right\| \\
& \leq\left\|v_{1}-v_{0}\right\| \sum_{k=n+1}^{N} M^{k-1}  \tag{2.7.6}\\
& \leq \frac{M^{n}}{1-M}\left\|v_{1}-v_{0}\right\| \\
& =\frac{M^{n}}{1-M}\left\|T v_{0}-v_{0}\right\|
\end{align*}
$$

which shows that $\left\{v_{n}\right\}$ is a Cauchy sequence. Since $V$ is complete, $\left\{v_{n}\right\}$ is convergent. Thus, if $\lim _{n \rightarrow \infty} v_{n}=: v$, we have

$$
\begin{aligned}
v & =\lim _{n \rightarrow \infty} v_{n+1} \\
& =\lim _{n \rightarrow \infty} T v_{n} \\
& =T\left(\lim _{n \rightarrow \infty} v_{n}\right) \quad \text { (because } T \text { is continuous) } \\
& =T v
\end{aligned}
$$

in other words, there exists a fixed point.
(2.7.7) Theorem. (Lax-Milgram) Given a Hilbert space $(V,(\cdot, \cdot))$, a continuous, coercive bilinear form $a(\cdot, \cdot)$ and a continuous linear functional $F \in V^{\prime}$, there exists a unique $u \in V$ such that

$$
\begin{equation*}
a(u, v)=F(v) \quad \forall v \in V \tag{2.7.8}
\end{equation*}
$$

Proof. For any $u \in V$, define a functional $A u$ by $A u(v)=a(u, v) \quad \forall v \in V$. $A u$ is linear since

$$
\begin{aligned}
A u\left(\alpha v_{1}+\beta v_{2}\right) & =a\left(u, \alpha v_{1}+\beta v_{2}\right) \\
& =\alpha a\left(u, v_{1}\right)+\beta a\left(u, v_{2}\right) \\
& =\alpha A u\left(v_{1}\right)+\beta A u\left(v_{2}\right) \quad \forall v_{1}, v_{2} \in V, \alpha, \beta \in \mathbb{R}
\end{aligned}
$$

$A u$ is also continuous since, for all $v \in V$,

$$
|A u(v)|=|a(u, v)| \leq C\|u\|\|v\|,
$$

where C is the constant from the definition of continuity for $a(\cdot, \cdot)$. Therefore,

$$
\|A u\|_{V^{\prime}}=\sup _{v \neq 0} \frac{|A u(v)|}{\|v\|} \leq C\|u\|<\infty
$$

Thus, $A u \in V^{\prime}$. Similarly, (see exercise 2.x.8), one can show that the mapping $u \rightarrow A u$ is a linear map $V \longrightarrow V^{\prime}$. Here we also showed that the linear mapping $A: V \longrightarrow V^{\prime}$ is continuous with $\|A\|_{L\left(V, V^{\prime}\right)} \leq C$.

Now, by the Riesz Representation Theorem, for any $\phi \in V^{\prime}$ there exists unique $\tau \phi \in V$ such that $\phi(v)=(\tau \phi, v)$ for any $v \in V$ (by Remark 2.4.6). We must find a unique $u$ such that

$$
A u(v)=F(v) \quad \forall v \in V
$$

In other words, we want to find a unique $u$ such that

$$
A u=F \quad\left(\text { in } V^{\prime}\right)
$$

or

$$
\tau A u=\tau F \quad(\text { in } V)
$$

since $\tau: V^{\prime} \longrightarrow V$ is a one-to-one mapping. We solve this last equation by using Lemma 2.7.2. We want to find $\rho \neq 0$ such that the mapping $T: V \longrightarrow V$ is a contraction mapping, where $T$ is defined by

$$
\begin{equation*}
T v:=v-\rho(\tau A v-\tau F) \quad \forall v \in V \tag{2.7.9}
\end{equation*}
$$

If $T$ is a contraction mapping, then by Lemma 2.7.2, there exists a unique $u \in V$ such that

$$
\begin{equation*}
T u=u-\rho(\tau A u-\tau F)=u \tag{2.7.10}
\end{equation*}
$$

that is, $\rho(\tau A u-\tau F)=0$, or $\tau A u=\tau F$.

It remains to show that such a $\rho \neq 0$ exists. For any $v_{1}, v_{2} \in V$, let $v=v_{1}-v_{2}$. Then

$$
\begin{aligned}
\left\|T v_{1}-T v_{2}\right\|^{2} & =\left\|v_{1}-v_{2}-\rho\left(\tau A v_{1}-\tau A v_{2}\right)\right\|^{2} \\
& =\|v-\rho(\tau A v)\|^{2} \quad(\tau, A \text { are linear) } \\
& =\|v\|^{2}-2 \rho(\tau A v, v)+\rho^{2}\|\tau A v\|^{2} \quad \\
& \left.=\|v\|^{2}-2 \rho A v(v)+\rho^{2} A v(\tau A v) \quad \text { (definition of } \tau\right) \\
& \left.=\|v\|^{2}-2 \rho a(v, v)+\rho^{2} a(v, \tau A v) \quad \text { (definition of } A\right) \\
& \leq\|v\|^{2}-2 \rho \alpha\|v\|^{2}+\rho^{2} C\|v\|\|\tau A v\| \\
& \quad(\text { coercivity and continuity of } A) \\
& \leq\left(1-2 \rho \alpha+\rho^{2} C^{2}\right)\|v\|^{2} \quad(A \text { bounded, } \tau \text { isometric) } \\
& =\left(1-2 \rho \alpha+\rho^{2} C^{2}\right)\left\|v_{1}-v_{2}\right\|^{2} \\
& =M^{2}\left\|v_{1}-v_{2}\right\|^{2} .
\end{aligned}
$$

Here, $\alpha$ is the constant in the definition of coercivity of $a(\cdot, \cdot)$. Note that $\|\tau A v\|=\|A v\| \leq C\|v\|$ was used in the last inequality. We thus need

$$
\begin{aligned}
1-2 \rho \alpha+\rho^{2} C^{2} & <1 \quad \text { for some } \rho, \quad \text { i.e. } \\
\rho\left(\rho C^{2}-2 \alpha\right) & <0
\end{aligned}
$$

If we choose $\rho \in\left(0,2 \alpha / C^{2}\right)$ then $M<1$ and the proof is complete.
(2.7.11) Remark. Note that $\|u\|_{V} \leq(1 / \alpha)\|F\|_{V^{\prime}}$ where $\alpha$ is the coercivity constant (see exercise 2.x.9).
(2.7.12) Corollary. Under conditions (2.6.1), the variational problem (2.6.2) has a unique solution.

Proof. Conditions (1) and (2) of (2.6.1) imply that $(V,(\cdot, \cdot))$ is a Hilbert space. Apply the Lax-Milgram Theorem.
(2.7.13) Corollary. Under the conditions (2.6.1), the approximation problem (2.6.3) has a unique solution.

Proof. Since $V_{h}$ is a (closed) subspace of $V$, (2.6.1) holds with $V$ replaced by $V_{h}$. Apply the previous corollary.
(2.7.14) Remark. Note that $V_{h}$ need not be finite-dimensional for (2.6.3) to be well-posed.

### 2.8 Estimates for General Finite Element Approximation

Let $u$ be the solution to the variational problem (2.6.2) and $u_{h}$ be the solution to the approximation problem (2.6.3). We now want to estimate the error $\left\|u-u_{h}\right\|_{V}$. We do so by the following theorem.
(2.8.1) Theorem. (Céa) Suppose the conditions (2.6.1) hold and that $u$ solves (2.6.2). For the finite element variational problem (2.6.3) we have

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{V} \leq \frac{C}{\alpha} \min _{v \in V_{h}}\|u-v\|_{V} \tag{2.8.2}
\end{equation*}
$$

where $C$ is the continuity constant and $\alpha$ is the coercivity constant of $a(\cdot, \cdot)$ on $V$.

Proof. Since $a(u, v)=F(v)$ for all $v \in V$ and $a\left(u_{h}, v\right)=F(v)$ for all $v \in V_{h}$ we have (by subtracting)

$$
\begin{equation*}
a\left(u-u_{h}, v\right)=0 \quad \forall v \in V_{h} \tag{2.8.3}
\end{equation*}
$$

For all $v \in V_{h}$,

$$
\begin{array}{rlr}
\alpha\left\|u-u_{h}\right\|_{V}^{2} & \leq a\left(u-u_{h}, u-u_{h}\right) & \text { (by coercivity) } \\
& =a\left(u-u_{h}, u-v\right)+a\left(u-u_{h}, v-u_{h}\right) \\
& =a\left(u-u_{h}, u-v\right) & \text { (since } v-u_{h} \in V_{h} \text { ) } \\
& \leq C\left\|u-u_{h}\right\|_{V}\|u-v\|_{V} . & \text { (by continuity) }
\end{array}
$$

Hence,

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{V} \leq \frac{C}{\alpha}\|u-v\|_{V} \quad \forall v \in V_{h} \tag{2.8.4}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{V} & \leq \frac{C}{\alpha} \inf _{v \in V_{h}}\|u-v\|_{V} \\
& =\frac{C}{\alpha} \min _{v \in V_{h}}\|u-v\|_{V} . \quad \text { (since } V_{h} \text { is closed) }
\end{aligned}
$$

(2.8.5) Remarks.

1. Céa's Theorem shows that $u_{h}$ is quasi-optimal in the sense that the error $\left\|u-u_{h}\right\|_{V}$ is proportional to the best it can be using the subspace $V_{h}$.
2. In the symmetric case, we proved

$$
\left\|u-u_{h}\right\|_{E}=\min _{v \in V_{h}}\|u-v\|_{E}
$$

Hence,

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{V} & \leq \frac{1}{\sqrt{\alpha}}\left\|u-u_{h}\right\|_{E} \\
& =\frac{1}{\sqrt{\alpha}} \min _{v \in V_{h}}\|u-v\|_{E} \\
& \leq \sqrt{\frac{C}{\alpha}} \min _{v \in V_{h}}\|u-v\|_{V} \\
& \leq \frac{C}{\alpha} \min _{v \in V_{h}}\|u-v\|_{V}
\end{aligned}
$$

the result of Céa's Theorem. This is really the remark about the relationship between the two formulations, namely, that one can be derived from the other.

### 2.9 Higher-dimensional Examples

We now show how the theory developed in the previous sections can be applied in some multi-dimensional problems. Consider a variational form defined by

$$
a(u, v)=\int_{\Omega} A(x) \nabla u(x) \cdot \nabla v(x)+(\mathbf{B}(x) \cdot \nabla u(x)) v(x)+C(x) u(x) v(x) d x
$$

where $A, \mathbf{B}$ and $C$ are bounded, measurable functions on $\Omega \subset \mathbb{R}^{n}$. Of course, $\mathbf{B}$ is vector valued. Formally, this variational form corresponds to the differential operator

$$
-\nabla \cdot(A(x) \nabla u(x))+\mathbf{B}(x) \cdot \nabla u(x)+C(x) u(x)
$$

but the variational formulation is well defined even when the differential operator makes no sense in a traditional way. Hölder's inequality implies that $a(\cdot, \cdot)$ is continuous on $H^{1}(\Omega)$, with the constant $c_{1}$ in Definition 2.5.2 depending only on the $L^{\infty}(\Omega)$ norms of the coefficients. However, it is more complicated to verify coercivity.

To begin with, we consider the symmetric case, $\mathbf{B} \equiv 0$. Next, suppose there is a constant, $\gamma>0$, such that

$$
\begin{equation*}
A(x) \geq \gamma \quad \& \quad C(x) \geq \gamma \quad \text { for a.a. } x \in \Omega . \tag{2.9.1}
\end{equation*}
$$

Then $a(\cdot, \cdot)$ is coercive on all of $H^{1}(\Omega)$, with the constant $c_{2}$ in Definition 2.5.2 equal to $\gamma$. Thus, we have the following.
(2.9.2) Theorem. If $\mathbf{B} \equiv 0$ and (2.9.1) holds, then there is a unique solution, $u$, to (2.5.5) with $a(\cdot, \cdot)$ as above and $V=H^{1}(\Omega)$. Moreover, for any $V_{h} \subset$ $H^{1}(\Omega)$, there is a unique solution, $u_{h}$, to (2.5.7) and the estimate (2.5.10) holds for $u-u_{h}$.

Note that we have not even assumed continuity of the coefficients $A$ and $C$; in fact, discontinuous coefficients occur in many important physical models. The condition (2.9.1) of positivity for $C$ is necessary to some degree, since if $C \equiv 0$ then $a(v, v)=0$ for any constant function, $v$.

Now consider the general case, when $\mathbf{B}$ is nonzero. We have, by Hölder's inequality and the arithmetic-geometric mean inequality (0.9.5),

$$
\begin{aligned}
\left|\int_{\Omega}(\mathbf{B}(x) \cdot \nabla u(x)) u(x) d x\right| & \leq\||\mathbf{B}|\|_{L^{\infty}(\Omega)}|u|_{H^{1}(\Omega)}\|u\|_{L^{2}(\Omega)} \\
& \leq\||\mathbf{B}|\|_{L^{\infty}(\Omega)}\|u\|_{H^{1}(\Omega)}^{2} / 2 .
\end{aligned}
$$

If (2.9.1) holds and in addition

$$
\begin{equation*}
\||\mathbf{B}|\|_{L^{\infty}(\Omega)}<2 \gamma \tag{2.9.3}
\end{equation*}
$$

then $a(\cdot, \cdot)$ is coercive on $H^{1}(\Omega)$ and the following holds.
(2.9.4) Theorem. If (2.9.1) and (2.9.3) hold, then there is a unique solution, $u$, to (2.6.2) with $a(\cdot, \cdot)$ as above and $V=H^{1}(\Omega)$. Moreover, for any $V_{h} \subset$ $H^{1}(\Omega)$, there is a unique solution, $u_{h}$, to (2.6.3) and the estimate (2.8.2) holds for $u-u_{h}$.

The conditions given here for coercivity are somewhat restrictive, although they are appropriate in the case of Neumann boundary conditions. More complex variational problems will be considered in Chapter 5. In particular, it will be demonstrated that less stringent conditions are necessary in the presence of Dirichlet boundary conditions in order to guarantee coercivity.

## 2.x Exercises

2.x. 1 Prove (2.2.5.ii).
2.x. 2 If $M$ is a subspace, prove that $\left(M^{\perp}\right)^{\perp}=M$.
2.x. 3 Prove parts (1) and (3) of Proposition 2.2.7.
2.x. 4 Prove Theorem 2.2.8.
2.x. 5 Let $P_{M}{ }^{\perp}$ be the operator defined in (2.3.4). Prove that $P_{M}{ }^{\perp}=P_{M^{\perp}}$.
2.x. 6 Prove the claim in Remark 2.5.11.
2.x. 7 Prove that a contraction mapping is always continuous (cf. Lemma 2.7.2).
2.x. 8 Prove that the mapping $u \rightarrow A u$ in the proof of the Lax-Milgram Theorem 2.7.7 is a linear map $V \longrightarrow V^{\prime}$.
2.x. 9 Prove that the solution $u$ guaranteed by the Lax-Milgram Theorem satisfies

$$
\|u\|_{V} \leq \frac{1}{\alpha}\|F\|_{V^{\prime}}
$$

(cf. Remark 2.7.11).
2.x. 10 For the differential equation $-u^{\prime \prime}+k u^{\prime}+u=f$, find a value for $k$ such that $a(v, v)=0$ but $v \not \equiv 0$ for some $v \in H^{1}(0,1)$ (cf. (2.6.6)).
2.x. 11 Let $a(\cdot, \cdot)$ be the inner product for a Hilbert space $V$. Prove that the following two statements are equivalent for $F \in V^{\prime}$ and an arbitrary (closed) subspace $U$ of $V$ :
a) $u \in U$ satisfies $a(u, v)=F(v) \quad \forall v \in U$
b) $u$ minimizes $\frac{1}{2} a(v, v)-F(v)$ over $v \in U$,
i.e. show that existence in one implies existence in the other. (Hint: expand the expression $a(u+\epsilon v, u+\epsilon v)=\ldots$.)
2.x. 12 Let $a(u, v)=\int_{0}^{1}\left(u^{\prime} v^{\prime}+u^{\prime} v+u v\right) d x$ and $V=\left\{v \in W_{2}^{1}(0,1): v(0)=\right.$ $v(1)=0\}$. Prove that $a(v, v)=\int_{0}^{1}\left[\left(v^{\prime}\right)^{2}+v^{2}\right] d x$ for all $v \in V$ (Hint: write $\left.v v^{\prime}=\frac{1}{2}\left(v^{2}\right)^{\prime}.\right)$
2.x. 13 Let $a(\cdot, \cdot), V$ and $U$ be as in exercise 2.x.11. For $g \in V$ define $U_{g}=\{v+g: v \in U\}$ (note $U_{0}=U$ ). Prove that the following statements are equivalent for arbitrary $g \in V$ :
a) $u \in U_{g}$ satisfies $a(u, v)=0 \quad \forall v \in U_{0}$
b) $u$ minimizes $a(v, v)$ over all $v \in U_{g}$.
2.x. 14 Show that $\mathcal{D}(\Omega)$ is dense in $L^{2}(\Omega)$. (Hint: use exercise 1.x. 39 to show that $\mathcal{D}(\Omega)^{\perp}=\{0\}$.)
2.x. 15 Let $H$ be a Hilbert space and let $v \in H$ be arbitrary. Prove that

$$
\|v\|_{H}=\sup _{0 \neq w \in H} \frac{(v, w)_{H}}{\|w\|_{H}} .
$$

(Hint: apply Schwarz' inequality (2.1.5) and also consider $w=v$.)

## Chapter 3

## The Construction of a Finite Element Space

To approximate the solution of the variational problem,

$$
a(u, v)=F(v) \quad \forall v \in V,
$$

developed in Chapter 0, we need to construct finite-dimensional subspaces $S \subset V$ in a systematic, practical way.

Let us examine the space $S$ defined in Sect. 0.4. To understand fully the functions in the space $S$, we need to answer the following questions:

1. What does a function look like in a given subinterval?
2. How do we determine the function in a given subinterval?
3. How do the restrictions of a function on two neighboring intervals match at the common boundary?
In this chapter, we will define piecewise function spaces that are similar to $S$, but which are defined on more general regions. We will develop concepts that will help us answer these questions.

### 3.1 The Finite Element

We follow Ciarlet's definition of a finite element (Ciarlet 1978).
(3.1.1) Definition. Let
(i) $K \subseteq \mathbb{R}^{n}$ be a bounded closed set with nonempty interior and piecewise smooth boundary (the element domain),
(ii) $\mathcal{P}$ be a finite-dimensional space of functions on $K$ (the space of shape functions) and
(iii) $\mathcal{N}=\left\{N_{1}, N_{2}, \ldots, N_{k}\right\}$ be a basis for $\mathcal{P}^{\prime}$ (the set of nodal variables). Then $(K, \mathcal{P}, \mathcal{N})$ is called $a$ finite element.

It is implicitly assumed that the nodal variables, $N_{i}$, lie in the dual space of some larger function space, e.g., a Sobolev space.
(3.1.2) Definition. Let $(K, \mathcal{P}, \mathcal{N})$ be a finite element. The basis $\left\{\phi_{1}, \phi_{2}, \ldots\right.$, $\left.\phi_{k}\right\}$ of $\mathcal{P}$ dual to $\mathcal{N}\left(i . e ., N_{i}\left(\phi_{j}\right)=\delta_{i j}\right)$ is called the nodal basis of $\mathcal{P}$.
(3.1.3) Example. (the 1-dimensional Lagrange element) Let $K=[0,1], \mathcal{P}=$ the set of linear polynomials and $\mathcal{N}=\left\{N_{1}, N_{2}\right\}$, where $N_{1}(v)=v(0)$ and $N_{2}(v)=v(1) \quad \forall v \in \mathcal{P}$. Then $(K, \mathcal{P}, \mathcal{N})$ is a finite element and the noda basis consists of $\phi_{1}(x)=1-x$ and $\phi_{2}(x)=x$.

In general, we can let $K=[a, b]$ and $\mathcal{P}_{k}=$ the set of all polynomials of degree less than or equal to $k$. Let $\mathcal{N}_{k}=\left\{N_{0}, N_{1}, N_{2}, \ldots, N_{k}\right\}$, where $N_{i}(v)=v(a+(b-a) i / k) \quad \forall v \in \mathcal{P}_{k}$ and $i=0,1, \ldots, k$. Then $\left(K, \mathcal{P}_{k}, \mathcal{N}_{k}\right)$ is a finite element. The verification of this uses Lemma 3.1.4.

Usually, condition (iii) of Definition 3.1.1 is the only one that requires much work, and the following simplifies its verification.
(3.1.4) Lemma. Let $\mathcal{P}$ be ad-dimensional vector space and let $\left\{N_{1}, N_{2}, \ldots\right.$, $\left.N_{d}\right\}$ be a subset of the dual space $\mathcal{P}^{\prime}$. Then the following two statements are equivalent.
(a) $\left\{N_{1}, N_{2}, \ldots, N_{d}\right\}$ is a basis for $\mathcal{P}^{\prime}$.
(b) Given $v \in \mathcal{P}$ with $N_{i} v=0$ for $i=1,2, \ldots, d$, then $v \equiv 0$.

Proof. Let $\left\{\phi_{1}, \ldots, \phi_{d}\right\}$ be some basis for $\mathcal{P} .\left\{N_{1}, \ldots, N_{d}\right\}$ is a basis for $\mathcal{P}^{\prime}$ iff given any $L$ in $\mathcal{P}^{\prime}$,

$$
\begin{equation*}
L=\alpha_{1} N_{1}+\ldots+\alpha_{d} N_{d} \tag{3.1.5}
\end{equation*}
$$

(because $d=\operatorname{dim} \mathcal{P}=\operatorname{dim} \mathcal{P}^{\prime}$ ). The equation (3.1.5) is equivalent to

$$
y_{i}:=L\left(\phi_{i}\right)=\alpha_{1} N_{1}\left(\phi_{i}\right)+\ldots+\alpha_{d} N_{d}\left(\phi_{i}\right), \quad i=1, \ldots, d
$$

Let $\mathbf{B}=\left(N_{j}\left(\phi_{i}\right)\right), i, j=1, \ldots, d$. Thus, (a) is equivalent to $\mathbf{B} \alpha=y$ is always solvable, which is the same as $\mathbf{B}$ being invertible.

Given any $v \in \mathcal{P}$, we can write $v=\beta_{1} \phi_{1}+\ldots+\beta_{d} \phi_{d} . N_{i} v=0$ means that $\beta_{1} N_{i}\left(\phi_{1}\right)+\ldots+\beta_{d} N_{i}\left(\phi_{d}\right)=0$. Therefore, (b) is equivalent to

$$
\begin{gather*}
\beta_{1} N_{i}\left(\phi_{1}\right)+\ldots+\beta_{d} N_{i}\left(\phi_{d}\right)=0 \quad \text { for } i=1, \ldots, d  \tag{3.1.6}\\
\Longrightarrow \beta_{1}=\ldots=\beta_{d}=0
\end{gather*}
$$

Let $\mathbf{C}=\left(N_{i}\left(\phi_{j}\right)\right), i, j=1, \ldots, d$. Then (b) is equivalent to $\mathbf{C} x=0$ only has trivial solutions, which is the same as $\mathbf{C}$ being invertible. But $\mathbf{C}=\mathbf{B}^{T}$. Therefore, (a) is equivalent to (b).
(3.1.7) Remark. Condition (iii) of Definition 3.1.1 is the same as (a) in Lemma 3.1.4, which can be verified by checking (b) in Lemma 3.1.4. For instance, in Example 3.1.3, $v \in \mathcal{P}_{1}$ means $v=a+b x ; N_{1}(v)=N_{2}(v)=0$ means $a=0$ and $a+b=0$. Hence, $a=b=0$, i.e., $v \equiv 0$. More generally, if
$v \in \mathcal{P}_{k}$ and $0=N_{i}(v)=v(a+(b-a) i / k) \forall i=0,1, \ldots, k$ then $v$ vanishes identically by the fundamental theorem of algebra. Thus, $\left(K, \mathcal{P}_{k}, \mathcal{N}_{k}\right)$ is a finite element.

We will use the following terminology in subsequent sections.
(3.1.8) Definition. We say that $\mathcal{N}$ determines $\mathcal{P}$ if $\psi \in \mathcal{P}$ with $N(\psi)=$ $0 \quad \forall N \in \mathcal{N}$ implies that $\psi=0$.
(3.1.9) Remark. We will often refer to the hyperplane $\{x: L(x)=0\}$, where $L$ is a non-degenerate linear function, simply as $L$.
(3.1.10) Lemma. Let $P$ be a polynomial of degree $d \geq 1$ that vanishes on a hyperplane $L$. Then we can write $P=L Q$, where $Q$ is a polynomial of degree $(d-1)$.

Proof. Make an affine change of coordinates such that $L\left(\hat{x}, x_{n}\right)=x_{n}$ and the hyperplane $L\left(\hat{x}, x_{n}\right)=0$ is the $\hat{x}$-axis. Therefore, $P(\hat{x}, 0) \equiv 0$. Since degree $(P)=d$, we have

$$
P\left(\hat{x}, x_{n}\right)=\sum_{j=0}^{d} \sum_{|\hat{i}| \leq d-j} c_{\hat{i} j} \hat{x}^{\hat{i}} x_{n}^{j}
$$

where $\hat{x}=\left(x_{1}, \ldots, x_{n-1}\right)$ and $\hat{i}=\left(i_{1}, \ldots, i_{n-1}\right)$. Letting $x_{n}=0$, we obtain $0 \equiv P(\hat{x}, 0)=\sum_{|\hat{i}| \leq d} c_{\hat{i} 0} \hat{x}^{\hat{i}}$, which implies that $c_{\hat{i} 0}=0$ for $|\hat{i}| \leq d$. Therefore,

$$
\begin{aligned}
P\left(\hat{x}, x_{n}\right) & =\sum_{j=1}^{d} \sum_{|\hat{i}| \leq d-j} c_{\hat{i} j} \hat{x}^{\hat{i}} x_{n}^{j} \\
& =x_{n} \sum_{j=1}^{d} \sum_{|\hat{i}| \leq d-j} c_{\hat{i} j} \hat{x}^{\hat{i}} x_{n}^{j-1} \\
& =x_{n} Q \\
& =L Q,
\end{aligned}
$$

where degree $Q=d-1$.

### 3.2 Triangular Finite Elements

Let $K$ be any triangle. Let $\mathcal{P}_{k}$ denote the set of all polynomials in two variables of degree $\leq k$. The following table gives the dimension of $\mathcal{P}_{k}$.

Table 3.1. Dimension of $\mathcal{P}_{k}$ in two dimensions

| $k$ | $\operatorname{dim} \mathcal{P}_{k}$ |
| :---: | :---: |
| 1 | 3 |
| 2 | 6 |
| 3 | 10 |
| $\vdots$ | $\vdots$ |
| $k$ | $\frac{1}{2}(k+1)(k+2)$ |

## The Lagrange Element

(3.2.1) Example. $(\mathbf{k}=\mathbf{1})$ Let $\mathcal{P}=\mathcal{P}_{1}$. Let $\mathcal{N}_{1}=\left\{N_{1}, N_{2}, N_{3}\right\}\left(\operatorname{dim} \mathcal{P}_{1}=3\right)$ where $N_{i}(v)=v\left(z_{i}\right)$ and $z_{1}, z_{2}, z_{3}$ are the vertices of $K$. This element is depicted in Fig. 3.1.


Fig. 3.1. linear Lagrange triangle


Fig. 3.2. Crouzeix-Raviart nonconforming linear triangle

Note that "•" indicates the nodal variable evaluation at the point where the dot is located.

We verify 3.1 .1 (iii) using $3.1 .4(\mathrm{~b})$, i.e., we prove that $\mathcal{N}_{1}$ determines $\mathcal{P}_{1}$. Let $L_{1}, L_{2}$ and $L_{3}$ be non-trivial linear functions that define the lines on which lie the edges of the triangle. Suppose that a polynomial $P \in \mathcal{P}$ vanishes at $z_{1}, z_{2}$ and $z_{3}$. Since $\left.P\right|_{L_{1}}$ is a linear function of one variable that vanishes at two points, $P=0$ on $L_{1}$. By Lemma 3.1.10 we can write $P=c L_{1}$, where $c$ is a constant. But

$$
0=P\left(z_{1}\right)=c L_{1}\left(z_{1}\right) \quad \Longrightarrow \quad c=0
$$

(because $L_{1}\left(z_{1}\right) \neq 0$ ). Thus, $P \equiv 0$ and hence $\mathcal{N}_{1}$ determines $\mathcal{P}_{1}$.
(3.2.2) Remark. The above choice for $\mathcal{N}$ is not unique. For example, we could have defined

$$
N_{i}(v)=v\left(\text { midpoint of the } i^{t h} \text { edge }\right),
$$

as shown in Fig. 3.2. By connecting the midpoints, we construct a triangle on which $P \in \mathcal{P}_{1}$ vanishes at the vertices. An argument similar to the one in Example 3.2 .1 shows that $P \equiv 0$ and hence, $\mathcal{N}_{1}$ determines $\mathcal{P}_{1}$.
(3.2.3) Example. $(\mathbf{k}=\mathbf{2})$ Let $\mathcal{P}=\mathcal{P}_{2}$. Let $\mathcal{N}_{2}=\left\{N_{1}, N_{2}, \ldots, N_{6}\right\}\left(\operatorname{dim} \mathcal{P}_{2}=\right.$ 6) where

$$
N_{i}(v)= \begin{cases}v\left(i^{t h} \text { vertex }\right), & \mathrm{i}=1,2,3 ; \\ v(\text { midpoint of the }(i-3) \text { edge }), & \\ \quad(\text { or any other point on the } i-3 \text { edge) } & \mathrm{i}=4,5,6 .\end{cases}
$$

This element is depicted in Fig. 3.3.


Fig. 3.3. quadratic Lagrange triangle


Fig. 3.4. cubic Lagrange triangle

We need to check that $\mathcal{N}_{2}$ determines $\mathcal{P}_{2}$. As before, let $L_{1}, L_{2}$ and $L_{3}$ be non-trivial linear functions that define the edges of the triangle. Suppose that the polynomial $P \in \mathcal{P}_{2}$ vanishes at $z_{1}, z_{2}, \ldots, z_{6}$. Since $\left.P\right|_{L_{1}}$ is a quadratic function of one variable that vanishes at three points, $P=0$ on $L_{1}$. By Lemma 3.1.10 we can write $P=L_{1} Q_{1}$ where $\operatorname{deg} Q_{1}=(\operatorname{deg} P)-1=$ $2-1=1$. But $P$ also vanishes on $L_{2}$. Therefore, $\left.L_{1} Q_{1}\right|_{L_{2}}=0$. Hence, on $L_{2}$, either $L_{1}=0$ or $Q_{1}=0$. But $L_{1}$ can equal zero only at one point of $L_{2}$ since we have a non-degenerate triangle. Therefore, $Q_{1}=0$ on $L_{2}$, except possibly at one point. By continuity, we have $Q_{1} \equiv 0$ on $L_{2}$.

By Lemma 3.1.10, we can write $Q_{1}=L_{2} Q_{2}$, where $\operatorname{deg} Q_{2}=\left(\operatorname{deg} L_{2}\right)-$ $1=1-1=0$. Hence, $Q_{2}$ is a constant (say c), and we can write $P=c L_{1} L_{2}$. But $P\left(z_{6}\right)=0$ and $z_{6}$ does not lie on either $L_{1}$ or $L_{2}$. Therefore,

$$
0=P\left(z_{6}\right)=c L_{1}\left(z_{6}\right) L_{2}\left(z_{6}\right) \quad \Longrightarrow \quad c=0
$$

since $L_{1}\left(z_{6}\right) \neq 0$ and $L_{2}\left(z_{6}\right) \neq 0$. Thus, $P \equiv 0$.
(3.2.4) Example. $(\mathbf{k}=\mathbf{3})$ Let $\mathcal{P}=\mathcal{P}_{3}$. Let $\mathcal{N}_{3}=\left\{N_{i}: i=1,2, \ldots, 10(=\right.$ $\left.\left.\operatorname{dim} \mathcal{P}_{3}\right)\right\}$ where
$N_{i}(v)=v\left(z_{i}\right), \quad i=1,2, \ldots, 9\left(z_{i}\right.$ distinct points on edges as in Fig. 3.4) and
$N_{10}(v)=v($ any interior point $)$.
We must show that $\mathcal{N}_{3}$ determines $\mathcal{P}_{3}$.

Let $L_{1}, L_{2}$ and $L_{3}$ be non-trivial linear functions that define the edges of the triangle. Suppose that $P \in \mathcal{P}_{3}$ vanishes at $z_{i}$ for $i=1,2, \ldots, 10$. Applying Lemma 3.1.10 three times along with the fact that $P\left(z_{i}\right)=0$ for $i=1,2, \ldots, 9$, we can write $P=c L_{1} L_{2} L_{3}$. But

$$
0=P\left(z_{10}\right)=c L_{1}\left(z_{10}\right) L_{2}\left(z_{10}\right) L_{3}\left(z_{10}\right) \quad \Longrightarrow \quad c=0
$$

since $L_{i}\left(z_{10}\right) \neq 0$ for $i=1,2,3$. Thus, $P \equiv 0$.
In general for $k \geq 1$, we let $\mathcal{P}=\mathcal{P}_{k}$. For $\mathcal{N}_{k}=\left\{N_{i}: i=1,2, \ldots\right.$, $\left.\frac{1}{2}(k+1)(k+2)\right\}$, we choose evaluation points at

$$
\begin{align*}
& 3 \text { vertex nodes, } \\
& 3(k-1) \text { distinct edge nodes and }  \tag{3.2.5}\\
& \frac{1}{2}(k-2)(k-1) \text { interior points. }
\end{align*}
$$

(The interior points are chosen, by induction, to determine $\mathcal{P}_{k-3}$.) Note that these choices suffice since

$$
\begin{aligned}
3+3(k-1)+\frac{1}{2}(k-2)(k-1) & =3 k+\frac{1}{2}\left(k^{2}-3 k+2\right) \\
& =\frac{1}{2}\left(k^{2}+3 k+2\right) \\
& =\frac{1}{2}(k+1)(k+2) \\
& =\operatorname{dim} \mathcal{P}_{k} .
\end{aligned}
$$

The evaluation points for $k=4$ and $k=5$ are depicted in Fig. 3.5.


Fig. 3.5. quartic and quintic Lagrange triangles
To show that $\mathcal{N}_{k}$ determines $\mathcal{P}_{k}$, we suppose that $P \in \mathcal{P}_{k}$ vanishes at all the nodes. Let $L_{1}, L_{2}$ and $L_{3}$ be non-trivial linear functions that define the edges of the triangle. As before, we conclude from the vanishing of $P$ at the edge and vertex nodes that $P=Q L_{1} L_{2} L_{3}$ where degree $(Q) \leq k-3$; $Q$ must vanish at all the interior points, since none of the $L_{i}$ can be zero there. These points were chosen precisely to determine that $Q \equiv 0$.

## The Hermite Element

(3.2.6) Example. ( $\mathbf{k}=3 \quad$ Cubic Hermite) Let $\mathcal{P}=\mathcal{P}_{3}$. Let "•" denote evaluation at the point and " $\bigcirc$ " denote evaluation of the gradient at the center of the circle. Note that the latter corresponds to two distinct nodal variables, but the particular representation of the gradient is not unique. We claim that $\mathcal{N}=\left\{N_{1}, N_{2}, \ldots, N_{10}\right\}$, as depicted in Fig. 3.6, determines $\mathcal{P}_{3}\left(\operatorname{dim} \mathcal{P}_{3}=10\right)$.


Fig. 3.6. cubic Hermite triangle
Let $L_{1}, L_{2}$ and $L_{3}$ again be non-trivial linear functions that define the edges of the triangle. Suppose that for a polynomial $P \in \mathcal{P}_{3}, N_{i}(P)=0$ for $i=1,2, \ldots, 10$. Restricting $P$ to $L_{1}$, we see that $z_{2}$ and $z_{3}$ are double roots of $P$ since $P\left(z_{2}\right)=0, P^{\prime}\left(z_{2}\right)=0$ and $P\left(z_{3}\right)=0, P^{\prime}\left(z_{3}\right)=0$, where ${ }^{\prime}$ denotes differentiation along the straight line $L_{1}$. But the only third order polynomial in one variable with four roots is the zero polynomial, hence $P \equiv 0$ along $L_{1}$. Similarly, $P \equiv 0$ along $L_{2}$ and $L_{3}$. We can, therefore, write $P=c L_{1} L_{2} L_{3}$. But

$$
0=P\left(z_{4}\right)=c L_{1}\left(z_{4}\right) L_{2}\left(z_{4}\right) L_{3}\left(z_{4}\right) \quad \Longrightarrow \quad c=0
$$

because $L_{i}\left(z_{4}\right) \neq 0$ for $i=1,2,3$.
(3.2.7) Remark. Using directional derivatives, there are various distinct ways to define a finite element using $\mathcal{P}_{3}$, two of which are shown in Fig. 3.7. Note that arrows represent directional derivatives along the indicated directions at the points. The "global" element to the left has the advantage of ease of computation of directional derivatives in the $x$ or $y$ directions throughout the larger region divided up into triangles. The "local" element to the right holds the advantage in that the nodal parameters of each triangle are invariant with respect to the triangle.

In the general Hermite case, we have


Fig. 3.7. Two different sets of nodal values for cubic Hermite elements.

$$
\left\{\begin{array}{l}
3 \text { vertex nodes }  \tag{3.2.9}\\
6 \text { directional derivatives (2 for each gradient, } \\
\quad \text { evaluated at each of the } 3 \text { vertices) } \\
3(k-3) \text { edge nodes } \\
\frac{1}{2}(k-2)(k-1) \text { interior nodes (as in the Lagrange case). }
\end{array}\right.
$$

Note that these sum to $\frac{1}{2}(k+1)(k+2)=\operatorname{dim} \mathcal{P}_{k}$ as in the Lagrange case.
(3.2.8) Example. $(\mathbf{k}=4)$ We have $\left(\operatorname{dim} \mathcal{P}_{4}=15\right)$. Then $\mathcal{N}=\left\{N_{1}, N_{2}, \ldots\right.$, $\left.N_{15}\right\}$, as depicted in Fig. 3.8, determines $\mathcal{P}_{4}$.


Fig. 3.8. quartic Hermite triangle


Fig. 3.9. quintic Argyris triangle

## The Argyris Element

(3.2.10) Example. $(\mathbf{k}=\mathbf{5}) \quad$ Let $\mathcal{P}=\mathcal{P}_{5}$. Consider the $21\left(=\operatorname{dim} \mathcal{P}_{5}\right)$ degrees of freedom shown in Fig. 3.9. As before, let $\bullet$ denote evaluation at the point and the inner circle denote evaluation of the gradient at the center. The outer circle denotes evaluation of the three second derivatives at the center. The arrows represent the evaluation of the normal derivatives at the three midpoints. We claim that $\mathcal{N}=\left\{N_{1}, N_{2}, \ldots, N_{21}\right\}$ determines $\mathcal{P}_{5}$.

Suppose that for some $P \in \mathcal{P}_{5}, N_{i}(P)=0$ for $i=1,2, \ldots, 21$. Let $L_{i}$ be as before in the Lagrange and Hermite cases. The restriction of $P$ to $L_{1}$ is a fifth order polynomial in one variable with triple roots at $z_{2}$ and $z_{3}$. Hence,
$P$ vanishes identically on $L_{1}$. Similarly, $P$ vanishes on $L_{2}$ and $L_{3}$. Therefore, $P=Q L_{1} L_{2} L_{3}$, where $\operatorname{deg} Q=2$. Observe that $\left(\partial_{L_{1}} \partial_{L_{2}} P\right)\left(z_{3}\right)=0$, where $\partial_{L_{1}}$ and $\partial_{L_{2}}$ are the directional derivatives along $L_{1}$ and $L_{2}$ respectively. Therefore,

$$
0=\left(\partial_{L_{1}} \partial_{L_{2}} P\right)\left(z_{3}\right)=Q\left(z_{3}\right) L_{3}\left(z_{3}\right) \partial_{L_{2}} L_{1} \partial_{L_{1}} L_{2}
$$

since $\partial_{L_{i}} L_{i} \equiv 0 \& L_{i}\left(z_{3}\right)=0, i=1,2$. This implies $Q\left(z_{3}\right)=0$ because $L_{3}\left(z_{3}\right) \neq 0, \partial_{L_{2}} L_{1} \neq 0$ and $\partial_{L_{1}} L_{2} \neq 0$. Similarly, $Q\left(z_{1}\right)=0$ and $Q\left(z_{2}\right)=0$. Also, since $L_{1}\left(m_{1}\right)=0, \frac{\partial}{\partial n_{1}} P\left(m_{1}\right)=\left(Q \frac{\partial L_{1}}{\partial n_{1}} L_{2} L_{3}\right)\left(m_{1}\right)$. Therefore,

$$
0=\frac{\partial}{\partial n_{1}} P\left(m_{1}\right) \quad \Longrightarrow \quad Q\left(m_{1}\right)=0
$$

because $\frac{\partial L_{1}}{\partial n_{1}} \neq 0, L_{2}\left(m_{1}\right) \neq 0$ and $L_{3}\left(m_{1}\right) \neq 0$. Similarly, $Q\left(m_{2}\right)=0$ and $Q\left(m_{3}\right)=0$. So $Q \equiv 0$ by Example 3.2.3.

We leave to the reader the verification of the following generalization of the Argyris element (exercise 3.x.12).
(3.2.11) Example. Note that $\operatorname{dim} \mathcal{P}_{7}=36$. The nodal variables depicted in Fig. 3.10 determine $\mathcal{P}_{7}$.


Fig. 3.10. seventh-degree Argyris triangle

### 3.3 The Interpolant

Now that we have examined a number of finite elements, we wish to piece them together to create subspaces of Sobolev spaces. We begin by defining the (local) interpolant.
(3.3.1) Definition. Given a finite element $(K, \mathcal{P}, \mathcal{N})$, let the set $\left\{\phi_{i}: 1 \leq\right.$ $i \leq k\} \subseteq \mathcal{P}$ be the basis dual to $\mathcal{N}$. If $v$ is a function for which all $N_{i} \in \mathcal{N}$, $i=1, \ldots, k$, are defined, then we define the local interpolant by

$$
\begin{equation*}
\mathcal{I}_{K} v:=\sum_{i=1}^{k} N_{i}(v) \phi_{i} \tag{3.3.2}
\end{equation*}
$$

(3.3.3) Example. Let $K$ be the triangle depicted in Fig. 3.11, $\mathcal{P}=\mathcal{P}_{1}$, $\mathcal{N}=\left\{N_{1}, N_{2}, N_{3}\right\}$ as in Example 3.2.1, and $f=e^{x y}$. We want to find $\mathcal{I}_{K} f$.


Fig. 3.11. coordinates for linear interpolant
By definition, $\mathcal{I}_{K} f=N_{1}(f) \phi_{1}+N_{2}(f) \phi_{2}+N_{3}(f) \phi_{3}$. We must therefore determine $\phi_{1}, \phi_{2}$ and $\phi_{3}$. The line $L_{1}$ is given by $y=1-x$. We can write $\phi_{1}=c L_{1}=c(1-x-y)$. But $N_{1} \phi_{1}=1$ implies that $c=\phi_{1}\left(z_{1}\right)=1$, hence $\phi_{1}=1-x-y$. Similarly, $\phi_{2}=L_{2}(x, y) / L_{2}\left(z_{2}\right)=x$ and $\phi_{3}=$ $L_{3}(x, y) / L_{3}\left(z_{3}\right)=y$. Therefore,

$$
\begin{aligned}
\mathcal{I}_{K} f & =N_{1}(f)(1-x-y)+N_{2}(f) x+N_{3}(f) y \\
& =1-x-y+x+y \quad\left(\text { since } f=e^{x y}\right) \\
& =1 .
\end{aligned}
$$

Properties of the interpolant follow.
(3.3.4) Proposition. $\mathcal{I}_{K}$ is linear.

Proof. See exercise 3.x.2.
(3.3.5) Proposition. $N_{i}\left(\mathcal{I}_{K}(f)\right)=N_{i}(f) \quad \forall 1 \leq i \leq d$.

Proof. We have

$$
\begin{array}{rlrl}
N_{i}\left(\mathcal{I}_{K}(f)\right) & =N_{i}\left(\sum_{j=1}^{k} N_{j}(f) \phi_{j}\right) & & \text { (definition of } \left.\mathcal{I}_{K}(f)\right) \\
& =\sum_{j=1}^{k} N_{j}(f) N_{i}\left(\phi_{j}\right) & & \text { (linearity of } \left.N_{i}\right) \\
& =N_{i}(f) & \left(\left\{\phi_{j}\right\} \text { dual to }\left\{N_{j}\right\}\right) .
\end{array}
$$

(3.3.6) Remark. Proposition 3.3 .5 has the interpretation that $\mathcal{I}_{K}(f)$ is the unique shape function that has the same nodal values as $f$.
(3.3.7) Proposition. $\mathcal{I}_{K}(f)=f$ for $f \in \mathcal{P}$. In particular, $\mathcal{I}_{K}$ is idempotent, i.e., $\mathcal{I}_{K}^{2}=\mathcal{I}_{K}$.

Proof. From (3.3.5),

$$
N_{i}\left(f-\mathcal{I}_{K}(f)\right)=0 \quad \forall i
$$

which implies the first assertion. The second is a consequence of the first:

$$
\mathcal{I}_{K}^{2} f=\mathcal{I}_{K}\left(\mathcal{I}_{K} f\right)=\mathcal{I}_{K} f
$$

since $\mathcal{I}_{K} f \in \mathcal{P}$.
We now piece together the elements.
(3.3.8) Definition. $A$ subdivision of a domain $\Omega$ is a finite collection of element domains $\left\{K_{i}\right\}$ such that
(1) $\operatorname{int} K_{i} \cap \operatorname{int} K_{j}=\emptyset$ if $i \neq j$ and
(2) $\bigcup K_{i}=\bar{\Omega}$.
(3.3.9) Definition. Suppose $\Omega$ is a domain with a subdivision $\mathcal{T}$. Assume each element domain, $K$, in the subdivision is equipped with some type of shape functions, $\mathcal{P}$, and nodal variables, $\mathcal{N}$, such that $(K, \mathcal{P}, \mathcal{N})$ forms a finite element. Let $m$ be the order of the highest partial derivatives involved in the nodal variables. For $f \in C^{m}(\bar{\Omega})$, the global interpolant is defined by

$$
\begin{equation*}
\left.\mathcal{I}_{\mathcal{T}} f\right|_{K_{i}}=\mathcal{I}_{K_{i}} f \tag{3.3.10}
\end{equation*}
$$

for all $K_{i} \in \mathcal{T}$.
Without further assumptions on a subdivision, no continuity properties can be asserted for the global interpolant. We now describe conditions that yield such continuity. Only the two-dimensional case using triangular elements is considered in detail here; analogous definitions and results can be formulated for higher dimensions and other subdivisions.
(3.3.11) Definition. $A$ triangulation of a polygonal domain $\Omega$ is a subdivision consisting of triangles having the property that
(3) no vertex of any triangle lies in the interior of an edge of another triangle.
(3.3.12) Example. The figure on the left of Fig. 3.12 shows a triangulation of the given domain. The figure on the right is not a triangulation.


Fig. 3.12. Two subdivisions: the one on the left is a triangulation and the one on the right is not.
(3.3.13) Example. Let $\Omega$ be the square depicted in Fig. 3.13. The triangulation $\mathcal{T}$ consists of the two triangles $T_{1}$ and $T_{2}$, as indicated. The finite element on each triangle is the Lagrange element in Example 3.2.1. The dual basis on $T_{1}$ is $\{1-x-y, x, y\}$ (calculated in Example 3.3.3) and the dual basis on $T_{2}$ is (cf. exercise 3.x.3) $\{1-x, 1-y, x+y-1\}$. Let $f=\sin (\pi(x+y) / 2)$. Then

$$
\mathcal{I}_{\mathcal{T}} f= \begin{cases}x+y & \text { on } T_{1} \\ 2-x-y & \text { on } T_{2}\end{cases}
$$

(3.3.14) Remark. For approximating the Dirichlet problem with zero boundary conditions, we use a finite-dimensional space of piecewise polynomial functions satisfying the boundary conditions given by

$$
V_{\mathcal{T}}=\left\{\mathcal{I}_{\mathcal{T}} f: f \in C^{m}(\bar{\Omega}),\left.f\right|_{\partial \Omega}=0\right\}
$$

on each triangulation $\mathcal{T}$. This will be discussed further in Chapter 5.
(3.3.15) Definition. We say that an interpolant has continuity order $r$ (in short, that it is " $C^{r}$ ") if $\mathcal{I}_{\mathcal{T}} f \in C^{r}$ for all $f \in C^{m}(\bar{\Omega})$. The space, $V_{\mathcal{T}}=$ $\left\{\mathcal{I}_{\mathcal{T}} f: f \in C^{m}\right\}$, is said to be a" $C^{r}$ " finite element space.
(3.3.16) Remark. A finite element (or collection of elements) that can be used to form a $C^{r}$ space as above is often called a " $C^{r}$ element." Not all choices of nodes will always lead to $C^{r}$ continuity, however. Some sort of regularity must be imposed. For the elements studied so far, the essential point is that they be placed in a coordinate-free way that is symmetric with respect to the midpoint of the edge.


Fig. 3.13. simple triangulation consisting of two triangles
(3.3.17) Proposition. The Lagrange and Hermite elements are both $C^{0}$ elements, and the Argyris element is $C^{1}$. More precisely, given a triangulation, $\mathcal{T}$, of $\Omega$, it is possible to choose edge nodes for the corresponding elements $(K, \mathcal{P}, \mathcal{N}), K \in \mathcal{T}$, such that the global interpolant satisfies $\mathcal{I}_{\mathcal{T}} f \in C^{r}$ ( $r=0$ for Lagrange and Hermite, and $r=1$ for Argyris) for $f \in C^{m}$ ( $m=0$ for Lagrange, $m=1$ for Hermite and $m=2$ for Argyris). In particular, it is sufficient for each edge $\overline{\mathbf{x x}^{\prime}}$ to have nodes $\xi_{i}\left(\mathbf{x}^{\prime}-\mathbf{x}\right)+\mathbf{x}$, where $\left\{\xi_{i}: i=1, \ldots, k-1-2 m\right\}$ is fixed and symmetric around $\xi=1 / 2$. Moreover, under these hypotheses, $\mathcal{I}_{\mathcal{T}} f \in W_{\infty}^{r+1}$.

Proof. It is sufficient to show that the stated continuity holds across each edge. Let $T_{i}, i=1,2$, denote two triangles sharing an edge, $e$. Since we assumed that the edge nodes were chosen symmetrically and in a coordinatefree way, we know that the edge nodes on $e$ for the elements on both $T_{1}$ and $T_{2}$ are at the same location in space. Let $w:=\mathcal{I}_{T_{1}} f-\mathcal{I}_{T_{2}} f$, where we view both polynomials, $\mathcal{I}_{T_{i}} f$ to be defined everywhere by extension outside $T_{i}$ as polynomials. Then $w$ is a polynomial of degree $k$ and its restriction to the edge $e$ has one-dimensional Lagrange, Hermite or Argyris nodes equal to zero. Thus, $\left.w\right|_{e}$ must vanish. Hence, the interpolant is continuous across each edge.

Lipschitz continuity of $\mathcal{I}_{\mathcal{T}} f$ follows by showing that it has weak derivatives of order $r+1$ given by

$$
\left.\left(D_{(w)}^{\alpha} \mathcal{I}_{\mathcal{T}} f\right)\right|_{T}=D^{\alpha} \mathcal{I}_{T} f \quad \forall T \in \mathcal{T},|\alpha| \leq r+1
$$

The latter is certainly in $L^{\infty}$. The verification that this is the weak derivative follows from

$$
\begin{aligned}
\int_{\Omega}\left(D^{\alpha} \phi\right)\left(\mathcal{I}_{\mathcal{T}} f\right) d x & =\sum_{T \in \mathcal{T}} \int_{T}\left(D^{\alpha} \phi\right)\left(\mathcal{I}_{T} f\right) d x \\
& =\sum_{T \in \mathcal{T}}(-1)^{|\alpha|} \int_{T} \phi\left(D^{\alpha} \mathcal{I}_{T} f\right) d x \\
& =(-1)^{|\alpha|} \int_{\Omega} \phi \sum_{T \in \mathcal{T}} \chi_{T}\left(D^{\alpha} \mathcal{I}_{T} f\right) d x
\end{aligned}
$$

where $\chi_{T}$ denotes the characteristic function of $T$. The second equality holds because all boundary terms cancel due to the continuity properties of the interpolant.

### 3.4 Equivalence of Elements

In the application of the global interpolant, it is essential that we find a uniform bound (independent of $T \in \mathcal{T}$ ) for the norm of the local interpolation operator $\mathcal{I}_{\mathcal{T}}$. Therefore, we want to compare the local interpolation
operators on different elements. The following notions of equivalence are useful for this purpose (cf. Ciarlet \& Raviart 1972a).
(3.4.1) Definition. Let $(K, \mathcal{P}, \mathcal{N})$ be a finite element and let $F(x)=\mathbf{A} x+\mathbf{b}$ (A nonsingular) be an affine map. The finite element $(\widehat{K}, \widehat{\mathcal{P}}, \widehat{\mathcal{N}})$ is affine equivalent to $(K, \mathcal{P}, \mathcal{N})$ if
(i) $F(K)=\hat{K}$
(ii) $F^{*} \hat{\mathcal{P}}=\mathcal{P}$ and
(iii) $F_{*} \mathcal{N}=\hat{\mathcal{N}}$.

We write $(K, \mathcal{P}, \mathcal{N}) \underset{F}{\widetilde{F}}(\widehat{K}, \widehat{\mathcal{P}}, \widehat{\mathcal{N}})$ if they are affine equivalent.
(3.4.2) Remark. Recall that the pull-back $F^{*}$ is defined by $F^{*}(\hat{f}):=\hat{f} \circ F$ and the push-forward $F_{*}$ is defined by $\left(F_{*} N\right)(\hat{f}):=N\left(F^{*}(\hat{f})\right)$.
(3.4.3) Proposition. Affine equivalence is an equivalence relation.

Proof. See exercise 3.x.4.

## (3.4.4) Examples.

(i) Let $K$ be any triangle, $\mathcal{P}=\mathcal{P}_{1}, \mathcal{N}=\{$ evaluation at vertices of $K\}$. All such elements $(K, \mathcal{P}, \mathcal{N})$ are affine equivalent.
(ii) Let $K$ be any triangle, $\mathcal{P}=\mathcal{P}_{2}, \mathcal{N}=\{$ evaluation at vertices and edge midpoints $\}$. All such elements are affine equivalent.
(iii) Let $\mathcal{P}=\mathcal{P}_{2}$. In Fig. 3.14, $\left(T_{1}, \mathcal{P}, \mathcal{N}_{1}\right)$ and $\left(T_{2}, \mathcal{P}, \mathcal{N}_{2}\right)$ are not affine equivalent, but the finite elements $\left(T_{1}, \mathcal{P}, \mathcal{N}_{1}\right)$ and $\left(T_{3}, \mathcal{P}, \mathcal{N}_{3}\right)$ are affine equivalent.


Fig. 3.14. inequivalent quadratic elements: noda placement incompatibility
(iv) Let $\mathcal{P}=\mathcal{P}_{3}$. The elements $\left(T_{1}, \mathcal{P}, \mathcal{N}_{1}\right)$ and $\left(T_{2}, \mathcal{P}, \mathcal{N}_{2}\right)$ depicted in Fig. 3.15 are not affine equivalent since the directional derivatives differ.
(v) Let $\mathcal{P}=\mathcal{P}_{3}$. Then the elements $\left(T_{1}, \mathcal{P}, \mathcal{N}_{1}\right)$ and $\left(T_{2}, \mathcal{P}, \mathcal{N}_{2}\right)$ depicted in Fig. 3.16 are not affine equivalent since the strength of the directional derivatives (indicated by the length of the arrows) differ.
(3.4.5) Proposition. There exist nodal placements such that all Lagrange elements of a given degree are affine equivalent.


Fig. 3.15. inequivalent cubic Hermite elements: direction incompatibility


Fig. 3.16. inequivalent cubic Hermite elements: derivative strength incompatibility

Proof. We pick nodes using barycentric coordinates, $\left(b_{1}, b_{2}, b_{3}\right)$, for each triangle. The $i$-th barycentric coordinate of a point $(x, y)$ can be defined simply as the value of the $i$-th linear Lagrange basis function at that point $\left(b_{i}(x, y):=\phi_{i}(x, y)\right)$. Thus, each barycentric coordinate is naturally associated with a given vertex; it is equal to the proportional distance of the point from the opposite edge. Note that the barycentric coordinates sum to one (since this yields the interpolant of the constant, 1). Thus, the mapping $(x, y) \rightarrow \mathbf{b}(x, y)$ maps the triangle (invertibly) to a subset of $\left\{\mathbf{b} \in[0,1]^{3}: b_{1}+b_{2}+b_{3}=1\right\}$.

For degree $k$ Lagrange elements, pick nodes at the points whose barycentric coordinates are

$$
\left(\frac{i}{k}, \frac{j}{k}, \frac{l}{k}\right) \quad \text { where } \quad 0 \leq i, j, l \leq k \quad \text { and } \quad i+j+l=k
$$

(3.4.6) Definition. The finite elements $(K, \mathcal{P}, \mathcal{N})$ and $(K, \mathcal{P}, \tilde{\mathcal{N}})$ are interpolation equivalent if

$$
\mathcal{I}_{\mathcal{N}} f=\mathcal{I}_{\widetilde{\mathcal{N}}} f \quad \forall f \text { sufficiently smooth, }
$$

where $\mathcal{I}_{\mathcal{N}}\left(\right.$ resp. $\left.\mathcal{I}_{\widetilde{\mathcal{N}}}\right)$ is defined by the right-hand side of (3.3.2) with $N_{i} \in \mathcal{N}$ $\left(\right.$ resp. $\left.N_{i} \in \widetilde{\mathcal{N}}\right)$. We write $(K, \mathcal{P}, \mathcal{N}) \underset{\overline{\mathcal{I}}}{ }(K, \mathcal{P}, \widetilde{\mathcal{N}})$.
(3.4.7) Proposition. Suppose $(K, \mathcal{P}, \mathcal{N})$ and $(K, \mathcal{P}, \tilde{\mathcal{N}})$ are finite elements. Every nodal variable in $\mathcal{N}$ is a linear combination of nodal variables in $\widetilde{\mathcal{N}}$ (when viewed as a subset of $\left.C^{m}(K)^{\prime}\right)$ if and only if $(K, \mathcal{P}, \mathcal{N}) \frac{\widetilde{\mathcal{I}}}{}(K, \mathcal{P}, \widetilde{\mathcal{N}})$. Proof. (only if) We must show that $\mathcal{I}_{\mathcal{N}} f=\mathcal{I}_{\widetilde{\mathcal{N}}} f \quad \forall f \in C^{m}(K)$. For $N_{i} \in$ $\mathcal{N}$, we can write $N_{i}=\sum_{j=1}^{k} c_{j} \tilde{N}_{j}$ since every nodal variable in $\mathcal{N}$ is a linear combination of nodal variables in $\widetilde{\mathcal{N}}$. Therefore,

$$
\begin{aligned}
N_{i}\left(\mathcal{I}_{\widetilde{\mathcal{N}}} f\right) & =\left(\sum_{j=1}^{k} c_{j} \tilde{N}_{j}\right)\left(\mathcal{I}_{\widetilde{\mathcal{N}}} f\right) \\
& =\sum_{j=1}^{k} c_{j} \tilde{N}_{j}\left(\mathcal{I}_{\widetilde{\mathcal{N}}} f\right) \\
& =\sum_{j=1}^{k} c_{j} \tilde{N}_{j}(f) \\
& =N_{i}(f) .
\end{aligned}
$$

The converse is left to the reader in exercise 3.x.26.
(3.4.8) Example. The Hermite elements in Fig. 3.7 (and 3.15-16) are interpolation equivalent (exercise 3.x.29).
(3.4.9) Definition. If $(K, \mathcal{P}, \mathcal{N})$ is a finite element that is affine equivalent to $(\widehat{K}, \widehat{\mathcal{P}}, \widehat{\mathcal{N}})$ and $(\widehat{K}, \widehat{\mathcal{P}}, \widehat{\mathcal{N}})$ is interpolation equivalent to $(\widetilde{K}, \widetilde{\mathcal{P}}, \widetilde{\mathcal{N}})$, then we say that $(K, \mathcal{P}, \mathcal{N})$ is affine-interpolation equivalent to $(\widetilde{K}, \widetilde{\mathcal{P}}, \widetilde{\mathcal{N}})$.

## (3.4.10) Example.

(i) All affine equivalent elements (e.g., Lagrange elements with appropriate choices for the edge and interior nodes as described in Proposition 3.4.5) are affine-interpolation equivalent.
(ii) The Hermite elements with appropriate choices for the edge and interior nodes are affine-interpolation equivalent.
(iii) The Argyris elements are not affine-interpolation equivalent (Ciarlet 1978).

The following is an immediate consequence of the definitions.
(3.4.11) Proposition. If $(K, \mathcal{P}, \mathcal{N})$ is affine-interpolation equivalent to $(\widetilde{K}, \widetilde{\mathcal{P}}, \widetilde{\mathcal{N}})$ then $\mathcal{I} \circ F^{*}=F^{*} \circ \widetilde{\mathcal{I}}$ where $F$ is the affine mapping $K \rightarrow \widetilde{K}$.

### 3.5 Rectangular Elements

In this section we consider finite elements defined on rectangles. Let $\mathcal{Q}_{k}=$ $\left\{\sum_{j} c_{j} p_{j}(x) q_{j}(y): p_{j}, q_{j}\right.$ polynomials of degree $\left.\leq k\right\}$. One can show that

$$
\begin{equation*}
\operatorname{dim} \mathcal{Q}_{k}=\left(\operatorname{dim} \mathcal{P}_{k}^{1}\right)^{2}, \tag{3.5.1}
\end{equation*}
$$

where $\mathcal{P}_{k}^{1}$ denotes the space of polynomials of degree less than or equal to $k$ in one variable (cf. exercise 3.x.6).

## Tensor Product Elements

(3.5.2) Example. $(\mathbf{k}=\mathbf{1})$ Let $K$ be any rectangle, $\mathcal{P}=\mathcal{Q}_{1}$, and $\mathcal{N}$ as depicted in Fig. 3.17.

Suppose that the polynomial $P \in \mathcal{Q}_{1}$ vanishes at $z_{1}, z_{2}, z_{3}$ and $z_{4}$. The restriction of $P$ to any side of the rectangle is a first-order polynomial of one variable. Therefore, we can write $P=c L_{1} L_{2}$ for some constant $c$. But

$$
0=P\left(z_{4}\right)=c L_{1}\left(z_{4}\right) L_{2}\left(z_{4}\right) \quad \Longrightarrow \quad c=0
$$

since $L_{1}\left(z_{4}\right) \neq 0$ and $L_{2}\left(z_{4}\right) \neq 0$. Thus, $P \equiv 0$.
(3.5.3) Example. $(\mathbf{k}=\mathbf{2})$ Let $K$ be any rectangle, $\mathcal{P}=\mathcal{Q}_{2}$, and $\mathcal{N}$ as depicted in Fig. 3.18. Suppose that a polynomial $P \in \mathcal{Q}_{2}$ vanishes at $z_{i}$, for $i=1, \ldots, 9$. Then we can write $P=c L_{1} L_{2} L_{3} L_{4}$ for some constant $c$. But

$$
0=P\left(z_{9}\right)=c L_{1}\left(z_{9}\right) L_{2}\left(z_{9}\right) L_{3}\left(z_{9}\right) L_{4}\left(z_{9}\right) \quad \Longrightarrow \quad c=0
$$

since $L_{i}\left(z_{9}\right) \neq 0$ for $i=1,2,3,4$.


Fig. 3.17. bilinear Lagrange rectangle


Fig. 3.18. biquadratic Lagrange rectangle
(3.5.4) Example. (arbitrary $\mathbf{k})$ Let $K$ be any rectangle, $\mathcal{P}=\mathcal{Q}_{k}$, and $\mathcal{N}$ denote point evaluations at $\left\{\left(t_{i}, t_{j}\right): i, j=0,1, \ldots k\right\}$ where $\left\{0=t_{0}<\right.$ $\left.t_{1}<\ldots<t_{k}=1\right\}$. (The case $k=3$ is depicted in Fig. 3.19.) Then $(K, \mathcal{P}, \mathcal{N})$ is a finite element (cf. exercise 3.x.7).


Fig. 3.19. bicubic Lagrange rectangle


Fig. 3.20. notation for Lemma 3.5.6

## The Serendipity Element

(3.5.5) Example. (Quadratic Case) To define the shape functions for this case, we need the following lemma (see Fig. 3.20 for the notation).
(3.5.6) Lemma. There exist constants $c_{1}, \ldots, c_{8}$ such that

$$
\phi\left(z_{9}\right)=\sum_{i=1}^{8} c_{i} \phi\left(z_{i}\right) \quad \text { for } \phi \in \mathcal{P}_{2}
$$

Proof. Note that evaluation at $z_{1}, \ldots, z_{6}$ forms a nodal basis for $\mathcal{P}_{2}$. Let $\left\{\phi_{1}, \ldots, \phi_{6}\right\}$ be the dual basis of $\mathcal{P}_{2}$, i.e., $N_{i} \phi_{j}=\delta_{i j}$ for $i, j=1, \ldots, 6$. If $\phi \in \mathcal{P}_{2}$, then

$$
\phi=N_{1}(\phi) \phi_{1}+N_{2}(\phi) \phi_{2}+\ldots+N_{6}(\phi) \phi_{6} .
$$

Therefore,

$$
\begin{aligned}
\phi\left(z_{9}\right) & =\phi\left(z_{1}\right) \phi_{1}\left(z_{9}\right)+\phi\left(z_{2}\right) \phi_{2}\left(z_{9}\right)+\ldots+\phi\left(z_{6}\right) \phi_{6}\left(z_{9}\right) \\
& =c_{1} \phi\left(z_{1}\right)+c_{2} \phi\left(z_{2}\right)+\ldots+c_{8} \phi\left(z_{8}\right)
\end{aligned}
$$

(let $\left.c_{7}=c_{8}=0\right)$.
Let $K$ be any rectangle, $\mathcal{P}=\left\{\phi \in \mathcal{Q}_{2}: \sum_{i=1}^{8} c_{i} \phi\left(z_{i}\right)-\phi\left(z_{9}\right)=0\right\}$, and $\mathcal{N}$ as depicted in Fig. 3.21. Then $(K, \mathcal{P}, \mathcal{N})$ is a finite element because if $\phi \in \mathcal{P}$ vanishes at $z_{1}, \ldots, z_{8}$ we can write $\phi=c L_{1} L_{2} L_{3} L_{4}$ for some constant $c$. But

$$
0=\sum_{i=1}^{8} c_{i} \phi\left(z_{i}\right)=\phi\left(z_{9}\right) \quad \Longrightarrow \quad c=0
$$

(since $\left.L_{i}\left(z_{9}\right) \neq 0, i=1, \ldots, 4\right)$. Therefore, $\phi \equiv 0$.


Fig. 3.21. quadratic serendipity element


Fig. 3.22. cubic serendipity element
(3.5.7) Example. (Cubic Case) Let $K$ be any rectangle. There exist constants $c_{j}^{i}$ such that for $\phi \in \mathcal{P}_{3}, \quad \phi\left(w_{i}\right)=\sum_{j=1}^{12} c_{j}^{i} \phi\left(z_{j}\right) \quad i=1,2,3,4$ (for $w_{i}$ and $z_{j}$ as depicted in Fig. 3.22), then let $\mathcal{P}=\left\{\phi \in \mathcal{Q}_{3}\right.$ : $\phi\left(w_{i}\right)-\sum_{j=1}^{12} c_{j}^{i} \phi\left(z_{j}\right)=0$ for $\left.i=1,2,3,4\right\}$ and $\mathcal{N}$ as depicted. Then $(K, \mathcal{P}, \mathcal{N})$ is a finite element (cf. exercise 3.x.8).
(3.5.8) Remark. The notion of a $C^{r}$ rectangular element can be defined similarly to Definition 3.3.15. Following the proof of Proposition 3.3.17, we can see that all the rectangular elements defined in this section are $C^{0}$. An example of a $C^{1}$ rectangular element is in exercise 3.x.16.
(3.5.9) Remark. The space, $\mathcal{P}$, of shape functions for serendipity elements is not uniquely defined by the choice of nodal variables. Another way to choose them is described in Sect. 4.6.

### 3.6 Higher-dimensional Elements

Higher-dimensional elements can be constructed inductively just the way we constructed two-dimensional elements using properties of one-dimensional elements as building blocks. As an illustration, we describe tetrahedral elements in three dimensions. The Lagrange elements can be defined as before, inductively in the degree, $k$, as follows.

We pick nodal variables at the vertices (of which there are four), at $k-1$ points on the interior of each edge (there are six edges) and at $(k-2)(k-1) / 2$ points in the interior of each face (again four of these). The face points, which exist only for $k \geq 3$, should be chosen so as to determine polynomials in two variables (in the plane of the face) of degree $k-3$. For $k \geq 4$, we also pick points in the interior of the tetrahedron so as to determine polynomials in three variables of degree $k-4$. The existence of the latter will be demonstrated by induction on $k$, as in the two-dimensional case.

Suppose these nodal values vanish for $v \in \mathcal{P}_{k}$. The restriction of $v$ to each face, $F_{i}$, of the tetrahedron is a polynomial in two variables (the coordinates for the plane of $F_{i}$ ), and the nodal variables have been chosen
to determine this restriction. Thus, $\left.v\right|_{F_{i}}$ is identically zero. Let $L_{i}$ denote a nontrivial linear function vanishing on $F_{i}$. By applying (3.1.10) four times,

$$
v=L_{1} L_{2} L_{3} L_{4} R
$$

where the remainder is a polynomial of degree $k-4$. For $k \leq 3$ this implies that $R=0$, so that $v=0$. In the general case, we use the interior nodes to determine that $R=0$. It simply remains to count the number of nodes and check that it equals $\operatorname{dim} \mathcal{P}_{k}$.

We have enumerated

$$
\begin{equation*}
C(k):=4+6(k-1)+2(k-2)(k-1)+\operatorname{dim} \mathcal{P}_{k-4} \tag{3.6.1}
\end{equation*}
$$

nodes above. The dimension of $\mathcal{P}_{k}$ can be computed as follows. We can decompose an arbitrary polynomial, $P$, of degree $k$ in three variables uniquely as

$$
\begin{equation*}
P(x, y, z)=p(x, y)+z q(x, y, z) \tag{3.6.2}
\end{equation*}
$$

where the degree of $p$ is $k$ and the degree of $q$ is $k-1$. Simply let $p(x, y):=$ $P(x, y, 0)$ and apply (3.1.10) to $P-p$ with $L(x, y, z)=z$. Therefore,

$$
\begin{equation*}
\operatorname{dim} \mathcal{P}_{k}=(k+1)(k+2) / 2+\operatorname{dim} \mathcal{P}_{k-1}=\sum_{j=0}^{k}(j+1)(j+2) / 2, \tag{3.6.3}
\end{equation*}
$$

where the second equality follows from the first by induction. The first few of these are given in the following table, and it is easily checked that they agree with (3.6.1).

Table 3.2. dimension of polynomials of degree $k, \mathcal{P}_{k}$, in three dimensions

| $k$ | $\operatorname{dim} \mathcal{P}_{k}$ |
| :---: | :---: |
| 1 | 4 |
| 2 | 10 |
| 3 | 20 |
| 4 | 35 |

Since (3.6.3) implies $\operatorname{dim} \mathcal{P}_{k}$ is a cubic polynomial in $k$ (with leading coefficient $1 / 6$ ), we conclude that $C(k)$ is also a cubic polynomial in $k$. Since these cubics agree for $k=1,2,3,4$, they must be identical.

The above arguments also show that the nodes can be arranged so as to insure that the Lagrange elements are $C^{0}$. As in the proof of Proposition 3.3.17, it suffices to see that the restrictions of the global interpolant to neighboring tetrahedra agree on the common face. This is possible because of our choice of facial nodes to determine polynomials in two variables
on that face. One must again choose the facial nodes in a symmetric and coordinate free way. In particular, it is sufficient to let the nodes be located at points whose barycentric coordinates (see (3.4.5)) $B$ on each face satisfy

$$
\left(b_{1}, b_{2}, b_{3}\right) \in B \Longrightarrow\left(b_{\sigma(1)}, b_{\sigma(2)}, b_{\sigma(3)}\right) \in B
$$

for any permutation $\sigma$ of the indices.
(3.6.4) Remark. The notion of a $C^{r}$ tetrahedral element can be defined similarly to Definition 3.3.15. Following the proof of Proposition 3.3.17, we see that the tetrahedral elements defined in this section are all $C^{0}$.

### 3.7 Exotic Elements

All the elements $(K, \mathcal{P}, \mathcal{N})$ studied so far have shape functions consisting of polynomials. However, this is not at all necessary. We consider some of the possibilities briefly here. We restrict our discussion to the class of macro-finite-elements, for which the shape functions, $\mathcal{P}$, are themselves piecewise polynomials. Other types of shape functions have been proposed, e.g., rational functions (Wachspress 1975).

Let $K$ denote a triangle, and let it be divided into four subtriangles by connecting edge midpoints as shown in Fig. 3.23. Define $\mathcal{P}$ to be the set of continuous piecewise linear functions on this subtriangulation. If $\mathcal{N}$ consists of point-evaluations at the vertices and edge midpoints of $K$, we clearly have a well defined $C^{0}$ finite element.

A more complex element is that of Clough and Tocher (Ciarlet 1978). Let $K$ denote a triangle, and let it be divided into three subtriangles as shown in Fig. 3.24. Let $\mathcal{P}$ be the set of $C^{1}$ piecewise cubic functions on this subtriangulation. Let $\mathcal{N}$ consist of point- and gradient-evaluations at the vertices and normal-derivative-evaluations at the edge midpoints of $K$. Then $(K, \mathcal{P}, \mathcal{N})$ is a well defined, $C^{1}$ finite element (Ciarlet 1978).


Fig. 3.23. macro-piecewise-linear triangle


Fig. 3.24. Clough-Tocher $C^{1}$ macro-piecewise-cubic triangle

## 3.x Exercises

3.x. 1 Let $m$ and $k$ be nonnegative integers, and let $P$ be a polynomial in one variable of degree $2 m+k+1$. Suppose that $P^{(j)}(a)=0$ for $a=0,1$ and $j=0, \ldots, m$, and further that $P\left(\xi_{j}\right)=0$ for $0<\xi_{1}<\ldots<\xi_{k}<1$. Prove that $P \equiv 0$.
3.x. 2 Prove that the local interpolant is linear (cf. Proposition 3.3.4).
3.x. 3 Find the dual basis for triangle $T_{2}$ in Example 3.3.13.
3.x. 4 Show that affine equivalence is an equivalence relation (cf. Proposition 3.4.3).
3.x. 5 Show that interpolation equivalence is an equivalence relation.
3.x. 6 Show that $\operatorname{dim} \mathcal{Q}_{k}=\left(\operatorname{dim} \mathcal{P}_{k}^{1}\right)^{2}$, where $\mathcal{P}_{k}^{1}=\{$ polynomials in one variable of degree less than or equal to $k\}$ and $\left\{x^{i} y^{j}: i, j=0, \ldots, k\right\}$ is a basis of $\mathcal{Q}_{k}$.
3.x. 7 Prove that $(K, \mathcal{P}, \mathcal{N})$ in Example 3.5.4 is a finite element.
3.x. 8 Prove that $(K, \mathcal{P}, \mathcal{N})$ in Example 3.5.7 is a finite element.
3.x. 9 Construct nodal basis functions for $K=$ the rectangle with vertices $(-1,0),(1,0),(1,1)$ and $(-1,1), \mathcal{P}=\mathcal{Q}_{1}$, and $\mathcal{N}=$ evaluation at the vertices.
3.x. 10 Construct nodal basis functions for $K=$ the triangle with vertices $(0,0),(1,0)$ and $(0,1), \mathcal{P}=\mathcal{P}_{2}$, and $\mathcal{N}=$ evaluation at the vertices and at the midpoints of the edges.
3.x. 11 Prove that the set of nodal variables

$$
\Sigma_{n}=\left\{P(a), P^{\prime}(a), P^{(3)}(a), \ldots, P^{(2 n-1)}(a): a=0,1\right\}
$$

determine unique polynomials (in one variable) of degree $2 n+1$. (For $n=1$, this is just Hermite interpolation, as in exercise 3.x.1.)
3.x. 12 Show that the nodal variables for the Argyris element described in Example 3.2.11 determine $\mathcal{P}_{7}$. Give a general description of the Argyris element for arbitrary degree $k \geq 5$.
3.x. 13 Show that if $\mathcal{P}=\mathcal{Q}_{1}$, then the nodal variables depicted in Fig. 3.25 do not determine $\mathcal{P}$.


Fig. 3.25. a non-element
3.x. 14 Nonconforming piecewise linear element Show that the edge midpoints in a triangulation can be used to parametrize the space of piecewise linear functions (in general discontinuous) that are continuous at each edge midpoint. Can you generalize this to quadratics (i.e., find a nodal basis for piecewise quadratics that are continuous at two points on each edge)?
3.x. 15 Rotated nonconforming bilinear element Let $K$ be the square $[-1,1] \times[-1,1], \mathcal{P}$ be the space of shape functions spanned by 1 , $x, y$ and $x^{2}-y^{2}$, and $\mathcal{N}$ consist of the evaluations of the shape functions at the four midpoints (cf. Fig. 3.25). Show that ( $K, \mathcal{P}, \mathcal{N}$ ) is a finite element. Let $a_{j}(v)=\left(1 /\left|e_{j}\right|\right) \int_{e_{j}} v d s$ be the mean value of the function $v$ on the edge $e_{j}$ of $K$, and $\mathcal{N}_{*}=\left\{a_{1}, \ldots, a_{4}\right\}$. Show that $\left(K, \mathcal{P}, \mathcal{N}_{*}\right)$ is also a finite element. Are these two elements interpolant equivalent?
3.x. 16 Bicubic Hermite (Bogner-Fox-Schmit) element Prove that a tensor product cubic in two variables is uniquely determined by

$$
\Sigma=\left\{P\left(a_{i}\right), \frac{\partial P}{\partial x_{1}}\left(a_{i}\right), \frac{\partial P}{\partial x_{2}}\left(a_{i}\right), \frac{\partial^{2} P}{\partial x_{1} \partial x_{2}}\left(a_{i}\right): i=1, \ldots, 4\right\}
$$

where $a_{i}$ are the rectangle vertices. Will this generate a $C^{1}$ piecewise cubic on a rectangular subdivision?
3.x. 17 Let $\mathcal{I}$ be the interpolation operator associated with continuous, piecewise linears on triangles, i.e., $\mathcal{I} u=u$ at vertices. Prove that $\|\mathcal{I}\|_{C^{0} \rightarrow C^{0}}=1$, i.e., for any continuous function $u,\|\mathcal{I} u\|_{L^{\infty}} \leq$ $\|u\|_{L^{\infty}}$. (Hint: where does the maximum of $|\mathcal{I} u|$ occur on a triangle?) Is this true for piecewise quadratics?
3.x. 18 Let " $\angle$ " denote the second derivative that is the concatenation of the directional derivatives in the two directions indicated by the line segments. Show that $\mathcal{P}_{4}$ is determined by (i) the value, gradient and " $\angle$ " second derivative at each vertex (the directions used for " $\angle$ " at each vertex are given by the edges meeting there, as shown in Fig. 3.26) and (ii) the value at each edge midpoint.


Fig. 3.26. a quartic finite element
3.x. 19 Suppose that the nodes for the Lagrange element are chosen at the barycentric lattice points introduced in the proof of Proposition
3.4.5. Show that the corresponding nodal basis functions for $\mathcal{P}_{k}$ can be written as a product of $k$ linear functions. (Hint: for each node determine $k$ lines that contain all other nodes.)
3.x. 20 Generalize Proposition 3.4.5 and exercise 3.x. 19 to three dimensions.
3.x. 21 Generalize 3.4.5 and exercise 3.x. 19 to $n$ dimensions.
3.x. 22 Prove that no analog of the serendipity element exists for biquartic polynomials. (Hint: show that one can not remove all interior points.)
3.x. 23 Show that the decomposition (3.6.2) is unique.
3.x. 24 Develop three-dimensional Hermite and Argyris elements. Are the latter $C^{1}$ ?
3.x. 25 Develop four-dimensional Lagrange elements.
3.x. 26 Prove the "if" part of Proposition 3.4.7.
3.x. 27 Show that the Hermite element is not $C^{1}$.
3.x. 28 Can the derivative nodes for the Hermite elements be chosen to give an affine-equivalent family for arbitrary triangles?
3.x. 29 Use (3.4.7) to prove (3.4.8).
3.x. 30 Let $\mathcal{P}_{k}^{n}$ denote the space of polynomials of degree $k$ in $n$ variables. Prove that $\operatorname{dim} \mathcal{P}_{k}^{n}=\binom{n+k}{k}$, where the latter is the binomial coefficient. (Hint: show that (3.6.2) holds in $n$-dimensions and use this to prove that the numbers $\operatorname{dim} \mathcal{P}_{k}^{n}$ form Pascal's triangle.)
3.x. 31 Develop three-dimensional tensor-product and serendipity elements.
3.x. 32 Give conditions on rectangular subdivisions that allow the tensorproduct elements to be $C^{0}$.
3.x. 33 Give conditions on rectangular subdivisions that allow the bicubic Hermite elements to be $C^{1}$ (see exercise 3.x.16). Are the conditions the same as in exercise 3.x.32?
3.x. 34 What conditions on simplicial subdivisions allow three-dimensional Lagrange elements to be $C^{0}$ ?
3.x. 35 Let $T$ be a triangle with vertices $p_{k}(1 \leq k \leq 3)$ and $\lambda_{j} \in \mathcal{P}_{1}$ satisfy $\lambda_{j}\left(p_{k}\right)=\delta_{j k}$ for $1 \leq j \leq 3$. Show that

$$
\frac{1}{2|T|} \int_{T} \lambda_{1}^{\ell} \lambda_{2}^{m} \lambda_{3}^{n} d x=\frac{(\ell!)(m!)(n!)}{(\ell+m+n+2)!}
$$

where $\ell, m$ and $n$ are nonnegative integers. What is the corresponding formula for a tetrahedron?

## Chapter 4

## Polynomial Approximation Theory in Sobolev Spaces

We will now develop the approximation theory appropriate for the finite elements developed in Chapter 3. We take a constructive approach, defining an averaged version of the Taylor polynomial familiar from calculus. The key estimates are provided by some simple lemmas from the theory of Riesz potentials, which we derive. As a corollary, we provide a proof of Sobolev's inequality, much in the spirit given originally by Sobolev.

Initially, we derive estimates appropriate on individual element domains. Later, we show how these can be combined to provide error estimates for interpolants that are globally defined on a collection of element domains that subdivide a larger domain. This will concentrate primarily on the case of polyhedral domains, but generalizations to "isoparametric" elements are presented in the last section. These elements are extremely convenient and effective for approximating problems on domains with curved boundaries.

### 4.1 Averaged Taylor Polynomials

We turn our attention to finding a polynomial approximation of order $m$ for a function in a Sobolev space. Let $B=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|<\rho\right\}$. A function $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ with the properties (i) supp $\phi=\bar{B}$ and (ii) $\int_{\mathbb{R}^{n}} \phi(x) d x=1$ will be called a cut-off function. For example, let

$$
\psi(x)= \begin{cases}e^{-\left(1-\left(\left|x-x_{0}\right| / \rho\right)^{2}\right)^{-1}} & \text { if }\left|x-x_{0}\right|<\rho \\ 0 & \text { if }\left|x-x_{0}\right| \geq \rho\end{cases}
$$

Let $c=\int_{\mathbb{R}^{n}} \psi(x) d x(c>0)$, then $\phi(x)=(1 / c) \psi(x)$ satisfies (i) and (ii), and $\max |\phi| \leq$ constant $\cdot \rho^{-n}$.

Let us assume that $u \in C^{m-1}\left(\mathbb{R}^{n}\right)$.
(4.1.1) Definition. The Taylor polynomial of order $m$ evaluated at $y$ is given by

$$
\begin{equation*}
T_{y}^{m} u(x)=\sum_{|\alpha|<m} \frac{1}{\alpha!} D^{\alpha} u(y)(x-y)^{\alpha}, \tag{4.1.2}
\end{equation*}
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ is an n-tuple of nonnegative integers, $x \in \mathbb{R}^{n}$, $x^{\alpha}=\prod_{i=1}^{n} x_{i}^{\alpha_{i}}, \alpha!=\prod_{i=1}^{n} \alpha_{i}!$ and $|\alpha|=\sum_{i=1}^{n} \alpha_{i}$.

In general, if $u$ is in a Sobolev space, $D^{\alpha} u$ may not exist in the usual (pointwise) sense. How do we then define a Taylor polynomial for such a function? We accomplish this by taking an "average" of $T_{y}^{m} u(x)$ over $y$, as given in the following definition.
(4.1.3) Definition. Suppose u has weak derivatives of order strictly less than $m$ in a region $\Omega$ such that $B \subset \subset \Omega$. The corresponding Taylor polynomial of order $m$ of $u$ averaged over $B$ is defined as

$$
\begin{equation*}
Q^{m} u(x)=\int_{B} T_{y}^{m} u(x) \phi(y) d y \tag{4.1.4}
\end{equation*}
$$

where $T_{y}^{m} u(x)$ is defined as in (4.1.2), $B$ is the ball centered at $x_{0}$ with radius $\rho$ and $\phi$ is the cut-off function supported in $\bar{B}$.

Note that (4.1.4) does indeed make sense for $u \in W_{p}^{m-1}(\Omega)$ since a typical term takes the form

$$
\begin{equation*}
\int_{B} \frac{1}{\alpha!} D^{\alpha} u(y)(x-y)^{\alpha} \phi(y) d y \tag{4.1.5}
\end{equation*}
$$

which exists because $D^{\alpha} u$ is in $L_{l o c}^{1}(\Omega)$. If we write

$$
\begin{equation*}
(x-y)^{\alpha}=\prod_{i=1}^{n}\left(x_{i}-y_{i}\right)^{\alpha_{i}}=\sum_{\gamma+\beta=\alpha} a_{(\gamma, \beta)} x^{\gamma} y^{\beta} \tag{4.1.6}
\end{equation*}
$$

where $\gamma=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$ and $\beta=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right)$ are $n$-tuples of nonnegative integers and $a_{(\gamma, \beta)}$ are constants, we find that (4.1.5) may be written as

$$
\begin{equation*}
\sum_{\gamma+\beta=\alpha} \frac{1}{\alpha!} a_{(\gamma, \beta)} x^{\gamma} \int_{B} D^{\alpha} u(y) y^{\beta} \phi(y) d y \tag{4.1.7}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
Q^{m} u(x)=\sum_{|\alpha|<m} \sum_{\gamma+\beta=\alpha} \frac{1}{\alpha!} a_{(\gamma, \beta)} x^{\gamma} \int_{B} D^{\alpha} u(y) y^{\beta} \phi(y) d y \tag{4.1.8}
\end{equation*}
$$

Thus, the next proposition follows directly.
(4.1.9) Proposition. $Q^{m} u$ is a polynomial of degree less than $m$ in $x$.

In fact, $Q^{m} u$ can be defined for functions in $L^{1}(B)$. We only need to rewrite (4.1.8) by integrating by parts:

$$
Q^{m} u(x)=
$$

(4.1.10)

$$
\sum_{|\alpha|<m} \sum_{\gamma+\beta=\alpha} \frac{(-1)^{|\alpha|}}{\alpha!} a_{(\gamma, \beta)} x^{\gamma} \int_{B} u(y) D^{\alpha}\left(y^{\beta} \phi(y)\right) d y
$$

(4.1.11) Remark. Note that if $u$ has weak derivatives of all orders less than $m$ in $\Omega$, then (4.1.8) is equivalent to (4.1.10) by using the definition of weak derivative (1.2.4).
(4.1.12) Proposition. $Q^{m} u$ is defined for all $u \in L^{1}(B)$ and

$$
\begin{equation*}
Q^{m} u(x)=\sum_{|\lambda|<m} x^{\lambda} \int_{B} \psi_{\lambda}(y) u(y) d y \tag{4.1.13}
\end{equation*}
$$

where $\psi_{\lambda} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and supp $\psi_{\lambda} \subset \bar{B}$.
Proof. This follows from (4.1.10) if we define

$$
\begin{equation*}
\psi_{\lambda}(y)=\sum_{\lambda \leq \alpha,|\alpha|<m} \frac{(-1)^{|\alpha|}}{\alpha!} a_{(\lambda, \alpha-\lambda)} D^{\alpha}\left(y^{\alpha-\lambda} \phi(y)\right) \tag{4.1.14}
\end{equation*}
$$

(4.1.15) Corollary. If $\Omega$ is a bounded domain in $\mathbb{R}^{n}$, then for any $k$

$$
\begin{equation*}
\left\|Q^{m} u\right\|_{W_{\infty}^{k}(\Omega)} \leq C_{m, n, \rho, \Omega}\|u\|_{L^{1}(B)} \tag{4.1.16}
\end{equation*}
$$

Proof. This follows directly from equality (4.1.13) and the fact that both $\sup _{y \in B}\left|\psi_{\lambda}(y)\right|$ and $\sup _{x \in \Omega}\left|D^{\alpha} x^{\lambda}\right|$ are bounded.

As a result of Corollary 4.1.15, we note that $Q^{m}$ is a bounded map of $L^{1}$ into $W_{\infty}^{k}$.
(4.1.17) Proposition. For any $\alpha$ such that $|\alpha| \leq m-1$,

$$
\begin{equation*}
D^{\alpha} Q^{m} u=Q^{m-|\alpha|} D^{\alpha} u \quad \text { for all } \quad u \in W_{1}^{|\alpha|}(B) \tag{4.1.18}
\end{equation*}
$$

Proof. If $u \in C^{\infty}(\Omega)$, then

$$
\begin{aligned}
D_{x}^{\alpha} Q^{m} u(x) & =\int_{B} D_{x}^{\alpha} T_{y}^{m} u(x) \phi(y) d y \\
& =\int_{B} T_{y}^{m-|\alpha|} D_{x}^{\alpha} u(x) \phi(y) d y \quad \text { (exercise 4.x.1) } \\
& =Q^{m-|\alpha|} D^{\alpha} u(x)
\end{aligned}
$$

The proof of the proposition is completed via a density argument.
(4.1.19) Remark. The polynomial $Q^{m}$ could be called a Sobolev polynomial, as the construction of a similar polynomial was given and used by Sobolev (Sobolev $1963 \& 1991$ ) in the study of the spaces that bear his name. Such a polynomial is not unique, due to the choice of cut-off function $\phi$. Moreover, the actual construction in (Sobolev $1963 \&$ 1991) apparently does not satisfy (4.1.18), an identity that leads to certain simplifications later.

### 4.2 Error Representation

We need the following form of Taylor's Theorem (cf. exercise 4.x.2). For $f \in C^{m}([0,1])$, we have

$$
\begin{equation*}
f(1)=\sum_{k=0}^{m-1} \frac{1}{k!} f^{(k)}(0)+m \int_{0}^{1} \frac{1}{m!} s^{m-1} f^{(m)}(1-s) d s \tag{4.2.1}
\end{equation*}
$$

(4.2.2) Definition. $\Omega$ is star-shaped with respect to $\mathbf{B}$ if, for all $x \in \Omega$, the closed convex hull of $\{x\} \cup B$ is a subset of $\Omega$.
(4.2.3) Example. Fig. 4.1 is star-shaped with respect to ball $B$, but not with respect to ball $B^{\prime}$. Fig. 4.2 is an example of a domain that is not star-shaped with respect to any ball.


Fig. 4.1. domain star-shaped with respect to $B$ but not $B^{\prime}$


Fig. 4.2. domain which is not starshaped with respect to any ball

From now on, we assume that $\Omega$ is star-shaped with respect to $B$. Let $u$ be a $C^{m}$ function on $\Omega$. For $x \in \Omega$ and $y \in B$, define $f(s)=u(y+s(x-y))$. Then, by using the chain rule, we obtain

$$
\begin{equation*}
\frac{1}{k!} f^{(k)}(s)=\sum_{|\alpha|=k} \frac{1}{\alpha!} D^{\alpha} u(y+s(x-y))(x-y)^{\alpha} . \tag{4.2.4}
\end{equation*}
$$

Combining (4.2.1) and (4.2.4), we obtain

$$
\begin{align*}
& u(x)=\sum_{|\alpha|<m} \frac{1}{\alpha!} D^{\alpha} u(y)(x-y)^{\alpha} \\
& \quad+\sum_{|\alpha|=m}(x-y)^{\alpha} \int_{0}^{1} \frac{m}{\alpha!} s^{m-1} D^{\alpha} u(x+s(y-x)) d s  \tag{4.2.5}\\
& =T_{y}^{m} u(x)+m \sum_{|\alpha|=m}(x-y)^{\alpha} \int_{0}^{1} \frac{1}{\alpha!} s^{m-1} D^{\alpha} u(x+s(y-x)) d s
\end{align*}
$$

(4.2.6) Definition. The $m^{\text {th }}$-order remainder term is given by

$$
R^{m} u(x)=u(x)-Q^{m} u(x) .
$$

Using Definition 4.2.6, part (ii) of the definition of a cut-off function, (4.1.4) and (4.2.5) we obtain

$$
\begin{align*}
R^{m} u(x)= & \int_{B} u(x) \phi(y) d y-\int_{B} T_{y}^{m} u(x) \phi(y) d y \\
= & \int_{B}\left[u(x)-T_{y}^{m} u(x)\right] \phi(y) d y \\
= & \int_{B} \phi(y) m\left(\sum_{|\alpha|=m}(x-y)^{\alpha}\right.  \tag{4.2.7}\\
& \left.\times \int_{0}^{1} \frac{s^{m-1}}{\alpha!} D^{\alpha} u(x+s(y-x)) d s\right) d y
\end{align*}
$$

Let $C_{x}$ denote the convex hull of $\{x\} \cup B$.
(4.2.8) Proposition. The remainder $R^{m} u:=u-Q^{m} u$ satisfies

$$
\begin{equation*}
R^{m} u(x)=m \sum_{|\alpha|=m} \int_{C_{x}} k_{\alpha}(x, z) D^{\alpha} u(z) d z \tag{4.2.9}
\end{equation*}
$$

where $z=x+s(y-x), k_{\alpha}(x, z)=(1 / \alpha!)(x-z)^{\alpha} k(x, z)$ and

$$
\begin{equation*}
|k(x, z)| \leq C\left(1+\frac{1}{\rho}\left|x-x_{0}\right|\right)^{n}|z-x|^{-n} \tag{4.2.10}
\end{equation*}
$$

Proof. We first make a change of variables from the $(y, s)$-space to the $(z, s)$-space, where

$$
\begin{equation*}
z=x+s(y-x) \tag{4.2.11}
\end{equation*}
$$

By the change of variable formula,

$$
\begin{equation*}
d s d y=s^{-n} d s d z \tag{4.2.12}
\end{equation*}
$$

The domain of integration in the $(y, s)$-space is $B \times(0,1]$ and the corresponding domain in the $(z, s)$-space is the set

$$
A=\left\{(z, s): s \in(0,1], \quad\left|(1 / s)(z-x)+x-x_{0}\right|<\rho\right\} .
$$

Note that

$$
\begin{equation*}
(z, s) \in A \text { implies that } \frac{|z-x|}{\left|x-x_{0}\right|+\rho}<s \tag{4.2.13}
\end{equation*}
$$

Also,

$$
\begin{equation*}
(x-y)^{\alpha}=s^{-m}(x-z)^{\alpha} \quad \text { if } \quad|\alpha|=m \tag{4.2.14}
\end{equation*}
$$

Letting $\chi_{A}$ be the characteristic function of $A$, from (4.2.7) and (4.2.14) we obtain

$$
\begin{align*}
R^{m} u(x)=\sum_{|\alpha|=m} \iint & \chi_{A}(z, s) \phi\left(x+\frac{(z-x)}{s}\right)  \tag{4.2.15}\\
& \times \frac{m}{\alpha!} s^{-n-1}(x-z)^{\alpha} D^{\alpha} u(z) d s d z
\end{align*}
$$

The projection of $A$ onto the $z$-space is $C_{x}$. Therefore, by Fubini's Theorem,

$$
\begin{aligned}
R^{m} u(x)= & m \sum_{|\alpha|=m} \int_{C_{x}} \frac{1}{\alpha!} D^{\alpha} u(z)(x-z)^{\alpha} \\
& \times\left[\int_{0}^{1} \phi(x+(1 / s)(z-x)) \chi_{A}(z, s) s^{-n-1} d s\right] d z \\
= & m \sum_{|\alpha|=m} \int_{C_{x}} k_{\alpha}(x, z) D^{\alpha} u(z) d z
\end{aligned}
$$

if we define $k(x, z)=\int_{0}^{1} \phi(x+(1 / s)(z-x)) \chi_{A}(z, s) s^{-n-1} d s$ and $k_{\alpha}(x, z)=(1 / \alpha!)(x-z)^{\alpha} k(x, z)$. It remains to prove estimate (4.2.10) for $k(x, z)$.

Let $t=|z-x| /\left(\left|x-x_{0}\right|+\rho\right)$. Then

$$
\begin{align*}
|k(x, z)| & =\left|\int_{0}^{1} \chi_{A}(z, s) \phi(x+(1 / s)(z-x)) s^{-n-1} d s\right| \\
& \leq \int_{t}^{1}|\phi(x+(1 / s)(z-x))| s^{-n-1} d s  \tag{by4.2.13}\\
& \leq\left.\|\phi\|_{L^{\infty}(B)} \frac{s^{-n}}{n}\right|_{1} ^{t} \\
& \leq(1 / n)\|\phi\|_{L^{\infty}(B)} t^{-n}
\end{align*}
$$

$$
\begin{aligned}
& =(1 / n)\|\phi\|_{L^{\infty}(B)}\left(\rho+\left|x-x_{0}\right|\right)^{n}|z-x|^{-n} \\
& \leq C \rho^{-n}\left(\rho+\left|x-x_{0}\right|\right)^{n}|z-x|^{-n} \quad(\text { example in Sect. 4.1) } \\
& =C\left(1+\frac{1}{\rho}\left|x-x_{0}\right|\right)^{n}|z-x|^{-n}
\end{aligned}
$$

Note that the use of Fubini's Theorem above is justified by the following calculation:

$$
\begin{aligned}
\int_{C_{x}} \int_{0}^{1} \mid \phi(x & +(1 / s)(z-x)) \left.\left|\chi_{A}(z, s) s^{-n-1} \frac{|x-z|^{m}}{\alpha!}\right| D^{\alpha} u(z) \right\rvert\, d s d z \\
& \leq \int_{C_{x}}\left|D^{\alpha} u(z)\right|(1 / \alpha!)|x-z|^{m-n} C\left(1+\frac{1}{\rho}\left|x-x_{0}\right|\right)^{n} d z \\
& <\infty
\end{aligned}
$$

(4.2.16) Definition. Suppose $\Omega$ has diameter $d$ and is star-shaped with respect to a ball B. Let $\rho_{\max }=\sup \{\rho: \Omega$ is star-shaped with respect to a ball of radius $\rho\}$. Then the chunkiness parameter of $\Omega$ is defined by

$$
\begin{equation*}
\gamma=\frac{d}{\rho_{\max }} \tag{4.2.17}
\end{equation*}
$$

(4.2.18) Corollary. The ball $B$ can be chosen so that the function $k(x, z)$ in Proposition 4.2.8 satisfies the following estimate:

$$
\begin{equation*}
|k(x, z)| \leq C(\gamma+1)^{n}|z-x|^{-n}, \quad \forall x \in \Omega, \tag{4.2.19}
\end{equation*}
$$

where $\gamma$ is the chunkiness parameter of $\Omega$.
Proof. Choose a ball $B$ such that $\Omega$ is star-shaped with respect to $B$ and such that its radius $\rho>(1 / 2) \rho_{\max }$. Then

$$
\begin{align*}
|k(x, z)| & \leq C\left(1+\frac{1}{\rho}\left|x-x_{0}\right|\right)^{n}|z-x|^{-n}  \tag{from4.2.10}\\
& \leq C\left(1+\frac{2 d}{\rho_{\max }}\right)^{n}|z-x|^{-n} \\
& \leq C 2^{n}\left(1+\frac{d}{\rho_{\max }}\right)^{n}|z-x|^{-n} \\
& =C(1+\gamma)^{n}|z-x|^{-n} \tag{from4.2.17}
\end{align*}
$$

### 4.3 Bounds for Riesz Potentials

We have derived bounds for the remainder $R^{m}$ in terms of a "Riesz potential." In this section, we derive various bounds for such potentials.
(4.3.1) Lemma. If $f \in L^{p}(\Omega)$ for $1<p<\infty$ and $m>n / p$, then

$$
\int_{\Omega}|x-z|^{-n+m}|f(z)| d z \leq C_{p} d^{m-n / p}\|f\|_{L^{p}(\Omega)} \quad \forall x \in \Omega .
$$

This inequality also holds for $p=1$ if $m \geq n$.
Proof. First assume that $1<p<\infty$ and $m>n / p$. Let $1 / p+1 / q=1$.

$$
\begin{array}{rlr}
\int_{\Omega}|x-z|^{-n+m}|f(z)| d z & \\
& \leq\left(\int_{\Omega}|x-z|^{(-n+m) q}\right)^{1 / q}\|f\|_{L^{p}(\Omega)} & \text { (Hölder's inequality) } \\
& \leq C\left(\int_{0}^{d} r^{(-n+m) q+n-1} d r\right)^{1 / q}\|f\|_{L^{p}(\Omega)} & \text { (using polar coordinates) } \\
& =C\left(d^{(-n+m) q+n}\right)^{1 / q}\|f\|_{L^{p}(\Omega)} & \text { (note that C is different) } \\
& =C d^{m-(n / p)}\|f\|_{L^{p}(\Omega)} & \text { (using } 1 / q-1=-1 / p)
\end{array}
$$

Next, we assume $p=1$ and $m \geq n$. Then

$$
\begin{aligned}
\int_{\Omega}|x-z|^{-n+m}|f(z)| d z & \leq\left\|(x-z)^{-n+m}\right\|_{L^{\infty}(\Omega)}\|f\|_{L^{1}(\Omega)} \\
& \leq d^{-n+m}\|f\|_{L^{1}(\Omega)}
\end{aligned}
$$

(4.3.2) Proposition. For $u \in W_{p}^{m}(\Omega)$,

$$
\begin{equation*}
\left\|R^{m} u\right\|_{L^{\infty}(\Omega)} \leq C_{m, n, \gamma, p} d^{m-n / p}|u|_{W_{p}^{m}(\Omega)} \tag{4.3.3}
\end{equation*}
$$

provided that $1<p<\infty$ and $m>n / p$, or $p=1$ and $m \geq n$.
Proof. First assume that $u \in C^{m}(\Omega) \cap W_{p}^{m}(\Omega)$ so that we can use the pointwise representation of $R^{m} u(x)$ in Proposition 4.2.8:

$$
\begin{aligned}
\left|R^{m} u(x)\right| & =m\left|\sum_{|\alpha|=m} \int_{C_{x}} k_{\alpha}(x, z) D^{\alpha} u(z) d z\right| \\
& \leq C_{m, n, \gamma}^{\prime} \sum_{|\alpha|=m} \int_{\Omega}|x-z|^{m-n}\left|D^{\alpha} u(z)\right| d z \quad \quad \quad \text { (using 4.2.19) } \\
& \leq C_{m, n, \gamma, p} d^{m-n / p}|u|_{W_{p}^{m}(\Omega)} \quad \text { (by Lemma 4.3.1). }
\end{aligned}
$$

The proof is now completed via a density argument (exercise 4.x.18).

As a corollary to Proposition 4.3.2, we obtain the following special case of Sobolev's Lemma.
(4.3.4) Lemma. (Sobolev's Inequality) Suppose $\Omega$ has diameter $d$ and is star-shaped with respect to a ball $B$. If $u$ is in $W_{p}^{m}(\Omega)$ where either $(i) 1<$ $p<\infty$ and $m>n / p$ or (ii) $p=1$ and $m \geq n$, then $u$ is continuous on $\Omega$ and

$$
\|u\|_{L^{\infty}(\Omega)} \leq C_{m, n, \gamma, d}\|u\|_{W_{p}^{m}(\Omega)} .
$$

Proof. First we show that the inequality holds:

$$
\begin{array}{rlr}
\|u\|_{L^{\infty}(\Omega)} & \leq\left\|u-Q^{m} u\right\|_{L^{\infty}(\Omega)}+\left\|Q^{m} u\right\|_{L^{\infty}(\Omega)} \quad \text { (triangle inequality) } \\
& \leq C_{m, n, \gamma}|u|_{W_{p}^{m}(\Omega)}+C_{m, n, \rho}\|u\|_{L^{1}(\Omega)} \quad \text { (using 4.3.3 and 4.1.16) } \\
& \leq C_{m, n, \gamma, d}\|u\|_{W_{p}^{m}(\Omega)} .
\end{array}
$$

It remains to show that $u$ is continuous on $\Omega$.
Let $u_{j} \in C^{\infty}(\Omega) \cap W_{p}^{m}(\Omega)$ such that $\left\|u_{j}-u\right\|_{W_{p}^{m}(\Omega)} \rightarrow 0$ as $j \rightarrow \infty$. Then the above inequality implies that $\left\|u-u_{j}\right\|_{L^{\infty}(\Omega)} \rightarrow 0$ as $j \rightarrow \infty$. In other words, $u_{j} \rightarrow u$ uniformly. Therefore, $u$ is continuous on $\Omega$.

If we let $p \rightarrow \infty$ in (4.3.3), then we have

$$
\begin{equation*}
\left\|R^{m} u\right\|_{L^{\infty}(\Omega)} \leq C_{m, n, \gamma} d^{m}|u|_{W_{\infty}^{m}(\Omega)} \tag{4.3.5}
\end{equation*}
$$

It turns out that the same inequality is true for general $L^{p}$ spaces. This result is the Bramble-Hilbert Lemma, which we will now prove. First, however, we need another result regarding Riesz potentials.
(4.3.6) Lemma. Let $f \in L^{p}(\Omega)$ for $p \geq 1$ and $m \geq 1$ and let

$$
g(x)=\int_{\Omega}|x-z|^{m-n}|f(z)| d z
$$

Then

$$
\begin{equation*}
\|g\|_{L^{p}(\Omega)} \leq C_{m, n} d^{m}\|f\|_{L^{p}(\Omega)} \tag{4.3.7}
\end{equation*}
$$

Proof. First assume $1<p<\infty$. Then

$$
\begin{aligned}
& \|g\|_{L^{p}(\Omega)}^{p}=\int_{\Omega}|g(x)|^{p} d x \\
& =\int_{\Omega}\left(\int_{\Omega}|x-z|^{m-n}|f(z)| d z\right)^{p} d x \\
& \leq \int_{\Omega}\left[\left(\int_{\Omega}|f(z)|^{p}|x-z|^{m-n} d z\right)^{1 / p}\left(\int_{\Omega}|x-z|^{m-n} d z\right)^{1 / q}\right]^{p} d x
\end{aligned}
$$

$$
\text { (by Hölder's inequality with } 1 / p+1 / q=1 \text { ) }
$$

$$
\begin{aligned}
& \leq C_{m, n} d^{m p / q} \int_{\Omega} \int_{\Omega}|f(z)|^{p}|x-z|^{m-n} d z d x \\
& \leq C_{m, n} d^{m p / q} \int_{\Omega}\left(\int_{\Omega}|x-z|^{m-n} d x\right)|f(z)|^{p} d z
\end{aligned}
$$

(using Fubini's Theorem)

$$
\begin{aligned}
& \leq C_{m, n} d^{(1+p / q) m}\|f\|_{L^{p}(\Omega)}^{p} \\
& =C_{m, n} d^{m p}\|f\|_{L^{p}(\Omega)}^{p} .
\end{aligned}
$$

Therefore,

$$
\|g\|_{L^{p}(\Omega)} \leq C_{m, n} d^{m}\|f\|_{L^{p}(\Omega)} .
$$

In the case $p=1$,

$$
\begin{aligned}
\|g\|_{L^{1}(\Omega)} & =\int_{\Omega}|g(x)| d x \\
& =\int_{\Omega}\left(\int_{\Omega}|x-z|^{m-n}|f(z)| d z\right) d x \\
& =\int_{\Omega}\left(\int_{\Omega}|x-z|^{m-n} d x\right)|f(z)| d z \quad \text { (using Fubini's Theorem) } \\
& \leq C_{m, n} d^{m}\|f\|_{L^{1}(\Omega)} .
\end{aligned}
$$

In the case $p=\infty$,

$$
\begin{aligned}
|g(x)| & =\int_{\Omega}|x-z|^{m-n}|f(z)| d z \\
& \leq\|f\|_{L^{\infty}(\Omega)} \int_{\Omega}|x-z|^{m-n} d z \\
& \leq C_{m, n} d^{m}\|f\|_{L^{\infty}(\Omega)}
\end{aligned}
$$

Therefore, $\|g\|_{L^{\infty}(\Omega)} \leq C_{m, n} d^{m}\|f\|_{L^{\infty}(\Omega)}$.
(4.3.8) Lemma. (Bramble-Hilbert) Let $B$ be a ball in $\Omega$ such that $\Omega$ is starshaped with respect to $B$ and such that its radius $\rho>(1 / 2) \rho_{\max }$. Let $Q^{m} u$ be the Taylor polynomial of order $m$ of $u$ averaged over $B$ where $u \in W_{p}^{m}(\Omega)$ and $p \geq 1$. Then

$$
\begin{equation*}
\left|u-Q^{m} u\right|_{W_{p}^{k}(\Omega)} \leq C_{m, n, \gamma} d^{m-k}|u|_{W_{p}^{m}(\Omega)} \quad k=0,1, \ldots, m, \tag{4.3.9}
\end{equation*}
$$

where $d=\operatorname{diam}(\Omega)$.
Proof. It suffices to assume that $\operatorname{diam}(\Omega)=1$ and to prove that for $u \in$ $C^{m}(\Omega) \cap W_{p}^{m}(\Omega)$ we have

$$
\begin{equation*}
\left|u-Q^{m} u\right|_{W_{p}^{k}(\Omega)} \leq C_{m, n, \gamma}|u|_{W_{p}^{m}(\Omega)} \quad \forall k=0,1, \ldots, m \tag{4.3.10}
\end{equation*}
$$

The general case then follows from a standard homogeneity argument.

For $k=m$,

$$
\left|u-Q^{m} u\right|_{W_{p}^{m}(\Omega)}=|u|_{W_{p}^{m}(\Omega)} .
$$

For $k=0$,

$$
\begin{aligned}
& \left\|u-Q^{m} u\right\|_{L^{p}(\Omega)}=\left\|R^{m} u\right\|_{L^{p}(\Omega)} \\
& \leq m \sum_{|\alpha|=m}\left\|\int_{\Omega} k_{\alpha}(x, z) D^{\alpha} u(z) d z\right\|_{L^{p}(\Omega)} \\
& \leq C_{m, n}(1+1 / \rho)^{n} \sum_{|\alpha|=m}\left\|\int_{\Omega}|x-z|^{m-n}\left|D^{\alpha} u(z)\right| d z\right\|_{L^{p}(\Omega)}
\end{aligned}
$$

(using 4.2.10)
$\leq C_{m, n, \gamma}|u|_{W_{p}^{m}(\Omega)} . \quad$ (Lemma 4.3.6 and the fact that $\left.1 / \rho<2 \gamma\right)$
For $0<k<m$,

$$
\begin{align*}
& \left|u-Q^{m} u\right|_{W_{p}^{k}(\Omega)}=\left|R^{m} u\right|_{W_{p}^{k}(\Omega)} \\
& \quad=\left(\sum_{|\alpha|=k}\left\|R^{m-k} D^{\alpha} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} \quad \text { (using 4.1.18) }  \tag{using4.1.18}\\
& \quad \leq C_{m, n, \gamma}\left(\sum_{|\alpha|=k}\left|D^{\alpha} u\right|_{W_{p}^{m-k}(\Omega)}^{p}\right)^{1 / p} \quad \text { (case } k=0 \text { above) } \\
& \\
& \quad \leq C_{m, n, \gamma}|u|_{W_{p}^{m}(\Omega)} .
\end{align*}
$$

For a general domain $\Omega$, define

$$
\begin{equation*}
\widehat{\Omega}=\{(1 / d) x: x \in \Omega\} \tag{4.3.11}
\end{equation*}
$$

If $u \in W_{p}^{m}(\Omega)$, let $\hat{u}(y):=u(d y)$. It is clear that $\hat{u} \in W_{p}^{m}(\widehat{\Omega})$. By a change of variables, we have

$$
\begin{equation*}
|\hat{u}|_{W_{p}^{k}(\widehat{\Omega})}=d^{k-n / p}|u|_{W_{p}^{k}(\Omega)} \quad \text { for } 0 \leq k \leq m \tag{4.3.12}
\end{equation*}
$$

The definition of $Q^{m} u(x)$ (cf. (4.1.4)) leads to

$$
\begin{equation*}
\widehat{Q}^{m} \hat{u}=\widehat{Q^{m} u} \tag{4.3.13}
\end{equation*}
$$

(cf. exercise 4.x.3). Therefore,

$$
\begin{align*}
\left|\hat{u}-\widehat{Q}^{m} \hat{u}\right|_{W_{p}^{k}(\widehat{\Omega})} & \leq C_{m, n, \gamma}|\hat{u}|_{W_{p}^{m}(\widehat{\Omega})}  \tag{by4.3.10}\\
& =C_{m, n, \gamma} d^{m-n / p}|u|_{W_{p}^{m}(\Omega)} . \tag{by4.3.12}
\end{align*}
$$

On the other hand,

$$
\begin{align*}
\left|\hat{u}-\widehat{Q}^{m} \hat{u}\right|_{W_{p}^{k}(\widehat{\Omega})} & =\left|\hat{u}-\widehat{Q^{m} u}\right|_{W_{p}^{k}(\widehat{\Omega})}  \tag{by4.3.13}\\
& =d^{k-n / p}\left|u-Q^{m} u\right|_{W_{p}^{k}(\Omega)}
\end{align*}
$$

Putting these together, we have proved that for $0 \leq k \leq m$,

$$
\left|u-Q^{m} u\right|_{W_{p}^{k}(\Omega)} \leq C_{m, n, \gamma} d^{m-k}|u|_{W_{p}^{m}(\Omega)} .
$$

As an application of the Bramble-Hilbert Lemma, we prove Friedrichs' inequality.
(4.3.14) Lemma. (Friedrichs' Inequality) Suppose $\Omega$ is star-shaped with respect to a ball $B$. Then for all $u \in W_{p}^{1}(\Omega)$,

$$
\begin{equation*}
\|u-\bar{u}\|_{W_{p}^{1}(\Omega)} \leq C_{n, \gamma}|u|_{W_{p}^{1}(\Omega)} \tag{4.3.15}
\end{equation*}
$$

where $\bar{u}=\frac{1}{|\Omega|} \int_{\Omega} u(x) d x$.
Proof. Observe that, by Hölder's inequality,

$$
\|\bar{\phi}\|_{L^{p}(\Omega)} \leq\|\phi\|_{L^{p}(\Omega)} \quad \forall \phi \in L^{p}(\Omega)
$$

Therefore we have, for any constant $c$,

$$
\|u-\bar{u}\|_{L^{p}(\Omega)}=\|(u-c)-\overline{(u-c)}\|_{L^{p}(\Omega)} \leq 2\|u-c\|_{L^{p}(\Omega)}
$$

and hence, by (4.3.9),

$$
\|u-\bar{u}\|_{L^{p}(\Omega)} \leq 2 \inf _{c \in \mathbb{R}}\|u-c\|_{L^{p}(\Omega)} \leq C_{*}|u|_{W_{p}^{1}(\Omega)}
$$

where the constant $C_{*}$ depends only on the dimension $n$ and the chunkiness constant $\gamma$ of the domain. Consequently the inequality (4.3.15) holds with $C_{n, \gamma}=1+C_{*}$.
(4.3.16) Remark. Friedrichs' inequality will be used in Chapter 5 to prove coercivity for the Neumann problem for the Laplace operator.

In (Dupont and Scott 1980) it is shown how to extend the above results to domains that are a finite union of star-shaped domains. For example, the domain in Fig. 4.2 satisfies this condition. More general results have been established by (Dechevski \& Quak 1990) and (Verfürth 1999).

### 4.4 Bounds for the Interpolation Error

So far we have estimated $R^{m} u=u-Q^{m} u$, which is a local estimate. We will now estimate the interpolation error. We begin by estimating the norm of the interpolation operator.
(4.4.1) Lemma. Let $(K, \mathcal{P}, \mathcal{N})$ be a finite element such that $\operatorname{diam} K=1$, $\mathcal{P} \subseteq W_{\infty}^{m}(K)$ and $\mathcal{N} \subseteq\left(C^{l}(\bar{K})\right)^{\prime}$ (i.e. the nodal variables in $\mathcal{N}$ involve derivatives up to order $l$ ). Then the interpolation operator is bounded from $C^{l}(\bar{K})$ into $W_{p}^{m}(K)$ for $1 \leq p \leq \infty$.

Proof. Let $\mathcal{N}=\left\{N_{1}, \ldots, N_{k}\right\}$, and let $\left\{\phi_{1}, \ldots, \phi_{k}\right\} \subseteq \mathcal{P}$ be the dual basis. The interpolant is defined by $\mathcal{I} u=\sum_{i=1}^{k} N_{i}(u) \phi_{i}$, and each $\phi_{i} \in W_{\infty}^{m}(K) \subseteq$ $W_{p}^{m}(K)$ by assumption. Then

$$
\begin{aligned}
\|\mathcal{I} u\|_{W_{p}^{m}(K)} & \leq \sum_{i=1}^{k}\left|N_{i}(u)\right|\left\|\phi_{i}\right\|_{W_{p}^{m}(K)} \quad \text { (triangle inequality) } \\
& \leq\left(\sum_{1 \leq i \leq k}\left\|N_{i}\right\|_{C^{l}(\bar{K})^{\prime}}\left\|\phi_{i}\right\|_{W_{p}^{m}(K)}\right)\|u\|_{C^{l}(\bar{K})} \\
& =C\|u\|_{C^{l}(\bar{K})} .
\end{aligned}
$$

(4.4.2) Definition. If $(K, \mathcal{P}, \mathcal{N})$ satisfies the conditions in Lemma 4.4.1, then $\sigma(K)$ is defined to be the operator norm of $\mathcal{I}: C^{l}(\bar{K}) \longrightarrow W_{p}^{m}(K)$.
(4.4.3) Definition. For any bounded region $K$, we define

$$
\widehat{K}:=\{(1 / \operatorname{diam} K) x: x \in K\} .
$$

Let $\mathcal{P}_{k}$ be the set of polynomials in $n$ variables of degree less than or equal to $k$.
(4.4.4) Theorem. $\operatorname{Let}(K, \mathcal{P}, \mathcal{N})$ be a finite element satisfying
(i) $K$ is star-shaped with respect to some ball,
(ii) $\mathcal{P}_{m-1} \subseteq \mathcal{P} \subseteq W_{\infty}^{m}(K)$ and
(iii) $\mathcal{N} \subseteq\left(C^{l}(\bar{K})\right)^{\prime}$.

Suppose $1 \leq p \leq \infty$ and either $m-l-n / p>0$ when $p>1$ or $m-l-n \geq 0$ when $p=1$. Then for $0 \leq i \leq m$ and $v \in W_{p}^{m}(K)$ we have

$$
\begin{equation*}
|v-\mathcal{I} v|_{W_{p}^{i}(K)} \leq C_{m, n, \gamma, \sigma(\widehat{K})}(\operatorname{diam} K)^{m-i}|v|_{W_{p}^{m}(K)} \tag{4.4.5}
\end{equation*}
$$

where $\widehat{K}=\{(1 / \operatorname{diam} K) x: x \in K\}$ and $\gamma$ is the chunkiness parameter for $K$.

Proof. It suffices to take diam $K=1$ (in which case $K=\widehat{K}$ ). The general case then follows by a homogeneity argument (cf. exercise 4.x.5). Also, the interpolation operator is well defined on $W_{p}^{m}(K)$ by the Sobolev Lemma 4.3.4.

Let $B$ be a ball in $K$ such that $K$ is star-shaped with respect to $B$ and such that its radius $\rho>(1 / 2) \rho_{\max }$. Let $Q^{m} v$ be the Taylor polynomial of order $m$ of $v$ averaged over $B$. Since $\mathcal{I} f=f$ for $f \in \mathcal{P}$,

$$
\begin{equation*}
\mathcal{I} Q^{m} v=Q^{m} v \quad \text { because } \quad Q^{m} v \in \mathcal{P}_{m-1} \subseteq \mathcal{P} \tag{4.4.6}
\end{equation*}
$$

Now

$$
\begin{align*}
\|v-\mathcal{I} v\|_{W_{p}^{m}(K)} & \leq\left\|v-Q^{m} v\right\|_{W_{p}^{m}(K)}+\left\|Q^{m} v-\mathcal{I} v\right\|_{W_{p}^{m}(K)} \\
& =\left\|v-Q^{m} v\right\|_{W_{p}^{m}(K)}+\left\|\mathcal{I}\left(Q^{m} v-v\right)\right\|_{W_{p}^{m}(K)}  \tag{4.4.6}\\
& \leq\left\|v-Q^{m} v\right\|_{W_{p}^{m}(K)}+\sigma(K)\left\|Q^{m} v-v\right\|_{C^{l}(\bar{K})} \\
& \leq\left(1+\sigma(K) C_{m, n, \gamma}\right)\left\|v-Q^{m} v\right\|_{W_{p}^{m}(K)}  \tag{4.3.4}\\
& \leq\left(1+\sigma(K) C_{m, n, \gamma}\right) C_{m, n, \gamma}^{\prime}|v|_{W_{p}^{m}(K)} \quad \text { (Bramble-Hilbert) } \\
& =C_{m, n, \gamma, \sigma(K)}|v|_{W_{p}^{m}(K)} .
\end{align*}
$$

(4.4.7) Corollary. Under the same hypotheses except $i \leq l$,

$$
\begin{equation*}
|v-\mathcal{I} v|_{W_{\infty}^{i}(K)} \leq C_{m, n, \gamma, \sigma(\widehat{K})}(\operatorname{diam} K)^{m-i-n / p}|v|_{W_{p}^{m}(K)} \tag{4.4.8}
\end{equation*}
$$

Proof. Take diam $K=1$. Then

$$
\begin{aligned}
|v-\mathcal{I} v|_{W_{\infty}^{l}(K)} & \leq C_{m, n, \gamma}\|v-\mathcal{I} v\|_{W_{p}^{m}(K)} \\
& \leq C_{m, n, \gamma, \sigma(K)}|v|_{W_{p}^{m}(K)}
\end{aligned}
$$

(Sobolev Lemma 4.3.4)
(Theorem 4.4.4)
The general case then follows by a homogeneity argument.
Our goal is to find a uniform bound for $C_{m, n, \gamma, \sigma(\widehat{K})}$, where $K$ ranges over a collection of elements. Thus, we must study the dependence of $\sigma(\widehat{K})$ on affine transformations.

Let the reference element $(K, \mathcal{P}, \mathcal{N})$ be affine equivalent (cf. (3.4.1)) to $(\widetilde{K}, \widetilde{\mathcal{P}}, \widetilde{\mathcal{N}})$ through the transformation $A x=a x+b, a=\left(a_{i j}\right)$, with the coefficients of the inverse of $a$ denoted by $\left(a^{-1}\right)_{i j}$. The definition of affine-equivalence yields

$$
\begin{equation*}
\tilde{\mathcal{I}} \tilde{v}(\tilde{x})=\sum_{N \in \mathcal{N}}\left(A_{*} N\right) \tilde{v} \cdot\left(A^{-1}\right)^{*} \phi_{N}(\tilde{x}) . \tag{4.4.9}
\end{equation*}
$$

Recall that $\left(A_{*} N\right) \tilde{v}=N\left(A^{*} \tilde{v}\right)$, where $\left(A^{*} \tilde{v}\right) x=\tilde{v}(A x)$. Therefore,

$$
\begin{aligned}
\left|\left(A_{*} N\right) \tilde{v}\right| & =\left|N\left(A^{*} \tilde{v}\right)\right| \\
& \leq C_{N}\left\|A^{*} \tilde{v}\right\|_{C^{l}(\bar{K})} \\
& \leq C_{N, n, l}\left(1+\max _{1 \leq i, j \leq n}\left|a_{i j}\right|\right)^{l}\|\tilde{v}\|_{C^{l}(\overline{\widetilde{K}})} .
\end{aligned}
$$

Also,

$$
\begin{gathered}
\left\|\left(A^{-1}\right)^{*} \phi_{N}\right\|_{W_{p}^{m}(\widetilde{K})} \leq C_{N, n, m}^{\prime}\left(1+\max _{1 \leq i, j \leq n}\left|\left(a^{-1}\right)_{i j}\right|\right)^{m} \times \\
\left\|\phi_{N}\right\|_{W_{p}^{m}(K)}|\operatorname{det} a|^{1 / p}
\end{gathered}
$$

Since $\left\|\phi_{N}\right\|_{W_{p}^{m}(K)}$ is bounded on the reference element, we have

$$
\begin{aligned}
\|\tilde{\mathcal{I}} \tilde{v}\|_{W_{p}^{m}(\widetilde{K})} \leq & C_{\mathrm{ref}}\left(1+\max _{1 \leq i, j \leq n}\left|a_{i j}\right|\right)^{l} \times \\
& \left(1+\max _{1 \leq i, j \leq n}\left|\left(a^{-1}\right)_{i j}\right|\right)^{m}|\operatorname{det} a|^{1 / p}\|\tilde{v}\|_{C^{l}(\overline{\widetilde{K}})},
\end{aligned}
$$

where

$$
C_{\mathrm{ref}}=|\mathcal{N}| \cdot \max _{N \in \mathcal{N}}\left\{C_{N, n, l}\right\} \cdot \max _{N \in \mathcal{N}}\left\{C_{N, n, m}^{\prime}\right\} \cdot \max _{N \in \mathcal{N}}\left\{\left\|\phi_{N}\right\|_{W_{p}^{m}(K)}\right\}
$$

and $|\mathcal{N}|$ denotes the number of nodal variables $(=\operatorname{dim} \mathcal{P})$. Therefore,

$$
\begin{align*}
\sigma(\widetilde{K}) \leq & C_{\mathrm{ref}}\left(1+\max _{1 \leq i, j \leq n}\left|a_{i j}\right|\right)^{l} \times  \tag{4.4.10}\\
& \left(1+\max _{1 \leq i, j \leq n}\left|\left(a^{-1}\right)_{i j}\right|\right)^{m}|\operatorname{det} a|^{1 / p}
\end{align*}
$$

We have proved the following.
(4.4.11) Proposition. Given a reference element $(K, \mathcal{P}, \mathcal{N})$ and an affineequivalent element $(\widetilde{K}, \widetilde{\mathcal{P}}, \widetilde{\mathcal{N}})$ with the affine map $A x=a x+b$, we have

$$
\begin{equation*}
\sigma(\widetilde{K}) \leq C_{\mathrm{ref}} \chi(a) \tag{4.4.12}
\end{equation*}
$$

where $\chi$ is a continuous function on $G L\left(\mathbb{R}^{n}\right)$. For example, we can take $\chi(a):=\left(1+\max _{1 \leq i, j \leq n}\left|a_{i j}\right|\right)^{l}\left(1+\max _{1 \leq i, j \leq n}\left|\left(a^{-1}\right)_{i j}\right|\right)^{m}|\operatorname{det} a|^{1 / p}$.
(4.4.13) Definition. Let $\Omega$ be a given domain and let $\left\{\mathcal{T}^{h}\right\}, 0<h \leq 1$, be a family of subdivisions such that

$$
\begin{equation*}
\max \left\{\operatorname{diam} T: T \in \mathcal{T}^{h}\right\} \leq h \operatorname{diam} \Omega \tag{4.4.14}
\end{equation*}
$$

The family is said to be quasi-uniform if there exists $\rho>0$ such that

$$
\begin{equation*}
\min \left\{\operatorname{diam} B_{T}: T \in \mathcal{T}^{h}\right\} \geq \rho h \operatorname{diam} \Omega \tag{4.4.15}
\end{equation*}
$$

for all $h \in(0,1]$, where $B_{T}$ is the largest ball contained in $T$ such that $T$ is star-shaped with respect to $B_{T}$. The family is said to be non-degenerate or regular if there exists $\rho>0$ such that for all $T \in \mathcal{T}^{h}$ and for all $h \in(0,1]$,
$\operatorname{diam} B_{T} \geq \rho \operatorname{diam} T$.
(4.4.17) Remarks.
(i) $\left\{\mathcal{T}^{h}\right\}$ is non-degenerate if and only if the chunkiness parameter is uniformly bounded for all $T \in \mathcal{T}^{h}$ and for all $h \in(0,1]$.
(ii) If a family is quasi-uniform, then it is non-degenerate, but not conversely (cf. exercise 4.x.6).
(iii) If we start with an arbitrary triangulation in two dimensions and subdivide by connecting edge midpoints, we obtain a quasi-uniform family of triangulations. A similar, but more complicated, construction can be made in three dimensions (Zhang 1995).

Recall (from Definition 3.3.15) that a reference element $(K, \mathcal{P}, \mathcal{N})$ is said to be a $C^{r}$ element if $r$ is the largest non-negative integer for which

$$
\begin{equation*}
V^{h}=\mathcal{I}^{h} C^{l}(\bar{\Omega}) \subseteq C^{r}(\Omega) \cap W_{\infty}^{r+1}(\Omega) \tag{4.4.18}
\end{equation*}
$$

Here $\mathcal{I}^{h}: C^{l}(\bar{\Omega}) \longrightarrow L^{1}(\Omega)$ is the global interpolation operator defined by

$$
\begin{equation*}
\left.\mathcal{I}^{h} u\right|_{T}:=\mathcal{I}_{T}^{h} u \quad \text { for } T \in \mathcal{T}^{h}, h \in(0,1] \tag{4.4.19}
\end{equation*}
$$

where $\mathcal{I}_{T}^{h}$ is the interpolation operator for the affine-equivalent element $\left(T, \mathcal{P}_{T}, \mathcal{N}_{T}\right)$.
(4.4.20) Theorem. Let $\left\{\mathcal{T}^{h}\right\}, 0<h \leq 1$, be a non-degenerate family of subdivisions of a polyhedral domain $\Omega$ in $\mathbb{R}^{n}$. Let $(K, \mathcal{P}, \mathcal{N})$ be a reference element, satisfying the conditions of Theorem 4.4.4 for some $l, m$ and $p$. For all $T \in \mathcal{T}^{h}, 0<h \leq 1$, let $\left(T, \mathcal{P}_{T}, \mathcal{N}_{T}\right)$ be the affine-equivalent element. Then there exists a positive constant $C$ depending on the reference element, $n, m, p$ and the number $\rho$ in (4.4.16) such that for $0 \leq s \leq m$,

$$
\begin{equation*}
\left(\sum_{T \in \mathcal{T}^{h}}\left\|v-\mathcal{I}^{h} v\right\|_{W_{p}^{s}(T)}^{p}\right)^{1 / p} \leq C h^{m-s}|v|_{W_{p}^{m}(\Omega)} \tag{4.4.21}
\end{equation*}
$$

for all $v \in W_{p}^{m}(\Omega)$, where the left-hand side should be interpreted, in the case $p=\infty$, as $\max _{T \in \mathcal{T}^{h}}\left\|v-\mathcal{I}^{h} v\right\|_{W_{\infty}^{s}(T)}$. For $0 \leq s \leq l$,

$$
\begin{equation*}
\max _{T \in \mathcal{T}^{h}}\left\|v-\mathcal{I}^{h} v\right\|_{W_{\infty}^{s}(T)} \leq C h^{m-s-n / p}|v|_{W_{p}^{m}(\Omega)} \quad \forall v \in W_{p}^{m}(\Omega) . \tag{4.4.22}
\end{equation*}
$$

Proof. We will first prove

$$
\begin{equation*}
\sup \left\{\sigma(\widehat{T}): T \in \mathcal{T}^{h}, 0<h \leq 1\right\}=C(\rho, m, n, p, K)<\infty \tag{4.4.23}
\end{equation*}
$$

Since $\left(\widehat{T}, \widehat{\mathcal{P}}_{T}, \widehat{\mathcal{N}}_{T}\right)$ is also affine equivalent to $(K, \mathcal{P}, \mathcal{N})$ with some affine map, say $A x=a x+b$, we have $\sigma(\widehat{T}) \leq C_{\text {ref }} \chi(a)$ where $\chi$ is continuous on $G L\left(\mathbb{R}^{n}\right)$ by Proposition 4.4.11. We need to show that nondegeneracy implies that $a$ is an element of a compact subset of $G L\left(\mathbb{R}^{n}\right)$, which then implies (4.4.23). Since the family is non-degenerate, there exists $B \subset \widehat{T}$ such that $\operatorname{diam} B \geq \rho>0$ (by (4.4.16)). We have

$$
\begin{aligned}
\text { meas } B & \leq \text { meas } \widehat{T} \\
& =\int_{\widehat{T}} d \hat{x} \\
& =|\operatorname{det} a| \int_{K} d x \\
& \leq|\operatorname{det} a|(\text { meas } K) .
\end{aligned}
$$

On the other hand, since diam $B \geq \rho$, we have meas $B \geq C_{n} \rho^{n}$. Therefore, $0<C_{n} \rho^{n} \leq|\operatorname{det} a|($ meas $K)$; in other words, $|\operatorname{det} a| \geq \epsilon>0$, where $\epsilon$ depends on $\rho, K$ and $n$. Thus, $a \in\{b:|\operatorname{det} b| \geq \epsilon>0\}$, which is a closed set. Without loss of generality, we may assume that $\left\{\left(x_{1}, \ldots, x_{n}\right): \sum_{i=1}^{n} x_{i} \leq t_{0}, x_{i}>0\right.$ for $\left.i=1, \ldots, n\right\} \subset K$, where $t_{0}$ depends only on $K$. Let $e^{i}$ be the $i$-th unit vector. Then $A\left(t e^{i}\right)=t a e^{i}+b \in$ the closure of $\widehat{T}$ for $0 \leq t \leq t_{0}$. Therefore, $\left\|a e^{i}\right\| \leq \operatorname{diam} \widehat{T} / t_{0}=1 / t_{0}$, for $1 \leq i \leq n$, which implies that $\left|a_{i j}\right| \leq 1 / t_{0}, i, j=1, \ldots, n$. Therefore, $a$ is an element of the compact set $\left\{b:|\operatorname{det} b| \geq \epsilon>0,\left|b_{i j}\right| \leq 1 / t_{0}\right\}$. Thus, (4.4.23) holds, and in view of the form of $\chi(a)$, it follows that $\sigma(\widehat{T}) \leq C$, for all $T \in \mathcal{T}^{h}$ and $0<h \leq 1$, where $C$ depends on the reference element, $n, m, l$ and $\rho$.

To prove (4.4.21), observe that

$$
\begin{align*}
\sum_{T \in \mathcal{T}^{h}} & \left\|v-\mathcal{I}_{T}^{h} v\right\|_{W_{p}^{s}(T)}^{p} \\
& \leq \sum_{T \in \mathcal{T}^{h}} C_{m, n, \gamma, \sigma(\widehat{T})}^{p} \sum_{i=0}^{s}(\operatorname{diam} T)^{p(m-i)}|v|_{W_{p}^{m}(T)}^{p} \quad \quad \text { (by 4.4.5) }  \tag{by4.4.5}\\
& \leq \sum_{T \in \mathcal{T}^{h}} C_{m, n, \gamma, \sigma(\widehat{T})}^{p} \sum_{i=0}^{s}(h \operatorname{diam} \Omega)^{p(m-i)}|v|_{W_{p}^{m}(T)}^{p} \quad \quad \quad \text { (by 4.4.14) }  \tag{by4.4.14}\\
& \left.\leq C h^{p(m-s)} \sum_{T \in \mathcal{T}^{h}}|v|_{W_{p}^{m}(T)}^{p} \quad \quad \text { by } 4.4 .23 \text { and since } h \leq 1\right) \\
& =C h^{p(m-s)}|v|_{W_{p}^{m}(\Omega)}^{p},
\end{align*}
$$

where $C$ depends on $m, n, \rho$ and the reference element.

The inequality (4.4.22) is similarly proved by using (4.4.8) (cf. exercise 4.x.7).
(4.4.24) Corollary. Let $\left\{\mathcal{T}^{h}\right\}, 0<h \leq 1$, be a non-degenerate family of subdivisions of a polyhedral domain $\Omega . \operatorname{Let}(K, \mathcal{P}, \mathcal{N})$ be a reference element, satisfying the conditions of Theorem 4.4.4 for some $l, m$ and $p$. Suppose that all $\left(T, \mathcal{P}_{T}, \mathcal{N}_{T}\right)$, for all $T \in \mathcal{T}^{h}, 0<h \leq 1$, are affine-interpolation equivalent to $(K, \mathcal{P}, \mathcal{N})$. Then there exists a positive constant $C$ depending on the reference element, $l, m, n, p$ and the number $\rho$ in (4.4.16) such that for $0 \leq s \leq m$,

$$
\begin{equation*}
\left(\sum_{T \in \mathcal{T}^{h}}\left\|v-\mathcal{I}^{h} v\right\|_{W_{p}^{s}(T)}^{p}\right)^{1 / p} \leq C h^{m-s}|v|_{W_{p}^{m}(\Omega)} \tag{4.4.25}
\end{equation*}
$$

for all $v \in W_{p}^{m}(\Omega)$, where the left-hand side should be interpreted, in the case $p=\infty$, as $\max _{T \in \mathcal{T}^{h}}\left\|v-\mathcal{I}^{h} v\right\|_{W_{\infty}^{s}(T)}$. For $0 \leq s \leq l$,

$$
\begin{equation*}
\max _{T \in \mathcal{T}^{h}}\left\|v-\mathcal{I}^{h} v\right\|_{W_{\infty}^{s}(T)} \leq C h^{m-s-n / p}|v|_{W_{p}^{m}(\Omega)} \quad \forall v \in W_{p}^{m}(\Omega) \tag{4.4.26}
\end{equation*}
$$

(4.4.27) Remark. In the event that the elements in the previous results form $C^{r}$ elements for some $r \geq 0$, then for $0 \leq s \leq r+1$ we have

$$
\sum_{T \in \mathcal{T}^{h}}\left\|v-\mathcal{I}_{T}^{h} v\right\|_{W_{p}^{s}(T)}^{p}=\left\|v-\mathcal{I}^{h} v\right\|_{W_{p}^{s}(\Omega)}^{p}
$$

and

$$
\max _{T \in \mathcal{T}^{h}}\left\|v-\mathcal{I}_{T}^{h} v\right\|_{W_{\infty}^{s}(T)}=\left\|v-\mathcal{I}^{h} v\right\|_{W_{\infty}^{s}(\Omega)} .
$$

Substituting these expressions in the left-hand side leads to estimates of the form

$$
\begin{equation*}
\left\|v-\mathcal{I}^{h} v\right\|_{W_{p}^{s}(\Omega)} \leq C h^{m-s}|v|_{W_{p}^{m}(\Omega)} \tag{4.4.28}
\end{equation*}
$$

for all $v \in W_{p}^{m}(\Omega)$ and $0 \leq s \leq \min \{m, r+1\}$ and

$$
\begin{equation*}
\left\|v-\mathcal{I}^{h} v\right\|_{W_{\infty}^{s}(\Omega)} \leq C h^{m-s-n / p}|v|_{W_{p}^{m}(\Omega)} \tag{4.4.29}
\end{equation*}
$$

for all $v \in W_{p}^{m}(\Omega)$ and $0 \leq s \leq \min \{l, r+1\}$.

### 4.5 Inverse Estimates

In this section we discuss the relations among various norms on a finiteelement space.

Let $K$ be a bounded domain in $\mathbb{R}^{n}$. If $v$ is a function defined on $K$, then $\hat{v}$ is defined on $\widehat{K}=\{(1 / \operatorname{diam} K) x: x \in K\}$ by

$$
\begin{equation*}
\hat{v}(\hat{x})=v((\operatorname{diam} K) \hat{x}) \quad \forall \hat{x} \in \widehat{K} . \tag{4.5.1}
\end{equation*}
$$

It is clear that $v \in W_{r}^{k}(K)$ iff $\hat{v} \in W_{r}^{k}(\widehat{K})$ and

$$
\begin{equation*}
|\hat{v}|_{W_{r}^{k}(\widehat{K})}=(\operatorname{diam} K)^{k-(n / r)}|v|_{W_{r}^{k}(K)} . \tag{4.5.2}
\end{equation*}
$$

If $\mathcal{P}$ is a vector space of functions defined on $K$, then $\widehat{\mathcal{P}}:=\{\hat{v}: v \in \mathcal{P}\}$.
(4.5.3) Lemma. Let $\rho h \leq \operatorname{diam} K \leq h$, where $0<h \leq 1$, and $\mathcal{P}$ be a finitedimensional subspace of $W_{p}^{l}(K) \cap W_{q}^{m}(K)$, where $1 \leq p \leq \infty, 1 \leq q \leq \infty$ and $0 \leq m \leq l$. Then there exists $C=C(\widehat{\mathcal{P}}, \widehat{K}, l, p, q, \rho)$ such that for all $v \in \mathcal{P}$, we have

$$
\begin{equation*}
\|v\|_{W_{p}^{l}(K)} \leq C h^{m-l+n / p-n / q}\|v\|_{W_{q}^{m}(K)} . \tag{4.5.4}
\end{equation*}
$$

Proof. We will use $C$ to represent a generic constant depending only on $\widehat{\mathcal{P}}, \widehat{K}, l, p, q$ and $\rho$.

We first establish (4.5.4) for the case $m=0$. For any finite-dimensional space $\mathcal{P}$ satisfying the conditions of the lemma, we have by the equivalence of norms that

$$
\begin{equation*}
\|\hat{v}\|_{W_{p}^{l}(\widehat{K})} \leq C\|\hat{v}\|_{L^{q}(\widehat{K})} \quad \forall v \in \mathcal{P} . \tag{4.5.5}
\end{equation*}
$$

Therefore, (4.5.2) implies that

$$
\begin{equation*}
|v|_{W_{p}^{j}(K)}(\operatorname{diam} K)^{j-n / p} \leq C\|v\|_{L^{q}(K)}(\operatorname{diam} K)^{-n / q} \tag{4.5.6}
\end{equation*}
$$

for $0 \leq j \leq l$, from which we deduce that

$$
\begin{equation*}
|v|_{W_{p}^{j}(K)} \leq C h^{-j+n / p-n / q}\|v\|_{L^{q}(K)} \quad \text { for } 0 \leq j \leq l . \tag{4.5.7}
\end{equation*}
$$

Since $h \leq 1$, we have

$$
\begin{equation*}
\|v\|_{W_{p}^{j}(K)} \leq C h^{-j+n / p-n / q}\|v\|_{L^{q}(K)} \quad \text { for } 0 \leq j \leq l \tag{4.5.8}
\end{equation*}
$$

which is just (4.5.4) when $m=0$ if we take $j=l$.
For the case of general $m \leq l$, we argue as follows. For $l-m \leq k \leq l$ and $|\alpha|=k$, we may write $D^{\alpha} v=D^{\beta} D^{\gamma} v$ for $|\beta|=l-m$ and $|\gamma|=k+m-l$ :

$$
\begin{aligned}
\left\|D^{\alpha} v\right\|_{L^{p}(K)} & \leq\left\|D^{\gamma} v\right\|_{W_{p}^{l-m}(K)} \\
& \leq C h^{-(l-m)+\frac{n}{p}-\frac{n}{q}}\left\|D^{\gamma} v\right\|_{L^{q}(K)} \\
& \leq C h^{-(l-m)+\frac{n}{p}-\frac{n}{q}}|v|_{W_{q}^{k+m-l}(K)} .
\end{aligned}
$$

$$
\leq C h^{-(l-m)+\frac{n}{p}-\frac{n}{q}}\left\|D^{\gamma} v\right\|_{L^{q}(K)} \quad\left(\text { by } 4.5 .8 \text { for } D^{\gamma} \mathcal{P}\right)
$$

Since $|\alpha|=k$ was arbitrary, we have

$$
\begin{equation*}
|v|_{W_{p}^{k}(K)} \leq C h^{-(l-m)+n / p-n / q}|v|_{W_{q}^{k+m-l}(K)} \tag{4.5.9}
\end{equation*}
$$

for any $k$ satisfying $l-m \leq k \leq l$. In particular, this implies that

$$
\begin{equation*}
|v|_{W_{p}^{k}(K)} \leq C h^{-(l-m)+n / p-n / q}\|v\|_{W_{q}^{m}(K)} \tag{4.5.10}
\end{equation*}
$$

for $k$ satisfying $l-m \leq k \leq l$, since the latter implies $k+m-l \leq m$. The estimate (4.5.4) now follows from (4.5.8) with $j=l-m$ and (4.5.10).

The following theorem is a global version of Lemma 4.5.3.
(4.5.11) Theorem. Let $\left\{\mathcal{T}^{h}\right\}, 0<h \leq 1$, be a quasi-uniform family of subdivisions of a polyhedral domain $\Omega \subseteq \mathbb{R}^{n}$. Let $(K, \mathcal{P}, \mathcal{N})$ be a reference finite element such that $\mathcal{P} \subseteq W_{p}^{l}(K) \cap W_{q}^{m}(K)$ where $1 \leq p \leq \infty, 1 \leq q \leq$ $\infty$ and $0 \leq m \leq l$. For $T \in \mathcal{T}^{h}$, let $\left(T, \mathcal{P}_{T}, \mathcal{N}_{T}\right)$ be the affine-equivalent element, and $V^{h}=\left\{v: v\right.$ is measurable and $\left.\left.v\right|_{T} \in \mathcal{P}_{T} \quad \forall T \in \mathcal{T}^{h}\right\}$. Then there exists $C=C(l, p, q, \rho)$ such that

$$
\begin{equation*}
\left[\sum_{T \in \mathcal{T}^{h}}\|v\|_{W_{p}^{l}(T)}^{p}\right]^{1 / p} \leq C h^{m-l+\min \left(0, \frac{n}{p}-\frac{n}{q}\right)}\left[\sum_{T \in \mathcal{T}^{h}}\|v\|_{W_{q}^{m}(T)}^{q}\right]^{1 / q} \tag{4.5.12}
\end{equation*}
$$

for all $v \in V^{h}$. When $p=\infty$ (respectively, $q=\infty$ ), $\left[\sum_{T \in \mathcal{T}^{h}}\|v\|_{W_{p}^{l}(T)}^{p}\right]^{1 / p}$ (respectively, $\left[\sum_{T \in \mathcal{T}^{h}}\|v\|_{W_{q}^{l}(T)}^{q}\right]^{1 / q}$ ) is interpreted as $\max _{T \in \mathcal{T}^{h}}\|v\|_{W_{\infty}^{l}(T)}$ (respectively, $\left.\max _{T \in \mathcal{T}^{h}}\|v\|_{W_{\infty}^{m}(T)}\right)$.
Proof. We first observe that Lemma 4.5.3 and the quasi-uniformity of $\left\{\mathcal{T}^{h}\right\}$ imply that

$$
\begin{equation*}
\|v\|_{W_{p}^{l}(T)} \leq C\left(\widehat{\mathcal{P}}_{T}, \widehat{T}, l, p, q, \rho\right) h^{m-l+n / p-n / q}\|v\|_{W_{q}^{m}(T)} . \tag{4.5.13}
\end{equation*}
$$

for all $T \in \mathcal{T}^{h}$ and all $v \in \mathcal{P}_{T}$.
Also, an argument similar to the one in the proof of Proposition 4.4.11 shows that

$$
\begin{equation*}
C\left(\widehat{\mathcal{P}}_{T}, \widehat{T}, l, p, q, \rho\right) \leq \zeta\left(a_{T}\right) C(l, p, q, \rho) \tag{4.5.14}
\end{equation*}
$$

where $A x=a_{T} x+b_{T}$ is the affine transformation that maps $\widehat{K}$ to $\widehat{T}$, and $\zeta$ is a positive function which depends continuously on $a_{T} \in G L\left(\mathbb{R}^{n}\right)$. Since $\left\{\mathcal{T}^{h}\right\}$ is non-degenerate, the argument in the proof of Theorem 4.4.20 shows that $\left\{a_{T}: T \in \mathcal{T}^{h}, 0<h \leq 1\right\}$ is a compact subset of $G L\left(\mathbb{R}^{n}\right)$. Therefore, from (4.5.13) and (4.5.14) we deduce that

$$
\begin{equation*}
\|v\|_{W_{p}^{l}(T)} \leq C(l, p, q, \rho) h^{m-l+n / p-n / q}\|v\|_{W_{q}^{m}(T)} \tag{4.5.15}
\end{equation*}
$$

for all $T \in \mathcal{T}^{h}$ and all $v \in \mathcal{P}_{T}$ (also see exercise 4.x.15). From now on we will use $C$ to denote a generic constant depending only on $l, p, q$, and $\rho$.

For $p=\infty$, inequality (4.5.12) follows immediately from the estimate (4.5.15).

Assume that $p<\infty$. From (4.5.15) we obtain

$$
\begin{equation*}
\left(\sum_{T \in \mathcal{T}^{h}}\|v\|_{W_{p}^{l}(T)}^{p}\right)^{1 / p} \leq C h^{m-l+n / p-n / q}\left(\sum_{T \in \mathcal{T}^{h}}\|v\|_{W_{q}^{m}(T)}^{p}\right)^{1 / p} \tag{4.5.16}
\end{equation*}
$$

for all $v \in V^{h}$.
If $p \geq q$, then (cf. exercise 4.x.8)

$$
\begin{equation*}
\left(\sum_{T \in \mathcal{T}^{h}}\|v\|_{W_{q}^{m}(T)}^{p}\right)^{1 / p} \leq\left(\sum_{T \in \mathcal{T}^{h}}\|v\|_{W_{q}^{m}(T)}^{q}\right)^{1 / q} \tag{4.5.17}
\end{equation*}
$$

Inequality (4.5.12) in this case follows immediately from (4.5.16) and (4.5.17).

If $p<q$, then Hölder's inequality implies (cf. exercise 4.x.9)

$$
\begin{equation*}
\left(\sum_{T \in \mathcal{T}^{h}}\|v\|_{W_{q}^{m}(T)}^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{T \in \mathcal{T}^{h}} 1\right)^{\frac{1}{p}-\frac{1}{q}}\left(\sum_{T \in \mathcal{T}^{h}}\|v\|_{W_{q}^{m}(T)}^{q}\right)^{\frac{1}{q}} \tag{4.5.18}
\end{equation*}
$$

It follows from the quasi-uniformity of $\left\{\mathcal{T}^{h}\right\}$ that

$$
\begin{equation*}
\sum_{T \in \mathcal{T}^{h}} 1 \leq C h^{-n} \tag{4.5.19}
\end{equation*}
$$

Inequality (4.5.12) in this case follows from estimates (4.5.16), (4.5.18) and (4.5.19).
(4.5.20) Remark. Theorem 4.5 .11 is applicable to both conforming and nonconforming finite elements. In the case of conforming finite elements, one can replace the summations in (4.5.12) by globally-defined norms.

### 4.6 Tensor-product Polynomial Approximation

We showed that approximation of order $h^{m}$ can be achieved as long as polynomials of degree $m-1$ are used. These results apply to both the standard tensor-product polynomial spaces and the serendipity elements as well. However, one may wonder what the extra terms (of degree $\geq m$ ) in the tensor-product polynomial spaces provide in terms of approximation, if they do not affect the order, $h^{m}$, of approximation. There is a significant
effect, but it is only visible in the norm appearing in the error term. Define $A=\left\{m e^{i}: i=1, \ldots, n\right\}$ where the multi-indices $e^{i}$ are the standard basis vectors, $e_{j}^{i}$ being the Kronecker delta. Let $A^{0}$ denote the set of multi-indices corresponding to tensor-product polynomials of degree less than $m$; note that this can be characterized as

$$
\begin{equation*}
A^{0}=\left\{\beta: D^{\alpha} x^{\beta}=0 \quad \forall \alpha \in A\right\} \tag{4.6.1}
\end{equation*}
$$

Define

$$
\begin{equation*}
Q^{A} u(x)=\int_{B} \sum_{\alpha \in A^{0}} \frac{1}{\alpha!} D^{\alpha} u(y)(x-y)^{\alpha} \phi(y) d y \tag{4.6.2}
\end{equation*}
$$

As before, we have

$$
\begin{equation*}
\left\|Q^{A} u\right\|_{W_{\infty}^{k}(\Omega)} \leq C_{m, n, \rho}\|u\|_{L^{1}(B)} \tag{4.6.3}
\end{equation*}
$$

(4.6.4) Proposition. The remainder $R^{A} u:=u-Q^{A} u$ satisfies

$$
\begin{equation*}
R^{A} u(x)=\sum_{\alpha \in A} \int_{C_{x}} \widetilde{k}_{\alpha}(x, z) D^{\alpha} u(z) d z \tag{4.6.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\left(\frac{\partial}{\partial x}\right)^{\beta}\left(\frac{\partial}{\partial y}\right)^{\gamma} \widetilde{k}_{\alpha}(x, y)\right| \leq C|x-y|^{|\alpha|-n-|\beta|-|\gamma|} \tag{4.6.6}
\end{equation*}
$$

Proof. We may write

$$
\begin{align*}
u(x)= & Q^{n \times m} u(x)+R^{n \times m} u(x) \\
= & Q^{A} u(x)+\int_{B} \sum_{\substack{\alpha \notin A^{0} \\
|\alpha|<n \times m}} \frac{1}{\alpha!} D^{\alpha} u(y)(x-y)^{\alpha} \phi(y) d y  \tag{4.6.7}\\
& +n \times m \sum_{|\alpha|=n \times m} \int_{C_{x}} k_{\alpha}(x, z) D^{\alpha} u(z) d z .
\end{align*}
$$

Note that $|\alpha|=n \times m$ implies that $\alpha \notin A^{0}$. For any $\alpha \notin A^{0}$, we may write $\alpha=\beta+\gamma$ for some $\beta \in A$ and $\gamma$ a multi-index, that is $\gamma_{i} \geq 0 \quad \forall i$. Integrating by parts, we find

$$
\begin{equation*}
u(x)=Q^{A} u(x)+\sum_{\alpha \in A} \int_{C_{x}} \widetilde{k}_{\alpha}(x, z) D^{\alpha} u(z) d z \tag{4.6.8}
\end{equation*}
$$

Estimate (4.6.6) follows from the fact that

$$
\left|\left(\frac{\partial}{\partial x}\right)^{\beta}\left(\frac{\partial}{\partial y}\right)^{\gamma} k_{\alpha}(x, y)\right| \leq C|x-y|^{|\alpha|-n-|\beta|-|\gamma|}
$$

which can be proved as in the proof of Proposition 4.2.8.

From Lemma 4.3.1 it follows that

$$
\begin{equation*}
\left|u-Q^{A} u\right|_{W_{\infty}^{k}(\Omega)} \leq C_{m, n, \gamma} d^{m-k-n / p}\left(\sum_{i=1, \ldots, n}\left\|\frac{\partial^{m} u}{\partial x_{i}^{m}}\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} \tag{4.6.9}
\end{equation*}
$$

where $d$ is the diameter of $\Omega$, provided that $m-k-n / p>0$ when $p>1$ or $m-k-n \geq 0$ when $p=1$. From Lemma 4.3.6 follows, for $0 \leq k<m$,

$$
\begin{equation*}
\left|u-Q^{A} u\right|_{W_{p}^{k}(\Omega)} \leq C_{m, n, \gamma} d^{m-k}\left(\sum_{i=1, \ldots, n}\left\|\frac{\partial^{m} u}{\partial x_{i}^{m}}\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} \tag{4.6.10}
\end{equation*}
$$

Thus, the proof of Theorem 4.4.4 yields the following.
(4.6.11) Theorem. Let $(K, \mathcal{P}, \mathcal{N})$ be the tensor-product finite element of order $m-1$, let $h=\operatorname{diam}(K)$ and let $\mathcal{I}$ denote the corresponding interpolant. Then for $u \in W_{p}^{m}(K)$, we have

$$
\begin{equation*}
|u-\mathcal{I} u|_{W_{\infty}^{k}(K)} \leq C_{m, n} h^{m-k-n / p}\left(\sum_{i=1, \ldots, n}\left\|\frac{\partial^{m} u}{\partial x_{i}^{m}}\right\|_{L^{p}(K)}^{p}\right)^{1 / p} \tag{4.6.12}
\end{equation*}
$$

provided that $m-k-n / p>0$ when $p>1$ or $m-k-n \geq 0$ when $p=1$, and

$$
\begin{equation*}
|u-\mathcal{I} u|_{W_{p}^{k}(K)} \leq C_{m, n} h^{m-k}\left(\sum_{i=1, \ldots, n}\left\|\frac{\partial^{m} u}{\partial x_{i}^{m}}\right\|_{L^{p}(K)}^{p}\right)^{1 / p} \tag{4.6.13}
\end{equation*}
$$

for $0 \leq k<m$.
Since the tensor-product finite elements generate $C^{0}$ elements, we have the following global estimate for the interpolant.
(4.6.14) Theorem. Let $\mathcal{I}^{h}$ denote the interpolant for tensor-product finite elements of order $m-1$ on a rectangular subdivision of $\Omega$ of maximum mesh-size $h$. Then for $u \in W_{p}^{m}(\Omega)$ we have

$$
\begin{equation*}
\left|u-\mathcal{I}^{h} u\right|_{L^{\infty}(\Omega)} \leq C_{m, n} h^{m-n / p}\left(\sum_{i=1, \ldots, n}\left\|\frac{\partial^{m} u}{\partial x_{i}^{m}}\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} \tag{4.6.15}
\end{equation*}
$$

provided that $m-n / p>0$ when $p>1$ or $m-n \geq 0$ when $p=1$, and

$$
\begin{equation*}
\left|u-\mathcal{I}^{h} u\right|_{W_{p}^{k}(\Omega)} \leq C_{m, n} h^{m-k}\left(\sum_{i=1, \ldots, n}\left\|\frac{\partial^{m} u}{\partial x_{i}^{m}}\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} \tag{4.6.16}
\end{equation*}
$$

for $0 \leq k \leq 1$.

Note that the above estimates definitely do not hold with ordinary polynomial approximation. For example, take $m=2$ and $u(x, y)=x y$. The right-hand sides in the estimates above are all zero, so we would have $u=\mathcal{I}^{h} u$. But this is impossible for linear interpolation; we must include the additional terms available in bilinear approximation.

Serendipity elements are more complicated due, in part, to the freedom available in their definition. Consider quadratic serendipity elements in two dimensions. The appropriate space of shape functions, $\mathcal{P}$, is any set containing all quadratic polynomials which can be determined uniquely by the edge nodes. One way to define such a set is to let

$$
\begin{equation*}
A=\{(3,0),(0,3),(2,2)\} \tag{4.6.17}
\end{equation*}
$$

and let $\mathcal{P}$ be the set of polynomials with basis given by

$$
\begin{aligned}
A^{0} & =\left\{\beta: D^{\alpha} x^{\beta}=0 \quad \forall \alpha \in A\right\} \\
& =\left\{1, x, y, x^{2}, x y, y^{2}, x^{2} y, x y^{2}\right\}
\end{aligned}
$$

(no $x^{2} y^{2}$ term).
First, let us see that $\mathcal{P}$ is a valid space of shape functions for a quadratic serendipity element. Suppose that the element domain, $K$, is the unit square, and suppose that all of the serendipity (edge) nodal values of $P \in \mathcal{P}$ vanish. Then $P=c x(1-x) y(1-y)=c x^{2} y^{2}+\cdots$. Thus, we must have $c=0$. Therefore, the serendipity nodal variables, $\mathcal{N}$ (depicted in Fig.3.12), determine $\mathcal{P}$, and ( $K, \mathcal{N}, \mathcal{P}$ ) is a well-defined finite element.

Using $A^{0}$ above, we can define $Q^{A}$ as in (4.6.3) and obtain error estimates as in Theorems 4.6.11 and 4.6.14.
(4.6.18) Theorem. Let $(K, \mathcal{P}, \mathcal{N})$ be the two-dimensional quadratic serendipity finite element defined above using $A$ as given in (4.6.17), and let $\mathcal{I}$ denote the corresponding interpolant. Then for $u \in W_{p}^{4}(K)$ we have

$$
|u-\mathcal{I} u|_{W_{\infty}^{k}(K)} \leq C\left(\sum_{\alpha \in A}(\operatorname{diam} K)^{p(|\alpha|-k)-2}\left\|D^{\alpha} u\right\|_{L^{p}(K)}^{p}\right)^{1 / p}
$$

provided that $3-k-2 / p>0$ when $p>1$ or $k \leq 1$ when $p=1$, and

$$
|u-\mathcal{I} u|_{W_{p}^{k}(K)} \leq C\left(\sum_{\alpha \in A}(\operatorname{diam} K)^{p(|\alpha|-k)}\left\|D^{\alpha} u\right\|_{L^{p}(K)}^{p}\right)^{1 / p}
$$

for $0 \leq k \leq 2$.
(4.6.19) Theorem. Let $\mathcal{I}^{h}$ denote the interpolant for the quadratic serendipity finite element defined above using $A$ as given in (4.6.17), on a rectangular subdivision of $\Omega$ of maximum mesh-size $h$. Then for $u \in W_{p}^{4}(\Omega)$ we have

$$
\left|u-\mathcal{I}^{h} u\right|_{L^{\infty}(\Omega)} \leq C\left(\sum_{\alpha \in A} h^{p|\alpha|-2}\left\|D^{\alpha} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

and

$$
\left|u-\mathcal{I}^{h} u\right|_{W_{p}^{k}(\Omega)} \leq C\left(\sum_{\alpha \in A} h^{p(|\alpha|-k)}\left\|D^{\alpha} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

for $0 \leq k \leq 1$.
Analogous results can be obtained for cubic serendipity elements by choosing

$$
\begin{equation*}
A=\{(4,0),(0,4),(3,3),(3,2),(2,3),(2,2)\} \tag{4.6.20}
\end{equation*}
$$

except that the range of $k$ is increased by one in the analog of Theorem 4.6.18 and more smoothness is required of $u$. Let $\mathcal{P}$ be the space with basis given by $\left\{x^{\beta}: \beta \in A^{0}\right\}$ where

$$
A^{0}=\left\{\beta: D^{\alpha} x^{\beta}=0 \quad \forall \alpha \in A\right\} .
$$

To see that $\mathcal{P}$ is a valid space of shape functions for a cubic serendipity element, suppose that all of the serendipity (edge) nodal values (as depicted in Fig. 3.22) of $P \in \mathcal{P}$ vanish. Then $P=x(1-x) y(1-y) B(x, y)$ where $B$ is bilinear. Since we must have $D^{\alpha} P=0$ for all $\alpha \in A$, we conclude that $B \equiv 0$ (start with $\alpha=(3,3)$ and then continue with decreasing $|\alpha|$ ).
(4.6.21) Theorem. Let $(K, \mathcal{P}, \mathcal{N})$ be the two-dimensional cubic serendipity finite element defined above using $A$ as given in (4.6.20), and let $\mathcal{I}$ denote the corresponding interpolant. Then for $u \in W_{p}^{6}(K)$ we have

$$
|u-\mathcal{I} u|_{W_{\infty}^{k}(K)} \leq C\left(\sum_{\alpha \in A}(\operatorname{diam} K)^{p(|\alpha|-k)-2}\left\|D^{\alpha} u\right\|_{L^{p}(K)}^{p}\right)^{1 / p}
$$

provided that $4-k-2 / p>0$ when $p>1$ or $k \leq 2$ when $p=1$, and

$$
|u-\mathcal{I} u|_{W_{p}^{k}(K)} \leq C\left(\sum_{\alpha \in A}(\operatorname{diam} K)^{p(|\alpha|-k)}\left\|D^{\alpha} u\right\|_{L^{p}(K)}^{p}\right)^{1 / p}
$$

for $0 \leq k \leq 3$. Furthermore, if $\mathcal{I}^{h}$ denotes the corresponding interpolant on a rectangular subdivision of $\Omega$ of maximum mesh-size $h$, then

$$
\left|u-\mathcal{I}^{h} u\right|_{L^{\infty}(\Omega)} \leq C\left(\sum_{\alpha \in A} h^{p|\alpha|-2}\left\|D^{\alpha} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

and

$$
\left|u-\mathcal{I}^{h} u\right|_{W_{p}^{k}(\Omega)} \leq C\left(\sum_{\alpha \in A} h^{p(|\alpha|-k)}\left\|D^{\alpha} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

for $0 \leq k \leq 1$.

### 4.7 Isoparametric Polynomial Approximation

When using high-order elements for problems with curved boundaries, it is essential to include some way of approximating the boundary conditions accurately. One of the most effective ways in engineering practice is using isoparametric elements, which involve a more general piecewise-polynomial change of variables in the definition of the approximating spaces than we have considered so far. In this approach, the element basis functions $\phi_{N}^{e}$, defined on a given element domain, $K_{e}$, are related to the reference basis functions, defined on the reference element domain, $K$, via a polynomial mapping, $\xi \rightarrow F(\xi)$, of $K$ to $K_{e}$ :

$$
\begin{equation*}
\phi_{N}^{e}(x)=\phi_{N}\left(F^{-1}(x)\right) . \tag{4.7.1}
\end{equation*}
$$

This is analogous to having affine-equivalent elements, except now the mapping is allowed to be more general. Elements where the mapping, $F$, comes from the same finite element space are called "isoparametric."

More precisely, we have a base polyhedral domain, $\widetilde{\Omega} \subseteq \mathbb{R}^{n}$, and a base finite element space, $\widetilde{V}_{h}$, defined on $\widetilde{\Omega}$. We construct (by some means) a one-to-one continuous mapping $\widetilde{F}: \widetilde{\Omega} \longrightarrow \mathbb{R}^{n}$ where each component $\widetilde{F}_{i} \in \widetilde{V}_{h}$. The resulting space,

$$
\begin{equation*}
V_{h}:=\left\{v\left(\widetilde{F}^{-1}(x)\right): x \in \widetilde{F}(\widetilde{\Omega}), v \in \widetilde{V}_{h}\right\} \tag{4.7.2}
\end{equation*}
$$

is called an isoparametric-equivalent finite element space.
The approximation theory for isoparametric-equivalent spaces is quite simple, invoking only the chain rule. Thus, all of the results derived in the chapter so far remain valid, the only modification being that the constants now depend on the Jacobian, $J_{\widetilde{F}}$, of the mapping, $\widetilde{F}$. Some care must be exercised to obtain mappings that have regular Jacobians (Ciarlet \& Raviart 1972b). However, the details of how to do this in two and three dimensions have been presented in (Lenoir 1986).

For example, let $\Omega$ be a smooth domain in two or three dimensions, and let $\Omega_{h}$ be a polyhedral approximation to it, e.g., defined by a piecewise linear interpolation of the boundary having facets of size at most $h$. Let $\mathcal{T}^{h}$
denote corresponding triangulations consisting of simplices of size at most $h$. Then it is possible to construct piecewise polynomial mappings, $F^{h}$, of degree $k-1$ which

1. equal the identity map away from the boundary of $\Omega_{h}$,
2. have the property that the distance from any point on $\partial \Omega$ to the closest point on $\partial F^{h}\left(\Omega_{h}\right)$ is at most $C h^{k}$ and
3. $\left\|J_{F^{h}}\right\|_{W_{\infty}^{k}\left(\Omega_{h}\right)} \leq C$ and $\left\|J_{F^{h}}^{-1}\right\|_{W_{\infty}^{k}\left(\Omega_{h}\right)} \leq C$, independent of $h$.

Note that $\Omega$ is only approximated by $F^{h}\left(\Omega_{h}\right)$, not equal. However, using the extension result in (1.45), we can easily view that all functions being approximated are defined on $F^{h}\left(\Omega_{h}\right)$ as needed. Using the techniques in Sect. 4.4, we easily prove the following.
(4.7.3) Theorem. Let $\left\{\mathcal{T}^{h}\right\}, 0<h \leq 1$, be a non-degenerate family of subdivisions of a family of polyhedral approximations, $\Omega_{h}$, of a Lipschitz domain $\Omega$. Suppose that piecewise polynomial mappings, $F^{h}$, of degree $m-1$ exist, which satisfy properties 1-3 above. Let $(K, \mathcal{P}, \mathcal{N})$ be a $C^{0}$ reference element, satisfying the conditions of Theorem 4.4.4 for some $m, p$. Suppose that all $\left(T, \mathcal{P}_{T}, \mathcal{N}_{T}\right)$, for all $T \in \mathcal{T}^{h}, 0<h \leq 1$, are affine-interpolation equivalent to $(K, \mathcal{P}, \mathcal{N})$. Then there exists a positive constant $C$ depending on the reference element, $n, m, p$ and the number $\rho$ in (4.4.16) such that for $0 \leq s \leq 1$,

$$
\begin{equation*}
\left\|v-\mathcal{I}^{h} v\right\|_{W_{p}^{s}\left(F^{h}\left(\Omega_{h}\right)\right)} \leq C h^{m-s}|v|_{W_{p}^{m}\left(F^{h}\left(\Omega_{h}\right)\right)} \tag{4.7.4}
\end{equation*}
$$

and provided $m>s+n / p(m \geq s+n$ if $p=1)$

$$
\begin{equation*}
\left\|v-\mathcal{I}^{h} v\right\|_{W_{\infty}^{s}\left(F^{h}\left(\Omega_{h}\right)\right)} \leq C h^{m-s-n / p}|v|_{W_{p}^{m}\left(F^{h}\left(\Omega_{h}\right)\right)} \tag{4.7.5}
\end{equation*}
$$

Here $\mathcal{I}^{h} v$ denotes the isoparametric interpolant defined by $\mathcal{I}^{h} v\left(F^{h}(x)\right)=$ $\widetilde{\mathcal{I}^{h}} \widetilde{v}(x)$ for all $x \in \Omega_{h}$ where $\widetilde{v}(x)=v\left(F^{h}(x)\right)$ for all $x \in \Omega_{h}$ and $\widetilde{\mathcal{I}^{h}}$ is the global interpolant for the base finite element space, $\widetilde{V}_{h}$.

We note that isoparametric $C^{r}, r \geq 1$, elements are not of much practical value. The problem is not that the elements would not remain $C^{r}$ under a $C^{r}$ mapping (they will), but rather that, in mapping a polyhedral domain to a smooth domain, a $C^{1}$ mapping is inappropriate. Thus, the above result has been restricted to the case $r=0$.

### 4.8 Interpolation of Non-smooth Functions

In order to be defined, the interpolants in the previous sections all require a certain amount of smoothness on the part of the function being approximated. In Chapter 14, we present one way to extend such approximation
results using Banach space interpolation theory. Here we illustrate a constructive approach based on the ideas in (Clement 1975 and Scott \& Zhang $1990 \&$ 1992). We will not consider the most general form that such an approach can take, but we will give the simplest version and refer to (Scott \& Zhang 1990 \& 1992 and Girault \& Scott 2002) for more results.

We begin with a re-interpretation of the global interpolant $\mathcal{I}^{h}$ as follows. For each node, $z$, there is a corresponding nodal variable, $N_{z}$. This could be a point evaluation, derivative evaluation, integral on an edge, and so forth. For a smooth function, we can write

$$
\begin{equation*}
\mathcal{I}^{h} u=\sum_{z} N_{z}(u) \Phi_{z} \tag{4.8.1}
\end{equation*}
$$

where $\Phi_{z}$ denotes the global basis function given by

$$
\left.\Phi_{z}\right|_{K}=\phi_{N_{z}}^{K}
$$

and $\phi_{N_{z}}^{K}$ is a local nodal basis function on $K ;\left.\Phi_{z}\right|_{K}:=0$ if $z$ is not a node associated with $K$.

We will say that " $K$ contains $z$ " if $N_{z}$ is one of the nodal variables for the element with element domain $K$. By abuse of notation, we will think of $z$ encoding both the place of the nodal variable as well as some descriptor. For example, Hermite nodes have multiple nodes $z$ at the same "place" (e.g., a vertex).

We now pick, for each node $z$, a particular element domain $K_{z}$ contain$\operatorname{ing} z$, and we then pick a subset $\widetilde{K}_{z} \subset K_{z}$. But there is extreme flexibility in the choice of both $K_{z}$ and $\widetilde{K}_{z}$. The domain $\widetilde{K}_{z}$ will be used in forming our new interpolant; the action of $N_{z}$ will be represented as an integral over $\widetilde{K}_{z}$.

To simplify arguments, we assume that the elements in question are hierarchical in the sense that restrictions to $\widetilde{K}_{z}$ of functions in the element based on $K_{z}$ are themselves appropriate functions for an element with a subset of the nodes for the element on $K_{z}$. More precisely, suppose that the basic element is $\left(K_{z}, \mathcal{P}_{z}, \mathcal{N}_{z}\right)$ and let $\widetilde{\mathcal{P}}_{z}$ denote the restrictions of the element functions in $\mathcal{P}_{z}$ to $\widetilde{K}_{z}$ :

$$
\widetilde{\mathcal{P}}_{z}=\left\{\left.f\right|_{\widetilde{K}_{z}}: f \in \mathcal{P}_{z}\right\}
$$

Then we assume that ( $\widetilde{K}_{z}, \widetilde{\mathcal{P}}_{z}, \widetilde{\mathcal{N}}_{z}$ ) is a well defined finite element for some $\widetilde{\mathcal{N}}_{z} \subset \mathcal{N}_{z}$. The latter condition implies that

$$
\begin{equation*}
\left.\phi_{N}^{K_{z}}\right|_{\widetilde{K}_{z}}=\phi_{N}^{\widetilde{K}_{z}} \quad \forall N \in \widetilde{\mathcal{N}}_{z} \quad \text { and }\left.\quad \phi_{N}^{K_{z}}\right|_{\widetilde{K}_{z}} \equiv 0 \quad \forall N \in \mathcal{N}_{z} \backslash \widetilde{\mathcal{N}}_{z} \tag{4.8.2}
\end{equation*}
$$

Let us present the details in the case that the basic elements are simplices, as the terminology is simpler in this case. For each $z$, we let $K_{z}$ be a simplex containing $z$, and we pick $\widetilde{K}_{z}$ to be a (closed) simplicial subcomplex
of $K_{z}$, i.e., a vertex, edge, face, etc., of $K_{z}$. But we allow the dimension of $\widetilde{K}_{z}$ to be anything:

$$
0 \leq \operatorname{dim}\left(\widetilde{K}_{z}\right) \leq d
$$

where $d$ is the dimension of the underlying domain $\Omega$. We only require that $z$ lie in $\widetilde{K}_{z}$. Thus we have

$$
z \in \widetilde{K}_{z} \subset K_{z} \quad \text { and } \quad 0 \leq \operatorname{dim}\left(\widetilde{K}_{z}\right) \leq \operatorname{dim}\left(K_{z}\right)
$$

Three examples which fit into this framework are noteworthy. The first is the standard Lagrange, Hermite, Argyris, etc., interpolant (4.8.1) in which $\operatorname{dim}\left(\widetilde{K}_{z}\right)=0$ for every $z: \widetilde{K}_{z}=\{z\}$. A second example is $\widetilde{K}_{z}=K_{z}$, so that $\operatorname{dim}\left(\widetilde{K}_{z}\right)=d$, for every $z$, which allows for the maximum amount of smoothing (Clement 1975). This does not uniquely determine $\widetilde{K}_{z}$; one of the elements to which $z$ belongs would still have to be picked. Finally, it is often useful to choose $\widetilde{K}_{z} \subset \partial \Omega$ whenever $z \in \partial \Omega$ (Scott \& Zhang 1990).

For each node $z$, consider the corresponding local nodal basis for $\widetilde{\mathcal{P}}_{z}$ :

$$
\left\{\phi_{N}^{\widetilde{K}_{z}}: N \in \widetilde{\mathcal{N}}_{z}\right\} .
$$

Let

$$
\begin{equation*}
\left\{\psi_{N}^{\widetilde{K}_{z}}: N \in \widetilde{\mathcal{N}}_{z}\right\} \tag{4.8.3}
\end{equation*}
$$

denote the $L^{2}\left(\widetilde{K}_{z}\right)$-dual basis for $\widetilde{\mathcal{P}}_{z}$ :

$$
\begin{equation*}
\int_{\widetilde{K}_{z}} \phi_{N}^{\widetilde{K}_{z}}(x) \psi_{M}^{\widetilde{K}_{z}}(x) d x=\delta_{M N} \quad \forall M, N \in \widetilde{\mathcal{N}}_{z} \tag{4.8.4}
\end{equation*}
$$

( $\delta_{M N}$ is the Kronecker delta). Equivalently, $\left\{\psi_{N}: N \in \mathcal{N}\right\}$ is the representation in $L^{2}\left(\widetilde{K}_{z}\right)$ of $\left\{N \in \widetilde{\mathcal{N}}_{z}\right\}$ guaranteed by the Riesz Representation Theorem 2.4.2. We can extend the set of functions (4.8.3) to a set $\left\{\psi_{N}^{\widetilde{K}_{z}}: N \in \mathcal{N}_{z}\right\}$ by setting $\psi_{N} \equiv 0$ for $N \in \mathcal{N}_{z} \backslash \widetilde{\mathcal{N}}_{z}$. Then we have

$$
\begin{equation*}
\int_{\widetilde{K}_{z}} \phi_{N}^{K_{z}}(x) \psi_{M}^{\widetilde{K}_{z}}(x) d x=\delta_{M N} \quad \forall M, N \in \mathcal{N}_{z} \tag{4.8.5}
\end{equation*}
$$

by (4.8.2).
We are now in a position to define a global interpolant for more general functions, say $u \in L^{1}\left(\widetilde{K}_{z}\right)$ for all nodes $z$ :

$$
\begin{equation*}
\widetilde{\mathcal{I}}^{h} u=\sum_{z}\left(\int_{\widetilde{K}_{z}} \psi_{N_{z}}^{\widetilde{K}_{z}}(x) u(x) d x\right) \Phi_{z} . \tag{4.8.6}
\end{equation*}
$$

Then we have the following result.
(4.8.7) Theorem. $\widetilde{\mathcal{I}}^{h}$ is a projection which equals $\mathcal{I}^{h}$ on $V_{h}$, the space spanned by $\left\{\Phi_{z}\right\}$ :

$$
\widetilde{\mathcal{I}}^{h} v=v \quad \forall v \in V_{h}
$$

Proof. This follows from (4.8.5) since it implies that

$$
\int_{K} \psi_{N_{z}}^{\widetilde{K}_{z}}(x) v(x) d x=N_{z}(v) \quad \forall v \in V_{h}
$$

Another key property of $\widetilde{\mathcal{I}}^{h}$ is that it can be constructed to satisfy boundary conditions. We state the result in the case of Lagrange elements for the simple Dirichlet boundary condition. See (Girault \& Scott 2002) for Hermite elements and Dirichlet boundary conditions involving derivatives.
(4.8.3.8) Theorem. Suppose that $\widetilde{K}_{z} \subset \partial \Omega$ for all nodes $z \in \partial \Omega$, and suppose that all of the elements are Lagrange elements. Then $\widetilde{\mathcal{I}}^{h} v=0$ on $\partial \Omega$ as long as $v=0$ on $\partial \Omega$.

We now outline estimates for the approximation error $v-\widetilde{\mathcal{I}}^{h} v$; for complete details, see (Scott \& Zhang 1990) for Lagrange elements and (Girault \& Scott 2002) for Hermite elements. Let us assume that all elements have shape functions $\mathcal{P}_{K}$ containing $\mathcal{P}_{m-1}$. Corresponding to Lemma 4.4 .1 we have, for arbitrary $K \in \mathcal{T}^{h}$ and $1 \leq p \leq \infty$,

$$
\left\|\widehat{\mathcal{I}^{h} v}\right\|_{W_{p}^{m}(\widehat{K})} \leq C\|\widehat{v}\|_{L^{1}\left(\widehat{S_{K}}\right)}
$$

where $S_{K}$ is a domain made of the elements in $\mathcal{T}^{h}$ neighboring $K$

$$
\begin{equation*}
S_{K}=\operatorname{interior}\left(\cup\left\{\overline{K_{i}}: \overline{K_{i}} \cap \bar{K} \neq \emptyset, K_{i} \in \mathcal{T}^{h}\right\}\right) \tag{4.8.9}
\end{equation*}
$$

and the "hats" refer to the corresponding domains (and functions) scaled by the diameter of $K$, cf. (4.3.11). For any $0 \leq s \leq k \leq m$ we have using the techniques of proof of Theorem 4.4.4 and (Scott \& Zhang 1990)

$$
\begin{align*}
\left\|v-\widetilde{\mathcal{I}}^{h} v\right\|_{W_{p}^{s}(K)} \leq & \left\|v-Q^{k-1} v\right\|_{W_{p}^{s}(K)} \\
& +\left\|\widetilde{\mathcal{I}}^{h}\left(v-Q^{k-1} v\right)\right\|_{W_{p}^{s}(K)}  \tag{4.8.10}\\
\leq & C h_{K}^{k-s}|v|_{W_{p}^{k}\left(S_{K}\right)}
\end{align*}
$$

where $h_{K}:=\operatorname{diam} K$ (this holds for $s=k=0$ by setting $Q^{-1} \equiv 0$ ). If $\mathcal{T}^{h}$ is non-degenerate then

$$
\begin{equation*}
\sup \left\{\text { cardinality }\left\{K \in \mathcal{T}^{h}: \text { interior } K \subset S_{K}\right\}: K \in \mathcal{T}^{h}\right\} \leq C \tag{4.8.11}
\end{equation*}
$$

where $C$ is a constant depending only on $\rho$ in (4.4.16). Therefore, the following holds.
(4.8.12) Theorem. Suppose all elements' sets of shape functions contain all polynomials of degree less than $m$ and $\mathcal{T}^{h}$ is non-degenerate. Let $v \in W_{p}^{k}(\Omega)$ for $0 \leq k \leq m$ and $1 \leq p \leq \infty$. Then

$$
\begin{equation*}
\left(\sum_{K \in \mathcal{T}^{h}} h_{K}^{p(s-k)}\left\|v-\widetilde{\mathcal{I}}^{h} v\right\|_{W_{p}^{s}(K)}^{p}\right)^{1 / p} \leq C|v|_{W_{p}^{k}(\Omega)}, \tag{4.8.14}
\end{equation*}
$$

for $0 \leq s \leq k$, where $\widetilde{\mathcal{I}}^{h}$ is defined in (4.8.6).
Letting $s=k$ and applying the triangle inequality, the following corollary is derived.
(4.8.15) Corollary. Under the conditions of Theorem 4.8.12

$$
\begin{equation*}
\left(\sum_{K \in \mathcal{T}^{h}}\left\|\widetilde{\mathcal{I}}^{h} v\right\|_{W_{p}^{k}(K)}^{p}\right)^{1 / p} \leq C|v|_{W_{p}^{k}(\Omega)} . \tag{4.8.16}
\end{equation*}
$$

Recalling that $h=\max _{K \in \mathcal{T}^{h}} \operatorname{diam}(K)$, the statement of Theorem 4.8.12 can be simplified as follows:

$$
\begin{equation*}
\left(\sum_{K \in \mathcal{T}^{h}}\left\|v-\widetilde{\mathcal{I}}^{h} v\right\|_{W_{p}^{s}(K)}^{p}\right)^{1 / p} \leq C h^{k-s}|v|_{W_{p}^{k}(\Omega)} \tag{4.8.17}
\end{equation*}
$$

for $0 \leq s \leq k \leq m$.

### 4.9 A Discrete Sobolev Inequality

Let $\Omega$ be a polygonal domain in $\mathbb{R}^{2}$ and $\mathcal{T}^{h}$ be a regular triangulation of $\Omega$ such that

$$
\begin{equation*}
\left|\ln h_{T}\right| \approx|\ln h| \quad \forall T \in \mathcal{T}^{h} \tag{4.9.1}
\end{equation*}
$$

where $h_{T}=\operatorname{diam} T$ and $h=\max _{T \in \mathcal{T}^{h}} h_{T}$. Note that condition (4.9.1) is satisfied by many graded meshes (cf. Apel (1999)). Denote by $V_{h} \subset$ $H^{1}(\Omega)$ the $\mathcal{P}_{m}$ Lagrange finite element space associated with $\mathcal{T}^{h}$. On the one hand, Example 1.4.3 indicates that in general $H^{1}(\Omega) \notin L^{\infty}(\Omega)$, and on the other hand functions in $V_{h}$ are continuous on $\bar{\Omega}$ by construction. This conflict is reconciled by the discrete Sobolev inequality, whose proof below is essentially the same as the one in (Bramble, Pasciak \& Schatz 1986).
(4.9.2) Lemma. (Discrete Sobolev Inequality) The following estimate holds:

$$
\begin{equation*}
\|v\|_{L^{\infty}(\Omega)} \leq C(1+|\ln h|)^{1 / 2}\|v\|_{H^{1}(\Omega)} \quad \forall v \in V_{h} \tag{4.9.3}
\end{equation*}
$$

where the positive constant $C$ is independent of $h$.
Proof. First we observe that $\Omega$ has the cone property, i.e., each point $x \in \Omega$ is the vertex of a cone $K_{x}$ congruent to the cone (or sector) $K$ defined in polar coordinates by

$$
K=\{(r, \theta): 0<r<d<\infty, 0<\theta<\omega<2 \pi\}
$$

Let $T$ be a triangle of $\mathcal{T}^{h}$ and $c$ be the centroid of $T$. Without loss of generality we may assume that $h_{T}=\operatorname{diam} T<d / 2$ (cf. exercise 4.x.19). For simplicity we may take $c$ to be the origin and $K_{c}$ to be $K$. The regularity of $\mathcal{T}^{h}$ implies that there exists a number $\eta$ which is independent of $T$ such that $0<\eta<1$ and the cone

$$
K_{\eta}=\left\{(r, \theta): 0<r<\eta h_{T}, 0<\theta<\omega\right\}
$$

is a subset of $T$.
Let $v \in V_{h}$ be arbitrary and $\alpha=v(c)$. It follows from the fundamental theorem of calculus that

$$
\alpha=v(r, \theta)-\int_{0}^{r} \frac{\partial v}{\partial \rho}(\rho, \theta) d \rho \quad \text { for } \quad \frac{d}{2}<r<d
$$

and hence

$$
\begin{equation*}
\alpha^{2} \leq 2 v^{2}(r, \theta)+2\left(\int_{0}^{r} \frac{\partial v}{\partial \rho}(\rho, \theta) d \rho\right)^{2} \quad \text { for } \quad \frac{d}{2}<r<d \tag{4.9.4}
\end{equation*}
$$

We can estimate the integral on the right-hand side of (4.9.4) by

$$
\begin{align*}
& \int_{0}^{r} \frac{\partial v}{\partial \rho}(\rho, \theta) d \rho=\int_{0}^{\eta h_{T}} \frac{\partial v}{\partial \rho}(\rho, \theta) d \rho+\int_{\eta h_{T}}^{r} \frac{\partial v}{\partial r}(\rho, \theta) d \rho  \tag{4.9.5}\\
& \quad \leq \eta h_{T}|v|_{W_{\infty}^{1}(T)}+\left[\int_{\eta h_{T}}^{r}\left(\frac{\partial v}{\partial \rho}(\rho, \theta)\right)^{2} \rho d \rho\right]^{1 / 2} \sqrt{\ln \left(d / \eta h_{T}\right)}
\end{align*}
$$

Combining (4.9.4) and (4.9.5) we obtain

$$
\begin{aligned}
\alpha^{2} \int_{0}^{\omega} \int_{d / 2}^{d} r d r d \theta \leq 2 & \int_{0}^{\omega} \int_{d / 2}^{d} v^{2}(r, \theta) r d r d \theta+4\left(\eta h_{T}\right)^{2}|v|_{W_{\infty}^{1}(T)}^{2} \int_{0}^{\omega} \int_{d / 2}^{d} r d r d \theta \\
& +4 \ln \left(d / \eta h_{T}\right) \int_{0}^{\omega} \int_{d / 2}^{d}\left[\int_{\eta h_{T}}^{r}\left(\frac{\partial v}{\partial \rho}(\rho, \theta)\right)^{2} \rho d \rho d \theta\right] r d r
\end{aligned}
$$

which implies, by the inverse estimate (4.5.4),

$$
\begin{equation*}
|v(c)| \leq C_{1}\left(1+\left|\ln h_{T}\right|\right)^{1 / 2}\|v\|_{H^{1}(\Omega)} \tag{4.9.6}
\end{equation*}
$$

where the constant $C_{1}$ is independent of $h$ and $c$.

Let $x$ be an arbitrary point in $T$. The inverse estimate (4.5.4) implies that

$$
\begin{equation*}
|v(x)-v(c)| \leq h_{T}|v|_{W_{\infty}^{1}(T)} \leq C_{2}|v|_{H^{1}(T)}, \tag{4.9.7}
\end{equation*}
$$

where the positive constant $C_{2}$ is independent of $h$ and $x$.
The estimate (4.9.3) follows from (4.9.1), (4.9.6), (4.9.7) and the arbitrariness of $T$ and $x$.
(4.9.8.) Remark. A proof of the discrete Sobolev inequality in the context of finite difference grid functions can be found in (Bramble 1966).
(4.9.9) Remark. The estimate (4.9.2) is sharp (cf. (Brenner \& Sung 2000a)).

## 4.x Exercises

4.x. 1 Show that for $|\alpha| \leq m-1, D_{x}^{\alpha} T_{y}^{m} u(x)=T_{y}^{m-|\alpha|} D_{x}^{\alpha} u(x) \quad \forall u \in$ $C^{|\alpha|}(B)$ (cf. the proof of Proposition 4.1.17).
4.x. 2 Prove the form of Taylor's Theorem given in (4.2.1).
4.x. 3 Verify the claims in (4.3.12) and (4.3.13). (Hint: show that $T_{d \hat{y}}^{m} u(d \hat{x})$ $=\widehat{T}_{\hat{y}}^{m} \hat{u}(\hat{x})$ where

$$
\left.\widehat{T}_{\hat{y}}^{m} \hat{u}(\hat{x})=\sum_{|\alpha|<m} \frac{1}{\alpha!} D_{\hat{y}}^{\alpha} \hat{u}(\hat{y})(\hat{x}-\hat{y})^{\alpha} .\right)
$$

4.x. 4 Show that (4.3.15) is equivalent to the following inequality:

$$
\|u\|_{L^{p}(\Omega)} \leq C\left(\left|\int_{\Omega} u d x\right|+|u|_{W_{p}^{1}(\Omega)}\right) \quad \forall u \in W_{p}^{1}(\Omega)
$$

where the constant $C$ depends only on the dimension $n$ and the chunkiness parameter $\gamma$ of $\Omega$. (Hint: See the proof of (5.3.3).)
4.x.5 Complete the proof of the general case of Theorem 4.4.4 by using a homogeneity argument.
4.x. 6 Prove that a family $\left\{\mathcal{T}^{h}\right\}$ of triangulations is quasi-uniform if and only if it is non-degenerate and there exist positive constants $c$ and $C$, independent of $h$, such that $c \operatorname{diam} K_{1} \leq \operatorname{diam} K_{2} \leq C \operatorname{diam} K_{1}$ for any $K_{1}, K_{2} \in \mathcal{T}^{h}$.
4.x. 7 Prove the inequality (4.4.22).
4.x. 8 Let $\left\{a_{m}\right\}_{m=1}^{\infty}$ be a sequence of nonnegative numbers. Show that if $1 \leq q \leq p$, then $\left(\sum_{m=1}^{\infty} a_{m}^{p}\right)^{1 / p} \leq\left(\sum_{m=1}^{\infty} a_{m}^{q}\right)^{1 / q}$.
4.x. 9 Let $\left\{a_{m}\right\}_{m=1}^{M}$ be a finite sequence of nonnegative numbers. Show that if $p<q \leq \infty$, then

$$
\left(\sum_{m=1}^{M} a_{m}^{p}\right)^{1 / p} \leq M^{1 / p-1 / q}\left(\sum_{m=1}^{M} a_{m}^{q}\right)^{1 / q} \quad \text { if } q<\infty
$$

and

$$
\left(\sum_{m=1}^{M} a_{m}^{p}\right)^{1 / p} \leq M^{1 / p} \max _{1 \leq m \leq M} a_{m} \quad \text { if } q=\infty
$$

4.x. 10 (Minimum angle condition) Let $\left\{\mathcal{T}^{h}\right\}$ be a family of triangulations of $\Omega \subseteq \mathbb{R}^{2}$. Show that $\left\{\mathcal{T}^{h}\right\}$ is non-degenerate if and only if all the angles of the triangles in $\left\{\mathcal{T}^{h}\right\}$ are bounded below by a positive constant.
4.x. 11 Let $\hat{K}$ be the reference triangle with vertices $(0,0),(1,0)$ and $(0,1)$, and $\zeta \in W_{p}^{m}(\hat{K})$ for $m \geq 2$ and $1 \leq p \leq \infty$. Show that

$$
\left\|\left(\partial / \partial x_{j}\right)(\zeta-\mathcal{I} \zeta)\right\|_{L^{p}(\hat{K})} \leq C\left|\partial \zeta / \partial x_{j}\right|_{W_{p}^{m}(\hat{K})}
$$

where $\mathcal{I} \zeta$ is the interpolant of $\zeta$ in the $\mathcal{P}_{m-1}$ Lagrange finite element. (See (Apel 1999) for other anisotropic interpolation estimates.)
4.x. 12 (Maximum angle condition) Let $\mathcal{T}$ be a triangulation of a polygonal domain $\Omega \subseteq \mathbb{R}^{2}$, and $V_{h}=\left\{v \in C^{0}(\bar{\Omega}):\left.v\right|_{T}\right.$ is linear for all $T \in \mathcal{T}\}$. Let $u \in H^{2}(\Omega)$ and $\mathcal{I} u \in V_{h}$ be the linear interpolant of $u$. Show that

$$
\|u-\mathcal{I} u\|_{L^{2}(\Omega)}+h|u-\mathcal{I} u|_{H^{1}(\Omega)} \leq \zeta(\theta) h^{2}|u|_{H^{2}(\Omega)}
$$

where $h=\max _{T \in \mathcal{T}} \operatorname{diam}(T), \theta$ is the maximum angle in $\mathcal{T}$, and $\zeta$ is an increasing positive function defined on $[\pi / 3, \pi)$. (Hint: use Exercise 4.x.10.)
4.x. 13 Derive estimates analogous to those in Sect. 4.6 for serendipity elements in three dimensions.
4.x. 14 Prove the following Sobolev inequality:

$$
\|v\|_{L^{q}(\Omega)} \leq\|v\|_{W_{p}^{m}(\Omega)} \quad \text { for } \quad m+\frac{n}{q} \geq \frac{n}{p}
$$

provided $q<\infty$. (Hint: show that a Riesz potential of order $m$ maps $L^{p}(\Omega)$ to $L^{q}(\Omega)$ for $m+\frac{n}{q} \geq \frac{n}{p}$, cf. the proof of (4.3.4) and (Sobolev $1963 \& 1991)$.
4.x. 15 Let $\mathcal{P}$ be a finite dimensional space of polynomials, and suppose $K$ is any open set containing a ball of radius $\rho \operatorname{diam} K$ with $\rho>0$. Prove (4.5.4) holds with $C$ independent of $\widehat{K}$. (Hint: let $B_{\rho h} \subset K \subset B_{h}$ be balls and replace (4.5.5) by $\|v\|_{W_{p}^{l}\left(B_{h}\right)} \leq C\|v\|_{L^{q}\left(B_{\rho h}\right)} \quad \forall v \in \mathcal{P}$.)
4.x. 16 Prove that a family $\left\{\mathcal{T}^{h}\right\}$ of non-degenerate triangulations is locally quasi-uniform, in two or higher dimensions (Hint: neighboring elements are all connected to each other via a sequence of elements with common faces.),
4.x. 17 Consider the stiffness matrix $K$ for piecewise linear functions on a quasi-uniform mesh in one dimension as in Sect. 0.5. Prove that the condition number (Isaacson \& Keller 1966) of $K$ is bounded by $\mathcal{O}\left(h^{-2}\right)$. (Hint: use inverse estimates.)
4.x. 18 Complete the density argument for the proof of Proposition 4.3.2. (Hint: $R^{m}$ is a continuous operator from $W_{p}^{m}$ to $L^{p}$ by construction and by Corollary 4.1.15. For a Cauchy sequence of smooth functions in $W_{p}^{m}, R^{m}$ applied to the sequence will be Cauchy in both $L^{\infty}$ and $L^{p}$. Show that the limits are the same.)
4.x. 19 Show that the estimate (4.9.2) is trivial if $h \geq d / 2$. (Hint: Apply the inverse estimate (4.5.4).)
4.x. 20 Show that the function $u$ in Lemma 4.3.4 is continuous on $\bar{\Omega}$ and

$$
\|u\|_{L^{\infty}(\bar{\Omega})} \leq C_{m, n, \gamma, d}\|u\|_{W_{p}^{m}(\Omega)},
$$

if $\Omega$ satisfies the segment condition. (Hint: Use the density of $C^{\infty}(\bar{\Omega})$ stated in Remark 1.3.4 and the arguments in the proof of Lemma 4.3.4.)
4.x. 21 Let $\hat{K}$ be the unit square and $K$ be a convex quadrilateral. Show that there exists a diffeomorphism $F: \hat{K} \longrightarrow K$ such that the components of $F$ belong to $Q_{1}$.
4.x. 22 Let $\left\{\mathcal{T}^{h}\right\}$ be a non-degenerate family of triangulations of the polygonal domain $\Omega$ by convex quadrilaterals, $V_{h}$ be the $Q_{1}$-isoparametric finite element space associated with $\mathcal{T}^{h}$ (cf. Section 4.7 and exercise 4.x.20), and $\mathcal{I}^{h}: H^{2}(\Omega) \longrightarrow V_{h}$ be the the nodal interpolation operator. Show that
$\left\|u-\mathcal{I}^{h} u\right\|_{L^{2}(\Omega)}+h\left|u-\mathcal{I}^{h} u\right|_{H^{1}(\Omega)} \leq C h^{2}|u|_{H^{2}(\Omega)} \quad \forall u \in H^{2}(\Omega)$.
(More on quadrilateral elements can be found in (Girault \& Raviart 1979) and (Arnold, Boffi \& Falk 2000).)

## Chapter 5

## $n$-Dimensional Variational Problems

We now give several examples of higher-dimensional variational problems that use the theory developed in previous chapters. The basic notation is provided by the Sobolev spaces developed in Chapter 1. We combine the existence theory of Chapter 2 together with the approximation theory of Chapters 3 and 4 to provide a complete theory for the discretization process. Several examples will be fully developed in the text, and several others are found in the exercises. Throughout this chapter, we assume that the domain $\Omega$ is bounded.

### 5.1 Variational Formulation of Poisson's Equation

To begin with, consider Poisson's equation

$$
\begin{equation*}
-\Delta u=f \quad \text { in } \quad \Omega \tag{5.1.1}
\end{equation*}
$$

where $\Delta$ denotes the Laplace operator

$$
\Delta:=\sum_{i=1}^{n} \frac{\partial^{2}}{\partial x_{i}^{2}}
$$

Augmenting this equation, we again consider boundary conditions of two types:

$$
\begin{equation*}
u=0 \quad \text { on } \quad \Gamma \subset \partial \Omega \quad \text { (Dirichlet) } \tag{5.1.2}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial u}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \backslash \Gamma \tag{Neumann}
\end{equation*}
$$

where $\frac{\partial u}{\partial \nu}$ denotes the derivative of $u$ in the direction normal to the boundary, $\partial \Omega$. That is, we assume that $\partial \Omega$ is Lipschitz continuous, we let $\nu$ denote the outward unit normal vector to $\partial \Omega$, which is by assumption in $L^{\infty}(\partial \Omega)^{n}$, and we set

$$
\frac{\partial u}{\partial \nu}=\nu \cdot \nabla u
$$

To begin with, we assume that $\Gamma$ is closed and has nonzero measure. Later, we will return to the case when $\Gamma$ is empty, the pure Neumann case.

To formulate the variational equivalent of ((5.1.1), (5.1.2)), we define a variational space that incorporates the essential, i.e., Dirichlet, part of boundary condition (5.1.2):

$$
\begin{equation*}
V:=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma}=0\right\}, \tag{5.1.3}
\end{equation*}
$$

where we note that $\left.v\right|_{\Gamma}=0$ is to be interpreted, using the trace theorem, in $L^{2}(\partial \Omega)$. That is, we think of it as meaning $v \cdot \chi_{\Gamma}=0$ where $\chi$ is the usual characteristic function. The appropriate bilinear form for the variational problem is determined, as in the one dimensional cases, by multiplying Poisson's equation by a suitably smooth function, integrating over $\Omega$ and then integrating by parts. To prepare for this last step, we develop some of the standard theorems of advanced calculus in the setting of Sobolev spaces. In the following, we assume that $\Omega$ is a Lipschitz domain and $\nu$ denotes the outward unit normal to $\partial \Omega$. Moreover, for any linear space $B$, we denote by $B^{n}$ the linear space of $n$-tuples of members of $B$ (if $B$ is a normed space, then we give $B^{n}$ a norm defined as an appropriate combination of the norms on each component separately).
(5.1.4) Proposition. Let $\mathbf{u} \in W_{1}^{1}(\Omega)^{n}$. Then

$$
\int_{\Omega} \nabla \cdot \mathbf{u} d x=\int_{\partial \Omega} \mathbf{u} \cdot \nu d s
$$

Proof. Recall this result for smooth functions and use a density argument as in the proof of Proposition 1.6.3. Note that the trace theorem implies that, if

$$
C^{\infty}(\bar{\Omega})^{n} \ni \mathbf{u}_{k} \rightarrow \mathbf{u} \quad \text { in } \quad W_{1}^{1}(\Omega)^{n},
$$

then $\mathbf{u}_{k} \cdot \nu$ converges in $L^{1}(\partial \Omega)$ to $\mathbf{u} \cdot \nu$ because $\nu_{i} \in L^{\infty}(\partial \Omega)$ for all $i=1, \ldots, n$ (Hölder's inequality).
(5.1.5) Proposition. Let $v, w \in H^{1}(\Omega)$. Then, for $i=1, \ldots, n$,

$$
\int_{\Omega}\left(\frac{\partial v}{\partial x_{i}}\right) w d x=-\int_{\Omega} v\left(\frac{\partial w}{\partial x_{i}}\right) d x+\int_{\partial \Omega} v w \nu_{i} d s
$$

Proof. Apply the previous proposition to $\mathbf{u}:=v w \mathbf{e}_{i}$, which is in $W_{1}^{1}(\Omega)^{n}$ by Schwarz' inequality and exercise 5.x.2.
(5.1.6) Proposition. Let $u \in H^{2}(\Omega)$ and $v \in H^{1}(\Omega)$. Then

$$
\int_{\Omega}(-\Delta u) v d x=\int_{\Omega} \nabla u \cdot \nabla v d x-\int_{\partial \Omega} \frac{\partial u}{\partial \nu} v d s .
$$

Proof. Apply the previous proposition to $v:=-\frac{\partial u}{\partial x_{i}}$ and $w:=v$, and sum over $i$.

Using the latter proposition, if $u \in H^{2}(\Omega)$ satisfies Poisson's equation (5.1.1) with boundary conditions (5.1.2) and $v \in V$, then

$$
\begin{aligned}
(f, v) & =\int_{\Omega}(-\Delta u) v d x=\int_{\Omega} \nabla u \cdot \nabla v d x-\int_{\partial \Omega} v \frac{\partial u}{\partial \nu} d s \\
& =\int_{\Omega} \nabla u \cdot \nabla v d x:=a(u, v) .
\end{aligned}
$$

The boundary term vanishes for $v \in V$ because either $v$ or $\frac{\partial u}{\partial \nu}$ is zero on any part of the boundary. Thus, we have proved the following.
(5.1.7) Proposition. Let $u \in H^{2}(\Omega)$ solve Poisson's equation (5.1.1) (this implies $\left.f \in L^{2}(\Omega)\right)$ with boundary conditions (5.1.2). Then $u$ can be characterized via

$$
\begin{equation*}
u \in V \quad \text { satisfies } \quad a(u, v)=(f, v) \quad \forall v \in V \tag{5.1.8}
\end{equation*}
$$

The companion result, namely that a solution to the variational problem (5.1.8) solves Poisson's equation, can be proved in a similar fashion to the proof given for Theorem 0.1.4.
(5.1.9) Proposition. Let $f \in L^{2}(\Omega)$ and suppose that $u \in H^{2}(\Omega)$ solves the variational equation (5.1.8). Then $u$ solves Poisson's equation (5.1.1) with boundary conditions (5.1.2).

Proof. The Dirichlet boundary condition on $u$ follows since $u \in V$. Using Proposition 5.1.6 with $v \in \mathcal{D}(\Omega) \subset V$ and (5.1.8), we find

$$
\int_{\Omega}(f+\Delta u) v d x=(f, v)-\int_{\Omega} \nabla u \cdot \nabla v d x=(f, v)-a(u, v)=0
$$

Since $\mathcal{D}(\Omega)$ is dense in $L^{2}(\Omega)$ (cf. exercise 2.x.14), the differential equation (5.1.1) is satisfied in $L^{2}(\Omega)$ (compare this with the proof of Theorem 0.1.4.) Moreover, Proposition 5.1.6 then implies that

$$
0=(f, v)-a(u, v)=\int_{\Omega}(-\Delta u) v d x-\int_{\Omega} \nabla u \cdot \nabla v d x=\int_{\partial \Omega} v \frac{\partial u}{\partial \nu} d s
$$

for all $v \in V$. The Neumann boundary condition on $u$ follows if we can show that $\left.v\right|_{\partial \Omega \backslash \Gamma}$ can be chosen arbitrarily with $v \in V$. This is a bit technical, since we are only assuming that $\partial \Omega$ is Lipschitz and that $\Gamma$ is a closed subset of it. But this means at least that, for any point $P$ in $\partial \Omega \backslash \Gamma$ there is a neighborhood, $N$, of $P$ in $\partial \Omega \backslash \Gamma$ that can be written as a graph of a Lipschitz function $\phi$ :

$$
N=\{(\hat{x}, \phi(\hat{x})): \hat{x} \in \omega\}
$$

where $\omega$ is an open subset of $\mathbb{R}^{n-1}$ and $\hat{x}:=\left(x_{1}, \ldots, x_{n-1}\right)$. Moreover, we can assume that

$$
\left\{\left(x_{1}, \ldots, x_{n}\right): \hat{x} \in \omega,-\epsilon<x_{n}-\phi(\hat{x})<0\right\} \subset \Omega
$$

where $\epsilon>0$ depends only on $\Omega$. The boundary integral over $N$ can be written as

$$
\int_{N} v \frac{\partial u}{\partial \nu} d s=\int_{\omega}\left(v \frac{\partial u}{\partial \nu}\right)(\hat{x}, \phi(\hat{x})) \sqrt{1+|\nabla \phi(\hat{x})|^{2}} d \hat{x}
$$

Let $w \in \mathcal{D}(\omega)$ and set

$$
v(\hat{x}, t+\phi(\hat{x})):=w(\hat{x})(1+t / \epsilon) \quad \forall \hat{x} \in \omega,-\epsilon<t<0
$$

with $v$ defined to be zero elsewhere. Then $v \in V$ and

$$
0=\int_{\partial \Omega} v \frac{\partial u}{\partial \nu} d s=\int_{N} v \frac{\partial u}{\partial \nu} d s=\int_{\omega} w(\hat{x}) \frac{\partial u}{\partial \nu}(\hat{x}, \phi(\hat{x})) \sqrt{1+|\nabla \phi(\hat{x})|^{2}} d \hat{x} .
$$

Since the $L^{\infty}$ function $\sqrt{1+|\nabla \phi(\hat{x})|^{2}}$ is bounded below by 1 and $w$ was arbitrary, we conclude that $\left.\frac{\partial u}{\partial \nu}\right|_{N}=0$ (cf. exercise 1.x.39). Since $\partial \Omega \backslash \Gamma$ is covered by such neighborhoods, N , we conclude that the Neumann condition holds on all of $\partial \Omega \backslash \Gamma$.

### 5.2 Variational Formulation of the Pure Neumann Problem

In the previous section, we introduced the variational formulation for Poisson's equation with a combination of boundary conditions, and they all contained some essential (i.e., Dirichlet) component. The situation for the case of pure Neumann (or natural) boundary conditions

$$
\begin{equation*}
\frac{\partial u}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \tag{5.2.1}
\end{equation*}
$$

(i.e., when $\Gamma=\emptyset$ ) is a bit different, just as in the one-dimensional case (cf. exercise 0.x.3). In particular, solutions are unique only up to an additive constant, and they can exist only if the right-hand side $f$ in (5.1.1) satisfies

$$
\begin{align*}
\int_{\Omega} f(x) d x & =\int_{\Omega}-\Delta u(x) d x  \tag{5.2.2}\\
& =\int_{\Omega} \nabla u(x) \cdot \nabla 1 d x-\int_{\partial \Omega} \frac{\partial u}{\partial \nu} d s=0
\end{align*}
$$

using Proposition 5.1.6. We will see later that such behavior is typical for elliptic operators, such as $-\Delta+\lambda I$, in the case when $\lambda$ is a simple eigenvalue (in this case, $\lambda=0$ ). A variational space appropriate for the present case is

$$
\begin{equation*}
V=\left\{v \in H^{1}(\Omega): \int_{\Omega} v(x) d x=0\right\} \tag{5.2.3}
\end{equation*}
$$

For any integrable function $g$, we define the mean, $\bar{g}$, of $g$ as follows:

$$
\begin{equation*}
\bar{g}:=\frac{1}{\operatorname{meas}(\Omega)} \int_{\Omega} g(x) d x \tag{5.2.4}
\end{equation*}
$$

For any $v \in H^{1}(\Omega)$, note that $v-\bar{v} \in V$. Using the same techniques as in the previous section, we can prove the following proposition.
(5.2.5) Proposition. Let $u \in H^{2}(\Omega)$ solve Poisson's equation (5.1.1) with pure Neumann boundary conditions ((5.1.2) with $\Gamma=\emptyset$ or (5.2.1); this implies $f \in L^{2}(\Omega)$ satisfies (5.2.2)). Then $u-\bar{u}$ satisfies the variational formulation (5.1.8) with $V$ defined as in (5.2.3).

The companion to this result is more complicated than its counterpart in the previous section.
(5.2.6) Proposition. Let $f \in L^{2}(\Omega)$ and suppose that $u \in H^{2}(\Omega)$ solves the variational equation (5.1.8) with $V$ defined as in (5.2.3). Then $u$ solves Poisson's equation (5.1.1) with a right-hand-side given by

$$
\tilde{f}(x):=f(x)-\bar{f} \quad \forall x \in \Omega
$$

with boundary conditions (5.2.1).
(5.2.7) Remark. The statements of the equivalence of the original and the variational problems are similar to the previous section, except that the definition of $V$ has changed and constraints appear on $f$ and $u$. Note that the Riesz Representation Theorem guarantees a solution for any $f$ as soon as we know $a(\cdot, \cdot)$ to be coercive. Since $v \in V$ implies $\int_{\Omega} v(x) d x=0$, we have

$$
\int_{\Omega} v(x) \tilde{f}(x) d x=\int_{\Omega} v(x) f(x) d x \quad \forall v \in V
$$

so that the variational problems for $f$ and $\tilde{f}$ are identical.
Proof. The previous remark shows that the variational problem is the same whether we use $f$ or $\tilde{f}$. Thus, it suffices to suppose that $f$ has mean zero and to verify (5.1.1) and (5.2.1) in this case. Using the argument of the previous section, we see that

$$
\int_{\Omega}(-\Delta u-f) v d x=0 \quad \forall v \in \tilde{\mathcal{D}}(\Omega):=\{\phi \in \mathcal{D}(\Omega): \bar{\phi}=0\}
$$

It is easy to see that the closure of $\tilde{\mathcal{D}}(\Omega)$ in $L^{2}(\Omega)$ is the subspace

$$
\tilde{L}^{2}(\Omega):=\left\{\phi \in L^{2}(\Omega): \bar{\phi}=0\right\}
$$

(cf. exercise 5.x.1). Thus, we conclude that the equation $-\Delta u=f+\delta$ holds (in $L^{2}(\Omega)$ ) where $\delta=-\overline{\Delta u}$ since $\int_{\Omega} \delta v(x) d x=0$ for $v \in V$. Using Proposition 5.1.6 again, we find

$$
\begin{aligned}
0 & =(f, v)-a(u, v)=\int_{\Omega}(-\Delta u-\delta) v d x-a(u, v) \\
& =\int_{\Omega}(-\Delta u) v d x-a(u, v)=-\int_{\partial \Omega} v \frac{\partial u}{\partial \nu} d s \quad \forall v \in V
\end{aligned}
$$

But clearly $\left.v\right|_{\partial \Omega}$ can be chosen arbitrarily while keeping $v \in V$ : let $w \in$ $H^{1}(\Omega)$ be arbitrary and set $v:=w-\bar{w} \phi$ where $\phi \in \mathcal{D}(\Omega)$ satisfies $\bar{\phi}=1$. Thus, we conclude that (5.2.1) holds. Finally, applying (5.1.6) one more time with $v \equiv 1$ shows then that $\delta=0$.

### 5.3 Coercivity of the Variational Problem

To apply the theory developed in Chapter 2 , we must see that the variational form $a(\cdot, \cdot)$ introduced in the previous two sections is coercive on the corresponding spaces $V$ (that it is bounded on all of $H^{1}(\Omega)$ is obvious). Coercivity in the case of pure Neumann boundary conditions follows from the approximation theory in Chapter 4 . If $\Omega$ is a bounded domain that can be written as a finite union of domains that are star-shaped with respect to a ball as described there, then

$$
\begin{equation*}
\inf _{r \in \mathbb{R}}\|v-r\|_{L^{2}(\Omega)} \leq C_{\Omega}|v|_{H^{1}(\Omega)} \quad \forall v \in H^{1}(\Omega) \tag{5.3.1}
\end{equation*}
$$

But we know that

$$
\inf _{r \in \mathbb{R}}\|v-r\|_{L^{2}(\Omega)}=\|v-\bar{v}\|_{L^{2}(\Omega)}
$$

where $\bar{v}$ denotes the mean of $v$ on $\Omega$, defined in (5.2.4). With $V$ as defined in (5.2.3), $v \in V$ implies that $\bar{v}=0$, so $\|v\|_{L^{2}(\Omega)} \leq C_{\Omega}|v|_{H^{1}(\Omega)}=C_{\Omega} \sqrt{a(v, v)}$. Squaring this and adding $a(v, v)$ to both sides yields the desired coercivity inequality, which we state as the following proposition.
(5.3.2) Proposition. Let $\Omega$ be such that (5.3.1) holds, e.g., a finite union of domains that are star-shaped with respect to a ball. Let $V$ be defined by (5.2.3) and let $C_{\Omega}$ be the approximation constant in (5.3.1). Then

$$
\|v\|_{H^{1}(\Omega)}^{2} \leq\left(1+C_{\Omega}^{2}\right) a(v, v) \quad \forall v \in V .
$$

Now let us consider the verification of coercivity in the case of Dirichlet boundary conditions, with $V$ as defined in (5.1.3). We will first establish the following more general inequality for $H^{1}(\Omega)$ :

$$
\begin{equation*}
\|v\|_{L^{2}(\Omega)} \leq C\left(\left|\int_{\Gamma} v d s\right|+|u|_{H^{1}(\Omega)}\right) \quad \forall v \in H^{1}(\Omega) \tag{5.3.3}
\end{equation*}
$$

where the positive constant $C$ depends only on $\Omega$ and $\Gamma$.
Let $v \in H^{1}(\Omega)$ be arbitrary. We have

$$
\begin{aligned}
\|v\|_{L^{2}(\Omega)} & \leq\|v-\bar{v}\|_{L^{2}(\Omega)}+\|\bar{v}\|_{L^{2}(\Omega)} \\
& \leq C_{\Omega}|v|_{H^{1}(\Omega)}+\frac{|\Omega|^{1 / 2}}{|\Gamma|}\left|\int_{\Gamma} \bar{v} d s\right| \quad \quad \text { by } 5.3 \\
& \leq C_{\Omega}|v|_{H^{1}(\Omega)}+\frac{|\Omega|^{1 / 2}}{|\Gamma|}\left(\left|\int_{\Gamma} v d s\right|+\left|\int_{\Gamma}(v-\bar{v}) d s\right|\right)
\end{aligned}
$$

and

$$
\begin{array}{rlr}
\mid \int_{\Gamma}(v- & \bar{v}) d s\left|\leq|\Gamma|^{1 / 2}\|v-\bar{v}\|_{L^{2}(\partial \Omega)}\right. \\
& \leq|\Gamma|^{1 / 2} C_{\Omega}\left(\|v-\bar{v}\|_{L^{2}(\Omega)}+|v-\bar{v}|_{H^{1}(\Omega)}\right) & \text { (Trace Theorem) } \\
& \leq|\Gamma|^{1 / 2} C_{\Omega}|v|_{H^{1}(\Omega)}, & \text { (by 5.3.1) } \tag{by5.3.1}
\end{array}
$$

which together imply (5.3.3).
The following coercivity result is an immediate consequence of (5.3.3).
(5.3.4) Proposition. Let $\Omega$ be as in Proposition 5.3.2, and suppose $\Gamma$ is closed and meas $(\Gamma)>0$. Let $V$ be defined by (5.1.3). Then there is a constant $C$ depending only on $\Omega$ and $\Gamma$ such that

$$
\|v\|_{H^{1}(\Omega)}^{2} \leq C a(v, v) \quad \forall v \in V
$$

This estimate is also true in an $L^{p}$ context as well (cf. Exercise 5.x.13). The special case $\Gamma=\partial \Omega$ is frequently used and is known by a special name. Recall the notation $\stackrel{\circ}{W}_{p}^{1}(\Omega)$ (cf. (1.6.7)), for functions in $W_{p}^{1}(\Omega)$ satisfying a Dirichlet boundary condition on $\partial \Omega$.
(5.3.5) Proposition. (Poincaré's Inequality) Let $\Omega$ be as in Proposition 5.3.2. Then there is a constant $C<\infty$ such that

$$
\|v\|_{W_{p}^{1}(\Omega)} \leq C|v|_{W_{p}^{1}(\Omega)} \quad \forall v \in \stackrel{\circ}{W}_{p}^{1}(\Omega) .
$$

### 5.4 Variational Approximation of Poisson's Equation

Let $\mathcal{T}^{h}$ denote a subdivision of $\Omega$ and let $\mathcal{I}^{h}$ denote a global interpolator for a family of finite elements based on the components of $\mathcal{T}^{h}$. Let us suppose that $\mathcal{I}^{h} u$ is continuous, i.e., that the family of elements involved are $C^{0}$. Further, suppose that the corresponding shape functions have an approximation order, $m$, that is

$$
\begin{equation*}
\left\|u-\mathcal{I}^{h} u\right\|_{H^{1}(\Omega)} \leq C h^{m-1}|u|_{H^{m}(\Omega)} . \tag{5.4.1}
\end{equation*}
$$

In order to approximate the variational problem (5.1.8) with variational space (5.1.3), we need to insure two properties of the corresponding space, $V_{h}$. In order to apply Céa's Theorem 2.8.1, we must have

$$
\begin{equation*}
V_{h} \subset V \tag{5.4.2}
\end{equation*}
$$

In order to use the approximation theory derived in Chapter 4, we need to have

$$
\begin{equation*}
\mathcal{I}^{h}\left(V \cap C^{k}(\Omega)\right) \subset V_{h} \tag{5.4.3}
\end{equation*}
$$

( $k$ is the highest order of differentiation in the definition of $\mathcal{I}^{h}$ ). If both of these conditions hold, then the following is an immediate consequence of (2.8.1):
(5.4.4) Theorem. Suppose that conditions (5.4.1), (5.4.2) and (5.4.3) hold. Then the unique solution, $u_{h} \in V_{h}$, to the variational problem

$$
a\left(u_{h}, v\right)=(f, v) \quad \forall v \in V_{h}
$$

satisfies

$$
\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \leq C h^{m-1}|u|_{H^{m}(\Omega)} .
$$

The requirements (5.4.2) and (5.4.3) place a constraint on the subdivision in the case that $\Gamma$ is neither empty nor all of the boundary. In such a case, it is necessary to choose the mesh so that it aligns properly with the points where the boundary conditions change from Dirichlet to Neumann. For example, in two dimensions, if one uses Lagrange elements and insures that the points where the boundary conditions change are vertices in the triangulation, then defining

$$
V_{h}:=\mathcal{I}^{h}\left(V \cap C^{0}(\Omega)\right)
$$

is equivalent to defining $V_{h}$ to be the space of piecewise polynomials that vanish on edges contained in $\Gamma$. Since we have chosen the mesh so that the edges contained in $\Gamma$ form a subdivision of the latter, it follows that (5.4.2) holds. On the other hand, if the set of edges where functions in $V_{h}$ vanish
is too small, we fail to obtain (5.4.2). If the set of edges where functions in $V_{h}$ vanish is too big, (5.4.3) fails to hold. In the case of pure Dirichlet data, i.e., $\Gamma=\partial \Omega$, then $V_{h}$ is just the set of piecewise polynomials that vanish on the entire boundary. In the case of pure Neumann data, i.e., $\Gamma=\emptyset, V_{h}$ is the entire set of piecewise polynomials with no constraints at the boundary.

We now consider error estimates for $u-u_{h}$ in the $L^{2}$ norm. To estimate $\left\|u-u_{h}\right\|_{L^{2}(\Omega)}$, we use a "duality" argument that is similar to the one given in Chapter 0 . Let $w$ be the solution of

$$
-\Delta w=e \quad \text { in } \quad \Omega
$$

$$
\begin{equation*}
w=0 \quad \text { on } \quad \Gamma \subset \partial \Omega \quad \& \quad \frac{\partial w}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \backslash \Gamma . \tag{5.4.5}
\end{equation*}
$$

where $e:=u-u_{h}$. The variational formulation of this problem is: find $w \in V$ such that

$$
\begin{equation*}
a(w, v)=(e, v) \quad \forall v \in V \tag{5.4.6}
\end{equation*}
$$

Since $u-u_{h} \in V^{\prime}$, the solution exists uniquely. Therefore,

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{L^{2}(\Omega)}^{2} & =\left(u-u_{h}, u-u_{h}\right) \\
& =a\left(w, u-u_{h}\right) \\
& =a\left(u-u_{h}, w-\mathcal{I}^{h} w\right) \\
& \leq C\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\left\|w-\mathcal{I}^{h} w\right\|_{H^{1}(\Omega)} \\
& \leq C h\left\|u-u_{h}\right\|_{H^{1}(\Omega)}|w|_{H^{2}(\Omega)} .
\end{aligned}
$$

We now suppose that the equivalent problems (5.4.5) and (5.4.6) have the property that

$$
\begin{equation*}
|w|_{H^{2}(\Omega)} \leq C\|e\|_{L^{2}(\Omega)} \tag{5.4.7}
\end{equation*}
$$

Such a condition will be discussed in the following section. With such a condition holding, we thus have proved the following.
(5.4.8) Theorem. Suppose that conditions (5.4.1), (5.4.2), (5.4.3) and (5.4.7) hold. Then

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{L^{2}(\Omega)} & \leq C h\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \\
& \leq C h^{m}|u|_{H^{m}(\Omega)} .
\end{aligned}
$$

Inhomogeneous boundary conditions are easily treated. For example, suppose that we wish to solve (5.1.1) with boundary conditions
(5.4.9) $\quad u=g_{D} \quad$ on $\quad \Gamma \subset \partial \Omega \quad \& \quad \frac{\partial u}{\partial \nu}=g_{N} \quad$ on $\quad \partial \Omega \backslash \Gamma$
where $g_{D}$ and $g_{N}$ are given. For simplicity, let us assume that $g_{D}$ is defined on all of $\Omega$, with $g_{D} \in H^{1}(\Omega)$ and that $g_{N} \in L^{2}(\partial \Omega \backslash \Gamma)$. Define $V$ to be the space (5.1.3). Then the variational formulation of $((5.1 .1),(5.4 .9))$ is as follows: find $u$ such that $u-g_{D} \in V$ and such that

$$
\begin{equation*}
a(u, v)=(f, v)+\int_{\partial \Omega \backslash \Gamma} g_{N} v d s \quad \forall v \in V . \tag{5.4.10}
\end{equation*}
$$

This is well-posed since the linear form

$$
F(v):=(f, v)+\int_{\partial \Omega \backslash \Gamma} g_{N} v d s
$$

is well defined (and continuous) for all $v \in V$.
The equivalence of these formulations follows from (5.1.6):

$$
\begin{aligned}
\int_{\Omega}(-\Delta u) v d x & =\int_{\Omega} \nabla u \cdot \nabla v d x d s-\int_{\partial \Omega} v \frac{\partial u}{\partial \nu} d s \\
& =a(u, v)-\int_{\partial \Omega \backslash \Gamma} v \frac{\partial u}{\partial \nu} d s
\end{aligned}
$$

for any $v \in V$. Thus, if $u$ solves ((5.1.1), (5.4.9)) then (5.4.10) follows as a consequence. Conversely, if $u$ solves (5.4.10) then choosing $v$ to vanish near $\partial \Omega$ shows that (5.1.1) holds, and thus

$$
\int_{\partial \Omega \backslash \Gamma} g_{N} v d s-\int_{\partial \Omega \backslash \Gamma} v \frac{\partial u}{\partial \nu} d s=0 \quad \forall v \in V .
$$

Choosing $v$ as in the proof of (5.1.9), (5.4.9) follows.
The finite element approximation of (5.4.10) involves, typically, the use of an interpolant, $\mathcal{I}^{h} g_{D}$, of the Dirichlet data. We pick a subspace $V_{h}$ of $V$ just as before, and we seek $u_{h}$ such that $u_{h}-\mathcal{I}^{h} g_{D} \in V_{h}$ and such that

$$
\begin{equation*}
a\left(u_{h}, v\right)=(f, v)+\int_{\partial \Omega \backslash \Gamma} g_{N} v d s \quad \forall v \in V_{h} \tag{5.4.11}
\end{equation*}
$$

We leave it to the reader (in exercise 5.x.10) to prove the analogs of (5.4.4) and (5.4.8) for the solution to (5.4.11). We note that further approximation may be necessary in order to compute efficiently (and accurately) the righthand side in (5.4.11). This can also be done using interpolants of $f$ and $g_{N}$ (cf. exercise 5.x.11).

### 5.5 Elliptic Regularity Estimates

Consider the validity of the estimate (5.4.7) in this section. To begin with, we motivate it by studying the problem on all of $\mathbb{R}^{n}$. We will freely use properties of the Fourier transform,

$$
\hat{v}(\xi):=\int_{\mathbb{R}^{n}} v(x) e^{-i x \cdot \xi} d x
$$

(cf. Stein \& Weiss 1971). This operator diagonalizes differential operators, that is,

$$
\widehat{D^{\alpha} v}(\xi)=(i \xi)^{\alpha} \hat{v}(\xi)
$$

The condition (5.4.7) means that we can bound all second derivatives in terms of a particular combination of them. This follows because

$$
\widehat{D^{\alpha} v}(\xi)=(i \xi)^{\alpha} \hat{v}(\xi)=-\frac{(i \xi)^{\alpha}}{|\xi|^{2}} \widehat{\Delta v}(\xi)
$$

The function $\frac{\xi^{\alpha}}{|\xi|^{2}}$ is bounded by 1 if $|\alpha|=2$, so

$$
\left\|\widehat{D^{\alpha} v}\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq\|\widehat{\Delta v}\|_{L^{2}\left(\mathbb{R}^{n}\right)}
$$

Since the Fourier transform is an isometry on $L^{2}$, it follows that

$$
\left\|D^{\alpha} v\right\|_{L^{2}\left(\mathbb{R}^{n}\right)} \leq\|\Delta v\|_{L^{2}\left(\mathbb{R}^{n}\right)} \quad \forall|\alpha|=2,
$$

proving (5.4.7) in this special case.
If $\Omega$ has a smooth boundary, and $\Gamma$ is either empty or all of $\partial \Omega$, then (5.4.7) is known to hold (Friedman 1976, Rauch 1991). In case $n=2$ and $\Omega$ is convex, with $\Gamma$ again either empty or all of $\partial \Omega$, then (5.4.7) is known to hold (Grisvard 1985). More generally, the following estimate holds (assuming $\Omega$ is bounded):

$$
\begin{equation*}
\|v\|_{W_{p}^{2}(\Omega)} \leq\|\Delta v\|_{L^{p}(\Omega)}, \quad 1<p<\mu \tag{5.5.1}
\end{equation*}
$$

where $\mu$ depends on $\partial \Omega$ (Dauge 1988). When $\Omega$ is neither smooth nor convex, then (5.4.7) does not hold, as we now show by example.
(5.5.2) Example. Let $\Omega$ be a sector of the unit disk with angle $\pi / \beta$ :

$$
\begin{equation*}
\Omega:=\{(r, \theta): 0<r<1, \quad 0<\theta<\pi / \beta\} . \tag{5.5.3}
\end{equation*}
$$

If $\beta<1$, then $\Omega$ is not convex. Let $v(r, \theta)=r^{\beta} \sin \beta \theta=\Im\left(z^{\beta}\right)$. Being the imaginary part of a complex analytic function, $v$ is harmonic in $\Omega$. Define $u(r, \theta)=\left(1-r^{2}\right) v(r, \theta)$. Note that $u$ is zero on $\partial \Omega$. Computing, we find

$$
\begin{aligned}
\Delta u & =\left(1-r^{2}\right) \Delta v+2 \nabla\left(1-r^{2}\right) \cdot \nabla v+v \Delta\left(1-r^{2}\right) \\
& =-4 r \frac{\partial v}{\partial r}-4 v=-(4 \beta+4) v
\end{aligned}
$$

Since $v$ is bounded, it is in $L^{p}(\Omega)$ for all $1 \leq p \leq \infty$. However,

$$
\frac{\partial^{2} u}{\partial r^{2}} \approx r^{\beta-2} \quad \text { near } \quad r=0
$$

so for $\beta<1, u$ cannot be in $H^{2}(\Omega)$. Note that since $\beta \geq 1 / 2$ in any case, we always have $u \in W_{p}^{2}(\Omega)$ for some $p>1$ depending only on $\beta$.
(5.5.4) Example. In the case that the boundary is regular, but boundary conditions change from Dirichlet to Neumann type, there is also a lack of regularity. Consider the domain $\Omega=\{(r, \theta): 0<r<1, \quad 0<\theta<\pi\}$, and suppose that

$$
\Gamma:=\{(x, 0): 0 \leq x \leq 1\} \cup\{(1, \theta): 0 \leq \theta \leq \pi\}
$$

We want to study the regularity of the solution to

$$
\begin{gathered}
\Delta u=f \quad \text { in } \Omega \\
u=0 \quad \text { on } \quad \Gamma \quad \& \quad \frac{\partial u}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \backslash \Gamma .
\end{gathered}
$$

For motivation, consider the domain $\tilde{\Omega}$ defined by reflecting $\Omega$ with respect to $x$-axis. Functions satisfying the above boundary conditions can be extended by $\tilde{v}(x, y)=v(x,-y)$. Across the segment $\{(x, 0):-1 \leq x \leq 0\}$, the extension will be $C^{1}$ (assuming that $v \in C^{1}(\bar{\Omega})$ to start with). On the other hand, $\tilde{v}$ will vanish on

$$
\{(x, 0): 0 \leq x \leq 1\} \cup\{(1, \theta): 0 \leq \theta<2 \pi\}
$$

These are precisely the boundary conditions in Example 5.5.2 with $\beta=1 / 2$, a slit domain. If we pick the solution to that problem, namely $u(r, \theta)=$ $\left(1-r^{2}\right) r^{1 / 2} \sin \theta / 2$, then this solves the above system of equations with $f=-6 r^{1 / 2} \sin \theta / 2 \in L^{2}(\Omega)$. Since the singularity of $u$ is $r^{1 / 2}$ the solution will not, in general, be in $H^{2}(\Omega)$ for $f \in L^{2}(\Omega)$.
(5.5.5) Example. Finally, for completeness, we remark that the restriction $p \neq 1, \infty$ in (5.5.1) is sharp. We give an example to show it is false for $p=\infty$. Let $u(x, y)=x y \log r$, where $r^{2}=x^{2}+y^{2}$. Then

$$
\begin{aligned}
\Delta u & =x y \Delta \log r+2 \nabla x y \cdot \nabla \log r+\log r \Delta x y \\
& =2 \nabla x y \cdot \nabla \log r \\
& =2(y, x) \cdot(x, y) / r^{2} \\
& =4 x y / r^{2} .
\end{aligned}
$$

Thus, $\Delta u \in L^{\infty}(\Omega)$, where $\Omega$ is, say, the unit disk, and $u=0$ on $\partial \Omega$. However, it is easy to verify that

$$
\frac{\partial^{2} u}{\partial x \partial y}=\log r+v
$$

where $v \in L^{\infty}(\Omega)$. Thus, $u$ does not lie in $W_{\infty}^{2}(\Omega)$.

### 5.6 General Second-Order Elliptic Operators

Let us now consider more general elliptic operators and their associated variational forms. Let $a_{i j} \in L^{\infty}(\Omega), i, j=1, \ldots, n$ and $a_{i j}=a_{j i}$. The matrix of coefficients, $\left(a_{i j}\right)$, is said to be uniformly elliptic provided there is a positive constant, $\alpha$, such that

$$
\begin{equation*}
\sum_{i, j=1}^{n} a_{i j}(x) \xi_{i} \xi_{j} \geq \alpha \sum_{i=1}^{n} \xi_{i}^{2} \quad \forall \xi \in \mathbb{R}^{n} \quad \text { a.e. in } \quad \Omega \tag{5.6.1}
\end{equation*}
$$

that is, if the matrix $\left(a_{i j}\right)$ is uniformly (a.e.) positive definite. The elliptic operator associated with an elliptic coefficient matrix is defined via

$$
\begin{equation*}
A u(x):=-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{j}}\left(a_{i j}(x) \frac{\partial u}{\partial x_{i}}(x)\right) . \tag{5.6.2}
\end{equation*}
$$

If, for example, $\left(a_{i j}(x)\right)$ is the identity matrix for all $x \in \Omega$, then we obtain the Laplace operator studied earlier, and the constant $\alpha$ may be taken to be one. The natural bilinear form associated with (5.6.2) is

$$
\begin{equation*}
a(u, v):=\int_{\Omega} \sum_{i, j=1}^{n} a_{i j}(x) \frac{\partial u}{\partial x_{i}}(x) \frac{\partial v}{\partial x_{j}}(x) d x \tag{5.6.3}
\end{equation*}
$$

Note that we do not assume any smoothness of the coefficients, so that even discontinuous coefficients are allowed. This causes no difficulty for the variational formulation, but the differentiation of discontinuous functions in (5.6.2) would require further justification (e.g., via the variational formulation itself). The following estimate follows simply by replacing $\xi_{i}$ by $\frac{\partial v}{\partial x_{i}}$ in (5.6.1) and integrating.
(5.6.4) Lemma. Suppose the coefficient matrix satisfies (5.6.1). Then the associated bilinear form (5.6.3) satisfies

$$
a(v, v) \geq \alpha|v|_{H^{1}(\Omega)}^{2} \quad \forall v \in H^{1}(\Omega)
$$

where $\alpha$ is the constant in (5.6.1).
The natural boundary conditions associated with the general form (5.6.3) are more complex than for example (5.2.1). Applying (5.1.5) with $v:=-a_{j i} \frac{\partial u}{\partial x_{j}}$, and summing over $i$, yields (after switching $i$ and $j$ )

$$
\int_{\Omega} A u w d x=a(u, w)-\int_{\partial \Omega} \sum_{i, j=1}^{n} a_{i j} \frac{\partial u}{\partial x_{i}} \nu_{j} w
$$

Thus, the natural boundary condition associated with (5.6.3), expressed in operator form, is

$$
\begin{equation*}
\sum_{i, j=1}^{n} a_{i j} \frac{\partial u}{\partial x_{i}} \nu_{j}=0 \tag{5.6.5}
\end{equation*}
$$

The variational form (5.6.3) is symmetric. In general, nonsymmetric problems arise in practice. A problem in the differential form

$$
\begin{align*}
& A u(x):= \\
& -\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{j}}\left(a_{i j}(x) \frac{\partial u}{\partial x_{i}}(x)\right)+\sum_{k=1}^{n} b_{k}(x) \frac{\partial u}{\partial x_{k}}(x)+b_{0}(x) u(x) \tag{5.6.6}
\end{align*}
$$

is naturally expressed using the variational form

$$
\begin{equation*}
a(u, v):=\int_{\Omega} \sum_{i, j=1}^{n} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial v}{\partial x_{j}}+\sum_{k=1}^{n} b_{k} \frac{\partial u}{\partial x_{k}} v+b_{0} u v d x \tag{5.6.7}
\end{equation*}
$$

The question of coercivity of such a variational form is answered in part by the following.
(5.6.8) Theorem. (Gårding's Inequality) Suppose (5.6.1) holds and that the coefficients $b_{k} \in L^{\infty}(\Omega), k=0, \ldots, n$. Then there is a constant, $K<\infty$, such that

$$
a(v, v)+K\|v\|_{L^{2}(\Omega)}^{2} \geq \frac{\alpha}{2}\|v\|_{H^{1}(\Omega)}^{2} \quad \forall v \in H^{1}(\Omega)
$$

where $\alpha$ is the constant in (5.6.1).
This means that, although $a(\cdot, \cdot)$ itself may not be coercive, adding a sufficiently large constant times the $L^{2}$-inner-product makes it coercive over all of $H^{1}(\Omega)$.

Proof. By (5.6.4), we have

$$
\begin{aligned}
& a(v, v)+K\|v\|_{L^{2}(\Omega)}^{2} \\
\geq & \alpha|v|_{H^{1}(\Omega)}^{2}+\int_{\Omega} \sum_{k=1}^{n} b_{k}(x) \frac{\partial v}{\partial x_{k}}(x) v(x)+\left(b_{0}(x)+K\right) v(x)^{2} d x .
\end{aligned}
$$

By Hölder's inequality,

$$
\begin{aligned}
\left|\int_{\Omega} \sum_{k=1}^{n} b_{k}(x) \frac{\partial v}{\partial x_{k}}(x) v(x) d x\right| & \leq \int_{\Omega} \sum_{k=1}^{n}\left|b_{k}(x)\right|\left|\frac{\partial v}{\partial x_{k}}(x)\right||v(x)| d x \\
& \leq \sum_{k=1}^{n}\left\|b_{k}\right\|_{L^{\infty}(\Omega)} \int_{\Omega}\left|\frac{\partial v}{\partial x_{k}}(x)\right||v(x)| d x \\
& \leq \sum_{k=1}^{n}\left\|b_{k}\right\|_{L^{\infty}(\Omega)}\left\|\frac{\partial v}{\partial x_{k}}\right\|_{L^{2}(\Omega)}\|v\|_{L^{2}(\Omega)} \\
& \leq B|v|_{H^{1}(\Omega)}\|v\|_{L^{2}(\Omega)}
\end{aligned}
$$

where

$$
\begin{equation*}
B^{2}:=\sum_{k=1}^{n}\left\|b_{k}\right\|_{L^{\infty}(\Omega)}^{2} \tag{5.6.9}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
& a(v, v)+K\|v\|_{L^{2}(\Omega)}^{2} \\
\geq & \alpha|v|_{H^{1}(\Omega)}^{2}-B|v|_{H^{1}(\Omega)}\|v\|_{L^{2}(\Omega)}+\int_{\Omega}\left(b_{0}(x)+K\right) v(x)^{2} d x \\
\geq & \alpha|v|_{H^{1}(\Omega)}^{2}-B|v|_{H^{1}(\Omega)}\|v\|_{L^{2}(\Omega)}+(\beta+K)\|v\|_{L^{2}(\Omega)}^{2},
\end{aligned}
$$

where

$$
\begin{equation*}
\beta:=\operatorname{ess} \inf \left\{b_{0}(x): x \in \Omega\right\} . \tag{5.6.10}
\end{equation*}
$$

From the arithmetic-geometric mean inequality (0.9.5), we conclude that

$$
a(v, v)+K\|v\|_{L^{2}(\Omega)}^{2} \geq \frac{\alpha}{2}\left(|v|_{H^{1}(\Omega)}^{2}+\|v\|_{L^{2}(\Omega)}^{2}\right)
$$

provided

$$
\begin{equation*}
K \geq \frac{\alpha}{2}+\frac{B^{2}}{2 \alpha}-\beta \tag{5.6.11}
\end{equation*}
$$

Note that $K$ need not be positive, if $\beta>0$.
We may interpret Gårding's inequality as follows. Given an elliptic operator, $A$, there is a constant, $K_{0}$, such that for all $K>K_{0}$, the variational problem for $A+K$ is coercive on all of $H^{1}$, and thus any boundary condition of the form (5.1.2) leads to a well-posed problem. In general, for $K \leq K_{0}$, there may be further constraints, as occurs with the pure Neumann problem studied in Sect. 5.2. In particular, one can show (Agmon 1965) that there is a set of values $K_{1}>K_{2}>\cdots$ (the eigenvalues of $A$ ) with no finite accumulation point such that there is a unique solution for the variational problem associated with $A+K$, provided only that $K \neq K_{i}$ for any $i$. Moreover, the problems $A+K_{i}$ each can be solved subject to a finite number of linear constraints, similar to the ones in Sect. 5.2. Moreover, provided all the coefficients and the boundary are sufficiently smooth, one has a smooth solution in the case that the boundary conditions are either pure Neumann (5.2.1) or pure Dirichlet $(\Gamma=\partial \Omega$ in (5.1.2)) and

$$
\begin{equation*}
\|u\|_{W_{p}^{k}(\Omega)} \leq C_{K, k, \Omega, A, p}\|(A+K) u\|_{W_{p}^{k-2}(\Omega)}, \quad \forall 1<p<\infty \tag{5.6.12}
\end{equation*}
$$

In general, the index $k$ may depend on the degree of smoothness of the various ingredients in the problem, but if all are $C^{\infty}$ then $k$ may be taken arbitrarily large. In the case of $\Omega$ being a convex polygon in $\mathbb{R}^{2}$, (5.6.12) is known to hold for $k \leq 2$ (Grisvard 1985).

### 5.7 Variational Approximation of General Elliptic Problems

In the previous section we observed that there can be well-posed elliptic problems for which the corresponding variational problem is not coercive, although a suitably large additive constant can always make it coercive. In this setting, following the idea of Schatz (Schatz 1974) it is possible to give estimates for finite element approximations of the variation problems, although slightly more complicated arguments must be given. To begin with, let us assume that we have a variational form, $a(\cdot, \cdot)$, satisfying the following properties. We assume that $a(\cdot, \cdot)$ is continuous on $H^{1}(\Omega)$,

$$
\begin{equation*}
|a(u, v)| \leq C_{1}\|u\|_{H^{1}(\Omega)}\|v\|_{H^{1}(\Omega)} \quad \forall u, v \in H^{1}(\Omega) \tag{5.7.1}
\end{equation*}
$$

and that a suitable additive constant, $K \in \mathbb{R}$, makes it coercive,

$$
\begin{equation*}
a(v, v)+K(v, v) \geq \alpha\|v\|_{H^{1}(\Omega)}^{2} \quad \forall v \in H^{1}(\Omega) \tag{5.7.2}
\end{equation*}
$$

We assume that there is some $V \subset H^{1}(\Omega)$ such that there is a unique solution, $u$, to the variational problem

$$
a(u, v)=(f, v) \quad \forall v \in V
$$

as well as to the adjoint variational problem

$$
a(v, u)=(f, v) \quad \forall v \in V
$$

and that, in both cases, the regularity estimate

$$
\begin{equation*}
|u|_{H^{2}(\Omega)} \leq C_{R}\|f\|_{L^{2}(\Omega)} \tag{5.7.3}
\end{equation*}
$$

holds for all $f \in L^{2}(\Omega)$.
Let $V_{h}$ be a finite element subspace of $V$, as described in Sect. 5.4, and define $u_{h} \in V_{h}$ via

$$
\begin{equation*}
a\left(u_{h}, v\right)=(f, v) \quad \forall v \in V_{h} \tag{5.7.4}
\end{equation*}
$$

On the face of it, (5.7.4) need not have a unique solution, since $a(\cdot, \cdot)$ may not be coercive. Indeed, we will not be able to guarantee that it does for all subspaces, $V_{h}$. However, we assume that the following holds:

$$
\begin{equation*}
\inf _{v \in V_{h}}\|u-v\|_{H^{1}(\Omega)} \leq C_{A} h|u|_{H^{2}(\Omega)} \quad \forall u \in H^{2}(\Omega) \tag{5.7.5}
\end{equation*}
$$

The following should be compared with Céa's Theorem 2.8.1.
(5.7.6) Theorem. Under conditions (5.7.1), (5.7.2), (5.7.3) and (5.7.5), there are constants $h_{0}$ and $C$, such that for all $h \leq h_{0}$, there is a unique solution to (5.7.4) satisfying

$$
\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \leq C \inf _{v \in V_{h}}\|u-v\|_{H^{1}(\Omega)}
$$

where we may take $C=2 C_{1} / \alpha$, and

$$
\left\|u-u_{h}\right\|_{L^{2}(\Omega)} \leq C_{1} C_{A} C_{R} h\left\|u-u_{h}\right\|_{H^{1}(\Omega)}
$$

In particular, we may take

$$
h_{0}=(\alpha / 2 K)^{1 / 2} / C_{1} C_{A} C_{R}
$$

Proof. We begin by deriving an estimate for any solution to (5.7.4) that may exist. Note that in any case, we always have

$$
\begin{equation*}
a\left(u-u_{h}, v\right)=0 \quad \forall v \in V_{h} \tag{5.7.7}
\end{equation*}
$$

From (5.7.2), (5.7.7), and (5.7.1), it thus follows that, for any $v \in V_{h}$,

$$
\begin{aligned}
\alpha\left\|u-u_{h}\right\|_{H^{1}(\Omega)}^{2} & \leq a\left(u-u_{h}, u-u_{h}\right)+K\left(u-u_{h}, u-u_{h}\right) \\
& =a\left(u-u_{h}, u-v\right)+K\left\|u-u_{h}\right\|_{L^{2}(\Omega)}^{2} \\
& \leq C_{1}\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\|u-v\|_{H^{1}(\Omega)}+K\left\|u-u_{h}\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

We apply standard duality techniques to bound $\left\|u-u_{h}\right\|_{L^{2}(\Omega)}$. Let $w$ be the solution (guaranteed by condition (5.7.3)) to the adjoint problem

$$
a(v, w)=\left(u-u_{h}, v\right) \quad \forall v \in V
$$

Then, for any $w_{h} \in V_{h}$,

$$
\begin{align*}
\left(u-u_{h}, u-u_{h}\right) & =a\left(u-u_{h}, w\right) \\
& =a\left(u-u_{h}, w-w_{h}\right)  \tag{by5.7.7}\\
& \leq C_{1}\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\left\|w-w_{h}\right\|_{H^{1}(\Omega)} \tag{by5.7.1}
\end{align*}
$$

Therefore, for appropriate choice of $w_{h}$,

$$
\begin{align*}
& \left(u-u_{h}, u-u_{h}\right) \\
\leq & C_{1} C_{A} h\left\|u-u_{h}\right\|_{H^{1}(\Omega)}|w|_{H^{2}(\Omega)}  \tag{by5.7.5}\\
\leq & C_{1} C_{A} C_{R} h\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\left\|u-u_{h}\right\|_{L^{2}(\Omega)} \tag{by5.7.3}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{L^{2}(\Omega)} \leq C h\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \tag{5.7.8}
\end{equation*}
$$

where $C=C_{1} C_{A} C_{R}$. Applying this above, we find

$$
\begin{aligned}
& \alpha\left\|u-u_{h}\right\|_{H^{1}(\Omega)}^{2} \\
\leq & C_{1}\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\|u-v\|_{H^{1}(\Omega)}+K C^{2} h^{2}\left\|u-u_{h}\right\|_{H^{1}(\Omega)}^{2}
\end{aligned}
$$

Thus, for $h \leq h_{0}$, where $h_{0}=(\alpha / 2 K)^{1 / 2} / C_{1} C_{A} C_{R}$, we find

$$
\begin{equation*}
\alpha\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \leq 2 C_{1}\|u-v\|_{H^{1}(\Omega)} \quad \forall v \in V_{h} \tag{5.7.9}
\end{equation*}
$$

So far, we have been operating under the assumption of the existence of a solution, $u_{h}$. Now we consider the question of its existence and uniqueness. Since (5.7.4) is a finite dimensional system having the same number of unknowns as equations, existence and uniqueness are equivalent. Nonuniqueness would imply the existence of a nontrivial solution, $u_{h}$, for $f \equiv 0$. In such a case, we have $u \equiv 0$ by (5.7.3). But (5.7.9) then implies that $u_{h} \equiv 0$ as well, provided $h$ is sufficiently small. In particular, this says that (5.7.4) has unique solutions for $h$ sufficiently small, since $f=0$ implies $u_{h}=0$.

Finally, for $h \leq h_{0}$, we conclude that the unique solution to (5.7.4) satisfies (5.7.9) and (5.7.8), thus completing the proof.

### 5.8 Negative-Norm Estimates

The previous section presented, as a byproduct, $L^{2}$ error estimates which are improved over $H^{1}$ estimates by a factor of $h$. One can, in some circumstances, continue to get improved error estimates in lower (negative) norms. Having a higher power of $h$ in an estimate in a negative norm may be interpreted as saying that the error is oscillatory. Recall that the $H^{-s}$ norm is defined by

$$
\|u\|_{H^{-s}(\Omega)}=\sup _{0 \neq v \in H^{s}(\Omega)} \frac{(u, v)}{\|v\|_{H^{s}(\Omega)}}
$$

We assume that the regularity estimate

$$
\begin{equation*}
\|u\|_{H^{s+2}(\Omega)} \leq C_{R}\|f\|_{H^{s}(\Omega)} \tag{5.8.1}
\end{equation*}
$$

and the approximation estimate

$$
\begin{equation*}
\inf _{v \in V_{h}}\|u-v\|_{H^{1}(\Omega)} \leq C h^{s+1}\|u\|_{H^{s+2}(\Omega)} \tag{5.8.2}
\end{equation*}
$$

hold for some $s \geq 0$.
(5.8.3) Theorem. Under conditions (5.7.1), (5.7.2), (5.8.1) and (5.8.2), there are constants $h_{0}$ and $C$ such that for all $h \leq h_{0}$, the solution to (5.7.4) satisfies

$$
\left\|u-u_{h}\right\|_{H^{-s}(\Omega)} \leq C h^{s+1}\left\|u-u_{h}\right\|_{H^{1}(\Omega)}
$$

Proof. We again apply duality techniques. For arbitrary $\phi \in H^{s}(\Omega)$, we need to estimate $\left(u-u_{h}, \phi\right)$. Let $w$ be the solution (guaranteed by condition (5.8.1)) to the adjoint problem

$$
a(v, w)=(v, \phi) \quad \forall v \in V .
$$

Then, for any $w_{h} \in V_{h}$,

$$
\begin{align*}
\left(u-u_{h}, \phi\right) & =a\left(u-u_{h}, w\right) \\
& =a\left(u-u_{h}, w-w_{h}\right)  \tag{by5.7.7}\\
& \leq C\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\left\|w-w_{h}\right\|_{H^{1}(\Omega)} . \tag{by5.7.1}
\end{align*}
$$

Therefore, for appropriate choice of $w_{h}$, we have

$$
\begin{align*}
\left(u-u_{h}, \phi\right) & \leq C h^{s+1}\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\|w\|_{H^{s+2}(\Omega)}  \tag{by5.8.2}\\
& \leq C h^{s+1}\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\|\phi\|_{H^{s}(\Omega)} \tag{by5.8.1}
\end{align*}
$$

Taking the supremum over $\phi$ completes the estimate.
The theorem implies that the approximation oscillates around the correct values, since "weighted averages" of the form $\left(u-u_{h}, \phi\right) /\|\phi\|_{H^{1}(\Omega)}$ are smaller by a factor, $h$, than $u-u_{h}$ itself.

The crucial requirement for the improved rate of convergence in a negative norm is the regularity estimate (5.8.1). When this does not hold (see Example 5.5.2), improvement will not occur. We give a simple explanation of this here. Using (5.7.4), we find

$$
\begin{aligned}
\left(u-u_{h}, f\right) & =a\left(u, u-u_{h}\right) \\
& =a\left(u-u_{h}, u-u_{h}\right) \\
& \geq \alpha\left\|u-u_{h}\right\|_{H^{1}(\Omega)}^{2} .
\end{aligned}
$$

If $f \in H^{s}(\Omega)$, then we have

$$
\begin{align*}
\left\|u-u_{h}\right\|_{H^{-s}(\Omega)} & =\sup _{0 \neq \phi \in H^{s}(\Omega)} \frac{\left(u-u_{h}, \phi\right)}{\|\phi\|_{H^{s}(\Omega)}} \\
& \geq \frac{\left(u-u_{h}, f\right)}{\|f\|_{H^{s}(\Omega)}}  \tag{5.8.4}\\
& \geq \alpha\left\|u-u_{h}\right\|_{H^{1}(\Omega)}^{2} /\|f\|_{H^{s}(\Omega)}
\end{align*}
$$

so that the negative norms of the error can never be smaller than the square of the $H^{1}(\Omega)$-norm of the error. This is often called the "pollution effect" of the singular point on the boundary (see the article by Wahlbin in Ciarlet \& Lions 1991).

We will now show that $\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \geq c h^{\beta}$ for the problem in Example 5.5.2. In general, if $V_{h}$ consists of piecewise polynomials of degree $\leq k+1$,

$$
\begin{aligned}
\left|u-u_{h}\right|_{H^{1}(\Omega)}^{2} & \geq \inf _{v \in V_{h}} \sum_{T \in \mathcal{T}^{h}} \int_{T}|\nabla u-\nabla v|^{2} d x \\
& \geq \sum_{T \in \mathcal{T}^{h}} \inf _{\underset{\sim}{v} \mathcal{P}_{k}^{2}} \int_{T}|\nabla u-\underset{\sim}{v}|^{2} d x \\
& \geq \inf _{\underset{\sim}{v} \mathcal{P}_{k}^{2}} \int_{T}|\nabla u-\underset{\sim}{v}|^{2} d x
\end{aligned}
$$

for any $T \in \mathcal{T}^{h}$, where $\mathcal{P}_{k}$ denotes polynomials of degree $\leq k$. Choosing $T$ to be an element with a vertex at the origin, we find

$$
\inf _{\underset{\sim}{v} \in \mathcal{P}_{k}^{2}} \int_{T}\left|\nabla\left(r^{\beta} \sin \beta \theta\right)-\underset{\sim}{v}\right|^{2} d x \geq c_{0} \operatorname{diam}(T)^{2 \beta}
$$

by a homogeneity argument (exercises 5.x. 21 and 5.x.22). Since $u-r^{\beta} \sin \beta \theta$ $=r^{2+\beta} \sin \beta \theta$, we have

$$
\inf _{\underset{\sim}{v \in \mathcal{P}_{k}^{2}}} \int_{T}|\nabla u-\underset{\sim}{v}|^{2} d x \geq c_{0} \operatorname{diam}(T)^{2 \beta}-c_{1} \operatorname{diam}(T)^{2+2 \beta}
$$

by the triangle inequality. If $\mathcal{T}^{h}$ is quasi-uniform, we conclude that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \geq c_{2} h^{\beta} \tag{5.8.5}
\end{equation*}
$$

where $c_{2}>0$, provided $h$ is sufficiently small.

### 5.9 The Plate-Bending Biharmonic Problem

So far, we have considered only second-order elliptic equations. In later chapters, we will consider systems of second-order equations, but here we will briefly describe how the theory developed so far can be applied to higher-order equations. We will restrict our attention to one problem of physical interest, the model of plate bending given by the biharmonic equation. Let $a(\cdot, \cdot)$ be the bilinear form defined on $H^{2}(\Omega)$ given by

$$
a(u, v):=\int_{\Omega} \Delta u \Delta v-(1-\nu)\left(2 u_{x x} v_{y y}+2 u_{y y} v_{x x}-4 u_{x y} v_{x y}\right) d x d y
$$

where $\nu$ is a physical constant known as Poisson's ratio. In the model for the bending of plates, $\nu$ is restricted to the range $\left[0, \frac{1}{2}\right]$. However, $a(\cdot, \cdot)$ is known (Agmon 1965) to satisfy a Gårding-type inequality,

$$
\begin{equation*}
a(v, v)+K\|v\|_{L^{2}(\Omega)}^{2} \geq \alpha\|v\|_{H^{2}(\Omega)}^{2} \quad \forall v \in H^{2}(\Omega), \tag{5.9.1}
\end{equation*}
$$

where $\alpha>0$ and $K<\infty$, for all $-3<\nu<1$. Note that for $\nu=1$, such an inequality cannot hold as $a(v, v)$ vanishes in that case for all harmonic functions, $v$.

A simple coercivity estimate can be derived for $0<\nu<1$, as follows. Write

$$
\begin{align*}
& a(v, v) \\
= & \int_{\Omega} \nu\left(v_{x x}+v_{y y}\right)^{2}+(1-\nu)\left(\left(v_{x x}-v_{y y}\right)^{2}+4 v_{x y}^{2}\right) d x d y \\
\geq & \min \{\nu, 1-\nu\} \int_{\Omega}\left(v_{x x}+v_{y y}\right)^{2}+\left(v_{x x}-v_{y y}\right)^{2}+4 v_{x y}^{2} d x d y  \tag{5.9.2}\\
= & 2 \min \{\nu, 1-\nu\} \int_{\Omega} v_{x x}^{2}+v_{y y}^{2}+2 v_{x y}^{2} d x d y \\
= & 2 \min \{\nu, 1-\nu\}|v|_{H^{2}(\Omega)}^{2} .
\end{align*}
$$

From (5.9.2), it follows that $a(\cdot, \cdot)$ is coercive over any closed subspace, $V \subset H^{2}(\Omega)$, such that $V \cap \mathcal{P}_{1}=\emptyset$. For if not, there would be a sequence of $v_{j} \in H^{2}(\Omega)$ such that $a\left(v_{j}, v_{j}\right)<1 / j$ and $\left\|v_{j}\right\|_{H^{2}(\Omega)}=1$. The set of linear polynomials, $Q^{2} v_{j}$, is bounded:

$$
\left\|Q^{2} v_{j}\right\|_{H^{2}(\Omega)} \leq C\left\|v_{j}\right\|_{H^{2}(\Omega)}=C
$$

and hence (see exercise 5.x.18) a subsequence, $\left\{Q^{2} v_{j_{k}}\right\}$, converges to some fixed linear polynomial, $L$. Since

$$
\left\|v_{j}-Q^{2} v_{j}\right\|_{H^{2}(\Omega)} \leq C\left|v_{j}\right|_{H^{2}(\Omega)} \rightarrow 0
$$

we conclude, as before, that $v_{j_{k}}$ converges to $L$. But since $V \cap \mathcal{P}_{1}=\emptyset$, we reach a contradiction. Thus, there must be a constant $\alpha>0$ such that

$$
\begin{equation*}
a(v, v) \geq \alpha\|v\|_{H^{2}(\Omega)}^{2} \quad \forall v \in V \tag{5.9.3}
\end{equation*}
$$

For $F \in H^{2}(\Omega)^{\prime}$ and $V \subset H^{2}(\Omega)$, we consider the problem: find $u \in V$ such that

$$
\begin{equation*}
a(u, v)=F(v) \quad \forall v \in V . \tag{5.9.4}
\end{equation*}
$$

As a consequence of the Riesz Representation Theorem (cf. (2.5.6)), we have the following.
(5.9.5) Theorem. If $V \subset H^{2}(\Omega)$ is a closed subspace such that $V \cap \mathcal{P}_{1}=\emptyset$ and (5.9.2) holds, then (5.9.4) has a unique solution.

If $u$ is sufficiently smooth, then integration by parts can be carried out, say with $v \in C_{0}^{\infty}(\Omega)$, to determine the differential equation satisfied. For example, if $F(v):=\int_{\Omega} f(x, y) v(x, y) d x d y$, where $f \in L^{2}(\Omega)$, then under suitable conditions on $\Omega$ (Blum and Rannacher 1980) we have $u \in$ $H^{4}(\Omega)$. Note that when integrating by parts, all of the terms multiplied by $1-\nu$ cancel, as they all yield various versions of the cross derivative $u_{x x y y}$
(cf. exercise 5.x.4). Thus, we find that $\Delta^{2} u=f$ holds in the $L^{2}$ sense, independent of the choice of $\nu$.

Various boundary conditions are of physical interest. Let $V^{\text {ss }}$ denote the subset of $H^{2}(\Omega)$ consisting of functions which vanish (to first-order only) on $\partial \Omega$, i.e.,

$$
V^{\mathrm{ss}}=\left\{v \in H^{2}(\Omega): v=0 \text { on } \partial \Omega\right\} .
$$

With this choice for $V$ in (5.9.4), the resulting model is called the "simplysupported" plate model, since the displacement, $u$, is held fixed (at a height of zero), yet the plate is free to rotate at the boundary. The "clamped" plate model consists of choosing $V^{\mathrm{c}}=\dot{H}^{2}(\Omega)$, the subset of $H^{2}(\Omega)$ consisting of functions which vanish to second order on $\partial \Omega$ :

$$
V^{\mathrm{c}}=\left\{v \in H^{2}(\Omega): v=\frac{\partial v}{\partial \nu}=0 \text { on } \partial \Omega\right\}
$$

Here, the rotation of the plate is also prescribed at the boundary.
In the simply-supported case $\left(V=V^{\mathrm{ss}}\right)$, there is another, natural boundary condition that holds. In this sense, this problem has a mixture of Dirichlet and Neumann boundary conditions, but they hold on all of $\partial \Omega$. The natural boundary condition is found using integration by parts, but with $v$ having an arbitrary, nonzero normal derivative on $\partial \Omega$. One finds (Bergman \& Schiffer 1953) that the "bending moment" $\Delta u+(1-\nu) u_{t t}$ must vanish on $\partial \Omega$, where $u_{t t}$ denotes the second directional derivative in the tangential direction. These results are summarized in the following.
(5.9.6) Theorem. Suppose that $V$ is any closed subspace satisfying $\dot{H}^{2}(\Omega) \subset$ $V \subset H^{2}(\Omega)$. If $f \in L^{2}(\Omega)$, and if $u \in H^{4}(\Omega)$ satisfies (5.9.4) with $F(v)=$ $(f, v)$, then $u$ satisfies

$$
\Delta^{2} u=f
$$

in the $L^{2}(\Omega)$ sense. For $V=V^{\text {c }}$, u satisfies

$$
u=\frac{\partial u}{\partial \nu}=0 \text { on } \partial \Omega
$$

and for $V=V^{\mathrm{ss}}$, u satisfies

$$
u=\Delta u+(1-\nu) u_{t t}=0 \text { on } \partial \Omega
$$

To approximate (5.9.4), we need a subspace $V_{h}$ of $H^{2}(\Omega)$. For example, we could take a space based on the Argyris elements (cf. (3.2.10) and Proposition 3.3.17). With either choice of $V$ as above, if we choose $V_{h}$ to satisfy the corresponding boundary conditions, we obtain the following.
(5.9.7) Theorem. If $V_{h} \subset V$ is based on Argyris elements of order $k \geq 5$ then there is a unique $u_{h} \in V_{h}$ such that

$$
a\left(u_{h}, v\right)=F(v) \quad \forall v \in V_{h} .
$$

Moreover,

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{H^{2}(\Omega)} & \leq C \inf _{v \in V_{h}}\|u-v\|_{H^{2}(\Omega)} \\
& \leq C h^{k-1}\|u\|_{H^{k+1}(\Omega)} .
\end{aligned}
$$

Since the Argyris interpolant is defined for $u \in H^{4}(\Omega)$, the above result also holds for $k$ replaced by any integer $s$ in the range $3 \leq s \leq k$. Provided sufficient regularity holds (Blum \& Rannacher 1980) for the solution of (5.9.4), namely

$$
\begin{equation*}
\|u\|_{H^{s+1}(\Omega)} \leq C\|f\|_{H^{s-3}(\Omega)} \tag{5.9.8}
\end{equation*}
$$

then we also have the following negative-norm estimate (cf. exercise 5.x.17).
(5.9.9) Theorem. Assuming (5.9.8) holds for $s=m+3$, with $0 \leq m \leq k-3$, we have

$$
\left\|u-u_{h}\right\|_{H^{-m}(\Omega)} \leq C h^{m+2}\left\|u-u_{h}\right\|_{H^{2}(\Omega)}
$$

It is interesting to note that we do not immediately get an estimate in the $H^{1}$ norm for the error $u-u_{h}$. In Chapter 14 , techniques will be presented to obtain such estimates. In addition, it will also be shown how to relax the above condition $3 \leq s \leq k$. That is, an estimate of the form

$$
\left\|u-u_{h}\right\|_{H^{2}(\Omega)} \leq C h^{s-1}\|u\|_{H^{s+1}(\Omega)}
$$

will be proved for any $1 \leq s \leq k$. For more details regarding the biharmonic equation model for plate bending, see the survey (Scott 1976).

## 5.x Exercises

5.x. 1 Prove that any function in $\tilde{L}^{2}(\Omega):=\left\{\phi \in L^{2}(\Omega): \int_{\Omega} \phi d x=0\right\}$ can be written as a limit of functions in $\tilde{\mathcal{D}}(\Omega):=\{\phi \in \mathcal{D}(\Omega)$ : $\left.\int_{\Omega} \phi d x=0\right\}$. (Hint: pick a sequence in $\mathcal{D}(\Omega)$ that converges in $L^{2}$ and modify it to get a mean-zero sequence.)
5.x. 2 Let $f, g \in H^{1}(\Omega)$. Show that $D_{w}^{\alpha}(f g)$ exists for all $|\alpha|=1$ and equals $D_{w}^{\alpha} f g+f D_{w}^{\alpha} g$. (Hint: Prove it first for $g \in C^{\infty}(\Omega) \cap H^{1}(\Omega)$ and then use the density result (1.3.4).)
5.x. 3 State and prove appropriate $L^{p}(p \neq 2)$ versions of Propositions 5.1.5 and 5.1.6.
5.x. 4 Show that if $u \in W_{p}^{k}(\Omega)$ and $|\alpha| \leq k$ then $D^{\alpha} u \in W_{p}^{k-|\alpha|}(\Omega)$. Prove that if $|\alpha|+|\beta| \leq k$ then $D^{\beta} D^{\alpha} u=D^{\alpha} D^{\beta} u$.
5.x. 5 For solving the potential flow equation $(\Delta u=0)$, the following method has been proposed by E. Wu, A cubic triangular element with local continuity - an application in potential flow, Int. J. Num. Meth. Eng. 17 (1981), 1147-1159. For element, we take $K$ to be a triangle, $\mathcal{P}$ to be cubic polynomials, $v$, such that $\int_{\partial K} \frac{\partial v}{\partial \nu} d s=0$ and $\mathcal{N}$ to be evaluation of $v$ and its gradient at each vertex. Note that for $v \in \mathcal{P}$, the vector field $\nabla v$ has zero net flux through $K$ (whatever goes in must also come out). Prove that this element is well defined. Using this element, derive results analogous to those in Sect. 5.4, namely (5.4.4) with $m=4$, for solving $\Delta u=0$ with Neumann boundary conditions. (Hint: First prove the element $\left(K, \mathcal{P}_{3}, \tilde{\mathcal{N}}\right)$ where

$$
\tilde{\mathcal{N}}=\mathcal{N} \cup\left\{v \longrightarrow \int_{\partial K} \frac{\partial v}{\partial \nu} d s\right\}
$$

to be well defined, then prove estimates for $u-\tilde{\mathcal{I}}^{h} u$ and observe that $\Delta u=0$ implies that

$$
\left.\int_{\partial K} \frac{\partial u}{\partial \nu} d s=0 \quad \forall K .\right)
$$

5.x.6 Prove that the reflection used in Example 5.5.4 maps the space

$$
\left\{v \in H^{2}(\Omega):\left.v\right|_{\Gamma}=0,\left.\frac{\partial v}{\partial \nu}\right|_{\partial \Omega \backslash \Gamma}=0\right\}
$$

to $H^{2}(\tilde{\Omega})$.
5.x. 7 Prove that the variational problem, $a(u, v)=(f, v) \quad \forall v \in V$, with form (5.6.7) and using $V=H^{1}(\Omega)$ is equivalent to $A u=f$, where $A$ is defined by (5.6.6), with boundary conditions (5.6.5).
5.x.8 Formulate the duality arguments for the case of a general secondorder elliptic Dirichlet problem, with form (5.6.7). (Hint: consider the Dirichlet problem for the adjoint operator

$$
A^{t} v:=-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial v}{\partial x_{j}}\right)-\sum_{k=1}^{n} \frac{\partial}{\partial x_{k}}\left(b_{k} v\right)+b_{0} v .
$$

State the needed regularity of all elliptic problems involved.)
5.x. 9 Determine the appropriate natural boundary conditions associated with the adjoint problem in exercise 5.x.8. Formulate the duality arguments for the case of a general second-order elliptic Neumann problem, with form (5.6.7) and space $V=H^{1}(\Omega)$.
5.x. 10 Let $u_{h}$ be the solution of (5.4.11). Show that

$$
\left|u-u_{h}\right|_{H^{1}(\Omega)} \leq \inf _{v \in V_{h}}\left|u-g_{D}-v\right|_{H^{1}(\Omega)}+2\left|g_{D}-\mathcal{I}^{h} g_{D}\right|_{H^{1}(\Omega)}
$$

Assuming the elliptic regularity (5.4.7) is valid, show also that
$\left\|u-u_{h}\right\|_{L^{2}(\Omega)} \leq C\left[h \inf _{v \in V_{h}}\left|u-g_{D}-v\right|_{H^{1}(\Omega)}+\left\|g_{D}-\mathcal{I}^{h} g_{D}\right\|_{L^{2}(\Omega)}\right]$.
5.x. 11 Prove that analogs of (5.4.4) and (5.4.8) hold for the solution to a perturbed version of $(5.4 .11)$ in which $f$ and $g_{N}$ are replaced by their respective interpolants.
5.x. 12 Consider the equation (5.1.1) with $u=0$ on $\Gamma$ and the Robin boundary condition

$$
\alpha u+\frac{\partial u}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega \backslash \Gamma
$$

where $\alpha$ is a constant.

1) Derive a variational formulation for this problem and give conditions on $\alpha$ and $f$ (if any are required) that guarantee it has a unique solution in $H^{1}$. (Hint: multiply by $v$ and integrate by parts, converting the $\frac{\partial u}{\partial \nu} v$ term to $u v$ using the boundary condition.)
2) Prove that if $u \in H^{2}$ solves your variational problem, with $f \in L^{2}$, then it solves the original differential problem in 5.x.12.
3) Prove error estimates for the variational approximation using piecewise linear functions on a general mesh in both $H^{1}$ and $L^{2}$. (Assume $H^{2}$ regularity for the problem).
4) Compute the "difference stencil" corresponding to using piecewise linear functions on a regular mesh on $\Omega=[0,1] \times[0,1]$ in the variational approximation (cf. Sect. 0.5). (Hint: away from the boundary it is the standard 5 -point difference stencil, if the mesh consists of $45^{\circ}$ right triangles.)
5.x. 13 Prove that, for $p \geq 1$,

$$
\|v\|_{L^{p}(\Omega)} \leq C\left(\left|\int_{\Gamma} v d s\right|+|v|_{W_{p}^{1}(\Omega)}\right) \quad \forall v \in W_{p}^{1}(\Omega)
$$

where $\Gamma \subset \partial \Omega$ has a positive measure and the constant $C$ depends only on $\Omega$ and $\Gamma$.
5.x. 14 Consider the equation (5.1.1) with periodic boundary conditions on $\Omega=[0,1] \times[0,1]$. Show that the variational formulation is similar to the Neumann problem, except that the variational spaces have periodicity imposed.
5.x. 15 Prove Proposition 5.3 .4 for the bilinear form (5.6.3).
5.x. 16 Prove that the discrete problem for an indefinite elliptic problem is uniquely solvable for $h$ sufficiently small, under the conditions
(5.7.1), (5.7.2) and the assumptions that the continuous problem is uniquely solvable and satisfies the elliptic regularity estimate (5.7.3).
5.x. 17 Prove (5.9.9). (Hint: follow the techniques in Sect. 5.8.)
5.x. 18 Prove that a set of polynomials of degree $<N$, that is closed and bounded in a Sobolev norm, is a compact set. (Hint: show that the set corresponds to a closed, bounded subset of Euclidean space by writing the norm as a metric on the coefficients of the polynomials.)
5.x. 19 Formulate inhomogeneous boundary value problems for the plate bending problem.
5.x. 20 Use (5.9.1) to prove (5.9.2) for $-3<\nu<1$. (Hint: use Rellich's Lemma (Agmon 1965) which says that bounded subsets of $H^{m}(\Omega)$, $m \geq 1$, are precompact in $L^{2}(\Omega)$. )
5.x. 21 Let $T_{h}=\left\{(r, \theta): 0<r<h, \theta_{0}<\theta<\theta_{1}\right\}$. Prove that

$$
\inf _{\underset{\sim}{v} \in \mathcal{P}_{k}^{2}} \int_{T_{h}}\left|\nabla\left(r^{\beta} \sin \beta \theta\right)-\underset{\sim}{v}\right|^{2} d x=c_{k, \beta} h^{2 \beta},
$$

where $\mathcal{P}_{k}$ denotes polynomials of degree at most $k$ and $c_{k, \beta}>0$ depends only on $k$ and $\beta$. (Hint: by a dilation of coordinates, show that this holds with

$$
c_{k, \beta}=\inf _{\substack{v \in \mathcal{P}_{k}^{2}}} \int_{T_{1}}\left|\nabla\left(r^{\beta} \sin \beta \theta\right)-\underset{\sim}{v}\right|^{2} d x .
$$

Prove that $c_{k, \beta}=0$ leads to the contradiction $\nabla\left(r^{\beta} \sin \beta \theta\right) \in \mathcal{P}_{k}^{2}$ by a compactness argument.)
5.x. 22 Prove that, for any $f \in L^{p}(\Omega)$ and any $\widetilde{\Omega} \subset \Omega$,

$$
\inf _{v \in W} \int_{\Omega}|f-v|^{p} d x \geq \inf _{v \in W} \int_{\widetilde{\Omega}}|f-v|^{p} d x
$$

for any subset $W \subset L^{p}(\Omega)$.
$5 . x .23$ Let $\Omega$ be the unit disk, and let $\Omega_{h}$ be a sequence of regular polygons with $1 / h$ sides inscribed in $\Omega$. Consider the simply-supported plate problem on each $\Omega_{h}$. Prove that the solutions of these problems converge as $h \rightarrow 0$ but not to the simply-supported plate problem on $\Omega$. This is known as Babuška's Paradox. See (Scott 1977a) for techniques to insure that finite element approximations converge to the right solution in this setting.

## Chapter 6

## Finite Element Multigrid Methods

The multigrid method provides an optimal order algorithm for solving elliptic boundary value problems. The error bounds of the approximate solution obtained from the full multigrid algorithm are comparable to the theoretical bounds of the error in the finite element method, while the amount of computational work involved is proportional only to the number of unknowns in the discretized equations.

The multigrid method has two main features: smoothing on the current grid and error correction on a coarser grid. The smoothing step has the effect of damping out the oscillatory part of the error. The smooth part of the error can then be accurately corrected on the coarser grid.

The discussion in this chapter is based on the papers (Bank \& Dupont 1981) and (Bramble \& Pasciak 1987). It is restricted to a model problem for simplicity. We recommend the books (Hackbusch 1985), (McCormick 1987), and (Bramble 1993), the survey article (Bramble \& Zhang 2000), and the references therein for the general theory of multigrid methods.

In practice, higher-order finite element equations would be preconditioned by a low-order solver, so we will only consider the piecewise linear case. Similarly, we restrict to the two-dimensional case to minimize technicalities. For theory regarding the general case, see (Scott \& Zhang 1992).

### 6.1 A Model Problem

Let $\Omega \subseteq \mathbb{R}^{2}$ be a convex polygon and

$$
\begin{equation*}
a(u, v)=\int_{\Omega}(\alpha \nabla u \cdot \nabla v+\beta u v) d x \tag{6.1.1}
\end{equation*}
$$

where $\alpha$ and $\beta$ are smooth functions such that for $\alpha_{0}, \alpha_{1}, \beta_{1} \in \mathbb{R}^{+}$we have $\alpha_{0} \leq \alpha(x) \leq \alpha_{1}$ and $0 \leq \beta(x) \leq \beta_{1}$ for all $x$ in $\Omega$. We consider the Dirichlet problem:
Find $u \in V:=\stackrel{\circ}{H}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(u, v)=(f, v) \quad \forall v \in V \tag{6.1.2}
\end{equation*}
$$

where $f \in L^{2}(\Omega)$.
Elliptic regularity (cf. (Grisvard 1985)) implies that $u \in H^{2}(\Omega) \cap$ $\dot{H}^{1}(\Omega)$. To approximate $u$, we consider a sequence of triangulations $\mathcal{T}_{k}$ of $\Omega$ determined as follows. Suppose $\mathcal{T}_{1}$ is given and let $\mathcal{T}_{k}, k \geq 2$, be obtained from $\mathcal{T}_{k-1}$ via a "regular" subdivision: edge midpoints in $\mathcal{T}_{k-1}$ are connected by new edges to form $\mathcal{T}_{k}$. Let $V_{k}$ denote $C^{0}$ piecewise linear functions with respect to $\mathcal{T}_{k}$ that vanish on $\partial \Omega$. Note that

$$
\begin{equation*}
\mathcal{T}_{k} \supset \mathcal{T}_{k-1} \Longrightarrow V_{k-1} \subset V_{k} \tag{6.1.3}
\end{equation*}
$$

for all $k \geq 1$.
The discretized problem is:
Find $u_{k} \in V_{k}$ such that

$$
\begin{equation*}
a\left(u_{k}, v\right)=(f, v) \quad \forall v \in V_{k} \tag{6.1.4}
\end{equation*}
$$

Let $h_{k}$ be the mesh size of $\mathcal{T}_{k}$, i.e., $h_{k}:=\max _{T \in \mathcal{T}_{k}} \operatorname{diam} T$. Note that for any $T \in \mathcal{T}_{k-1}$, the four subtriangles in $\mathcal{T}_{k}$ of $T$ are all similar to $T$ and have half the size of $T$. Thus,

$$
\begin{equation*}
h_{k}=\frac{1}{2} h_{k-1} . \tag{6.1.5}
\end{equation*}
$$

Similarly, $\left\{\mathcal{T}_{k}\right\}$ is quasi-uniform, since each $T \in \mathcal{T}_{k}$ is an exact replica of some $\hat{T} \in \mathcal{T}_{1}$ in miniature, with the size ratio exactly $h_{k} / h_{1}$. Thus, we have from Theorem 5.7.6 and Theorem 4.4.20,

$$
\begin{equation*}
\left\|u-u_{k}\right\|_{H^{s}(\Omega)} \leq C h_{k}^{2-s}\|u\|_{H^{2}(\Omega)} \quad s=0,1, k=1,2, \ldots \tag{6.1.6}
\end{equation*}
$$

Throughout this chapter, $C$, with or without subscripts, denotes a generic constant independent of $k$.

Let $n_{k}=\operatorname{dim} V_{k}$. The goal of the multigrid method is to calculate $\hat{u}_{k} \in V_{k}$ in $\mathcal{O}\left(n_{k}\right)$ operations such that

$$
\begin{equation*}
\left\|u_{k}-\hat{u}_{k}\right\|_{H^{s}(\Omega)} \leq C h_{k}^{2-s}\|u\|_{H^{2}(\Omega)}, \quad s=0,1, k=1,2, \ldots \tag{6.1.7}
\end{equation*}
$$

The $\mathcal{O}\left(n_{k}\right)$ operation count means that the multigrid method is asymptotically optimal.
(6.1.8) Remark. Full elliptic regularity is not essential for the convergence analysis (cf. (Bank \& Dupont 1981), (Bramble, Pasciak, Wang \& Xu 1991), (Zhang 1992), (Bramble \& Pasciak 1993)) and (Brenner 2002). It is assumed here for simplicity.

### 6.2 Mesh-Dependent Norms

(6.2.1) Definition. The mesh-dependent inner product $(\cdot, \cdot)_{k}$ on $V_{k}$ is defined by

$$
\begin{equation*}
(v, w)_{k}:=h_{k}^{2} \sum_{i=1}^{n_{k}} v\left(p_{i}\right) w\left(p_{i}\right) \tag{6.2.2}
\end{equation*}
$$

where $\left\{p_{i}\right\}_{i=1}^{n_{k}}$ is the set of internal vertices of $\mathcal{T}_{k}$.
The operator $A_{k}: V_{k} \longrightarrow V_{k}$ is defined by

$$
\begin{equation*}
\left(A_{k} v, w\right)_{k}=a(v, w) \quad \forall v, w \in V_{k} \tag{6.2.3}
\end{equation*}
$$

In terms of the operator $A_{k}$, the discretized equation (6.1.4) can be written as

$$
\begin{equation*}
A_{k} u_{k}=f_{k} \tag{6.2.4}
\end{equation*}
$$

where $f_{k} \in V_{k}$ satisfies

$$
\begin{equation*}
\left(f_{k}, v\right)_{k}=(f, v) \quad \forall v \in V_{k} . \tag{6.2.5}
\end{equation*}
$$

Since $A_{k}$ is symmetric positive definite with respect to $(\cdot, \cdot)_{k}$, we can define a scale of mesh-dependent norms $\left\|\|\cdot\|_{s, k}\right.$ in the following way:

$$
\begin{equation*}
\|v\|_{s, k}:=\sqrt{\left(A_{k}^{s} v, v\right)_{k}} \tag{6.2.6}
\end{equation*}
$$

where $A_{k}^{s}$ denotes the $s$ power of the symmetric, positive definite operator $A_{k}$ (Halmos 1957).

The mesh-dependent norms $\|\cdot\|_{s, k}$ will play an important role in the convergence analysis. Observe that the energy norm $\|\cdot\|_{E}=\sqrt{a(\cdot, \cdot)}$ coincides with the $\|\cdot\|_{1, k}$ norm on $V_{k}$. Similarly, $\|\cdot \cdot\|_{0, k}$ is the norm associated with the mesh-dependent inner product (6.2.2). The following lemma shows that $\|\cdot\|_{0, k}$ is equivalent to the $L^{2}$-norm.
(6.2.7) Lemma. There exist positive constants $C_{1}$ and $C_{2}$ such that

$$
C_{1}\|v\|_{L^{2}(\Omega)} \leq\|v\|_{0, k} \leq C_{2}\|v\|_{L^{2}(\Omega)} \quad \forall v \in V_{k}
$$

Proof. Using a quadrature formula for quadratic polynomials on triangles, we have

$$
\begin{aligned}
\|v\|_{L^{2}(\Omega)}^{2} & =\sum_{T \in \mathcal{T}_{k}} \int_{T} v^{2} d x \\
& =\sum_{T \in \mathcal{T}_{k}} \frac{|T|}{3}\left(\sum_{i=1}^{3} v^{2}\left(m_{i}\right)\right) \quad \text { (see exercise 6.x.12) }
\end{aligned}
$$

where $|T|$ denotes the area of $T$. By definition,

$$
\begin{aligned}
\|v\|_{0, k}^{2} & =(v, v)_{k} \\
& =h_{k}^{2} \sum_{i=1}^{n_{k}} v^{2}\left(p_{i}\right) .
\end{aligned}
$$

The fact that $\left\{\mathcal{T}_{k}\right\}$ is quasi-uniform implies that $|T|$ is equivalent to $h_{k}^{2}$. Since $v$ is linear, we have

$$
\left(\begin{array}{l}
v\left(m_{1}\right) \\
v\left(m_{2}\right) \\
v\left(m_{3}\right)
\end{array}\right)=\left(\begin{array}{ccc}
0 & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & 0 & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & 0
\end{array}\right)\left(\begin{array}{c}
v\left(p_{1}\right) \\
v\left(p_{2}\right) \\
v\left(p_{3}\right)
\end{array}\right),
$$

where $p_{1}, p_{2}$, and $p_{3}$ are the vertices of $T$, and $m_{i}$ is the midpoint of the edge opposite $p_{i}, i=1,2,3$. The lemma now follows.

The spectral radius, $\Lambda\left(A_{k}\right)$, of $A_{k}$ is estimated in the next lemma.
(6.2.8) Lemma. $\Lambda\left(A_{k}\right) \leq C h_{k}^{-2}$.

Proof. Let $\lambda$ be an eigenvalue of $A_{k}$ with eigenvector $\phi$. We have

$$
\begin{aligned}
a(\phi, \phi) & =\left(A_{k} \phi, \phi\right)_{k} \\
& =\lambda(\phi, \phi)_{k} \\
& =\lambda\|\phi\|_{0, k}^{2} .
\end{aligned}
$$

Therefore,

$$
\lambda=\frac{a(\phi, \phi)}{\|\phi\|_{0, k}^{2}}
$$

Since $\|\phi\|_{0, k}^{2}$ is equivalent to $\|\phi\|_{L^{2}(\Omega)}^{2}$, the lemma follows from (4.5.3):

$$
\begin{equation*}
\|v\|_{E} \leq C h_{k}^{-1}\|v\|_{L^{2}(\Omega)} \quad \forall v \in V_{k} \tag{6.2.9}
\end{equation*}
$$

We end this section with a useful lemma whose proof is left as an exercise (cf. exercise 6.x.1).
(6.2.10) Lemma. (Generalized Cauchy-Schwarz Inequality)

$$
|a(v, w)| \leq\|v\|_{1+t, k}\|w\|_{1-t, k} \quad \forall v, w \in V_{k}
$$

for any $t \in \mathbb{R}$.

### 6.3 The Multigrid Algorithm

The multigrid algorithm is an iterative solver. For each $k$ there is an iteration scheme for solving the equation $A_{k} z=g$ on $V_{k}$. This scheme has two main features: smoothing on $V_{k}$ and error correction on $V_{k-1}$, using the iteration scheme developed on $V_{k-1}$. The smoothing step has the effect of damping out the oscillatory part of the error, as shown in Fig. 6.1. A randomly chosen initial error is depicted together with three steps of the smoothing process (to be studied shortly) applied to this initial error. After a few such steps, the smooth part of the error is dominant and can be accurately captured on the coarser grid. This will be seen analytically in the proof of Theorem 6.5.7. Since the error correction is done on a coarser grid, less computational work is involved.


Fig. 6.1. Effect of smoothing step: (a) initial error, (b-d) one, two and three smoothing steps, resp., for the model problem (6.1.2) with $\alpha \equiv 1$ and $\beta \equiv 0$ in (6.1.1).

In order to describe the multigrid algorithm, we need to introduce the intergrid transfer operators.
(6.3.1) Definition. (Intergrid Transfer Operators) The coarse-to-fine operator

$$
I_{k-1}^{k}: V_{k-1} \longrightarrow V_{k}
$$

is taken to be the natural injection. In other words,

$$
I_{k-1}^{k} v=v \quad \forall v \in V_{k-1}
$$

The fine-to-coarse intergrid transfer operator

$$
I_{k}^{k-1}: V_{k} \longrightarrow V_{k-1}
$$

is defined to be the transpose of $I_{k-1}^{k}$ with respect to the $(\cdot, \cdot)_{k-1}$ and $(\cdot, \cdot)_{k}$ inner products. In other words,

$$
\begin{aligned}
\left(I_{k}^{k-1} w, v\right)_{k-1} & =\left(w, I_{k-1}^{k} v\right)_{k} \\
& =(w, v)_{k} \quad \forall v \in V_{k-1}, w \in V_{k}
\end{aligned}
$$

The $\mathbf{k}^{\text {th }}$ Level Iteration. $M G\left(k, z_{0}, g\right)$ is the approximate solution of the equation

$$
A_{k} z=g
$$

obtained from the $k^{\text {th }}$ level iteration with initial guess $z_{0}$.
For $k=1, \operatorname{MG}\left(1, z_{0}, g\right)$ is the solution obtained from a direct method. In other words,

$$
M G\left(1, z_{0}, g\right)=A_{1}^{-1} g
$$

For $k>1, M G\left(k, z_{0}, g\right)$ is obtained recursively in three steps.
Presmoothing Step. For $1 \leq l \leq m_{1}$, let

$$
z_{l}=z_{l-1}+\frac{1}{\Lambda_{k}}\left(g-A_{k} z_{l-1}\right)
$$

where, from now on, we will assume that $\Lambda_{k}$ denotes some upperbound (Lemma 6.2.8) for the spectral radius of $A_{k}$ satisfying

$$
\begin{equation*}
\Lambda_{k} \leq C h_{k}^{-2} \tag{6.3.2}
\end{equation*}
$$

Error Correction Step. Let $\bar{g}:=I_{k}^{k-1}\left(g-A_{k} z_{m_{1}}\right)$ and $q_{0}=0$. For $1 \leq i \leq p$, let

$$
q_{i}=M G\left(k-1, q_{i-1}, \bar{g}\right) .
$$

Then

$$
z_{m_{1}+1}:=z_{m_{1}}+I_{k-1}^{k} q_{p}
$$

Postsmoothing Step. For $m_{1}+2 \leq l \leq m_{1}+m_{2}+1$, let

$$
z_{l}=z_{l-1}+\frac{1}{\Lambda_{k}}\left(g-A_{k} z_{l-1}\right)
$$

Then the output of the $k^{\text {th }}$ level iteration is

$$
M G\left(k, z_{0}, g\right):=z_{m_{1}+m_{2}+1}
$$

Here $m_{1}$ and $m_{2}$ are positive integers, and $p=1$ or 2 . When $p=1$, this is called a $\mathcal{V}$-cycle method; $p=2$ is called a $\mathcal{W}$-cycle method.

In the application of the $k^{\text {th }}$ level iteration to (6.2.4), we follow the following strategy. We take the initial guess to be $I_{k-1}^{k} \hat{u}_{k-1}$, where $\hat{u}_{k-1}$ is the approximate solution already obtained for the equation $A_{k-1} u_{k-1}=$ $f_{k-1}$. Then we apply the $k^{\text {th }}$ level iteration $r$ times. The full multigrid algorithm therefore consists of nested iterations.

## The Full Multigrid Algorithm

For $k=1, \hat{u}_{1}=A_{1}^{-1} f_{1}$.
For $k \geq 2$, the approximate solutions $\hat{u}_{k}$ are obtained recursively from

$$
\begin{aligned}
u_{0}^{k} & =I_{k-1}^{k} \hat{u}_{k-1} \\
u_{l}^{k} & =M G\left(k, u_{l-1}^{k}, f_{k}\right), \quad 1 \leq l \leq r, \\
\hat{u}_{k} & =u_{r}^{k}
\end{aligned}
$$

### 6.4 Approximation Property

We will now discuss one of the key ingredients for the convergence analysis of both the $\mathcal{W}$-cycle and $\mathcal{V}$-cycle algorithms.
(6.4.1) Definition. Let $P_{k}: V \longrightarrow V_{k}$ be the orthogonal projection with respect to $a(\cdot, \cdot)$. In other words, $P_{k} v \in V_{k}$ and

$$
a(v, w)=a\left(P_{k} v, w\right) \quad \forall w \in V_{k} .
$$

The operator $P_{k-1}$ relates the error after presmoothing in the $k^{\text {th }}$ level iteration scheme to the exact solution of the residual equation on the coarser grid. Recall that in the error correction step of the $k^{\text {th }}$ level iteration we had $\bar{g}=I_{k}^{k-1}\left(g-A_{k} z_{m_{1}}\right)$. Let $q \in V_{k-1}$ satisfy the coarse grid residual equation $A_{k-1} q=\bar{g}$.
(6.4.2) Lemma. $\quad q=P_{k-1}\left(z-z_{m_{1}}\right)$.

Proof. For $w \in V_{k-1}$,

$$
\begin{align*}
a(q, w) & =\left(A_{k-1} q, w\right)_{k-1}  \tag{by6.2.3}\\
& =(\bar{g}, w)_{k-1} \\
& =\left(I_{k}^{k-1}\left(g-A_{k} z_{m_{1}}\right),\right. \\
& =\left(g-A_{k} z_{m_{1}}, w\right)_{k} \\
& =\left(A_{k}\left(z-z_{m_{1}}\right), w\right)_{k}  \tag{by6.2.3}\\
& =a\left(z-z_{m_{1}}, w\right) .
\end{align*}
$$

$$
=\left(I_{k}^{k-1}\left(g-A_{k} z_{m_{1}}\right), w\right)_{k-1} \quad(\text { definition of } g)
$$

Therefore, if the residual equation is solved exactly on the coarser grid, the error after the correction step is $z-\left(z_{m_{1}}+q\right)=\left(I-P_{k-1}\right)\left(z-z_{m_{1}}\right)$. Hence, it is important to understand the operator $I-P_{k-1}$.
(6.4.3) Lemma. There exists a positive constant $C$ such that

$$
\left\|\left(I-P_{k-1}\right) v\right\|_{0, k} \leq C h_{k}\left\|\left(I-P_{k-1}\right) v\right\|_{1, k} \quad \forall v \in V_{k}
$$

Proof. From Theorem 5.7.6 we know that

$$
\left\|\left(I-P_{k-1}\right) v\right\|_{L^{2}(\Omega)} \leq C h_{k}\left\|\left(I-P_{k-1}\right) v\right\|_{E}=C h_{k}\left\|\left(I-P_{k-1}\right) v\right\|_{1, k} .
$$

Using Lemma 6.2.7 completes the proof.
We note the resemblance of the following result to, say, Theorem 5.4.4 with $m=2$. However, the function, $v$, being approximated here does not lie in $H^{2}(\Omega)$.
(6.4.4) Corollary. (Approximation Property) There exists a positive constant $C$ such that

$$
\left\|\left(I-P_{k-1}\right) v\right\|_{1, k} \leq C h_{k}\|v\|_{2, k} \quad \forall v \in V_{k}
$$

Proof.

$$
\begin{align*}
\left\|\left(I-P_{k-1}\right) v\right\|_{1, k}^{2} & =\left\|v-P_{k-1} v\right\|_{E}^{2} \\
& =a\left(v-P_{k-1} v, v-P_{k-1} v\right) \\
& =a\left(v-P_{k-1} v, v\right) \\
& \leq\left\|v-P_{k-1} v\right\|_{0, k}\|v\|_{2, k}  \tag{by6.2.10}\\
& \leq C h_{k}\left\|v-P_{k-1} v\right\|_{1, k}\|v\|_{2, k} . \tag{Lemma6.4.3}
\end{align*}
$$

## 6.5 $\mathcal{W}$-cycle Convergence for the $\boldsymbol{k}^{\text {th }}$ Level Iteration

In this section we will show that the $k^{\text {th }}$ level iteration scheme for a $\mathcal{W}$-cycle method has a contraction number bounded away from 1 if the number of smoothing steps is large enough. In the next section we will prove the same result for a $\mathcal{V}$-cycle method with one smoothing step, which implies that the number of smoothing steps in the $\mathcal{W}$-cycle method can also be taken to be one (cf. exercises 6.x. 9 and 6.x.10). But, the weaker result in this section can be obtained with less effort, and the perturbation argument involved is also of independent interest.

For simplicity, we will consider the one-sided $\mathcal{W}$-cycle method, i.e., $p=2, m_{1}=m$ and $m_{2}=0$ in the algorithm in Sect. 6.3. Let $e_{i}=z-z_{i}$ for $0 \leq i \leq m+1$ be the errors in the $k^{\text {th }}$ level iteration. Then from the smoothing step we have for $1 \leq l \leq m$

$$
\begin{align*}
e_{l} & =z-z_{l} \\
& =z-z_{l-1}-\frac{1}{\Lambda_{k}} A_{k}\left(z-z_{l-1}\right) \\
& =e_{l-1}-\frac{1}{\Lambda_{k}} A_{k} e_{l-1}  \tag{6.5.1}\\
& =\left(I-\frac{1}{\Lambda_{k}} A_{k}\right) e_{l-1}
\end{align*}
$$

(6.5.2) Definition. $R_{k}:=I-\frac{1}{\Lambda_{k}} A_{k}: V_{k} \longrightarrow V_{k}$ is the relaxation operator.

Note that (cf. exercise 6.x.3)

$$
\begin{array}{ll}
\left\|R_{k} v\right\|_{s, k} \leq\|v\|_{s, k} & \forall v \in V_{k}, s \in \mathbb{R} \quad \text { and }  \tag{6.5.3}\\
\left(R_{k} v, v\right)_{k} \leq(v, v)_{k} & \forall v \in V_{k} .
\end{array}
$$

It follows immediately that the effect of the smoothing step can be described by

$$
\begin{equation*}
e_{m}=R_{k}^{m} e_{0} \tag{6.5.4}
\end{equation*}
$$

We will first prove the convergence of a two-grid method. Let $q \in V_{k-1}$ satisfy $A_{k-1} q=\bar{g}$, and define the output of the two-grid method to be

$$
\begin{equation*}
\hat{z}_{m+1}=z_{m}+q . \tag{6.5.5}
\end{equation*}
$$

Note that the $q_{2}$ in the multigrid algorithm in Sect. 6.3 is just an approximation of $q$ by using the $k-1$ level iteration twice. The final error of the two-grid algorithm is related to the initial error by

$$
\begin{align*}
\hat{e}_{m+1} & =z-\hat{z}_{m+1}  \tag{by6.5.5}\\
& =z-z_{m}-q \\
& =e_{m}-q  \tag{6.5.6}\\
& =e_{m}-P_{k-1} e_{m}  \tag{Lemma6.4.2}\\
& =\left(I-P_{k-1}\right) R_{k}^{m} e_{0} . \tag{by6.5.4}
\end{align*}
$$

We already have estimates for the operator $I-P_{k-1}$ (the approximation property). It remains to measure the effect of $R_{k}^{m}$.
(6.5.7) Theorem. (Smoothing Property for the $\mathcal{W}$-cycle Algorithm)

$$
\left\|R_{k}^{m} v\right\|_{2, k} \leq C h_{k}^{-1} m^{-1 / 2}\|v\|_{1, k} \quad \forall v \in V_{k}
$$

Proof. Let $0<\lambda_{1} \leq \lambda_{2} \leq \ldots \leq \lambda_{n_{k}}$ be the eigenvalues of the operator $A_{k}$ and $\psi_{i}, 1 \leq i \leq n_{k}$, be the corresponding eigenvectors satisfying the orthonormal relation $\left(\psi_{i}, \psi_{j}\right)_{k}=\delta_{i j}$. We can write $v=\sum_{i=1}^{n_{k}} \nu_{i} \psi_{i}$. Hence,

$$
\begin{aligned}
R_{k}^{m} v & =\left(I-\frac{1}{\Lambda_{k}} A_{k}\right)^{m} v \\
& =\sum_{i=1}^{n_{k}}\left(1-\frac{\lambda_{i}}{\Lambda_{k}}\right)^{m} \nu_{i} \psi_{i}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\left\|R_{k}^{m} v\right\|_{2, k}^{2} & =\sum_{i=1}^{n_{k}}\left(1-\frac{\lambda_{i}}{\Lambda_{k}}\right)^{2 m} \nu_{i}^{2} \lambda_{i}^{2} \\
& =\Lambda_{k}\left\{\sum_{i=1}^{n_{k}}\left(1-\frac{\lambda_{i}}{\Lambda_{k}}\right)^{2 m}\left(\frac{\lambda_{i}}{\Lambda_{k}}\right) \lambda_{i} \nu_{i}^{2}\right\} \\
& \leq \Lambda_{k}\left\{\sup _{0 \leq x \leq 1}(1-x)^{2 m} x\right\} \sum_{i=1}^{n_{k}} \lambda_{i} \nu_{i}^{2} \quad\left(\left|\lambda_{i}\right| \leq \Lambda_{k}\right) \\
& \leq C h_{k}^{-2} m^{-1}\|v\|_{1, k}^{2} \tag{by6.3.2}
\end{align*}
$$

Hence,

$$
\left\|R_{k}^{m} v\right\|_{2, k} \leq C h_{k}^{-1} m^{-1 / 2}\|v\|_{1, k}
$$

(6.5.8) Theorem. (Convergence of the Two-Grid Algorithm) There exists a positive constant $C$ independent of $k$ such that

$$
\left\|\hat{e}_{m+1}\right\|_{E} \leq C m^{-1 / 2}\left\|e_{0}\right\|_{E}
$$

Therefore, if $m$ is large enough, the two-grid method is a contraction with contraction number independent of $k$.

Proof.

$$
\begin{align*}
\left\|\hat{e}_{m+1}\right\|_{E} & =\left\|\left(I-P_{k-1}\right) R_{k}^{m} e_{0}\right\|_{E}  \tag{by6.5.6}\\
& \leq C h_{k}\left\|R_{k}^{m} e_{0}\right\|_{2, k}  \tag{by6.4.4}\\
& \leq C h_{k} C h_{k}^{-1} m^{-1 / 2}\left\|e_{0}\right\|_{1, k}  \tag{by6.5.7}\\
& \leq C m^{-1 / 2}\left\|e_{0}\right\|_{E}
\end{align*}
$$

We now use a perturbation argument to prove the convergence of the $k^{\text {th }}$ level iteration.
(6.5.9) Theorem. (Convergence of the $\mathbf{k}^{\text {th }}$ Level Iteration) For any $0<$ $\gamma<1, m$ can be chosen large enough such that

$$
\begin{equation*}
\left\|z-M G\left(k, z_{0}, g\right)\right\|_{E} \leq \gamma\left\|z-z_{0}\right\|_{E}, \quad \text { for } k=1,2, \ldots \tag{6.5.10}
\end{equation*}
$$

Proof. Let $C^{*}$ be the constant in Theorem 6.5.8 and let $m$ be an integer greater than $\left(C^{*} /\left(\gamma-\gamma^{2}\right)\right)^{2}$. Then (6.5.10) holds for this choice of $m$. The proof is by induction. For $k=1,(6.5 .10)$ holds trivially since the left-hand side is 0 . For $k>1$, we have

$$
\begin{aligned}
z-M G\left(k, z_{0}, g\right) & =z-z_{m+1} \\
& =z-z_{m}-q_{2} \\
& =\hat{e}_{m+1}+q-q_{2}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& \| z- M G\left(k, z_{0}, g\right) \|_{E} \\
& \leq\left\|\hat{e}_{m+1}\right\|_{E}+\left\|q-q_{2}\right\|_{E} \\
& \quad \leq C^{*} m^{-1 / 2}\left\|e_{0}\right\|_{E}+\gamma^{2}\|q\| \\
& \quad \leq\left(C^{*} m^{-1 / 2}+\gamma^{2}\right)\left\|e_{0}\right\|_{E} \\
& \leq \gamma\left\|e_{0}\right\|_{E} .
\end{align*}
$$

$$
\leq C^{*} m^{-1 / 2}\left\|e_{0}\right\|_{E}+\gamma^{2}\|q\|_{E} \quad \text { (ind. hyp. \& Thm. 6.5.8) }
$$

## 6.6 $\mathcal{V}$-cycle Convergence for the $\boldsymbol{k}^{\text {th }}$ Level Iteration

In this section we will consider the symmetric $\mathcal{V}$-cycle algorithm. In other words, we consider the algorithm in Sect. 6.3 with $p=1$ and $m_{1}=m_{2}=m$.

Since our goal is to prove convergence of this algorithm for any $m$, we can no longer just perform a two-grid analysis followed by a perturbation argument. We need to analyze directly the relation between the initial error $z-z_{0}$ and the final error $z-M G\left(k, z_{0}, g\right)$.
(6.6.1) Definition. The error operator $E_{k}: V_{k} \longrightarrow V_{k}$ is defined recursively by

$$
\begin{aligned}
& E_{1}=0 \\
& E_{k}=R_{k}^{m}\left[I-\left(I-E_{k-1}\right) P_{k-1}\right] R_{k}^{m} \quad k>1 .
\end{aligned}
$$

The following lemma shows that $E_{k}$ relates the final error of the $k^{\text {th }}$ level iteration to the initial error.
(6.6.2) Lemma. If $z, g \in V_{k}$ satisfy $A_{k} z=g$, then

$$
\begin{equation*}
E_{k}\left(z-z_{0}\right)=z-M G\left(k, z_{0}, g\right), \quad k \geq 1 \tag{6.6.3}
\end{equation*}
$$

Proof. The proof is by induction. The case $k=1$ is trivial since $\operatorname{MG}\left(1, z_{0}, g\right)$ $=A_{1}^{-1} g=z$. Assume (6.6.3) holds for $k-1$. Let $q \in V_{k-1}$ be the exact solution on the coarser grid of the residual equation, i.e., $A_{k-1} q=\bar{g}$. Since $q_{1}=$ $M G(k-1,0, \bar{g})$, the induction hypothesis implies that $q-q_{1}=E_{k-1}(q-0)$. Hence, by Lemma 6.4.2

$$
\begin{align*}
q_{1} & =\left(I-E_{k-1}\right) q  \tag{6.6.4}\\
& =\left(I-E_{k-1}\right) P_{k-1}\left(z-z_{m}\right) .
\end{align*}
$$

Therefore,

$$
\begin{aligned}
z-M G\left(k, z_{0}, g\right) & =z-z_{2 m+1} \\
& =R_{k}^{m}\left(z-z_{m+1}\right) \\
& =R_{k}^{m}\left(z-\left(z_{m}+q_{1}\right)\right) \\
& =R_{k}^{m}\left(z-z_{m}-\left(I-E_{k-1}\right) P_{k-1}\left(z-z_{m}\right)\right) \\
& =R_{k}^{m}\left(I-\left(I-E_{k-1}\right) P_{k-1}\right)\left(z-z_{m}\right) \\
& =R_{k}^{m}\left(I-\left(I-E_{k-1}\right) P_{k-1}\right) R_{k}^{m}\left(z-z_{0}\right) \\
& =E_{k}\left(z-z_{0}\right) .
\end{aligned}
$$

The operators $E_{k}$ are clearly linear. It is less obvious that the $E_{k}$ 's are positive semi-definite with respect to $a(\cdot, \cdot)$. In order to prove this fact, which simplifies the convergence proof, we first need a lemma, whose proof is left as an exercise (cf. exercise 6.x.6).
(6.6.5) Lemma. For all $v, w \in V_{k}$,

$$
a\left(R_{k} v, w\right)=a\left(v, R_{k} w\right)
$$

(6.6.6) Proposition. $E_{k}$ is symmetric positive semi-definite with respect to $a(\cdot, \cdot)$ for $k \geq 1$.

Proof. The proof is by induction. It is obvious for $k=1$. Assume the proposition is true for $k-1$. We first prove that $E_{k}$ is symmetric with respect to $a(\cdot, \cdot)$ :

$$
\begin{align*}
& a\left(E_{k} v, w\right)= a\left(R_{k}^{m}\left(I-P_{k-1}+E_{k-1} P_{k-1}\right) R_{k}^{m} v, w\right) \quad \text { (by 6.6.1) } \\
&= a\left(\left(I-P_{k-1}+E_{k-1} P_{k-1}\right) R_{k}^{m} v, R_{k}^{m} w\right) \\
& \quad(\text { Lemma 6.6.5 m times) } \\
&= a\left(\left(I-P_{k-1}\right) R_{k}^{m} v, R_{k}^{m} w\right) \\
& \quad+a\left(E_{k-1} P_{k-1} R_{k}^{m} v, R_{k}^{m} w\right) \\
&= a\left(R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} w\right) \\
& \quad+a\left(E_{k-1} P_{k-1} R_{k}^{m} v, R_{k}^{m} w\right) \\
&= a\left(R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} w\right) \\
& \quad a\left(E_{k-1} P_{k-1} R_{k}^{m} v, P_{k-1} R_{k}^{m} w\right)  \tag{by6.4.1}\\
&= a\left(R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} w\right) \\
& \quad+a\left(P_{k-1} R_{k}^{m} v, E_{k-1} P_{k-1} R_{k}^{m} w\right) \\
&= \quad \text { (byduction 6.4.1) } \\
& \quad+a\left(R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} w\right) \\
&= a\left(R_{k}^{m} v,\left(I-P_{k-1}+E_{k-1} P_{k-1}\right) R_{k}^{m} w\right)  \tag{by6.4.1}\\
&= a\left(v, R_{k}^{m}\left(I-P_{k-1}+E_{k-1} P_{k-1}\right) R_{k}^{m} w\right)
\end{align*}
$$

(Lemma 6.6.5 again)

$$
=a\left(v, E_{k} w\right)
$$

We next show that $E_{k}$ is positive, semi-definite with respect to $a(\cdot, \cdot)$ :

$$
\begin{aligned}
a\left(E_{k} v, v\right)= & a\left(R_{k}^{m}\left(I-\left(I-E_{k-1}\right) P_{k-1}\right) R_{k}^{m} v, v\right) \\
= & a\left(\left(I-\left(I-E_{k-1}\right) P_{k-1}\right) R_{k}^{m} v, R_{k}^{m} v\right) \\
= & a\left(R_{k}^{m} v, R_{k}^{m} v\right)-a\left(\left(I-E_{k-1}\right) P_{k-1} R_{k}^{m} v, R_{k}^{m} v\right) \\
= & a\left(R_{k}^{m} v, R_{k}^{m} v\right)-a\left(\left(I-E_{k-1}\right) P_{k-1} R_{k}^{m} v, P_{k-1} R_{k}^{m} v\right) \quad \text { (by 6.4.1) } \\
= & a\left(R_{k}^{m} v, R_{k}^{m} v\right)-a\left(P_{k-1} R_{k}^{m} v, P_{k-1} R_{k}^{m} v\right) \\
& \quad+a\left(E_{k-1} P_{k-1} R_{k}^{m} v, P_{k-1} R_{k}^{m} v\right) \\
= & a\left(\left(I-P_{k-1}\right) R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} v\right) \\
& \quad+a\left(E_{k-1} P_{k-1} R_{k}^{m} v, P_{k-1} R_{k}^{m} v\right)
\end{aligned}
$$

$$
\geq 0
$$

## (6.6.7) Lemma. (Smoothing Property for the $\mathcal{V}$-Cycle)

$$
a\left(\left(I-R_{k}\right) R_{k}^{2 m} v, v\right) \leq \frac{1}{2 m} a\left(\left(I-R_{k}^{2 m}\right) v, v\right)
$$

Proof. We first observe that for $0 \leq j \leq l$,

$$
\begin{align*}
a\left(\left(I-R_{k}\right) R_{k}^{l} v, v\right) & =\left(A_{k}\left(I-R_{k}\right) R_{k}^{l} v, v\right)_{k} \\
& =\left(A_{k} \Lambda_{k}^{-1} A_{k} R_{k}^{l} v, v\right)_{k} \\
& =\frac{1}{\Lambda_{k}}\left(R_{k}^{l} A_{k} v, A_{k} v\right)_{k}  \tag{6.6.8}\\
& \leq \frac{1}{\Lambda_{k}}\left(R_{k}^{j} A_{k} v, A_{k} v\right)_{k}  \tag{by6.5.3}\\
& =a\left(\left(I-R_{k}\right) R_{k}^{j} v, v\right) .
\end{align*}
$$

Hence,

$$
\begin{aligned}
& (2 m) a\left(\left(I-R_{k}\right) R_{k}^{2 m} v, v\right) \\
& =a\left(\left(I-R_{k}\right) R_{k}^{2 m} v, v\right)+a\left(\left(I-R_{k}\right) R_{k}^{2 m} v, v\right)+\ldots \\
& +a\left(\left(I-R_{k}\right) R_{k}^{2 m} v, v\right) \\
& \leq a\left(\left(I-R_{k}\right) v, v\right)+a\left(\left(I-R_{k}\right) R_{k} v, v\right)+\ldots \\
& +a\left(\left(I-R_{k}\right) R_{k}^{2 m-1} v, v\right) \\
& \leq a\left(\left(I-R_{k}^{2 m}\right) v, v\right) . \quad \text { (telescopic cancellation) }
\end{aligned}
$$

(6.6.9) Proposition. Let $m$ be the number of smoothing steps. Then

$$
\begin{equation*}
a\left(E_{k} v, v\right) \leq \frac{C^{*}}{m+C^{*}} a(v, v) \quad \forall v \in V_{k} \tag{6.6.10}
\end{equation*}
$$

where $C^{*}$ is a positive constant independent of $k$.
Proof. We first estimate $a\left(\left(I-P_{k-1}\right) R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} v\right)$.

$$
\begin{align*}
& a\left(\left(I-P_{k-1}\right) R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} v\right) \\
& \quad=\left\|\left(I-P_{k-1}\right) R_{k}^{m} v\right\|_{E}^{2} \\
& \quad \leq C h_{k}^{2}\left\|R_{k}^{m} v\right\|_{2, k}^{2}  \tag{by6.4.4}\\
& \quad=C h_{k}^{2}\left(A_{k}^{2} R_{k}^{m} v, R_{k}^{m} v\right)_{k}  \tag{by6.2.6}\\
& \quad=C h_{k}^{2} a\left(A_{k} R_{k}^{m} v, R_{k}^{m} v\right)  \tag{6.6.11}\\
& \quad=C h_{k}^{2} \Lambda_{k} a\left(\left(I-R_{k}\right) R_{k}^{m} v, R_{k}^{m} v\right)  \tag{by6.2.3}\\
& \quad \leq C a\left(\left(I-R_{k}\right) R_{k}^{m} v, R_{k}^{m} v\right)  \tag{by6.2.8}\\
& \quad=C a\left(\left(I-R_{k}\right) R_{k}^{2 m} v, v\right)  \tag{by6.6.5}\\
& \quad \leq \frac{C}{m} a\left(\left(I-R_{k}^{2 m}\right) v, v\right) . \tag{by6.6.7}
\end{align*}
$$

Let $C^{*}$ be the constant $C$ in the last inequality. Then (6.6.10) holds for $k \geq 1$. The proof is by induction. For $k=1,(6.6 .10)$ is trivially true since
$E_{1}=0$. Assume that (6.6.10) holds for $k-1$. Then if we let $\gamma=C^{*} /\left(m+C^{*}\right)$ (therefore, $\left.\gamma=(1-\gamma) C^{*} / m\right)$,

$$
\begin{align*}
a\left(E_{k} v, v\right)= & a\left(R_{k}^{m} v, R_{k}^{m} v\right)-a\left(P_{k-1} R_{k}^{m} v, P_{k-1} R_{k}^{m} v\right) \\
& +a\left(E_{k-1} P_{k-1} R_{k}^{m} v, P_{k-1} R_{k}^{m} v\right)  \tag{by6.6.1}\\
= & a\left(\left(I-P_{k-1}\right) R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} v\right) \\
& +a\left(E_{k-1} P_{k-1} R_{k}^{m} v, P_{k-1} R_{k}^{m} v\right)  \tag{by6.4.1}\\
\leq & a\left(\left(I-P_{k-1}\right) R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} v\right) \\
& +\gamma a\left(P_{k-1} R_{k}^{m} v, P_{k-1} R_{k}^{m} v\right)  \tag{ind.hyp.}\\
= & (1-\gamma) a\left(\left(I-P_{k-1}\right) R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} v\right) \\
& +\gamma a\left(\left(I-P_{k-1}\right) R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} v\right) \\
& +\gamma a\left(P_{k-1}^{m} R_{k}^{m} v, P_{k-1}^{m} R_{k}^{m} v\right) \\
= & (1-\gamma) a\left(\left(I-P_{k-1}\right) R_{k}^{m} v,\left(I-P_{k-1}\right) R_{k}^{m} v\right) \\
& +\gamma a\left(R_{k}^{m} v, R_{k}^{m} v\right)  \tag{by6.4.1}\\
\leq & (1-\gamma) C^{*} m^{-1} a\left(\left(I-R_{k}^{2 m}\right) v, v\right) \\
& +\gamma a\left(R_{k}^{m} v, R_{k}^{m} v\right)  \tag{by6.6.11}\\
= & \gamma a\left(\left(I-R_{k}^{2 m}\right) v, v\right)+\gamma a\left(R_{k}^{m} v, R_{k}^{m} v\right) \\
= & \gamma a(v, v) .
\end{align*}
$$

Proposition 6.6.9 implies immediately the following classical result by Braess and Hackbusch (cf. (Braess \& Hackbusch 1983)).
(6.6.12) Theorem. (Convergence of the $\mathrm{k}^{\text {th }}$ Level Iteration for the $\mathcal{V}$ cycle) Let $m$ be the number of smoothing steps. Then

$$
\left\|z-M G\left(k, z_{0}, g\right)\right\|_{E} \leq \frac{C^{*}}{m+C^{*}}\left\|z-z_{0}\right\|_{E}
$$

Hence, the $k^{\text {th }}$ level iteration for any $m$ is a contraction, with the contraction number independent of $k$.

Proof. From Lemma 6.6.2, it suffices to show

$$
\left\|E_{k} v\right\|_{E} \leq \frac{C^{*}}{m+C^{*}}\|v\|_{E} \quad \forall v \in V_{k}
$$

In view of Proposition 6.6 .6 we can apply the spectral theorem to $E_{k}$. Let $0 \leq \alpha_{1} \leq \ldots \leq \alpha_{n_{k}}$ be the eigenvalues of $E_{k}$ and $\eta_{1}, \eta_{2}, \ldots, \eta_{n_{k}}$ be the corresponding eigenvectors such that $a\left(\eta_{i}, \eta_{j}\right)=\delta_{i j}$.

Write $v=\sum \nu_{i} \eta_{i}$. Then $a\left(E_{k} v, v\right)=\sum \alpha_{i} \nu_{i}^{2}$. Therefore, (6.6.10) implies that $0 \leq \alpha_{1} \leq \ldots \leq \alpha_{n_{k}} \leq C^{*} /\left(m+C^{*}\right)$. Hence,

$$
\begin{aligned}
\left\|E_{k} v\right\|_{E}^{2} & =a\left(E_{k} v, E_{k} v\right) \\
& =\sum_{i=1}^{n_{k}} \alpha_{i}^{2} \nu_{i}^{2} \\
& \leq\left(\frac{C^{*}}{m+C^{*}}\right)^{2} \sum \nu_{i}^{2} \\
& =\left(\frac{C^{*}}{m+C^{*}}\right)^{2}\|v\|_{E}^{2}
\end{aligned}
$$

### 6.7 Full Multigrid Convergence Analysis and Work Estimates

The following theorem shows that the convergence of the full multigrid method is a simple consequence of the convergence of the $k^{\text {th }}$ level iteration.
(6.7.1) Theorem. (Full Multigrid Convergence) If the $k^{\text {th }}$ level iteration is a contraction with a contraction number $\gamma$ independent of $k$ and if $r$ is large enough, then there exists a constant $C>0$ such that

$$
\left\|u_{k}-\hat{u}_{k}\right\|_{E} \leq C h_{k}|u|_{H^{2}(\Omega)} .
$$

Proof. Define $\hat{e}_{k}:=u_{k}-\hat{u}_{k}$. In particular, $\hat{e}_{1}=0$. We have

$$
\begin{align*}
\left\|\hat{e}_{k}\right\|_{E} & \leq \gamma^{r}\left\|u_{k}-\hat{u}_{k-1}\right\|_{E} \\
& \leq \gamma^{r}\left\{\left\|u_{k}-u\right\|_{E}+\left\|u-u_{k-1}\right\|_{E}+\left\|u_{k-1}-\hat{u}_{k-1}\right\|_{E}\right\} \\
& \leq \gamma^{r}\left[\tilde{C} h_{k}|u|_{H^{2}(\Omega)}+\left\|\hat{e}_{k-1}\right\|_{E}\right] .
\end{align*}
$$

By iterating the above inequality we have

$$
\begin{aligned}
\left\|\hat{e}_{k}\right\|_{E} & \leq \tilde{C} h_{k} \gamma^{r}|u|_{H^{2}(\Omega)}+\tilde{C} h_{k-1} \gamma^{2 r}|u|_{H^{2}(\Omega)}+\ldots+\tilde{C} h_{1} \gamma^{k r}|u|_{H^{2}(\Omega)} \\
& \leq h_{k}|u|_{H^{2}(\Omega)} \frac{\tilde{C} \gamma^{r}}{1-2 \gamma^{r}}
\end{aligned}
$$

if $2 \gamma^{r}<1$. For such choice of $r$,

$$
\left\|\hat{e}_{k}\right\|_{E} \leq C h_{k}|u|_{H^{2}(\Omega)} .
$$

We now turn our attention to the work estimates. First we obtain an asymptotic estimate for $n_{k}\left(=\operatorname{dim} V_{k}\right)$. Let $e_{k}^{I}$ denote the number of internal edges of $\mathcal{T}_{k}, \nu_{k}^{I}$ denote the number of internal vertices of $\mathcal{T}_{k}$, and $t_{k}$ denote the number of triangles in $\mathcal{T}_{k}$. Euler's formula implies that

$$
\nu_{k}^{I}-e_{k}^{I}+t_{k}=1
$$

Therefore,

$$
n_{k}=\nu_{k}^{I}=1+e_{k}^{I}-t_{k}
$$

The difference equations for $e_{k}^{I}$ and $t_{k}$ are

$$
\begin{align*}
e_{k+1}^{I} & =2 e_{k}^{I}+3 t_{k}  \tag{6.7.2}\\
t_{k+1} & =4 t_{k}
\end{align*}
$$

By solving (6.7.2) (cf. exercise 6.x.11), we obtain

$$
\begin{equation*}
n_{k} \sim \frac{t_{1}}{8} 4^{k} \tag{6.7.3}
\end{equation*}
$$

(6.7.4) Proposition. The work involved in the full multigrid algorithm is $\mathcal{O}\left(n_{k}\right)$.
Proof. Let $W_{k}$ denote the work in the $k^{\text {th }}$ level scheme. Together, the smoothing and correction steps yield

$$
\begin{equation*}
W_{k} \leq C \tilde{m} n_{k}+p W_{k-1} \tag{6.7.5}
\end{equation*}
$$

where $\tilde{m}=m_{1}+m_{2}$. Iterating (6.7.5) and using the fact that $p<4$ we obtain

$$
\begin{align*}
W_{k} & \leq C \tilde{m} n_{k}+p\left(C \tilde{m} n_{k-1}\right)+p^{2}\left(C \tilde{m} n_{k-2}\right)+\ldots+p^{k-1}\left(C \tilde{m} n_{1}\right) \\
& \leq C \tilde{m} 4^{k}+p C \tilde{m} 4^{k-1}+p^{2} C \tilde{m} 4^{k-2}+\ldots+p^{k-1} C \tilde{m} 4 \\
& \leq \frac{C \tilde{m} 4^{k}}{1-p / 4} \leq C 4^{k} \\
& \leq C n_{k} \tag{by6.7.3}
\end{align*}
$$

Hence,

$$
W_{k} \leq C n_{k}
$$

Let $\hat{W}_{k}$ denote the work involved in obtaining $\hat{u}_{k}$ in the full multigrid algorithm. Then

$$
\begin{equation*}
\hat{W}_{k} \leq \hat{W}_{k-1}+r W_{k} \tag{6.7.6}
\end{equation*}
$$

Iterating (6.7.6), we have

$$
\begin{align*}
\hat{W}_{k} & \leq r C n_{k}+r C n_{k-1}+\ldots+r C n_{1} \\
& \leq r C\left(4^{k}+4^{k-1}+\ldots+4\right)  \tag{by6.7.3}\\
& \leq \frac{r C 4^{k}}{1-1 / 4} \\
& \leq C 4^{k} \\
& \leq C n_{k} \tag{by6.7.3}
\end{align*}
$$

## 6.x Exercises

6.x. 1 Prove Lemma 6.2.10. (Hint: see the proof of Theorem 6.5.7.)
6.x. 2 Sketch the schedule for grids in the order they are visited for the $\mathcal{W}$-cycle and $\mathcal{V}$-cycle methods. Explain the reasons for the nomenclature.
6.x. 3 Establish the inequalities in (6.5.3). (Hint: use the fact that $A_{k}$ is self-adjoint in the inner-product (6.2.2) and that $\left(A_{k} v, v\right)_{k} \leq$ $\Lambda_{k}(v, v)_{k}$ for all $\left.v \in V_{k}.\right)$
6.x. 4 Show that the two-grid algorithm is a contraction for any $m$. (Hint: Use (6.6.11).)
6.x. 5 Prove the convergence of the $k^{\text {th }}$ level iteration in the $L^{2}$-norm for the $\mathcal{W}$-cycle method when $m$ is sufficiently large. (Hint: Use the smoothing property, approximation property and a duality argument.)
6.x. 6 Prove Lemma 6.6.5. (Hint: show that $A_{k}$ is self-adjoint in the innerproduct $a(\cdot, \cdot)$.)
6.x. 7 Show that the error operator $E_{k}(k>1)$, defined by 6.6.1, can also be written as

$$
\begin{aligned}
& E_{k}=\left[\left(I-P_{k}\right)+R_{k}^{m} P_{k}\right]\left[\left(I-P_{k-1}\right)+R_{k-1}^{m} P_{k-1}\right] \cdots \\
& {\left[\left(I-P_{2}\right)+R_{2}^{m} P_{2}\right]\left[I-P_{1}\right]\left[\left(I-P_{2}\right)+R_{2}^{m} P_{2}\right] \cdots} \\
& {\left[\left(I-P_{k-1}\right)+R_{k-1}^{m} P_{k-1}\right]\left[\left(I-P_{k}\right)+R_{k}^{m} P_{k}\right]}
\end{aligned}
$$

6.x. 8 Show that the error operator $\tilde{E}_{k}(k>1)$ for the one-sided $\mathcal{V}$-cycle method with $m$ presmoothing steps can be written as

$$
\begin{aligned}
\tilde{E}_{k}=(I- & \left.P_{1}\right)\left[\left(I-P_{2}\right)+R_{2}^{m} P_{2}\right] \ldots \\
& {\left[\left(I-P_{k-1}\right)+R_{k-1}^{m} P_{k-1}\right]\left[\left(I-P_{k}\right)+R_{k}^{m} P_{k}\right] }
\end{aligned}
$$

while the error operator for the one-sided $\mathcal{V}$-cycle method with $m$ postsmoothing steps is $\tilde{E}_{k}^{*}$, the adjoint of $\tilde{E}_{k}$ in $a(\cdot, \cdot)$. Deduce that both methods converge for any $m$. (Hint: Use exercise 6.x. 7 and Theorem 6.6.12).
6.x. 9 Show that the error operator $\tilde{E}_{k}^{w}$ for the one-sided $\mathcal{W}$-cycle method with $m$ presmoothing steps can be written as

$$
\tilde{E}_{k}^{w}=F_{k} \tilde{E}_{k}
$$

where $\tilde{E}_{k}$ is defined as in $6 . x .8$ and $\left\|F_{k}\right\|_{E} \leq 1$. Deduce the convergence of the one-sided $\mathcal{W}$-cycle method for any $m$. (Hint: Use exercise 6.x.8.)
6.x. 10 Show that the error operator $E_{k}^{w}$ for the symmetric $\mathcal{W}$-cycle method with $m$ presmoothing steps and $m$ postsmoothing steps can be written as

$$
E_{k}^{W}=\tilde{E}_{k}^{*} D_{k} \tilde{E}_{k}
$$

where $\tilde{E}_{k}^{*}$ and $\tilde{E}_{k}$ are defined in $6 . x .8$ and $\left\|D_{k}\right\|_{E} \leq 1$. Deduce the convergence of the symmetric $\mathcal{W}$-cycle method for any $m$. (Hint: Use 6.x.8.)
6.x. 11 Solve (6.7.2) and establish (6.7.3).
6.x. 12 Prove that the edge-midpoint quadrature rule used in the proof of Lemma 6.2.7 is exact for quadratic polynomials. Does an analogous result hold in three dimensions, with the quadrature points at the barycenters of the four faces?
6.x. 13 Prove Lemma 6.2.7 in $d$ dimensions. (Hint: use homogeneity and the fact that the Gram matrix for the Lagrange basis functions is positive definite.)
6.x. 14 Establish the following additive expression for the error operator $E_{k}$ ( $k \geq 2$ ) of the $k^{\text {th }}$ level symmetric $V$-cycle algorithm.

$$
\begin{aligned}
E_{k}=\sum_{j=2}^{k} R_{k}^{m} I_{k-1}^{k} \cdots R_{j+1}^{m} I_{j}^{j+1}\left[R _ { j } ^ { m } \left(I d_{j}\right.\right. & \left.\left.-I_{j-1}^{j} P_{j}^{j-1}\right) R_{j}^{m}\right] \\
& \times P_{j+1}^{j} R_{j+1}^{m} \cdots P_{k}^{k-1} R_{k}^{m}
\end{aligned}
$$

where $P_{j}^{j-1}: V_{j} \longrightarrow V_{j-1}$ is the restriction of the Ritz projection $P_{j-1}$ to $V_{j}$ and $I d_{j}$ is the identity operator on $V_{j}$. Use this expression to give another proof of Proposition 6.6.6.
6.x. 15 Show that the $k^{\text {th }}$ level multigrid iteration is a linear and consistent scheme, i.e., $M G\left(k, z_{0}, g\right)=B_{k} g+C_{k} z_{0}$ where $B_{k}, C_{k}: V_{k} \longrightarrow V_{k}$ are linear operators and $M G\left(k, z_{0}, A z_{0}\right)=z_{0}$.
6.x.16 Find a recursive definition of the operator $B_{k}$ in exercise 6.x.15. (Hint: Use the recursive definition of $M G\left(k, z_{0}, g\right)$ in Section 6.3 and the fact that $B_{k} g=M G(k, 0, g)$.)
6.x. 17 Show that the operators $B_{k}$ and $C_{k}$ in exercise $6 . x .15$ satisfy the relation $B_{k} A_{k}+C_{k}=I d_{k}$ (the identity operator on $V_{k}$ ) and deduce that

$$
z-M G\left(k, z_{0}, g\right)=\left(I d_{k}-B_{k} A_{k}\right)\left(z-z_{0}\right),
$$

where $A_{k} z=g$. (Hint: Use the consistency of $M G\left(k, z_{0}, g\right)$.)

## Chapter 7

## Additive Schwarz Preconditioners

The symmetric positive definite system arising from a finite element discretization of an elliptic boundary value problem can be solved efficiently using the preconditioned conjugate gradient method (cf. (Saad 1996)). In this chapter we discuss the class of additive Schwarz preconditioners, which has built-in parallelism and is particularly suitable for implementation on parallel computers. Many well-known preconditioners are included in this class, for example the hierarchical basis and BPX multilevel preconditioners, the two-level additive Schwarz overlapping domain decomposition preconditioner, the BPS, Neumann-Neumann, and BDDC nonoverlapping domain decomposition preconditioners.

For concreteness we present these additive Schwarz preconditioners in terms of a simple two-dimensional model problem. We refer the readers to Toselli and Widlund (2004) for additive Schwarz preconditioners in three dimensions and their applications to elasticity and fluid.

### 7.1 Abstract Additive Schwarz Framework

Let $V$ be a finite dimensional vector space and $V^{\prime}$ be the dual space of $V$, i.e., the vector space of linear functionals on $V$. Let $\langle\cdot, \cdot\rangle$ be the canonical bilinear form on $V^{\prime} \times V$ defined by

$$
\begin{equation*}
\langle\alpha, v\rangle=\alpha(v) \quad \forall \alpha \in V^{\prime}, v \in V \tag{7.1.1}
\end{equation*}
$$

(7.1.2) Definition. A linear operator (transformation) $A: V \longrightarrow V^{\prime}$ is symmetric positive definite (SPD) if

$$
\begin{align*}
\left\langle A v_{1}, v_{2}\right\rangle & =\left\langle A v_{2}, v_{1}\right\rangle & & \forall v_{1}, v_{2} \in V  \tag{7.1.3}\\
\langle A v, v\rangle & >0 & & \forall v \in V, v \neq 0 . \tag{7.1.4}
\end{align*}
$$

Similarly, a linear operator $B: V^{\prime} \longrightarrow V$ is SPD if

$$
\begin{align*}
\left\langle\alpha_{1}, B \alpha_{2}\right\rangle & =\left\langle\alpha_{2}, B \alpha_{1}\right\rangle & & \forall \alpha_{1}, \alpha_{2} \in V^{\prime},  \tag{7.1.5}\\
\langle\alpha, B \alpha\rangle & >0 & & \forall \alpha \in V^{\prime}, v \neq 0 . \tag{7.1.6}
\end{align*}
$$

Note that if $A: V \longrightarrow V^{\prime}$ is SPD, then $A$ is invertible and $A^{-1}$ is a SPD operator from $V^{\prime}$ to $V$. The converse is also true.

Let $A: V \longrightarrow V^{\prime}$ be SPD. In terms of certain auxiliary vector spaces $V_{j}(0 \leq j \leq J)$, the SPD operators $B_{j}: V_{j} \longrightarrow V_{j}^{\prime}$, and the linear operators $I_{j}: V_{j} \longrightarrow V$ that connect the auxiliary spaces to $V$, we can construct an abstract additive Schwarz preconditioner $B: V^{\prime} \longrightarrow V$ for $A$ :

$$
\begin{equation*}
B=\sum_{j=0}^{J} I_{j} B_{j}^{-1} I_{j}^{t} \tag{7.1.7}
\end{equation*}
$$

where the transpose operator $I_{j}^{t}: V^{\prime} \longrightarrow V_{j}^{\prime}$ is defined by

$$
\begin{equation*}
\left\langle I_{j}^{t} \alpha, v\right\rangle=\left\langle\alpha, I_{j} v\right\rangle \quad \forall \alpha \in V^{\prime}, v \in V_{j} . \tag{7.1.8}
\end{equation*}
$$

We assume that

$$
\begin{equation*}
V=\sum_{j=0}^{J} I_{j} V_{j} \tag{7.1.9}
\end{equation*}
$$

(7.1.10) Remark. We can represent the operators $B, B_{j}, I_{j}$ and $I_{j}^{t}$ by matrices with respect to chosen bases for $V$ and $V_{j}$, and the corresponding dual bases for $V^{\prime}$ and $V_{j}^{\prime}$. Note that the matrix for $B_{j}^{-1}$ is the inverse of the matrix for $B_{j}$, and the matrix for $I_{j}^{t}$ is the transpose of the matrix for $I_{j}$. Therefore the matrix form of the additive Schwarz preconditioner is identical with (7.1.7), i.e., $\underset{\sim}{B}=\sum_{j=0}^{J} \underset{\sim}{\underset{\sim}{I}} j \underset{\sim}{\underset{\sim}{B}}{ }_{j}^{-1} \underset{\sim}{I} j$.
(7.1.11) Lemma. $B: V^{\prime} \longrightarrow V$ is $S P D$.

Proof. It follows easily from (7.1.7), (7.1.8) and the symmetric positive definiteness of $B_{j}^{-1}$ that $B$ is symmetric (cf. exercise 7.x.4) and

$$
\begin{equation*}
\langle\alpha, B \alpha\rangle=\sum_{j=0}^{J}\left\langle I_{j}^{t} \alpha, B_{j}^{-1} I_{j}^{t} \alpha\right\rangle \geq 0 \quad \forall \alpha \in V^{\prime} \tag{7.1.12}
\end{equation*}
$$

Let $\alpha \in V^{\prime}$ satisfy $\langle\alpha, B \alpha\rangle=0$. It follows from (7.1.12) and the positive definiteness of the $B_{j}$ 's that

$$
\begin{equation*}
I_{j}^{t} \alpha=0 \quad 0 \leq j \leq J \tag{7.1.13}
\end{equation*}
$$

Let $v \in V$ be arbitrary. In view of (7.1.9) we can write $v=\sum_{j=0}^{J} I_{j} v_{j}$, where $v_{j} \in V_{j}$ for $0 \leq j \leq J$, and then (7.1.13) implies

$$
\langle\alpha, v\rangle=\left\langle\alpha, \sum_{j=0}^{J} I_{j} v_{j}\right\rangle=\sum_{j=0}^{J}\left\langle I_{j}^{t} \alpha, v_{j}\right\rangle=0
$$

We conclude that $\alpha=0$ and hence $B$ is positive definite.
It follows that $B^{-1}: V \longrightarrow V^{\prime}$ is SPD. The next lemma gives a characterization of the inner product $\left\langle B^{-1} \cdot, \cdot\right\rangle$.
(7.1.14) Lemma. The following relation holds for $v \in V$ :

$$
\begin{equation*}
\left\langle B^{-1} v, v\right\rangle=\min _{\substack{v=\sum_{\begin{subarray}{c}{j=0 \\
v_{j} \in V_{j}} }}^{J} I_{j} v_{j}}\end{subarray}} \sum_{j=0}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle . \tag{7.1.15}
\end{equation*}
$$

Proof. Since $B_{j}^{-1}: V_{j}^{\prime} \longrightarrow V_{j}$ is SPD, the bilinear form $\left\langle\cdot, B_{j}^{-1} \cdot\right\rangle$ is an inner product on $V_{j}^{\prime}$, and the following Cauchy-Schwarz inequality holds:

$$
\begin{equation*}
\left\langle\alpha_{1}, B_{j}^{-1} \alpha_{2}\right\rangle \leq \sqrt{\left\langle\alpha_{1}, B_{j}^{-1} \alpha_{1}\right\rangle} \sqrt{\left\langle\alpha_{2}, B_{j}^{-1} \alpha_{2}\right\rangle} . \tag{7.1.16}
\end{equation*}
$$

Suppose $v=\sum_{j=0}^{J} I_{j} v_{j}$, where $v_{j} \in V_{j}$ for $0 \leq j \leq J$. We have

$$
\begin{align*}
& \left\langle B^{-1} v, v\right\rangle=\left\langle B^{-1} v, \sum_{j=0}^{J} I_{j} v_{j}\right\rangle \\
& \quad=\sum_{j=0}^{J}\left\langle I_{j}^{t} B^{-1} v, B_{j}^{-1} B_{j} v_{j}\right\rangle  \tag{by7.1.8}\\
& \quad \leq \sum_{j=0}^{J} \sqrt{\left\langle I_{j}^{t} B^{-1} v, B_{j}^{-1} I_{j}^{t} B^{-1} v\right\rangle} \sqrt{\left\langle B_{j} v_{j}, B_{j}^{-1} B_{j} v_{j}\right\rangle} \tag{by7.1.16}
\end{align*}
$$

$$
\leq\left(\sum_{j=0}^{J}\left\langle I_{j}^{t} B^{-1} v, B_{j}^{-1} I_{j}^{t} B^{-1} v\right\rangle\right)^{1 / 2}\left(\sum_{j=0}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle\right)^{1 / 2}
$$

$$
\begin{equation*}
=\left\langle B^{-1} v,\left(\sum_{j=0}^{J} I_{j} B_{j}^{-1} I_{j}^{t}\right) B^{-1} v\right\rangle^{1 / 2}\left(\sum_{j=0}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle\right)^{1 / 2} \tag{by7.1.8}
\end{equation*}
$$

$$
\begin{equation*}
=\left\langle B^{-1} v, v\right\rangle^{1 / 2}\left(\sum_{j=0}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle\right)^{1 / 2} \tag{by7.1.7}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\left\langle B^{-1} v, v\right\rangle \leq \sum_{j=0}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle \tag{7.1.17}
\end{equation*}
$$

On the other hand, for the special choice of

$$
\begin{equation*}
v_{j}=B_{j}^{-1} I_{j}^{t} B^{-1} v \tag{7.1.18}
\end{equation*}
$$

we have $v_{j} \in V_{j}, v=\sum_{j=0}^{J} I_{j} v_{j}$ (cf. exercise 7.x.5), and

$$
\begin{align*}
\sum_{j=0}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle & =\sum_{j=0}^{J}\left\langle B_{j} B_{j}^{-1} I_{j}^{t} B^{-1} v, B_{j}^{-1} I_{j}^{t} B^{-1} v\right\rangle  \tag{by7.1.8}\\
& =\left\langle B^{-1} v,\left(\sum_{j=0}^{J} I_{j} B_{j}^{-1} I_{j}^{t}\right) B^{-1} v\right\rangle  \tag{7.1.19}\\
& =\left\langle B^{-1} v, v\right\rangle \tag{by7.1.7}
\end{align*}
$$

The relation (7.1.15) follows from (7.1.17) and (7.1.19).
(7.1.20) Theorem. The eigenvalues of $B A$ are positive, and we have the following characterizations of the maximum and minimum eigenvalues :

$$
\begin{align*}
& \lambda_{\max }(B A)=\max _{\substack{v \in V \\
v \neq 0}} \frac{\langle A v, v\rangle}{\min _{\substack{v=\sum_{\begin{subarray}{c}{j=0 \\
v_{j} \in V_{j}} }}^{J} I_{j} v_{j}}\end{subarray}} \sum_{j=0}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle},  \tag{7.1.21}\\
& \lambda_{\min }(B A)=\min _{\substack{v \in V \\
v \neq 0}} \frac{\langle A v, v\rangle}{\min _{\substack{v=\sum_{\begin{subarray}{c}{v=0 \\
v_{j} \in V_{j}} }}^{J} I_{j} v_{j}}\end{subarray}} \sum_{j=0}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle} . \tag{7.1.22}
\end{align*}
$$

Proof. First we observe that $B A: V \longrightarrow V$ is SPD with respect to the inner product $((\cdot, \cdot))=\left\langle B^{-1} \cdot, \cdot\right\rangle$ (cf. exercise 7.x.6). Therefore the eigenvalues of $B A$ are positive, and the Rayleigh quotient formula (cf. (Golub \& Van Loan 1989)) implies that

$$
\begin{aligned}
\lambda_{\max }(B A) & =\max _{\substack{v \in V \\
v \neq 0}} \frac{((B A v, v))}{((v, v))} \\
& =\max _{\substack{v \in V \\
v \neq 0}} \frac{\langle A v, v\rangle}{\left\langle B^{-1} v, v\right\rangle} \\
& =\max _{\substack{v \in V \\
v \neq 0}} \frac{\langle A v, v\rangle}{\min _{v=\sum_{\substack{j=0 \\
v_{j} \in V_{j}}}^{J} I_{j} v_{j}} \sum_{j=0}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle} .
\end{aligned}
$$

The proof of (7.1.22) is similar.
(7.1.23) Remark. The abstract theory of additive Schwarz preconditioners has several equivalent formulations which are due to many authors (cf. (Dryja \& Widlund 1987, 1989, 1990, 1992, 1995), (Nepomnyaschikh 1989), (Bjørstad \& Mandel 1991), (Zhang 1991), (Xu 1992), (Dryja, Smith \& Widlund 1994), (Griebel \& Oswald 1995)).

Let $\Omega$ be a bounded polygonal domain in $\mathbb{R}^{2}$. In subsequent sections we will consider the model problem of finding $u \in \dot{H}^{1}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla v d x=F(v) \quad \forall v \in \stackrel{\circ}{H}^{1}(\Omega) \tag{7.1.24}
\end{equation*}
$$

where $F \in\left[\stackrel{\circ}{H}^{1}(\Omega)\right]^{\prime}$. The abstract theory of additive Schwarz preconditioners will be applied to various preconditioners for the system resulting from finite element discretizations of (7.1.24).

Two multilevel preconditioners are discussed in Sects. 7.2 and 7.3, and several domain decomposition preconditioners are discussed in Sects. 7.4 to 7.8. Applications to other domain decomposition preconditioners can be found in (LeTallec 1994), (Chan \& Matthew 1994), (Dryja, Smith \& Widlund 1994), (Smith, Bjørstad \& Gropp 1996), (Xu \& Zou 1998), (Quarteroni \& Valli 1999) and (Toselli \& Widlund 2004).

In order to avoid the proliferation of constants, we shall use the notation $A \lesssim B(B \gtrsim A)$ to represent the statement $A \leq$ constant $\times B$, where the constant is always independent of the mesh sizes of the triangulations and the number of auxiliary subspaces. The statement $A \approx B$ is equivalent to $A \lesssim B$ and $B \lesssim A$.

### 7.2 The Hierarchical Basis Preconditioner

Let $\mathcal{T}_{1}$ be a triangulation of $\Omega$, and the triangulations $\mathcal{T}_{2}, \ldots, \mathcal{T}_{J}$ be obtained from $\mathcal{T}_{1}$ by regular subdivision. Therefore $h_{j}=\max _{T \in \mathcal{T}_{j}} \operatorname{diam} T$ and $h_{J}=$ $\max _{T \in \mathcal{T}_{J}} \operatorname{diam} T$ are related by

$$
\begin{equation*}
h_{j}=2^{J-j} h_{J} \quad \text { for } \quad 1 \leq j \leq J \tag{7.2.1}
\end{equation*}
$$

Let $V_{j} \subseteq \stackrel{\circ}{H}^{1}(\Omega)$ be the $\mathcal{P}_{1}$ finite element space associated with $\mathcal{T}_{j}$. The discrete problem for (7.1.24) is to find $u_{J} \in V_{J}$ such that

$$
\begin{equation*}
\int_{\Omega} \nabla u_{J} \cdot \nabla v d x=F(v) \quad \forall v \in V_{J} \tag{7.2.2}
\end{equation*}
$$

Let the linear operator $A_{J}: V_{J} \longrightarrow V_{J}^{\prime}$ be defined by

$$
\begin{equation*}
\left\langle A_{J} w, v\right\rangle=\int_{\Omega} \nabla w \cdot \nabla v d x \quad \forall v, w \in V_{J} \tag{7.2.3}
\end{equation*}
$$

and $f_{J} \in V_{J}^{\prime}$ be defined by $\left\langle f_{J}, v\right\rangle=F(v)$ for all $v \in V_{J}$. Then (7.2.2) can be written as $A_{J} u_{J}=f_{J}$.

Our goal in this section is to study the hierarchical basis preconditioner for $A_{J}$ (cf. (Yserentant 1986)).

Let the subspace $W_{j}$ of $V_{j}(2 \leq j \leq J)$ be defined by

$$
W_{j}=\left\{v \in V_{j}: v(p)=0 \text { for all the vertices } p \text { of } \mathcal{T}_{j-1}\right\} .
$$

It is easy to see that (cf. exercise 7.x.9)

$$
\begin{equation*}
V_{j}=V_{j-1} \oplus W_{j} \tag{7.2.4}
\end{equation*}
$$

and hence

$$
\begin{equation*}
V_{J}=W_{1} \oplus \cdots \oplus W_{J} \tag{7.2.5}
\end{equation*}
$$

provided we take $W_{1}$ to be $V_{1}$. In fact, given $v \in V_{J}$, the decomposition (7.2.5) can be written explicitly as

$$
\begin{align*}
v=\Pi_{1} v & +\left(\Pi_{2} v-\Pi_{1} v\right)+\left(\Pi_{3} v-\Pi_{2} v\right)+\ldots  \tag{7.2.6}\\
& +\left(\Pi_{J-1} v-\Pi_{J-2} v\right)+\left(v-\Pi_{J-1} v\right)
\end{align*}
$$

where $\Pi_{j}: C^{0}(\bar{\Omega}) \longrightarrow V_{j}$ is the nodal interpolation operator.
The auxiliary spaces $W_{1}, W_{2}, \ldots, W_{J}$ are connected to $V_{J}$ by the natural injections $I_{j}: W_{j} \longrightarrow V_{J}$, and we can define SPD operators $B_{j}: W_{j} \longrightarrow W_{j}^{\prime}$ by

$$
\begin{equation*}
\left\langle B_{j} w_{1}, w_{2}\right\rangle=\sum_{p \in \mathcal{V}_{j} \backslash \mathcal{V}_{j-1}} w_{1}(p) w_{2}(p) \quad \forall w_{1}, w_{2} \in W_{j} \tag{7.2.7}
\end{equation*}
$$

where $\mathcal{V}_{j}$ is the set of internal vertices of $\mathcal{T}_{j}$ (with $\mathcal{V}_{0}=\emptyset$ ).
The hierarchical basis preconditioner for $A_{J}$ is then given by

$$
\begin{equation*}
B_{H B}=\sum_{j=1}^{J} I_{j} B_{j}^{-1} I_{j}^{t} \tag{7.2.8}
\end{equation*}
$$

Since (7.1.9) is implied by (7.2.5), $B_{H B}$ can be analyzed using Theorem 7.1.20.

Let $v=\sum_{j=1}^{J} w_{j}$, where $w_{j}=\Pi_{j} v-\Pi_{j-1} v$, be the unique decomposition of $v \in V_{J}$ (cf. (7.2.6)). Here $\Pi_{0} v$ is taken to be 0 . Observe that, by a direct calculation (cf. exercise 7.x.10) we have

$$
\begin{equation*}
\left\|w-\Pi_{j-1} w\right\|_{L^{2}(\Omega)} \lesssim h_{j}|w|_{H^{1}(\Omega)} \quad \forall w \in V_{j}, 1 \leq j \leq J \tag{7.2.9}
\end{equation*}
$$

It follows from (7.2.9) and an inverse estimate (cf. (4.5.12)) that

$$
\begin{align*}
h_{j}^{-1}\left\|w_{j}\right\|_{L^{2}(\Omega)} & =h_{j}^{-1}\left\|w_{j}-\Pi_{j-1} w_{j}\right\|_{L^{2}(\Omega)}  \tag{7.2.10}\\
& \lesssim\left|w_{j}\right|_{H^{1}(\Omega)} \lesssim h_{j}^{-1}\left\|w_{j}\right\|_{L^{2}(\Omega)}
\end{align*}
$$

Using (7.2.7), Lemma 6.2.7 and (7.2.10) we find the following relations for the denominator that appears in (7.1.21) and (7.1.22).

$$
\begin{align*}
\sum_{j=1}^{J}\left\langle B_{j} w_{j}, w_{j}\right\rangle & =\sum_{j=1}^{J} h_{j}^{-2}\left(h_{j}^{2} \sum_{p \in \mathcal{V}_{j} \backslash \mathcal{V}_{j-1}}\left[w_{j}(p)\right]^{2}\right)  \tag{7.2.11}\\
& \approx \sum_{j=1}^{J} h_{j}^{-2}\left\|w_{j}\right\|_{L^{2}(\Omega)}^{2} \approx \sum_{j=1}^{J}\left|w_{j}\right|_{H^{1}(\Omega)}^{2}
\end{align*}
$$

The following lemma enables us to get a lower bound for $\lambda_{\min }\left(B_{H B} A_{J}\right)$.
(7.2.12) Lemma. The following estimate holds for $1 \leq j \leq J$.

$$
\begin{equation*}
\left\|\Pi_{j} v-\Pi_{j-1} v\right\|_{L^{2}(\Omega)} \lesssim h_{j}(1+\sqrt{J-j})|v|_{H^{1}(\Omega)} \quad \forall v \in V_{J} \tag{7.2.13}
\end{equation*}
$$

Proof. Let $v_{T}=|T|^{-1} \int_{T} v d x$ be the average of $v$ over a triangle $T \in \mathcal{T}_{j}$. We have

$$
\begin{align*}
\left\|\Pi_{j} v-\Pi_{j-1} v\right\|_{L^{2}(\Omega)}^{2} & =\left\|\Pi_{j} v-\Pi_{j-1} \Pi_{j} v\right\|_{L^{2}(\Omega)}^{2} \\
& \lesssim h_{j}^{2} \sum_{T \in \mathcal{T}_{j}}\left|\Pi_{j} v-v_{T}\right|_{H^{1}(T)}^{2}  \tag{by7.2.9}\\
& \lesssim h_{j}^{2} \sum_{T \in \mathcal{T}_{j}}\left\|\Pi_{j} v-v_{T}\right\|_{L^{\infty}(T)}^{2}  \tag{by4.5.3}\\
& \lesssim h_{j}^{2} \sum_{T \in \mathcal{T}_{j}}\left\|v-v_{T}\right\|_{L^{\infty}(T)}^{2} \\
& \lesssim h_{j}^{2} \sum_{T \in \mathcal{T}_{j}}\left(1+\left|\ln \left(h_{j} / h_{J}\right)\right|\right)|v|_{H^{1}(T)}^{2} . \tag{by7.x.11}
\end{align*}
$$

The lemma then follows from (7.2.1).
Combining (7.2.11) and (7.2.13) we find

$$
\sum_{j=1}^{J}\left\langle B_{j} w_{j}, w_{j}\right\rangle \lesssim\left(\sum_{j=1}^{J} j\right)|v|_{H^{1}(\Omega)}^{2} \lesssim J^{2}|v|_{H^{1}(\Omega)}^{2}
$$

In view of (7.2.1) and (7.2.3), we have

$$
\sum_{j=1}^{J}\left\langle B_{j} w_{j}, w_{j}\right\rangle \lesssim\left(1+\left|\ln h_{J}\right|^{2}\right)\left\langle A_{J} v, v\right\rangle
$$

which implies by (7.1.22) that

$$
\begin{equation*}
\lambda_{\min }\left(B_{H B} A_{J}\right) \gtrsim\left(1+\left|\ln h_{J}\right|^{2}\right)^{-1} \tag{7.2.14}
\end{equation*}
$$

We shall need the following lemmas for the estimate of $\lambda_{\max }\left(B_{H B} A_{J}\right)$. The first, a discrete version of Young's inequality on convolutions, is left as an exercise (cf. exercise 7.x.12).
(7.2.15) Lemma. Let $a_{j}$ and $b_{j}$ be nonnegative for $-\infty<j<\infty$. Then we have

$$
\sum_{j=-\infty}^{\infty}\left(\sum_{k=-\infty}^{\infty} a_{j-k} b_{k}\right)^{2} \leq\left(\sum_{k=-\infty}^{\infty} b_{k}\right)^{2}\left(\sum_{j=-\infty}^{\infty} a_{j}^{2}\right)
$$

(7.2.16) Lemma. The following estimate holds for $v_{j} \in V_{j}, v_{k} \in V_{k}$ and $1 \leq j \leq k \leq J$.

$$
\begin{equation*}
\int_{\Omega} \nabla v_{j} \cdot \nabla v_{k} d x \lesssim 2^{(j-k) / 2}\left|v_{j}\right|_{H^{1}(\Omega)}\left(h_{k}^{-1}\left\|v_{k}\right\|_{L^{2}(\Omega)}\right) \tag{7.2.17}
\end{equation*}
$$

Proof. On each triangle $T \in \mathcal{T}_{j}$ we have

$$
\begin{array}{rlr}
\int_{T} \nabla & \nabla v_{j} \cdot \nabla v_{k} d x=\int_{\partial T} \frac{\partial v_{j}}{\partial n} v_{k} d s \\
& \lesssim h_{j}^{-1}\left|v_{j}\right|_{H^{1}(T)} \int_{\partial T}\left|v_{k}\right| d s & \left(v_{j} \in V_{j}\right) \\
& \lesssim\left(h_{j}^{-1}\left|v_{j}\right|_{H^{1}(T)}\right)\left(h_{k} \sum_{p \in \mathcal{V}_{k} \cap \partial T}\left|v_{k}(p)\right|\right) & \left(v_{k} \in V_{k}\right) \\
& \lesssim\left(h_{j}^{-1}\left|v_{j}\right|_{H^{1}(T)}\right)\left[h_{k}\left(\frac{h_{j}}{h_{k}}\right)^{1 / 2}\left(\sum_{p \in \mathcal{V}_{k} \cap \partial T}\left|v_{k}(p)\right|^{2}\right)^{1 / 2}\right] & (\text { Cauchy-Schwarz inequality) } \\
& \lesssim\left(\frac{h_{k}}{h_{j}}\right)^{1 / 2}\left|v_{j}\right|_{H^{1}(T)}\left(h_{k}^{-1}\left\|v_{k}\right\|_{L^{2}(T)}\right) . & \text { (by 6.2.7) }
\end{array}
$$

The estimate (7.2.17) follows by summing up this last estimate over all the triangles $T \in \mathcal{I}_{j}$, and applying the Cauchy-Schwarz inequality and the relation (7.2.1).
(7.2.18) Lemma. (Strengthened Cauchy-Schwarz Inequality)

The following estimate holds for $w_{j} \in W_{j}, w_{k} \in W_{k}$ and $1 \leq j \leq k \leq J$.

$$
\begin{equation*}
\int_{\Omega} \nabla w_{j} \cdot \nabla w_{k} d x \lesssim 2^{(j-k) / 2}\left|w_{j}\right|_{H^{1}(\Omega)}\left|w_{k}\right|_{H^{1}(\Omega)} \tag{7.2.19}
\end{equation*}
$$

Proof. Since $w_{k}=w_{k}-\Pi_{k-1} w_{k}$, the estimate (7.2.19) follows from (7.2.9) and (7.2.17).

Given any $v \in V_{J}$, we have

$$
\begin{aligned}
& \left\langle A_{J} v, v\right\rangle=\int_{\Omega} \nabla\left(\sum_{j=1}^{J} w_{j}\right) \cdot \nabla\left(\sum_{k=1}^{J} w_{k}\right) d x \\
& \quad \lesssim \sum_{j, k=1}^{J} 2^{-|j-k| / 2}\left|w_{j}\right|_{H^{1}(\Omega)}\left|w_{k}\right|_{H^{1}(\Omega)} \\
& \quad \lesssim \sum_{j=1}^{J}\left(\sum_{k=1}^{J} 2^{-|j-k| / 2}\left|w_{k}\right|_{H^{1}(\Omega)}\right)\left|w_{j}\right|_{H^{1}(\Omega)} \\
& \quad \\
& \lesssim\left[\sum_{j=1}^{J}\left(\sum_{k=1}^{J} 2^{-|j-k| / 2}\left|w_{k}\right|_{H^{1}(\Omega)}\right)^{2}\right]^{1 / 2}\left[\sum_{j=1}^{J}\left|w_{j}\right|_{H^{1}(\Omega)}^{2}\right]^{1 / 2}
\end{aligned}
$$

(Cauchy-Schwarz inequality)

$$
\begin{equation*}
\lesssim \sum_{i=1}^{J}\left|w_{j}\right|_{H^{1}(\Omega)}^{2} \tag{by7.2.15}
\end{equation*}
$$

$$
\begin{equation*}
\approx \sum_{j=1}^{J}\left\langle B_{j} w_{j}, w_{j}\right\rangle \tag{by7.2.11}
\end{equation*}
$$

which together with (7.1.21) imply that

$$
\begin{equation*}
\lambda_{\max }\left(B_{H B} A_{J}\right) \lesssim 1 \tag{7.2.20}
\end{equation*}
$$

Combining (7.2.14) and (7.2.20) we have the following theorem on the hierarchical basis preconditioner.
(7.2.21) Theorem. There exists a positive constant $C$, independent of $J$ and $h_{J}$, such that

$$
\kappa\left(B_{H B} A_{J}\right)=\frac{\lambda_{\max }\left(B_{H B} A_{J}\right)}{\lambda_{\min }\left(B_{H B} A_{J}\right)} \leq C\left(1+\left|\ln h_{J}\right|^{2}\right)
$$

### 7.3 The BPX Preconditioner

In this section we discuss the preconditioner introduced by Bramble, Pasciak and Xu (cf. (Bramble, Pasciak \& Xu 1990)). We will follow the set-up in Sect. 7.2. Again, we want to precondition $A_{J}: V_{J} \longrightarrow V_{J}^{\prime}$. But this time we take the auxiliary spaces to be $V_{1}, V_{2}, \ldots, V_{J}$, which are connected to
$V_{J}$ by the natural injections $I_{j}: V_{j} \longrightarrow V_{J}$. Condition (7.1.9) is clearly satisfied.

Let the symmetric positive definite operators $B_{j}: V_{j} \longrightarrow V_{j}^{\prime}$ be defined by

$$
\begin{equation*}
\left\langle B_{j} v_{1}, v_{2}\right\rangle=\sum_{p \in \mathcal{V}_{j}} v_{1}(p) v_{2}(p) . \tag{7.3.1}
\end{equation*}
$$

The BPX preconditioner is then given by

$$
\begin{equation*}
B_{B P X}=\sum_{j=1}^{J} I_{j} B_{j}^{-1} I_{j}^{t} \tag{7.3.2}
\end{equation*}
$$

Let $v \in V_{J}$ and $v=\sum_{j=1}^{J} v_{j}$, where $v_{j} \in V_{j}$, be any decomposition of $v$. Observe that by (7.2.17) and an inverse estimate (cf. (4.5.12)) we have

$$
\begin{equation*}
\int_{\Omega} \nabla v_{j} \cdot \nabla v_{k} d x \lesssim 2^{-|j-k| / 2}\left(h_{j}^{-1}\left\|v_{j}\right\|_{L^{2}(\Omega)}\right)\left(h_{k}^{-1}\left\|v_{k}\right\|_{L^{2}(\Omega)}\right) \tag{7.3.3}
\end{equation*}
$$

for $1 \leq j, k \leq J$.
We can then obtain, as in the proof of Lemma 7.2.18, the estimate

$$
\begin{align*}
\left\langle A_{J} v, v\right\rangle & =\int_{\Omega} \nabla\left(\sum_{j=1}^{J} v_{j}\right) \cdot \nabla\left(\sum_{k=1}^{J} v_{k}\right) d x  \tag{by7.2.3}\\
& \lesssim \sum_{j, k=1}^{J} 2^{-|j-k| / 2}\left(h_{j}^{-1}\left\|v_{j}\right\|_{L^{2}(\Omega)}\right)\left(h_{k}^{-1}\left\|v_{k}\right\|_{L^{2}(\Omega)}\right)  \tag{by7.3.3}\\
& \lesssim \sum_{j=1}^{J} h_{j}^{-2}\left\|v_{j}\right\|_{L^{2}(\Omega)}^{2}  \tag{by7.2.15}\\
& \approx \sum_{j=1}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle
\end{align*}
$$

which implies, in view of (7.1.21),

$$
\begin{equation*}
\lambda_{\max }\left(B_{B P X} A_{J}\right) \lesssim 1 \tag{7.3.4}
\end{equation*}
$$

Now we turn to finding an estimate for $\lambda_{\min }\left(B_{B P X} A_{J}\right)$. For simplicity, we assume here that $\Omega$ is convex, so that we can exploit the full elliptic regularity of the solution of (7.1.24).

Let $P_{k}: \stackrel{\circ}{H}^{1}(\Omega) \longrightarrow V_{k}$ be the Ritz projection operator, i.e.,

$$
\begin{equation*}
\int_{\Omega} \nabla\left(P_{k} \phi\right) \cdot \nabla v d x=\int_{\Omega} \nabla \phi \cdot \nabla v d x \quad \forall v \in V_{k} \tag{7.3.5}
\end{equation*}
$$

Given any $v \in V_{J}$, we define

$$
\begin{equation*}
v_{j}=P_{j} v-P_{j-1} v \quad \text { for } \quad 1 \leq j \leq J \tag{7.3.6}
\end{equation*}
$$

where we take $P_{0} v$ to be 0 . Clearly $v=\sum_{j=1}^{J} v_{j}$ and it is easy to see from (7.3.6) (cf. exercise 7.x.14) that

$$
\begin{equation*}
\int_{\Omega} \nabla v_{j} \cdot \nabla v_{k} d x=0 \quad \text { for } \quad j \neq k \tag{7.3.7}
\end{equation*}
$$

Moreover, by a duality argument, we have

$$
\begin{align*}
h_{j}^{-2}\left\|v_{j}\right\|_{L^{2}(\Omega)}^{2} & =h_{j}^{-2}\left\|P_{j} v-P_{j-1} v\right\|_{L^{2}(\Omega)}^{2}  \tag{by7.3.6}\\
& =h_{j}^{-2}\left\|P_{j} v-P_{j-1} P_{j} v\right\|_{L^{2}(\Omega)}^{2}  \tag{by7.x.15}\\
& \lesssim\left|v_{j}\right|_{H^{1}(\Omega)}^{2}
\end{align*}
$$

for $2 \leq j \leq J$. This estimate also holds trivially for $j=1$ (cf. exercise 7.x.16). It then follows from (7.3.7) that

$$
\sum_{j=1}^{J}\left\langle B_{j} v_{j}, v_{j}\right\rangle \approx \sum_{j=1}^{J} h_{j}^{-2}\left\|v_{j}\right\|_{L^{2}(\Omega)}^{2} \lesssim \sum_{j=1}^{J}\left|v_{j}\right|_{H^{1}(\Omega)}^{2}=|v|_{H^{1}(\Omega)}^{2}
$$

which implies, by (7.1.22),

$$
\begin{equation*}
\lambda_{\min }\left(B_{B P X} A_{J}\right) \gtrsim 1 \tag{7.3.8}
\end{equation*}
$$

(7.3.9) Remark. The estimate (7.3.8) also holds for nonconvex polygonal domains (cf. 7.x.17).

Combining (7.3.4) and (7.3.8) we have the following theorem on the BPX preconditioner.
(7.3.10) Theorem. There exists a positive constant $C$, independent of $J$ and $h_{J}$, such that

$$
\kappa\left(B_{B P X} A_{J}\right)=\frac{\lambda_{\max }\left(B_{B P X} A_{J}\right)}{\lambda_{\min }\left(B_{B P X} A_{J}\right)} \leq C .
$$

### 7.4 The Two-level Additive Schwarz Preconditioner

Let $\mathcal{T}_{h}$ be a quasi-uniform triangulation of $\Omega$ with mesh size $h$ and $V_{h} \subset$ ${ }^{\circ}{ }^{1}(\Omega)$ be the $\mathcal{P}_{1}$ finite element space (cf. (3.2.1)) associated with $\mathcal{T}_{h}$. We define the SPD operator $A_{h}: V_{h} \longrightarrow V_{h}$ by

$$
\begin{equation*}
\left\langle A_{h} v_{1}, v_{2}\right\rangle=\int_{\Omega} \nabla v_{1} \cdot \nabla v_{2} d x \quad \forall v_{1}, v_{2} \in V_{h} \tag{7.4.1}
\end{equation*}
$$

and $f_{h} \in V_{h}^{\prime}$ by $\left\langle f_{h}, v\right\rangle=F(v)$ for all $v \in V_{h}$. Then the discrete problem for (7.1.24) can be written as $A_{h} u_{h}=f_{h}$.

In this section we study an overlapping domain decomposition preconditioner for $A_{h}$.

Let $\mathcal{T}_{H}$ be a triangulation of $\Omega$ with mesh size $H$ such that $\mathcal{T}_{h}$ is a subdivision of $\mathcal{T}_{H}, V_{H} \subset V_{h}$ be the $\mathcal{P}_{1}$ finite element space associated with $\mathcal{T}_{H}$, and $A_{H}: V_{H} \longrightarrow V_{H}$ be defined by

$$
\begin{equation*}
\left\langle A_{H} v_{1}, v_{2}\right\rangle=\int_{\Omega} \nabla v_{1} \cdot \nabla v_{2} d x \quad \forall v_{1}, v_{2} \in V_{H} \tag{7.4.2}
\end{equation*}
$$

The space $V_{H}$ and the operator $A_{H}$ are parts of the construction of the two level additive Schwarz preconditioner.

The other auxiliary spaces are associated with a collection of open subsets $\Omega_{1}, \Omega_{2}, \ldots, \Omega_{J}$ of $\Omega$, whose boundaries are aligned with $\mathcal{T}_{h}$. We assume that there exist nonnegative $C^{\infty}$ functions $\theta_{1}, \theta_{2}, \ldots \theta_{J}$ (a partition of unity) defined on $\mathbb{R}^{2}$ with the following properties:

$$
\begin{align*}
& \theta_{j}=0 \text { on } \Omega \backslash \Omega_{j} .  \tag{7.4.3}\\
& \sum_{j=1}^{J} \theta_{j}=1 \text { on } \bar{\Omega} .
\end{align*}
$$

(7.4.5) There exists a positive constant $\delta \leq H$ such that

$$
\left\|\nabla \theta_{j}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq C / \delta,
$$

where $C$ is a constant independent of $\delta, h, H$ and $J$.
Furthermore we assume that
(7.4.6) each point in $\Omega$ belongs to at most $N_{C}$ subdomains.
(7.4.7) Remark. The conditions (7.4.3) and (7.4.4) imply that the subdomains $\Omega_{1}, \ldots, \Omega_{J}$ form an overlapping decomposition of $\Omega$. The constant $\delta$ in (7.4.5) measures the the amount of overlap between neighboring subdomains.

We associate with each $\Omega_{j}$ the subspace

$$
\begin{equation*}
V_{j}=\left\{v \in V_{h}: v=0 \text { on } \Omega \backslash \Omega_{j}\right\}, \tag{7.4.8}
\end{equation*}
$$

and define the SPD operator $A_{j}: V_{j} \longrightarrow V_{j}^{\prime}$ by

$$
\begin{equation*}
\left\langle A_{j} v_{1}, v_{2}\right\rangle=\int_{\Omega_{j}} \nabla v_{1} \cdot \nabla v_{2} d x \quad \forall v_{1}, v_{2} \in V_{j} \tag{7.4.9}
\end{equation*}
$$

The two-level additive Schwarz preconditioner (cf. (Dryja \& Widlund 1987, 1989) and (Nepomnyaschikh 1989)) is then given by

$$
\begin{equation*}
B_{T L}=I_{H} A_{H}^{-1} I_{H}^{t}+\sum_{j=1}^{J} I_{j} A_{j}^{-1} I_{j}^{t}, \tag{7.4.10}
\end{equation*}
$$

where $I_{H}: V_{H} \longrightarrow V_{h}$ and $I_{j}: V_{j} \longrightarrow V_{h}$ are natural injections.
(7.4.11) Remark. $\mathcal{T}_{H}, \mathcal{T}_{j}$ and $\Omega_{j}$ can be constructed in the following way (cf. Fig. 7.1) to satisfy the assumptions (7.4.3)-(7.4.6).
(i) Construct a coarse triangulation $\mathcal{T}_{H}$.
(ii) Divide $\Omega$ into nonoverlapping subdomains $\tilde{\Omega}_{j}, 1 \leq j \leq J$, which are aligned with $\mathcal{T}_{H}$.
(iii) Subdivide $\mathcal{T}_{H}$ to obtain $\mathcal{T}_{h}$.
(iv) Let $\tilde{\Omega}_{j, \delta}$ be the open set obtained by enlarging $\tilde{\Omega}_{j}$ by a band of width $\delta$ such that $\partial \tilde{\Omega}_{j, \delta} \cap \bar{\Omega}$ is aligned with $\mathcal{T}_{h}$.
(v) Define $\Omega_{j}=\tilde{\Omega}_{j, \delta} \cap \Omega$.

Since the $\tilde{\Omega}_{j, \delta}$ 's form an open cover of $\bar{\Omega}$, the existence of the partition of unity with properties (7.4.3)-(7.4.5) is standard (cf. (Rudin 1991)). Note that in this case the number $N_{C}$ is determined by the number of $\tilde{\Omega}_{j}$ 's that can share a vertex of $\mathcal{T}_{H}$, which is in turn determined by the minimum angle of $\mathcal{T}_{H}$.


Fig. 7.1. construction of the overlapping domain decomposition
(7.4.12) Lemma. We have $V_{h}=\sum_{j=1}^{J} V_{j}$.

Proof. Given $v \in V_{h}$, let $v_{j}=\Pi_{h}\left(\theta_{j} v\right)$ for $1 \leq j \leq J$, where $\Pi_{h}: C(\bar{\Omega}) \longrightarrow$ $V_{h}$ is the nodal interpolation operator.

Since $\theta_{j} v=0$ on $\Omega \backslash \Omega_{j}$ by (7.4.3) and $\partial \Omega_{j}$ is aligned with $\mathcal{T}_{h}$, we also have $v_{j}=\Pi_{h}\left[\theta_{j} v\right]=0$ on $\Omega \backslash \Omega_{j}$. It follows that $v_{j} \in V_{j}$ by (7.4.8).

The $v_{j}$ 's also form a decomposition of $v$ because

$$
\sum_{j=1}^{J} v_{j}=\sum_{j=1}^{J} \Pi_{h}\left(\theta_{j} v\right)=\Pi_{h}\left(v \sum_{j=1}^{J} \theta_{j}\right)=\Pi_{h} v=v
$$

In view of Lemma 7.4.12, condition (7.1.9) is satisfied.

The following lemma will enable us to obtain an upper bound for $\lambda_{\max }\left(B_{T L} A_{h}\right)$.
(7.4.13) Lemma. Let $v_{H} \in V_{H}, v_{j} \in V_{j}$ for $1 \leq j \leq J$ and $v=v_{H}+\sum_{j=1}^{J} v_{j}$. Then the following estimate holds:

$$
\left\langle A_{h} v, v\right\rangle \lesssim\left\langle A_{H} v_{H}, v_{H}\right\rangle+\sum_{j=1}^{J}\left\langle A_{j} v_{j}, v_{j}\right\rangle .
$$

Proof. We have by (7.4.1) and (7.4.2) that

$$
\begin{align*}
\left\langle A_{h} v, v\right\rangle & =\int_{\Omega} \nabla\left(v_{H}+\sum_{j=1}^{J} v_{j}\right) \cdot \nabla\left(v_{H}+\sum_{k=1}^{J} v_{k}\right) d x \\
& \leq 2\left[\int_{\Omega} \nabla v_{H} \cdot \nabla v_{H} d x+\int_{\Omega} \nabla\left(\sum_{j=1}^{J} v_{j}\right) \cdot \nabla\left(\sum_{k=1}^{J} v_{k}\right) d x\right]  \tag{7.4.14}\\
& \lesssim\left\langle A_{H} v_{H}, v_{H}\right\rangle+\sum_{j, k=1}^{J} \int_{\Omega} \nabla v_{j} \cdot \nabla v_{k} d x
\end{align*}
$$

For each $T \in \mathcal{T}_{h}$, we define $c_{j k}(T)= \begin{cases}1 & \text { if } T \subseteq \Omega_{j} \cap \Omega_{k}, \\ 0 & \text { if } T \nsubseteq \Omega_{j} \cap \Omega_{k}\end{cases}$
Note that

$$
\begin{equation*}
c_{j k}(T)=c_{k j}(T) \tag{7.4.15}
\end{equation*}
$$

The second term on the right-hand side of (7.4.14) can now be estimated as follows.

$$
\begin{align*}
& \sum_{j, k=1}^{J} \int_{\Omega} \nabla v_{j} \cdot \nabla v_{k} d x=\sum_{j, k=1}^{J} \sum_{T \in \mathcal{T}_{h}} c_{j k}(T) \int_{T} \nabla v_{j} \cdot \nabla v_{k} d x \\
& \quad \leq \sum_{j, k=1}^{J} \sum_{T \in \mathcal{T}_{h}}\left(\sqrt{c_{j k}(T)}\left|v_{j}\right|_{H^{1}(T)}\right)\left(\sqrt{c_{j k}(T)}\left|v_{k}\right|_{H^{1}(T)}\right) \\
& \quad \leq \sum_{T \in \mathcal{T}_{h}} \sum_{j, k=1}^{J} c_{j k}(T)\left|v_{j}\right|_{H^{1}(T)}^{2} \quad \text { (Cauchy-Schw } \\
& \quad \leq \sum_{T \in \mathcal{T}_{h}} \sum_{j=1}^{J}\left[\left|v_{j}\right|_{H^{1}(T)}^{2}\left(\sum_{k=1}^{J} c_{j k}(T)\right)\right] \\
& \quad \leq N_{C} \sum_{j=1}^{J}\left\langle A_{j} v_{j}, v_{j}\right\rangle .
\end{align*}
$$

The lemma follows from the last estimate and (7.4.14).

Combining (7.4.13) and (7.1.21), we obtain immediately the estimate

$$
\begin{equation*}
\lambda_{\max }\left(B_{T L} A_{h}\right) \lesssim 1 \tag{7.4.16}
\end{equation*}
$$

The next lemma will yield a lower bound for $\lambda_{\min }\left(B_{T L} A_{h}\right)$ when combined with (7.1.22).
(7.4.17) Lemma. Given any $v \in V_{h}$, there exists a decomposition

$$
v=v_{H}+\sum_{j=1}^{J} v_{j}
$$

where $v_{H} \in V_{H}, v_{j} \in V_{j}$, such that

$$
\left\langle A_{H} v_{H}, v_{H}\right\rangle+\sum_{j=1}^{J}\left\langle A_{j} v_{j}, v_{j}\right\rangle \lesssim\left(1+\frac{H}{\delta}\right)^{2}\left\langle A_{h} v, v\right\rangle .
$$

Proof. Let $\tilde{\mathcal{I}}^{H}: \stackrel{\circ}{H}^{1}(\Omega) \longrightarrow V_{H}$ be the interpolation operator defined in Sect. 4.8. Let $v \in V_{h}$ and $v_{H}=\tilde{\mathcal{I}}^{H} v$. Then we have, by Theorem 4.8.12,

$$
\begin{align*}
\left|v_{H}\right|_{H^{1}(\Omega)} & \lesssim|v|_{H^{1}(\Omega)},  \tag{7.4.18}\\
\left\|v-v_{H}\right\|_{L^{2}(\Omega)} & \lesssim H|v|_{H^{1}(\Omega)} . \tag{7.4.19}
\end{align*}
$$

Let $w=v-v_{H}$ and define

$$
\begin{equation*}
v_{j}=\Pi_{h}\left(\theta_{j} w\right) \tag{7.4.20}
\end{equation*}
$$

It is easy to check that $v=v_{H}+\sum_{j=1}^{J} v_{j}$ (cf. exercise 7.x.18).
It follows from (7.4.2), (7.4.18) and (7.4.1) that

$$
\begin{equation*}
\left\langle A_{H} v_{H}, v_{H}\right\rangle=\left|v_{H}\right|_{H^{1}(\Omega)}^{2} \lesssim|v|_{H^{1}(\Omega)}^{2}=\left\langle A_{h} v, v\right\rangle . \tag{7.4.21}
\end{equation*}
$$

We also have, from (7.4.9),

$$
\begin{equation*}
\left\langle A_{j} v_{j}, v_{j}\right\rangle=\sum_{\substack{T \in \mathcal{T}_{h} \\ T \subseteq \Omega_{j}}}\left|v_{j}\right|_{H^{1}(T)}^{2} \tag{7.4.22}
\end{equation*}
$$

Let $T \in \mathcal{T}_{h}$ and $T \subseteq \Omega_{j}$, and $a, b$ and $c$ be the vertices of $T$. A simple calculation (cf. exercise 7.x.19) shows that

$$
\begin{equation*}
\left|v_{j}\right|_{H^{1}(T)}^{2} \approx\left|v_{j}(b)-v_{j}(a)\right|^{2}+\left|v_{j}(c)-v_{j}(a)\right|^{2} \tag{7.4.23}
\end{equation*}
$$

We have, by (7.4.20),

$$
v_{j}(b)-v_{j}(a)=\left(\theta_{j}(b)-\theta_{j}(a)\right) w(b)+\theta_{j}(a)(w(b)-w(a))
$$

and hence we obtain using (7.4.4) and (7.4.5)

$$
\begin{align*}
& \left|v_{j}(b)-v_{j}(a)\right|^{2} \\
\lesssim & {\left[\theta_{j}(b)-\theta_{j}(a)\right]^{2}[w(b)]^{2}+\left[\theta_{j}(a)\right]^{2}[w(b)-w(a)]^{2} }  \tag{7.4.24}\\
\lesssim & \frac{h^{2}}{\delta^{2}}[w(b)]^{2}+[w(b)-w(a)]^{2} .
\end{align*}
$$

Similarly, we find

$$
\begin{equation*}
\left|v_{j}(c)-v_{j}(a)\right|^{2} \lesssim \frac{h^{2}}{\delta^{2}}[w(c)]^{2}+[w(c)-w(a)]^{2} \tag{7.4.25}
\end{equation*}
$$

It follows from (7.4.24), (7.4.25), Lemma 6.2.7 and (7.4.23) that

$$
\begin{aligned}
\left|v_{j}\right|_{H^{1}(T)}^{2} & \lesssim \frac{h^{2}}{\delta^{2}}\left[w^{2}(b)+w^{2}(c)\right]+[w(b)-w(a)]^{2}+[w(c)-w(a)]^{2} \\
& \lesssim \frac{1}{\delta^{2}}\|w\|_{L^{2}(T)}^{2}+|w|_{H^{1}(T)}^{2},
\end{aligned}
$$

and hence in view of (7.4.22),

$$
\left\langle A_{j} v_{j}, v_{j}\right\rangle \lesssim \sum_{\substack{T \in \mathcal{T}_{h} \\ T \subseteq \Omega_{j}}}\left[\frac{1}{\delta^{2}}\|w\|_{L^{2}(T)}^{2}+|w|_{H^{1}(T)}^{2}\right]
$$

Summing up this last estimate we find

$$
\begin{align*}
\sum_{j=1}^{J}\left\langle A_{j} v_{j}, v_{j}\right\rangle & \lesssim \sum_{j=1}^{J} \sum_{\substack{T \in \mathcal{T}_{h} \\
T \subseteq \Omega_{j}}}\left[\frac{1}{\delta^{2}}\|w\|_{L^{2}(T)}^{2}+|w|_{H^{1}(T)}^{2}\right] \\
& \leq N_{C} \sum_{T \in \mathcal{T}_{h}}\left[\frac{1}{\delta^{2}}\|w\|_{L^{2}(T)}^{2}+|w|_{H^{1}(T)}^{2}\right] \quad \quad \text { (by 7.4.6) }  \tag{by7.4.6}\\
26) \quad & \left.\lesssim \frac{1}{\delta^{2}}\left\|v-v_{H}\right\|_{L^{2}(\Omega)}^{2}+\left|v-v_{H}\right|_{H^{1}(\Omega)}^{2} \quad \text { (def. of } w\right) \\
& \left.\lesssim\left(1+\frac{H^{2}}{\delta^{2}}\right)|v|_{H^{1}(\Omega)}^{2} . \quad \text { by } 7.4 .18 \& 7.4 .19\right) \\
& =\left(1+\frac{H^{2}}{\delta^{2}}\right)\left\langle A_{h} v, v\right\rangle \tag{by7.4.1}
\end{align*}
$$

The lemma follows from (7.4.21) and (7.4.26).
Lemma 7.4.17 and (7.1.22) immediately yield the estimate

$$
\begin{equation*}
\lambda_{\min }\left(B_{T L} A_{H}\right) \gtrsim\left(1+\frac{H}{\delta}\right)^{-2} \tag{7.4.27}
\end{equation*}
$$

Finally we obtain the following theorem on the two-level additive Schwarz preconditioner by combining (7.4.16) and (7.4.27).
(7.4.28) Theorem. There exists a positive constant $C$, independent of $H, h$, $\delta$ and $J$, such that

$$
\kappa\left(B_{T L} A_{h}\right)=\frac{\lambda_{\max }\left(B_{T L} A_{h}\right)}{\lambda_{\min }\left(B_{T L} A_{h}\right)} \leq C\left(1+\frac{H}{\delta}\right)^{2}
$$

(7.4.29) Remark. The two-level additive preconditioner is optimal if $H / \delta$ is kept bounded above by a constant. When $\delta$ is small with respect to $H$, the factor $1+(H / \delta)^{2}$ becomes significant. Note that the estimates (7.4.24) and (7.4.25) are very conservative, since $\theta_{j}=1$ at all the nodes in $\Omega_{j}$ that do not belong to any other subdomains. Under certain shape regularity assumptions on the subdomains $\Omega_{j}$, the bound for $\kappa\left(B_{T L} A_{h}\right)$ can be improved to (cf. (Dryja \& Widlund 1994) and exercise 7.x.21)

$$
\kappa\left(B_{T L} A_{h}\right) \leq C\left(1+\frac{H}{\delta}\right) .
$$

Furthermore, this bound is sharp (cf. (Brenner 2000)).
(7.4.30) Remark. The results in this section remain valid if the exact solves (solution operators) $A_{H}^{-1}$ and $A_{j}^{-1}$ in (7.4.10) are replaced by spectrally equivalent inexact solves and the triangulations $\mathcal{T}_{h}$ and $\mathcal{T}_{H}$ are only assumed to be regular (with a proper interpretation of $H$ and $\delta$, cf. (Widlund 1999)).

### 7.5 Nonoverlapping Domain Decomposition Methods

To facilitate the discussion of nonoverlapping domain decomposition preconditioners, we present here a framework for such methods. The notation set up in this section will be followed in the following sections.

Let $\Omega$ be divided into polygonal subdomains $\Omega_{1}, \ldots, \Omega_{J}$ (cf. the first figure in Fig. 7.2) such that

$$
\begin{align*}
& \Omega_{j} \cap \Omega_{l}=\emptyset \quad \text { if } j \neq l,  \tag{7.5.1}\\
& \bar{\Omega}=\bigcup_{j=1}^{J} \bar{\Omega}_{j},  \tag{7.5.2}\\
& \partial \Omega_{j} \cap \partial \Omega_{l}=\emptyset, \text { a vertex or an edge, if } j \neq l, \tag{7.5.3}
\end{align*}
$$

and $\mathcal{T}_{h}$ be a quasi-uniform triangulation of $\Omega$ which is aligned with the boundaries of the subdomains.

We assume that the subdomains satisfy the following shape regularity assumption: There exist reference polygonal domains $D_{1}, \ldots, D_{K}$ of unit diameter and a positive number $H$ such that for each subdomain $\Omega_{j}$ there
is a reference polygon $D_{k}$ and a $C^{1}$ diffeomorphism $\phi_{j, k}: \bar{D}_{k} \longrightarrow \bar{\Omega}_{j}$ which satisfies the estimates

$$
\begin{equation*}
\left|\nabla \phi_{j, k}(x)\right| \lesssim H \forall x \in \bar{D}_{k} \text { and }\left|\nabla\left(\phi^{-1}\right)_{j, k}(x)\right| \lesssim H^{-1} \forall x \in \bar{\Omega}_{j} \tag{7.5.4}
\end{equation*}
$$



Fig. 7.2. nonoverlapping domain decomposition and coarse grid
(7.5.5) Remark. The shape regularity condition (7.5.4) implies that all the estimates involving the subdomains follow from corresponding estimates on the reference domains. It also implies

$$
\begin{equation*}
\operatorname{diam} \Omega_{j} \approx H \tag{7.5.6}
\end{equation*}
$$

For both the BPS and Neumann-Neumann preconditioner, global communication among the subdomains is provided by a coarse grid space. The coarse grid is constructed by creating a triangulation of each subdomain using the vertices of the subdomain as the nodes. Together they form a triangulation $\mathcal{T}_{H}$ of $\Omega$ with mesh size $\approx H$ (cf. the second figure in Fig. 7.2).
(7.5.7) Definition. Let $\Gamma_{j}=\partial \Omega_{j} \backslash \partial \Omega$. The interface (skeleton) of the domain decomposition $\Omega_{1}, \ldots, \Omega_{J}$ is $\Gamma=\bigcup_{j=1}^{J} \Gamma_{j}$. The set of nodes of $\mathcal{T}_{h}$ which belong to $\Gamma_{j}($ resp. $\Gamma)$ is denoted by $\Gamma_{j, h}$ (resp. $\left.\Gamma_{h}\right)$.

Let the variational bilinear form $a(\cdot, \cdot)$ for the model problem (7.1.24) be defined by

$$
\begin{equation*}
a\left(v_{1}, v_{2}\right)=\int_{\Omega} \nabla v_{1} \cdot \nabla v_{2} d x \quad \forall v_{1}, v_{2} \in H^{1}(\Omega) \tag{7.5.8}
\end{equation*}
$$

The discrete problem for (7.1.24) is to find $u_{h} \in V_{h}(\Omega)$, the $\mathcal{P}_{1}$ finite element space in $\dot{H}^{1}(\Omega)$ associated with $\mathcal{T}_{h}$, such that

$$
\begin{equation*}
a\left(u_{h}, v\right)=F(v) \quad \forall v \in V_{h} \tag{7.5.9}
\end{equation*}
$$

The space $V_{h}(\Omega)$ can be decomposed, with respect to the interface $\Gamma$ and the variational form $a(\cdot, \cdot)$, into the direct sum of two subspaces.
(7.5.10) Definition. The space $V_{h}(\Omega \backslash \Gamma)$ is the subspace of $V_{h}$ whose members vanish at the interface $\Gamma$, i.e.,

$$
\begin{equation*}
V_{h}(\Omega \backslash \Gamma)=\left\{v \in V_{h}:\left.v\right|_{\Gamma}=0\right\} \tag{7.5.11}
\end{equation*}
$$

The interface space $V_{h}(\Gamma) \subset V_{h}$ is the orthogonal complement of $V_{h}(\Omega \backslash \Gamma)$ with respect to $a(\cdot, \cdot)$, i.e.,

$$
\begin{equation*}
V_{h}(\Gamma)=\left\{v \in V_{h}: a(v, w)=0 \quad \forall w \in V_{h}(\Omega \backslash \Gamma)\right\} \tag{7.5.12}
\end{equation*}
$$

$V_{h}(\Gamma)$ is also known as the space of (global) discrete harmonic functions.
It is clear from Definition 7.5.10 that

$$
\begin{equation*}
V_{h}(\Omega)=V_{h}(\Omega \backslash \Gamma) \oplus V_{h}(\Gamma) \tag{7.5.13}
\end{equation*}
$$

The solution $u_{h}$ of (7.5.9) can therefore be written as

$$
\begin{equation*}
u_{h}=\dot{u}_{h}+\bar{u}_{h} \tag{7.5.14}
\end{equation*}
$$

where $\dot{u}_{h} \in V_{h}(\Omega \backslash \Gamma)$ and $\bar{u}_{h} \in V_{h}(\Gamma)$. Equation (7.5.9) and the orthogonality between $V_{h}(\Omega \backslash \Gamma)$ and $V_{h}(\Gamma)$ then imply that

$$
\begin{array}{ll}
a\left(\dot{u}_{h}, v\right)=F(v) & \forall v \in V_{h}(\Omega \backslash \Gamma), \\
a\left(\bar{u}_{h}, v\right)=F(v) & \forall v \in V_{h}(\Gamma) . \tag{7.5.16}
\end{array}
$$

It is easy to see that (cf. 7.x.22) $\dot{u}_{h, j}=\left.\dot{u}_{h}\right|_{\Omega_{j}} \in V_{h}\left(\Omega_{j}\right)$, the $\mathcal{P}_{1}$ finite element space in $H_{0}^{1}\left(\Omega_{j}\right)$ associated with the triangulation induced by $\mathcal{T}_{h}$, and it satisfies

$$
\begin{equation*}
a\left(\dot{u}_{h, j}, v\right)=F(\tilde{v}) \quad \forall v \in V_{h}\left(\Omega_{j}\right) \tag{7.5.17}
\end{equation*}
$$

where $\tilde{v} \in V_{h}$ is the trivial extension of $v$. Therefore $\dot{u}_{h, j}$ for $1 \leq j \leq J$ can be computed from (7.5.17), which amounts to solving a discrete Dirichlet problem on $\Omega_{j}$ and can be done in parallel.

Let the Schur complement operator $S_{h}: V_{h}(\Gamma) \longrightarrow V_{h}(\Gamma)^{\prime}$ be defined by

$$
\begin{equation*}
\left\langle S_{h} v_{1}, v_{2}\right\rangle=a\left(v_{1}, v_{2}\right) \quad \forall v_{1}, v_{2} \in V_{h}(\Gamma) \tag{7.5.18}
\end{equation*}
$$

Then (7.5.16) can be written as

$$
\begin{equation*}
S_{h} \bar{u}_{h}=f_{h} \tag{7.5.19}
\end{equation*}
$$

where $f_{h} \in V_{h}(\Gamma)^{\prime}$ is defined by $\left\langle f_{h}, v\right\rangle=F(v)$ for all $v \in V_{h}(\Gamma)$.
It is clear from (7.5.18) that the operator $S_{h}$ is SPD. The goal of a nonoverlapping domain decomposition method is to provide a good preconditioner for $S_{h}$, so that $\bar{u}_{h}$ can be solved efficiently from (7.5.19) by, for example, the preconditioned conjugate gradient method.

We devote the rest of this section to some basic properties of the interface space $V_{h}(\Gamma)$, which will be used in the next two sections.

Our first observation is that the functions in $V_{h}(\Gamma)$ are completely determined by their nodal values on $\Gamma$.
(7.5.20) Lemma. Given any function $\phi: \Gamma_{h} \longrightarrow \mathbb{R}$, there is a unique $v \in$ $V_{h}(\Gamma)$ such that

$$
\begin{equation*}
v(p)=\phi(p) \quad \forall p \in \Gamma_{h} \tag{7.5.21}
\end{equation*}
$$

Proof. Let $w \in V_{h}$ be determined by

$$
w(p)= \begin{cases}\phi(p) & p \in \Gamma_{h} \\ 0 & p \text { is a node not on } \Gamma\end{cases}
$$

If $v \in V_{h}(\Gamma)$ satisfies (7.5.21), then $v_{*}=v-w \in V_{h}(\Omega \backslash \Gamma)$, and the orthogonality between $V_{h}(\Omega \backslash \Gamma)$ and $V_{h}(\Gamma)$ implies that

$$
\begin{equation*}
a\left(v_{*}, \bar{v}\right)=a(v-w, \bar{v})=-a(w, \bar{v}) \quad \forall \bar{v} \in V_{h}(\Omega \backslash \Gamma) \tag{7.5.22}
\end{equation*}
$$

Conversely, if $v_{*} \in V_{h}(\Omega \backslash \Gamma)$ satisfies (7.5.22), then $v=v_{*}+w \in V_{h}(\Gamma)$ and (7.5.21) is satisfied.

Since $a(\cdot, \cdot)$ is an inner product on $V_{h}$, equation (7.5.22) has a unique solution in $V_{h}(\Omega \backslash \Gamma)$. Hence there exists a unique $v \in V_{h}(\Gamma)$ satisfying (7.5.21).
(7.5.23) Remark. It follows from (7.5.22) that $v \in V_{h}(\Gamma)$ can be obtained from its nodal values on $\Gamma$ by solving in parallel a discrete Poisson equation with homogeneous boundary condition on each subdomain.

We have a minimum energy principle for functions in $V_{h}(\Gamma)$.
(7.5.24) Lemma. Let $v \in V_{h}(\Gamma)$ and $w \in V_{h}$ such that $\left.v\right|_{\Gamma}=\left.w\right|_{\Gamma}$. Then we have $a(v, v) \leq a(w, w)$.
Proof. Since $w-v \in V_{h}(\Omega \backslash \Gamma)$, the orthogonality between $V_{h}(\Gamma)$ and $V_{h}(\Omega \backslash \Gamma)$ implies that
$a(w, w)=a((w-v)+v,(w-v)+v)=a(w-v, w-v)+a(v, v) \geq a(v, v)$.

There is an important relation between the energy norm of a function in $V_{h}(\Gamma)$ and a fractional order Sobolev norm of its trace on $\Gamma$. (See Chapter 14 for a discussion of general fractional order Sobolev spaces.) We will first give a local version of this relation.

Let $D$ be a bounded polygon and $\hat{V}_{\hat{h}}$ be the $\mathcal{P}_{1}$ finite element space associated with a quasi-uniform triangulation $\mathcal{T}_{\hat{h}}$ of $D$. The subspace of $\hat{V}_{\hat{h}}$ whose members vanish on $\partial D$ is denoted by $\hat{V}_{\hat{h}}(D)$. We will denote by $d(\cdot, \cdot)$ the bilinear form

$$
d\left(v_{1}, v_{2}\right)=\int_{D} \nabla v_{1} \cdot \nabla v_{2} d x
$$

The subspace $\hat{V}_{\hat{h}}(\partial D) \subseteq \hat{V}_{\hat{h}}$ is the orthogonal complement of $\hat{V}_{\hat{h}}(D)$ with respect to $d(\cdot, \cdot)$.
(7.5.25) Definition. The fractional order Sobolev semi-norm $|\cdot|_{H^{1 / 2}(\partial D)}$ is defined by

$$
|v|_{H^{1 / 2}(\partial D)}^{2}=\int_{\partial D}\left[\int_{\partial D} \frac{|v(x)-v(y)|^{2}}{|x-y|^{2}} d s(x)\right] d s(y),
$$

where $d s$ is the differential of the arc-length. The space $H^{1 / 2}(\partial D)$ consists of functions $v \in L^{2}(\partial D)$ such that $|v|_{H^{1 / 2}(\partial D)}<\infty$, and we define

$$
\|v\|_{H^{1 / 2}(\partial D)}^{2}=\|v\|_{L^{2}(\partial D)}^{2}+|v|_{H^{1 / 2}(\partial D)}^{2} .
$$

(7.5.26) Lemma. It holds that $|v|_{H^{1 / 2}(\partial D)} \lesssim|v|_{H^{1}(D)}$ for all $v \in H^{1}(D)$.

Proof. By the trace theorem (cf. (Nečas 1967) and (Arnold, Scott \& Vogelius (1988)), we have

$$
|v|_{H^{1 / 2}(\partial D)}^{2} \leq\|v\|_{H^{1 / 2}(\partial D)}^{2} \lesssim\|v\|_{H^{1}(D)}^{2}
$$

for all $v \in H^{1}(D)$. It follows that, with $\bar{v}=|D|^{-1} \int_{D} v(x) d x$, we have

$$
\begin{align*}
|v|_{H^{1 / 2}(\partial D)} & =|v-\bar{v}|_{H^{1 / 2}(\partial D)}  \tag{by7.x.23}\\
& \lesssim\|v-\bar{v}\|_{H^{1}(D)}^{2} \lesssim|v|_{H^{1}(D)} . \tag{by4.3.14}
\end{align*}
$$

(7.5.27) Lemma. The following relation holds:

$$
|v|_{H^{1}(D)} \approx|v|_{H^{1 / 2}(\partial D)} \quad \forall v \in \hat{V}_{\hat{h}}(\partial D) .
$$

Proof. Let $v \in \hat{V}_{\hat{h}}(\partial D)$ be arbitrary and $\bar{v}=|\partial D|^{-1} \int_{\partial D} v d s$ be the average of $v$ over $\partial D$. Note that $v-\bar{v}$ also belongs to $\hat{V}_{\hat{h}}(\partial D)$.

By the trace theorem, there exists $w \in H^{1}(D)$ such that

$$
\left.w\right|_{\partial D}=\left.(v-\bar{v})\right|_{\partial D} \quad \text { and } \quad\|w\|_{H^{1}(D)} \lesssim\|v-\bar{v}\|_{H^{1 / 2}(\partial D)} .
$$

Recall from Section 4.8 that $\tilde{w}=\tilde{\mathcal{I}}^{h} w \in \hat{V}_{\hat{h}}(D),|\tilde{w}|_{H^{1}(D)} \lesssim|w|_{H^{1}(D)}$ and $\left.\tilde{w}\right|_{\partial D}=\left.w\right|_{\partial D}$ (since $\left.w\right|_{\partial D}$ is a piecewise linear function).

Therefore we have

$$
\begin{align*}
|v|_{H^{1}(D)}=|v-\bar{v}|_{H^{1}(D)} & \leq|\tilde{w}|_{H^{1}\left(\Omega_{j}\right)}  \tag{by7.5.24}\\
& \lesssim\|v-\bar{v}\|_{H^{1 / 2}(\partial D)} \approx|v|_{H^{1 / 2}(\partial D)} . \tag{by7.x.24}
\end{align*}
$$

The lemma follows from the preceding estimate and Lemma 7.5.26.
(7.5.28) Remark. The construction of $\tilde{w}$ is known in the literature as a finite element extension theorem (cf. (Widlund 1986)).

It follows from (7.5.4), Lemma 7.5.27 and scaling arguments that

$$
\begin{equation*}
|v|_{H^{1}(\Omega)}^{2} \approx \sum_{j=1}^{J}|v|_{H^{1 / 2}\left(\partial \Omega_{j}\right)}^{2} \quad \forall v \in V_{h}(\Gamma), \tag{7.5.29}
\end{equation*}
$$

since there are at most $K$ reference domains.
Next we prove two lemmas concerning functions in the space

$$
\begin{gathered}
\mathcal{L}_{\hat{h}}(\partial D)=\{v \in C(\partial D): v \text { is piecewise linear with respect } \\
\text { to the subdivision of } \left.\partial D \text { induced by } \mathcal{T}_{h}\right\},
\end{gathered}
$$

which is the restriction of $\hat{V}_{h}$ to $\partial D$.
(7.5.30) Lemma. Let $v \in \mathcal{L}_{\hat{h}}(\partial D)$, $E$ be an (open) edge of $\partial D$, and $v_{E} \in$ $\mathcal{L}_{\hat{h}}(\partial D)$ be defined by

$$
v_{E}(p)= \begin{cases}v(p) & \text { if the node } p \in E, \\ 0 & \text { if the node } p \in \partial D \backslash E .\end{cases}
$$

Then the following estimate holds:

$$
\left|v_{E}\right|_{H^{1 / 2}(\partial D)}^{2} \lesssim|v|_{H^{1 / 2}(\partial D)}^{2}+(1+|\ln \hat{h}|)\|v\|_{L^{\infty}(\partial D)}^{2}
$$

Proof. Let $a$ and $b$ be the two endpoints of $E, E_{a}$ and $E_{b}$ be the two edges of $\partial D$ neighboring $E$, and $F=\partial D \backslash \overline{E \cup E_{a} \cup E_{b}}$. Then we have

$$
\begin{aligned}
\left|v_{E}\right|_{H^{1 / 2}(\partial D)}^{2}= & \int_{E}\left[\int_{E} \frac{\left|v_{E}(x)-v_{E}(y)\right|^{2}}{|x-y|^{2}} d s(x)\right] d s(y) \\
& +2 \int_{E}\left[\int_{E_{a} \cup E_{b}} \frac{\left|v_{E}(y)\right|^{2}}{|x-y|^{2}} d s(x)\right] d s(y) \\
& +2 \int_{E}\left[\int_{F} \frac{\left|v_{E}(y)\right|^{2}}{|x-y|^{2}} d s(x)\right] d s(y) \\
\approx & \int_{E}\left[\int_{E} \frac{\left|v_{E}(x)-v_{E}(y)\right|^{2}}{|x-y|^{2}} d s(x)\right] d s(y) \\
& +\int_{E} v_{E}^{2}(y)\left(\frac{1}{|y-a|}+\frac{1}{|y-b|}\right) d s(y)+\left\|v_{E}\right\|_{L^{2}(E)}^{2} \\
\lesssim & |v|_{H^{1 / 2}(\partial D)}^{2}+(1+|\ln \hat{h}|)\|v\|_{L^{\infty}(\partial D)}^{2} \quad \quad(\text { by } 7 . x .25 \& 7 . x .26)
\end{aligned}
$$

(7.5.31) Lemma. Let $p$ be a node on $\partial D$, and define $v_{p} \in \mathcal{L}_{\hat{h}}(\partial D)$ such that it vanishes at all the nodes except $p$ and $v_{p}(p)=1$. Then we have $\left|v_{p}\right|_{H^{1 / 2}(\partial D)} \approx 1$.
Proof. Let $a$ and $b$ be the two nodes next to $p, \hat{h}_{1}=|a-p|$ and $\hat{h}_{2}=|b-p|$. Then we have (cf. exercise 7.x.27)

$$
\begin{gathered}
\left|v_{p}\right|_{H^{1 / 2}(\partial D)}^{2} \approx\|\phi\|_{L^{2}(I)}^{2}+\int_{I}\left[\int_{I} \frac{|\phi(x)-\phi(y)|^{2}}{|x-y|^{2}} d x\right] d y \\
+\int_{I} \phi^{2}(y)\left(\frac{1}{y+\hat{h}_{2}}+\frac{1}{\hat{h}_{1}-y}\right) d y
\end{gathered}
$$

where $I=\left[-\hat{h}_{2}, \hat{h}_{1}\right]$ and $\phi$ is defined by

$$
\phi(x)= \begin{cases}1-\left(x / \hat{h}_{1}\right) & \text { for } 0 \leq x \leq \hat{h}_{1} \\ 1+\left(x / \hat{h}_{2}\right) & \text { for }-\hat{h}_{2} \leq x \leq 0\end{cases}
$$

A direct calculation then yields the lemma.
(7.5.32) Corollary. Let $v \in \hat{V}_{h}(\partial D)$ vanish at some point on $\partial D$. Then, following the notation in Lemma 7.5.30, we have

$$
\left|v_{E}\right|_{H^{1 / 2}(\partial D)}^{2} \lesssim(1+|\ln \hat{h}|)^{2}|v|_{H^{1}(D)}^{2}
$$

Proof. Let $\bar{v}=\int_{D} v d x /|\mathcal{D}|$ be the mean of $v$ over $D$. Observe that, since $v=0$ at some point on $\partial D$, we have

$$
\|v\|_{L^{\infty}(\partial \mathcal{D})} \leq\|v-\bar{v}\|_{L^{\infty}(\partial \mathcal{D})}+|\bar{v}| \leq 2\|v-\bar{v}\|_{L^{\infty}(\partial D)}
$$

and hence

$$
\begin{align*}
& \left|v_{E}\right|_{H^{1 / 2}(\partial D)}^{2} \lesssim|v|_{H^{1 / 2}(\partial D)}^{2}+(1+|\ln \hat{h}|)\|v-\bar{v}\|_{L^{\infty}(\partial D)}  \tag{by7.5.30}\\
& \quad \lesssim|v|_{H^{1}(D)}^{2}+(1+|\ln \hat{h}|)^{2}\left(\|v-\bar{v}\|_{L^{2}(D)}^{2}+|v|_{H^{1}(D)}^{2}\right) \\
& \quad \lesssim(1+|\ln \hat{h}|)^{2}|v|_{H^{1}(D)}^{2} . \tag{by4.3.14}
\end{align*}
$$

### 7.6 The BPS Preconditioner

In this section we discuss the Bramble-Pasciak-Schatz (BPS) preconditioner (cf. (Bramble, Pasciak \& Schatz 1986)) for the Schur complement operator $S_{h}$ and we follow the notation in Sect. 7.5. There are two types of auxiliary spaces for the BPS preconditioner: those associated with the common edges of the subdomains and one associated with the coarse triangulation $\mathcal{T}_{H}$.

Let $E_{1}, \ldots, E_{L}$ be the (open) edges that are common to two of the subdomains. We define the edge spaces to be

$$
\begin{equation*}
V_{h}\left(E_{\ell}\right)=\left\{v \in V_{h}(\Gamma): v=0 \text { at all the nodes in } \Gamma_{h} \backslash E_{\ell}\right\} . \tag{7.6.1}
\end{equation*}
$$

The SPD operator $S_{\ell}: V_{h}\left(E_{\ell}\right) \longrightarrow V_{h}\left(E_{\ell}\right)^{\prime}$ is defined by

$$
\begin{equation*}
\left\langle S_{\ell} v_{1}, v_{2}\right\rangle=a\left(v_{1}, v_{2}\right) \quad \forall v_{1}, v_{2} \in V_{h}\left(E_{\ell}\right) \tag{7.6.2}
\end{equation*}
$$

The edge space $V_{h}\left(E_{\ell}\right)$ is connected to $V_{h}(\Gamma)$ by the natural injections $I_{\ell}$.
(7.6.3) Remark. Note that, by the argument in Lemma 7.5.20, the functions in $V_{h}\left(E_{\ell}\right)$ vanish identically on the subdomains whose boundaries do not contain $E_{l}$ (cf. 7.x.28). Also, the number of edges on the boundary of each $\Omega_{j}$ is bounded by a constant since there are at most $K$ reference domains.

The coarse grid space $V_{H} \subseteq \dot{H}^{1}(\Omega)$ is the $\mathcal{P}_{1}$ finite element space associated with $\mathcal{T}_{H}$, and the SPD operator $A_{H}: V_{H} \longrightarrow V_{H}^{\prime}$ is defined by

$$
\begin{equation*}
\left\langle A_{H} v_{1}, v_{2}\right\rangle=a\left(v_{1}, v_{2}\right) \quad \forall v_{1}, v_{2} \in V_{H} \tag{7.6.4}
\end{equation*}
$$

Taking advantage of Lemma 7.5.20, we define the connection operator $I_{H}$ : $V_{H} \longrightarrow V_{h}(\Gamma)$ by

$$
\begin{equation*}
\left.\left(I_{H} v\right)\right|_{\Gamma}=\left.v\right|_{\Gamma} . \tag{7.6.5}
\end{equation*}
$$

The BPS preconditioner is then defined by

$$
\begin{equation*}
B_{B P S}=I_{H} A_{H}^{-1} I_{H}^{t}+\sum_{\ell=1}^{L} I_{\ell} S_{\ell}^{-1} I_{\ell}^{t} \tag{7.6.6}
\end{equation*}
$$

(7.6.7) Remark. The inverse operators $A_{H}^{-1}$ and $S_{\ell}^{-1}$ can be replaced by spectrally equivalent approximate inverses (cf. (Bramble, Pasciak \& Schatz 1986)).
(7.6.8) Lemma. The following decomposition holds:

$$
V_{h}(\Gamma)=I_{H} V_{H} \oplus V_{h}\left(E_{1}\right) \oplus \ldots \oplus V_{h}\left(E_{L}\right)
$$

Proof. Let $v \in V_{h}(\Gamma)$ and define $v_{H}=\Pi_{H} v$, the nodal interpolant of $v$ with respect to $\mathcal{T}_{H}$. According to Lemma 7.5.20, we can define $v_{\ell} \in V_{h}(\Gamma)$ by

$$
v_{\ell}(p)=\left\{\begin{array}{cl}
v(p)-v_{H}(p) & p \in \Gamma_{h} \cap E_{\ell}  \tag{7.6.9}\\
0 & p \in \Gamma_{h} \backslash E_{\ell}
\end{array}\right.
$$

It is easy to check (cf. exercise 7.x.29) that

$$
\begin{equation*}
v=I_{H} v_{H}+\sum_{\ell=1}^{L} v_{\ell} \tag{7.6.10}
\end{equation*}
$$

and it is also the only decomposition for $v$.

It follows from Lemma 7.6 .8 that condition (7.1.9) is satisfied.
(7.6.11) Lemma. The following estimate holds: $\lambda_{\max }\left(B_{B P S} S_{h}\right) \lesssim 1$.

Proof. Let $v \in V_{h}(\Gamma)$ be arbitrary. According to (7.1.21), we only need to show that

$$
\left\langle S_{h} v, v\right\rangle \lesssim\left\langle A_{H} v_{H}, v_{H}\right\rangle+\sum_{\ell=1}^{L}\left\langle S_{l} v_{\ell}, v_{\ell}\right\rangle
$$

where $v_{H} \in V_{H}, v_{\ell} \in V_{h}\left(E_{\ell}\right)$ and $v=v_{H}+\sum_{\ell=1}^{L} v_{\ell}$. In view of (7.5.8), (7.5.18), (7.6.4) and (7.6.2), it is equivalent to show that

$$
\begin{equation*}
|v|_{H^{1}(\Omega)}^{2} \lesssim\left|v_{H}\right|_{H^{1}(\Omega)}^{2}+\sum_{\ell=1}^{L}\left|v_{\ell}\right|_{H^{1}(\Omega)}^{2} . \tag{7.6.12}
\end{equation*}
$$

First of all, we have, by (7.6.10) and the Cauchy-Schwarz inequality,

$$
\begin{equation*}
|v|_{H^{1}(\Omega)}^{2} \lesssim\left|I_{H} v_{H}\right|_{H^{1}(\Omega)}^{2}+\left|\sum_{\ell=1}^{L} v_{\ell}\right|_{H^{1}(\Omega)}^{2} . \tag{7.6.13}
\end{equation*}
$$

Secondly, Lemma $7.5 .24,(7.5 .8)$ and (7.6.5) imply that

$$
\begin{equation*}
\left|I_{H} v_{H}\right|_{H^{1}(\Omega)}^{2} \leq\left|v_{H}\right|_{H^{1}(\Omega)}^{2} \tag{7.6.14}
\end{equation*}
$$

Finally, since $a\left(v_{l}, v_{k}\right)=0$ unless $E_{l}$ and $E_{k}$ share a common subdomain (cf. (7.6.3)), we have (cf. exercise 7.x.30)

$$
\begin{equation*}
\left|\sum_{\ell=1}^{L} v_{\ell}\right|_{H^{1}(\Omega)}^{2} \lesssim \sum_{\ell=1}^{L}\left|v_{\ell}\right|_{H^{1}(\Omega)}^{2} . \tag{7.6.15}
\end{equation*}
$$

The estimate (7.6.12) follows from (7.6.13)-(7.6.15).
(7.6.16) Lemma. The following estimate holds:

$$
\lambda_{\min }\left(B_{B P S} S_{h}\right) \gtrsim[1+\ln (H / h)]^{-2}
$$

Proof. Let $v \in V_{h}(\Gamma)$ be arbitrary. This time we must estimate $\left|v_{H}\right|_{H^{1}(\Omega)}^{2}+$ $\sum_{\ell=1}^{L}\left|v_{\ell}\right|_{H^{1}(\Omega)}^{2}$ by $|v|_{H^{1}(\Omega)}^{2}$, where $v_{H}$ and $v_{\ell}$ are the functions in the decomposition (7.6.10).

First we consider $v_{H}$. Recall that $v_{H}=\Pi_{H} v$. Let $\mathcal{V}_{j}$ be the set of the vertices of $\mathcal{T}_{H}$ in $\bar{\Omega}_{j}$ and $\bar{v}_{j}=\left|\Omega_{j}\right|^{-1} \int_{\Omega_{j}} v(x) d x$. Then we have

$$
\begin{align*}
& \left|\Pi_{H} v\right|_{H^{1}\left(\Omega_{j}\right)}^{2}=\left|\Pi_{H}\left(v-\bar{v}_{j}\right)\right|_{H^{1}\left(\Omega_{j}\right)}^{2} \\
& \lesssim \sum_{p \in \mathcal{V}_{j}}\left(v-\bar{v}_{j}\right)^{2}(p) \\
& \lesssim[1+\ln (H / h)]\left(H^{-2}\left\|v-\bar{v}_{j}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}+\left|v-\bar{v}_{j}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}\right)  \tag{7.6.17}\\
& \text { (by 4.9.2 \& scaling) } \\
& \lesssim[1+\ln (H / h)]|v|_{H^{1}\left(\Omega_{j}\right)}^{2} . \quad \text { (by 4.3.15 \& scaling) }
\end{align*}
$$

Summing up we obtain

$$
\begin{equation*}
\left|v_{H}\right|_{H^{1}(\Omega)}^{2} \lesssim[1+\ln (H / h)]|v|_{H^{1}(\Omega)}^{2} \tag{7.6.18}
\end{equation*}
$$

Next we consider $v_{\ell}$ defined by (7.6.9). Let $E_{\ell}$ be the common edge of $\Omega_{\ell_{1}}$ and $\Omega_{\ell_{2}}$. On each $\Omega_{j}$, for $j=\ell_{1}$ or $\ell_{2}$, we have

$$
v_{\ell}(p)=\left\{\begin{array}{cl}
{\left[v(p)-\bar{v}_{j}\right]-\Pi_{H}\left[v-\bar{v}_{j}\right](p)} & p \in \partial \Omega_{j, h} \cap E_{\ell} \\
0 & p \in \partial \Omega_{j, h} \backslash E_{\ell}
\end{array}\right.
$$

where $\partial \Omega_{j, h}$ is the set of nodes of $\mathcal{T}_{h}$ that belong to $\partial \Omega_{j}$. It follows that, for $j=\ell_{1}$ or $\ell_{2}$,

$$
\begin{array}{rr}
\left|v_{\ell}\right|_{H^{1}\left(\Omega_{j}\right)}^{2} \approx\left|v_{\ell}\right|_{H^{1 / 2}\left(\partial \Omega_{j}\right)}^{2} & \text { (by 7.5.27) } \\
\quad \lesssim\left|v-\bar{v}_{j}\right|_{H^{1 / 2}\left(\partial \Omega_{j}\right)}^{2}+\left|\Pi_{H}\left(v-\bar{v}_{j}\right)\right|_{H^{1 / 2}\left(\partial \Omega_{j}\right)}^{2} & \\
\quad+[1+\ln (H / h)]\left\|v-\bar{v}_{j}\right\|_{L^{\infty}\left(\partial \Omega_{j}\right)}^{2} & (\text { by } 7.5 .30 \& \text { scaling }) \\
\quad \lesssim[1+\ln (H / h)]|v|_{H^{1}\left(\Omega_{j}\right)}^{2} & (\text { by } 7.5 .26 \& 7.6 .17) \\
\quad+[1+\ln (H / h)]^{2}\left(H^{-2}\left\|v-\bar{v}_{j}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}+\left|v-\bar{v}_{j}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}\right) \\
& (\text { by } 4.9 .2 \& \text { scaling }) \\
& \text { (by 4.3.15 \& scaling) })
\end{array}
$$

and hence,

$$
\left|v_{\ell}\right|_{H^{1}(\Omega)}^{2} \lesssim[1+\ln (H / h)]^{2}\left(|v|_{H^{1}\left(\Omega_{\ell_{1}}\right)}^{2}+|v|_{H^{1}\left(\Omega_{\ell_{2}}\right)}^{2}\right) .
$$

Summing up we find

$$
\begin{equation*}
\sum_{\ell=1}^{L}\left|v_{\ell}\right|_{H^{1}(\Omega)}^{2} \lesssim[1+\ln (H / h)]^{2}|v|_{H^{1}(\Omega)}^{2} \tag{7.6.19}
\end{equation*}
$$

The lemma follows from (7.1.22), (7.6.18) and (7.6.19).

Combining Lemmas 7.6 .11 and 7.6 .16 we have the following theorem.
(7.6.20) Theorem. There exists a positive constant $C$, independent of $h, H$ and $J$, such that

$$
\kappa\left(B_{B P S} S_{h}\right)=\frac{\lambda_{\max }\left(B_{B P S} S_{h}\right)}{\lambda_{\min }\left(B_{B P S} S_{h}\right)} \leq C\left(1+\ln \frac{H}{h}\right)^{2} .
$$

(7.6.21) Remark. The bound in Theorem 7.6 .20 is sharp (cf. Brenner and Sung 2000b).
(7.6.22) Remark. The BPS preconditioner can also be applied to the boundary value problem whose variational form is defined by

$$
a\left(v_{1}, v_{2}\right)=\sum_{j=1}^{J} \rho_{j} \int_{\Omega_{j}} \nabla v_{1} \cdot \nabla v_{2} d x \quad \forall v_{1}, v_{2} \in V_{h}
$$

where the $\rho_{j}$ 's are positive constants. The bound in (7.6.20) remains valid and the constant $C$ is independent of $h, H, J$ and the $\rho_{j}$ 's.
(7.6.23) Remark. There are three dimensional generalizations of the BPS preconditioner (cf. (Bramble, Pasciak \& Schatz 1989) and (Smith 1991)).

### 7.7 The Neumann-Neumann Preconditioner

In this section we discuss the Neumann-Neumann preconditioner (cf. (Dryja \& Widlund 1995)) for the Schur complement operator $S_{h}$ and we follow the notation in Sect. 7.5. The auxiliary spaces for the Neumann-Neumann preconditioner are associated with either a subdomain or a coarse triangulation.

The coarse grid space $V_{H}$, the SPD operator $A_{H}: V_{H} \longrightarrow V_{H}$ and the connection operator $I_{H}$ are defined as in Sect. 7.6.

To define the auxiliary space associated with a subdomain $\Omega_{j}$, we first introduce the space $V_{h}\left(\Omega_{j} \cup \Gamma_{j}\right)$, which is the $\mathcal{P}_{1}$ finite element space on $\Omega_{j}$ associated with the triangulation induced by $\mathcal{T}_{h}$ and whose members vanish on $\partial \Omega_{j} \cap \partial \Omega$. Let the inner product $\hat{a}_{j}(\cdot, \cdot)$ be defined by

$$
\begin{equation*}
\hat{a}_{j}\left(v_{1}, v_{2}\right)=\int_{\Omega_{j}} \nabla v_{1} \cdot \nabla v_{2} d x+H^{-2} \int_{\Omega_{j}} v_{1} v_{2} d x \tag{7.7.1}
\end{equation*}
$$

for all $v_{1}, v_{2} \in V_{h}\left(\Omega_{j} \cup \Gamma_{j}\right)$.
We can now take the auxiliary space $V_{h}\left(\Gamma_{j}\right) \subseteq V_{h}\left(\Omega_{j} \cup \Gamma_{j}\right)$ to be the $\hat{a}_{j}(\cdot, \cdot)$-orthogonal complement of the space $V_{h}\left(\Omega_{j}\right)=\left\{v \in V_{h}\left(\Omega_{j} \cup \Gamma_{j}\right)\right.$ :
$\left.\left.v\right|_{\partial \Omega_{j}}=0\right\}$. It is easy to check (cf. 7.x.32) that a function $v \in V_{h}\left(\Gamma_{j}\right)$ is completely determined by its nodal values on $\Gamma_{j, h}$. The connection operator $I_{j}: V_{h}\left(\Gamma_{j}\right) \longrightarrow V_{h}(\Gamma)$ is defined by

$$
\left(I_{j} v_{j}\right)(p)=\left\{\begin{array}{cl}
0 & \text { if } p \in \Gamma_{h} \backslash \Gamma_{j, h}  \tag{7.7.2}\\
v_{j}(p) / n(p) & \text { if } p \in \Gamma_{j, h},
\end{array}\right.
$$

where $n(p)=$ the number of subdomains sharing the node $p$, and the SPD linear operator $\hat{S}_{j}: V_{h}\left(\Gamma_{j}\right) \longrightarrow V_{h}\left(\Gamma_{j}\right)^{\prime}$ is given by

$$
\begin{equation*}
\left\langle\hat{S}_{j} v_{1}, v_{2}\right\rangle=\hat{a}_{j}\left(v_{1}, v_{2}\right) \quad \forall v_{1}, v_{2} \in V_{h}\left(\Gamma_{j}\right) \tag{7.7.3}
\end{equation*}
$$

The Neumann-Neumann preconditioner $B_{N N}: V_{h}(\Gamma) \longrightarrow V_{h}(\Gamma)^{\prime}$ is then defined by

$$
\begin{equation*}
B_{N N}=I_{H} A_{H}^{-1} I_{H}^{t}+\sum_{j=1}^{J} I_{j} \hat{S}_{j}^{-1} I_{j}^{t} \tag{7.7.4}
\end{equation*}
$$

(7.7.5) Remark. We use the weighted integral in the second term of the righthand side of (7.7.1) so that the bilinear form is invariant under scaling. For subdomains that have at least one edge on $\partial \Omega$, we could also use the inner product

$$
a_{j}\left(v_{1}, v_{2}\right)=\int_{\Omega_{j}} \nabla v_{1} \cdot \nabla v_{2} d x
$$

But, for internal subdomains, the bilinear form $a_{j}(\cdot, \cdot)$ is only semi-definite, since $1 \in V_{h}\left(\Omega_{j} \cup \Gamma_{j}\right)$ and $a_{j}(1,1)=0$.

In order to show that condition (7.1.9) is satisfied, we introduce the restriction maps $R_{j}: V_{h}(\Gamma) \longrightarrow V_{h}\left(\Gamma_{j}\right)$ defined by

$$
\begin{equation*}
\left(R_{j} v\right)(p)=v(p) \quad \forall p \in \Gamma_{j, h} \tag{7.7.6}
\end{equation*}
$$

The operators $R_{j}$ and $I_{j}$ together yield a partition of unity for $V_{h}(\Gamma)$ :

$$
\begin{equation*}
\sum_{j=1}^{J} I_{j} R_{j} v=v \quad \forall v \in V_{h}(\Gamma) \tag{7.7.7}
\end{equation*}
$$

which can be verified as follows. According to Lemma 7.5.20, we only need to check that the two sides of (7.7.7) agree on $\Gamma_{h}$. Let $p \in \Gamma_{h}$ and $\sigma_{p}=\{j$ : $\left.p \in \Gamma_{j}\right\}$. Then we have by (7.7.2) and (7.7.6)

$$
\left(\sum_{j=1}^{J} I_{j} R_{j} v\right)(p)=\sum_{j \in \sigma_{p}} \frac{1}{\left|\sigma_{p}\right|}\left(R_{j} v\right)(p)=\sum_{j \in \sigma_{p}} \frac{1}{\left|\sigma_{p}\right|} v(p)=v(p) .
$$

Condition (7.1.9) follows immediately from (7.7.7).
(7.7.8) Lemma. The following estimate holds: $\lambda_{\min }\left(B_{N N} S_{h}\right) \gtrsim 1$.

Proof. Let $\tilde{\mathcal{I}}^{H}: \stackrel{\circ}{H}^{1}(\Omega) \longrightarrow V_{H}$ be the interpolation operator defined in Section 4.8. For an arbitrary $v \in V_{h}(\Gamma)$, we define $v_{H}=\tilde{\mathcal{I}}^{H} v$ and $v_{j}=$ $R_{j}\left(v-I_{H} v_{H}\right)$ for $1 \leq j \leq J$. It follows from (7.7.7) that

$$
\begin{equation*}
I_{H} v_{H}+\sum_{j=1}^{J} I_{j} v_{j}=I_{H} v_{H}+\left(v-I_{H} v_{H}\right)=v . \tag{7.7.9}
\end{equation*}
$$

We have

$$
\left\langle A_{H} v_{H}, v_{H}\right\rangle=\left|v_{H}\right|_{H^{1}(\Omega)}^{2} \lesssim|v|_{H^{1}(\Omega)}^{2} .
$$

Since $v_{j}=v-v_{H}$ on $\Gamma_{j}$,

$$
\begin{align*}
\left\langle\hat{S}_{j} v_{j}, v_{j}\right\rangle & =\hat{a}_{j}\left(v_{j}, v_{j}\right)  \tag{by7.7.3}\\
& \leq \hat{a}_{j}\left(v-v_{H}, v-v_{H}\right)  \tag{by7.x.33}\\
& =\left|v-v_{H}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}+H^{-2}\left\|v-v_{H}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}  \tag{by7.7.1}\\
& \lesssim|v|_{H^{1}\left(\Omega_{j}\right)}^{2}, \tag{by4.8.14}
\end{align*}
$$

and hence by (7.5.18)

$$
\begin{equation*}
\left\langle A_{H} v_{H}, v_{H}\right\rangle+\sum_{j=1}^{J}\left\langle\hat{S}_{j} v_{j}, v_{j}\right\rangle \lesssim\left\langle S_{h} v, v\right\rangle . \tag{7.7.10}
\end{equation*}
$$

The lemma follows from (7.1.22), (7.7.9) and (7.7.10).
(7.7.11) Lemma. The following estimate holds:

$$
\lambda_{\max }\left(B_{N N} S_{h}\right) \lesssim[1+\ln (H / h)]^{2} .
$$

Proof. Let $v \in V_{h}(\Gamma)$ be arbitrary. For any decomposition

$$
\begin{equation*}
v=I_{H} v_{H}+\sum_{j=1}^{J} I_{j} v_{j} \tag{7.7.12}
\end{equation*}
$$

where $v_{H} \in V_{H}$ and $v_{j} \in V_{h}\left(\Gamma_{j}\right)$ for $1 \leq j \leq J$, we must show, in view of (7.1.21), (7.5.18), (7.6.4), (7.7.1) and (7.7.3), that

$$
\begin{align*}
|v|_{H^{1}(\Omega)}^{2} \lesssim[1+ & \ln (H / h)]^{2}\left[\left|v_{H}\right|_{H^{1}(\Omega)}^{2}\right.  \tag{7.7.13}\\
& \left.+\sum_{j=1}^{J}\left(\left|v_{j}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}+H^{-2}\left\|v_{j}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}\right)\right] .
\end{align*}
$$

We have, by (7.7.12), the Cauchy-Schwarz inequality and an argument analogous to the one in the derivation of (7.6.15),

$$
\begin{equation*}
|v|_{H^{1}(\Omega)}^{2} \lesssim\left|v_{H}\right|_{H^{1}(\Omega)}^{2}+\sum_{j=1}^{J}\left|I_{j} v_{j}\right|_{H^{1}(\Omega)}^{2} \tag{7.7.14}
\end{equation*}
$$

Therefore it only remains to estimate $\left|I_{j} v_{j}\right|_{H^{1}(\Omega)}^{2}$.
Note that $I_{j} v_{j}$ vanishes at all the subdomains $\Omega_{k}$ such that $\partial \Omega_{k} \cap$ $\partial \Omega_{j}=\emptyset$. There are three cases (cf. (7.5.3)) where $\partial \Omega_{k} \cap \partial \Omega_{j} \neq \emptyset$ :
(1) $\Omega_{k}=\Omega_{j}$,
(2) $\partial \Omega_{k} \cap \partial \Omega_{j}$ consists of just one vertex,
(3) $\partial \Omega_{k} \cap \partial \Omega_{j}$ consists of an open edge $E$ and its endpoints $p_{1}$ and $p_{2}$.

We will concentrate on the third case, since the analysis for the other two cases are similar.

Let $w_{p_{1}}$ (resp. $w_{p_{2}}$ ) be the function in $V_{h}\left(\Gamma_{k}\right)$ which equals $I_{j} v_{j}$ at $p_{1}$ (resp. $p_{2}$ ) and vanishes at all the other nodes in $\Gamma_{k}$, and $w_{E}$ be the function in $V_{h}\left(\Gamma_{k}\right)$ which equals $I_{j} v_{j}$ at the nodes in $E$ and vanishes at all the other nodes in $\Gamma_{k}$. Then we can write

$$
\left.I_{j} v_{j}\right|_{\Omega_{k}}=w_{p_{1}}+w_{p_{2}}+w_{E}
$$

We have the following estimate on $w_{p_{j}}$ for $j=1$ or 2 :

$$
\begin{array}{rlr}
\left|w_{p_{j}}\right|_{H^{1}\left(\Omega_{k}\right)}^{2} \approx\left|w_{p_{j}}\right|_{H^{1 / 2}\left(\partial \Omega_{k}\right)}^{2} \\
& \approx\left|w_{p_{j}}\left(p_{j}\right)\right|^{2} & (\text { by } 7.5 .27) \\
& \lesssim\left\|v_{j}\right\|_{L^{\infty}\left(\Omega_{j}\right)}^{2} & (\text { by } 7.5 .31)  \tag{by7.7.2}\\
& \lesssim[1+\ln (H / h)]\left[\left|v_{j}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}+H^{-2}\left\|v_{j}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}\right] . & (\text { by } 7.7 .2)
\end{array}
$$

For the function $w_{E}$, we have

$$
\begin{aligned}
&\left|w_{E}\right|_{H^{1}\left(\Omega_{k}\right)}^{2} \approx\left|w_{E}\right|_{H^{1 / 2}\left(\partial \Omega_{k}\right)}^{2} \\
& \approx\left|w_{E}\right|_{H^{1 / 2}\left(\partial \Omega_{j}\right)}^{2} \\
& \quad \lesssim\left|v_{j}\right|_{H^{1 / 2}\left(\partial \Omega_{j}\right)}^{2}+[1+\ln (H / h)]\left\|v_{j}\right\|_{L^{\infty}\left(\partial \Omega_{j}\right)}^{2} \\
& \quad \lesssim[1+\ln (H / h)]^{2}\left[\left|v_{j}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}+H^{-2}\left\|v_{j}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}\right] .
\end{aligned}
$$

(by 7.5.26, 4.9.2 \& scaling)
The preceding estimates imply

$$
\left|I_{j} v_{j}\right|_{H^{1}\left(\Omega_{k}\right)}^{2} \lesssim[1+\ln (H / h)]^{2}\left[\left|v_{j}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}+H^{-2}\left\|v_{j}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}\right]
$$

in case (3). Since the same estimate holds for cases (1) and (2) using similar arguments, we have

$$
\begin{equation*}
\left|I_{j} v_{j}\right|_{H^{1}(\Omega)}^{2} \lesssim[1+\ln (H / h)]^{2}\left[\left|v_{j}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}+H^{-2}\left\|v_{j}\right\|_{L^{2}\left(\Omega_{j}\right)}^{2}\right] . \tag{7.7.15}
\end{equation*}
$$

The estimate (7.7.13) (and hence the lemma) follows from (7.7.14) and (7.7.15).

Combining Lemmas 7.7.8 and 7.7.8, we have the following theorem.
(7.7.16) Theorem. There exists a positive constant $C$, independent of $h, H$ and $J$, such that

$$
\kappa\left(B_{N N} S_{h}\right)=\frac{\lambda_{\max }\left(B_{N N} S_{h}\right)}{\lambda_{\min }\left(B_{N N} S_{h}\right)} \leq C\left(1+\ln \frac{H}{h}\right)^{2}
$$

(7.7.17) Remark. The bound in (7.7.16) is sharp (cf. Brenner and Sung 2000b).
(7.7.18) Remark. The Neumann-Neumann preconditioner can also be applied to the boundary value problem in (7.6.22). In this case the definition of $I_{j}$ should be modified as

$$
\left(I_{j} v_{j}\right)(p)= \begin{cases}0 & \text { if } p \in \Gamma_{h} \backslash \Gamma_{j, h} \\ v_{j}(p) /\left[\sum_{k \in \sigma_{p}} \rho_{k}^{t}\right] & \text { if } p \in \Gamma_{j, h}\end{cases}
$$

where $\sigma_{p}=\left\{k: p \in \Gamma_{k}\right\}$ and $t$ is any number greater than or equal to $1 / 2$. The bound in (7.7.16) remains valid, and the constant $C$ is independent of $h, H, J$ and the $\rho_{j}$ 's.
(7.7.19) Remark. The Neumann-Neumann preconditioner can be generalized to three dimensions (cf. (Dryja \& Widlund 1995)).
(7.7.20) Remark. The balancing domain decomposition preconditioner of Mandel (cf. (Mandel 1993), (Mandel \& Brezina 1996), (LeTallec, Mandel \& Vidrascu 1998)) is closely related to the Neumann-Neumann preconditioner and it can also be analyzed as an additive Schwarz preconditioner (cf. (Xu \& Zou 1998), (Brenner \& Sung 1999), (Widlund 1999)).

### 7.8 The BDDC Preconditioner

In this section we discuss the balancing domain decomposition by constraints preconditioner (Dohrmann 2003) for the Schur complement operator $S_{h}$.

Let $\mathcal{C}$ (the set of cross points) be the set of the corners of $\Omega_{1}, \ldots, \Omega_{J}$ that are interior to $\Omega$ and $\mathcal{H}_{j}$ (the space of local discrete harmonic functions on $\Omega_{j}$ ) be the restriction of $V(\Gamma)$ to $\Omega_{j}$. The space

$$
\begin{gathered}
\mathcal{H}_{c}=\left\{v \in L^{2}(\Omega): v_{j}=\left.v\right|_{\Omega_{j}} \in \mathcal{H}_{j} \quad \text { for } 1 \leq j \leq J\right. \\
\text { and } v \text { is continuous at } \mathcal{C}\}
\end{gathered}
$$

is the space of discrete harmonic functions that are continuous at the cross points, and the SPD operator $S_{c}: \mathcal{H}_{c} \longrightarrow \mathcal{H}_{c}^{\prime}$ is defined by

$$
\begin{equation*}
\left\langle S_{c} v, w\right\rangle=\sum_{j=1}^{J} a_{j}\left(v_{j}, w_{j}\right) \quad \forall v, w \in \mathcal{H}_{c} \tag{7.8.1}
\end{equation*}
$$

where $a_{j}\left(v_{j}, w_{j}\right)=\int_{\Omega_{j}} \nabla v_{j} \cdot \nabla w_{j} d x$. Note that

$$
\begin{equation*}
\left\langle S_{h} v, w\right\rangle=\left\langle S_{c} v, w\right\rangle \quad \forall v, w \in V_{h}(\Gamma) \subset \mathcal{H}_{c} \tag{7.8.2}
\end{equation*}
$$

Let $\mathcal{H}^{\circ}$ be the subspace of $\mathcal{H}_{c}$ whose members vanish at the cross points. The space $\mathcal{H}_{c}$ admits the decomposition

$$
\begin{equation*}
\mathcal{H}_{c}=\mathcal{H}_{0} \oplus \stackrel{\circ}{\mathcal{H}} \tag{7.8.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{H}_{0}=\left\{v \in \mathcal{H}_{c}:\left\langle S_{c} v, \stackrel{\infty}{w}\right\rangle=0 \quad \forall \check{w} \in \stackrel{\mathcal{H}}{ }\right\} \tag{7.8.4}
\end{equation*}
$$

We will denote by $I_{0}$ the natural injection of $\mathcal{H}_{0}$ into $\mathcal{H}_{c}$. The space $\mathcal{H}_{0}$ will serve as the coarse space for the BDDC preconditioner and its members satisfy a constrainted minimization property (Exercise 7.x.43). We equip $\mathcal{H}_{0}$ with the SPD operator $S_{0}: \mathcal{H}_{0} \longrightarrow \mathcal{H}_{0}^{\prime}$ defined by

$$
\begin{equation*}
\left\langle S_{0} v, w\right\rangle=\left\langle S_{c} v, w\right\rangle \quad \forall v, w \in \mathcal{H}_{0} \tag{7.8.5}
\end{equation*}
$$

The BDDC preconditioner also involves the subspaces $\mathcal{H}_{j}$ of $\mathcal{H}_{j}(1 \leq$ $j \leq J)$ whose members vanish at the corners of $\Omega_{j}$. Each $\mathcal{H}_{j}$ is embedded in $\mathcal{H}_{c}$ by the trivial extension map $E_{j}: \stackrel{\mathcal{H}}{j} \longrightarrow \mathcal{H}_{c}$ defined by

$$
E_{j} \dot{v}_{j}= \begin{cases}\dot{v}_{j} & \text { on } \Omega_{j}  \tag{7.8.6}\\ 0 & \text { on } \Omega \backslash \Omega_{j}\end{cases}
$$

We equipped $\stackrel{\circ}{\mathcal{H}}_{j}$ with the SPD operator $\stackrel{\circ}{S}_{j}: \stackrel{\mathcal{H}}{j} \longrightarrow \stackrel{\mathcal{H}}{ }_{\prime}^{j}$ defined by

$$
\begin{equation*}
\left\langle\stackrel{\circ}{S}_{j} \stackrel{\circ}{j}_{j}, \stackrel{\circ}{w}_{j}\right\rangle=a_{j}\left(\stackrel{\circ}{v}_{j}, \stackrel{\circ}{w}_{j}\right) \quad \forall \stackrel{\circ}{v}_{j}, \stackrel{\circ}{w}_{j} \in \stackrel{\circ}{\mathcal{H}}_{j} . \tag{7.8.7}
\end{equation*}
$$

The last ingredients for the BDDC preconditioner are the operators that connect the spaces $\mathcal{H}_{0}$ and $\mathcal{H}_{j}$ to $V_{h}(\Gamma)$. For this we need the operator $P_{\Gamma}: \mathcal{H}_{c} \longrightarrow V_{h}(\Gamma)$ defined by

$$
\begin{equation*}
\left(P_{\Gamma} v\right)(p)=\frac{1}{\left|\mathcal{J}_{p}\right|} \sum_{j \in \mathcal{J}_{p}} v_{j}(p) \quad \forall v \in \mathcal{H}_{c}, p \in \Gamma_{h} \tag{7.8.8}
\end{equation*}
$$

where $\mathcal{J}_{p}=\left\{1 \leq j \leq J: p \in \Gamma_{j}\right\}$ and $\left|\mathcal{J}_{p}\right|$ is the number of indices in $\mathcal{J}_{p}$.
We can then connect $\mathcal{H}_{0}$ (resp. $\stackrel{\mathcal{H}}{j}^{\prime}$ ) to $V_{h}(\Gamma)$ by the map $P_{\Gamma} I_{0}$ (resp. $\left.P_{\Gamma} E_{j}\right)$. The resulting additive Schwarz preconditioner is

$$
\begin{equation*}
B_{B D D C}=\left(P_{\Gamma} I_{0}\right) S_{0}^{-1}\left(P_{\Gamma} I_{0}\right)^{t}+\sum_{j=1}^{J}\left(P_{\Gamma} E_{j}\right) \dot{S}_{j}^{-1}\left(P_{\Gamma} E_{j}\right)^{t} \tag{7.8.9}
\end{equation*}
$$

To verify condition (7.1.9) we take an arbitrary $v \in V_{h}(\Gamma)$ and use (7.8.3) to write $v=v_{0}+\stackrel{\circ}{v}$, where $v_{0} \in \mathcal{H}_{0}$ and $\stackrel{\circ}{v} \in \mathcal{H}$. Then we have

$$
\begin{equation*}
v=P_{\Gamma} v=P_{G}\left(I_{0} v_{0}+\sum_{j=1}^{J} E_{j} \dot{v}_{j}\right)=\left(P_{\Gamma} I_{0}\right) v_{0}+\sum_{j=1}^{J}\left(P_{\Gamma} E_{j}\right) \stackrel{v}{j}_{j} \tag{7.8.10}
\end{equation*}
$$

where $\stackrel{\circ}{v}_{j}=\left.\stackrel{\circ}{v}\right|_{\Omega_{j}} \in \stackrel{\circ}{\mathcal{H}}_{j}$.
(7.8.11) Lemma. The lower bound $\lambda_{\min }\left(B_{B D D C} S_{h}\right) \geq 1$ holds for the $B D D C$ preconditioner.

Proof. Let $v \in V_{h}(\Gamma)$ be arbitrary. For the decomposition (7.8.10) we have

$$
\begin{align*}
& \left\langle S_{0} v_{0}, v_{0}\right\rangle+\sum_{j=1}^{J}\left\langle\stackrel{\circ}{S}_{j} \stackrel{\circ}{v}_{j}, \stackrel{\circ}{v}_{j}\right\rangle=\left\langle S_{c} v_{0}, v_{0}\right\rangle+\sum_{j=1}^{J} a_{j}\left(\stackrel{\circ}{v}_{j}, \stackrel{\circ}{v}_{j}\right)  \tag{7.8.5and7.8.7}\\
& \left.=\left\langle S_{c} v_{0}, v_{0}\right\rangle+\left\langle S_{c} \stackrel{\circ}{v}, \stackrel{\circ}{v}\right\rangle \quad \text { (7.8.1 and } \dot{v}_{j}=\left.\stackrel{\circ}{v}\right|_{\Omega_{j}}\right) \\
& =\left\langle S_{c}\left(v_{0}+\stackrel{\circ}{v}\right),\left(v_{0}+\dot{v}\right)\right\rangle  \tag{by7.8.4}\\
& =\left\langle S_{h} v, v\right\rangle \text {. } \\
& \text { (7.8.1 and } \stackrel{\circ}{v}_{j}=\left.\stackrel{\circ}{v}\right|_{\Omega_{j}} \text { ) } \\
& \text { (7.8.2 and } v=v_{0}+\stackrel{\circ}{v} \text { ) }
\end{align*}
$$

It follows that

$$
\left\langle S_{h} v, v\right\rangle \geq \min _{v=\left(P_{\Gamma} I_{0}\right) v_{0}+\sum_{j=1}^{J}\left(P_{\Gamma} E_{j}\right) \dot{v}_{j}}^{v_{0} \in \mathcal{H}_{0},{\stackrel{\circ}{v_{j}} \in \stackrel{\circ}{H}_{j}}_{J}\left(\left\langle S_{0} v_{0}, v_{0}\right\rangle+\sum_{j=1}^{J}\left\langle\stackrel{\circ}{S}_{j} \stackrel{\circ}{v}_{j}, \stackrel{\circ}{j}_{j}\right\rangle\right),}
$$

which together with (7.1.22) implies the lower bound.
(7.8.12) Remark. It can be proved that $\lambda_{\min }\left(B_{B D D C} S_{h}\right)=1$ if $\mathcal{C} \neq \emptyset$ and the multiplicity of 1 as an eigenvalue of $B_{B D D C} S_{h}$ is greater than or equal to $|\mathcal{C}|$ (cf. Brenner and Sung 2007).
(7.8.13) Lemma. The following upper bound holds:

$$
\lambda_{\max }\left(B_{B D D C} S_{h}\right) \lesssim[1+\ln (H / h)]^{2}
$$

Proof. Let $v_{0} \in \mathcal{H}_{0}, \stackrel{\circ}{v}_{j} \in \stackrel{\circ}{\mathcal{H}}_{j}$ for $1 \leq j \leq J$ and

$$
v=\left(P_{\Gamma} I_{0}\right) v_{0}+\sum_{j=1}^{J}\left(P_{\Gamma} E_{j}\right) \dot{v}_{j}
$$

Then we have

$$
\begin{align*}
&\left\langle S_{h} v, v\right\rangle \leq 2\left\langle S_{h} P_{\Gamma} v_{0}, P_{\Gamma} v_{0}\right\rangle \\
&+2\left\langle S_{h}\left(\sum_{j=1}^{J}\left(P_{\Gamma} E_{j}\right) \dot{v}_{j}\right), \sum_{k=1}^{J}\left(P_{\Gamma} E_{k}\right) \dot{v}_{k}\right\rangle  \tag{7.8.14}\\
& \lesssim\left\langle S_{h} P_{\Gamma} v_{0}, P_{\Gamma} v_{0}\right\rangle+\sum_{j=1}^{J}\left\langle S_{h}\left(P_{\Gamma} E_{j}\right) \dot{v}_{j},\left(P_{\Gamma} E_{j}\right) \dot{v}_{j}\right\rangle
\end{align*}
$$

where we have used the fact that $\left\langle S_{h}\left(P_{\Gamma} E_{j}\right) \dot{v}_{j},\left(P_{\Gamma} E_{k}\right) \grave{v}_{k}\right\rangle=0$ if $\Omega_{j}$ and $\Omega_{k}$ are not close to each other.

Let $w=v_{0}-P_{\Gamma} v_{0}$. Then $w \in \stackrel{\circ}{\mathcal{H}}$ and on a subdomain $\Omega_{j}$ with $\ell_{j}$ (open) edges $e_{1}, \ldots, e_{\ell_{j}}$ interior to $\Omega$ we can write

$$
\begin{equation*}
w_{j}=\left.w\right|_{\Omega_{j}}=\sum_{\ell=1}^{\ell_{j}} w_{j, \ell} \tag{7.8.15}
\end{equation*}
$$

where $w_{j, \ell} \in \mathcal{H}_{j}, w_{j, \ell}=w_{j}$ at the nodes of $\mathcal{T}_{h}$ that are on $e_{\ell}$ (which will be denoted by $e_{\ell, h}$ ), and $w_{j, \ell}=0$ at all the other nodes of $\mathcal{T}_{h}$ that are on $\partial \Omega_{j}$ (which will be denoted by $\partial \Omega_{j, h} \backslash e_{\ell, h}$ ).

Let the edge $e_{\ell}$ of $\Omega_{j}$ be a common edge of the subdomains $\Omega_{j}$ and $\Omega_{k}$, and $\alpha$ be the value of $v_{0}$ at one of the endpoints of $e$. We define two functions $\tilde{v}_{0, j} \in \mathcal{H}_{j}$ and $\tilde{v}_{0, k} \in \mathcal{H}_{k}$ as follows:

$$
\begin{aligned}
& \left(\tilde{v}_{0, j}\right)(p)= \begin{cases}\left(\left.v_{0}\right|_{\Omega_{j}}\right)(p)-\alpha & \text { if } p \in e_{\ell, h} \\
0 & \text { if } p \in \partial \Omega_{j, h} \backslash e_{\ell, h}\end{cases} \\
& \left(\tilde{v}_{0, k}\right)(p)= \begin{cases}\left(\left.v_{0}\right|_{\Omega_{k}}\right)(p)-\alpha & \text { if } p \in e_{\ell, h} \\
0 & \text { if } p \in \partial \Omega_{k, h} \backslash e_{\ell, h}\end{cases}
\end{aligned}
$$

Then (7.8.8) implies

$$
w_{j, \ell}(p)=\frac{1}{2}\left(\tilde{v}_{0, j}(p)-\tilde{v}_{0, k}(p)\right) \quad \forall p \in e_{\ell, h}
$$

and we have

$$
\begin{align*}
\left|w_{j, \ell}\right|_{H^{1}\left(\Omega_{j}\right)}^{2} & \approx\left|w_{j, \ell}\right|_{H^{1 / 2}\left(\partial \Omega_{j}\right)}^{2}  \tag{Lemma7.5.27}\\
& \lesssim\left|\tilde{v}_{0, j}\right|_{H^{1 / 2}\left(\partial \Omega_{j}\right)}^{2}+\left|\tilde{v}_{0, k}\right|_{H^{1 / 2}\left(\partial \Omega_{k}\right)}^{2}  \tag{by7.x.34}\\
& \approx[1+\ln (H / h)]^{2}\left(\left|v_{0}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}+\left|v_{0}\right|_{H^{1}\left(\Omega_{k}\right)}^{2}\right),
\end{align*}
$$

(Corollary 7.5.32 and scaling)
which together with (7.8.15) implies

$$
\begin{equation*}
\left|w_{j}\right|_{H^{1}\left(\Omega_{j}\right)}^{2} \lesssim[1+\ln (H / h)]^{2} \sum_{k \in \mathcal{K}_{j}}\left|v_{0}\right|_{H^{1}\left(\Omega_{k}\right)}^{2}, \tag{7.8.16}
\end{equation*}
$$

where $\mathcal{K}_{j}=\left\{1 \leq k \leq J: \Omega_{j}\right.$ and $\Omega_{k}$ share a common edge $\}$. It follows from (7.8.16) that

$$
\begin{aligned}
\left\langle S_{h} P_{\Gamma} v_{0}, P_{\Gamma} v_{0}\right\rangle & =\sum_{j=1}^{J}\left|P_{\Gamma} v_{0}\right|_{H^{1}\left(\Omega_{j}\right)}^{2} \\
& \lesssim \sum_{j=1}^{J}\left(\left|v_{0}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}+\left|w_{j}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}\right) \\
& \lesssim \sum_{j=1}^{J}\left|v_{0}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}+[1+\ln (H / h)]^{2} \sum_{j=1}^{J} \sum_{k \in \mathcal{K}_{j}}\left|v_{0}\right|_{H^{1}\left(\Omega_{k}\right)}^{2} \\
& \lesssim[1+\ln (H / h)]^{2} \sum_{j=1}^{J}\left|v_{0}\right|_{H^{1}\left(\Omega_{j}\right)}^{2} \\
& =[1+\ln (H / h)]^{2}\left\langle S_{0} v_{0}, v_{0}\right\rangle .
\end{aligned}
$$

Similarly, we have

$$
\begin{align*}
\left\langle S_{h} P_{\Gamma} E_{j} \stackrel{\circ}{v}_{j}, P_{\Gamma} E_{j} \stackrel{\circ}{v}_{j}\right\rangle & \lesssim[1+\ln (H / h)]^{2} \sum_{k=1}^{J}\left|E_{j} \stackrel{\circ}{v}_{j}\right|_{H^{1}\left(\Omega_{k}\right)}^{2} \\
& =[1+\ln (H / h)]^{2}\left|\stackrel{\circ}{v}_{j}\right|_{H^{1}\left(\Omega_{j}\right)}^{2}  \tag{7.8.18}\\
& =[1+\ln (H / h)]^{2}\left\langle\stackrel{\circ}{S}_{j} \stackrel{\circ}{v}_{j}, \stackrel{\circ}{j}_{j}\right\rangle .
\end{align*}
$$

Combining (7.8.14), (7.8.17) and (7.8.18), we find

$$
\left\langle S_{h} v, v\right\rangle \lesssim[1+\ln (H / h)]^{2}\left(\left\langle S_{0} v_{0}, v_{0}\right\rangle+\sum_{j=1}^{J}\left\langle\stackrel{\circ}{S}_{j} \stackrel{\circ}{v}_{j}, \stackrel{\circ}{v}_{j}\right\rangle\right)
$$

and hence

$$
\begin{gathered}
\left\langle S_{h} v, v\right\rangle \lesssim[1+\ln (H / h)]^{2} \min _{v=\left(P_{\Gamma} I_{0}\right) v_{0}+\sum_{j=1}^{J}\left(P_{\Gamma} E_{j}\right) \stackrel{\circ}{v}_{j}}\left(\left\langle S_{0} v_{0}\right\rangle+\sum_{j=1}^{J}\left\langle\circ_{j} \circ_{j}, \stackrel{\circ}{v}_{j}\right\rangle\right), \\
v_{0} \in \mathcal{H}_{0}, \stackrel{\circ}{v}_{j} \in \stackrel{\circ}{\mathcal{H}}_{j}
\end{gathered}
$$

which together with (7.1.21) implies the upper bound.
Combining Lemma 7.8.11 and Lemma 7.8.13, we have the following theorem.
(7.8.19) Theorem. There exists a positive constant $C$, indpendent of $h, H$ and $J$, such that

$$
\kappa\left(B_{B D D C} S_{h}\right)=\frac{\lambda_{\max }\left(B_{B D D C} S_{h}\right)}{\lambda_{\min }\left(B_{B D D C} S_{h}\right)} \leq C\left(1+\ln \frac{H}{h}\right)^{2}
$$

(7.8.20) Remark. The BDDC method is dual to the FETI-DP method (Farhat, Lesoinne and Pierson 2000). In fact, excluding the number 1, the spectra of the preconditioned systems of these two methods are identical (Mandel, Dohrmann and Tezaur 2005, Li and Widlund 2005, Brenner and Sung 2007). Because of this connection and the results in (Brenner 2003b), the bound in (7.8.19) is sharp.
(7.8.21) Remark. The BDDC preconditioner can also be applied to the boundary value problem in (7.6.22) provided the operator $P_{\Gamma}: \mathcal{H}_{c} \longrightarrow$ $V_{h}(\Gamma)$ is defined by

$$
\left(P_{\Gamma} v\right)(p)=\left(\frac{1}{\sum_{k \in \mathcal{J}_{p}} \rho_{k}^{t}}\right) \sum_{j \in \mathcal{J}_{p}} \rho_{j}^{t} v_{j}(p) \quad \forall v \in \mathcal{H}_{c}, p \in \Gamma_{h}
$$

where $t$ is any number greater than or equal to $1 / 2$. The bound in (7.8.19) remains valid and the constant $C$ is independent of $h, H, J$ and the $\rho_{j}$ 's.
(7.8.22) Remark. Results for three-dimensional BDDC preconditioners can be found in (Mandel and Dohrmann 2003) and (Brenner 2006). The BDDC algorithm has also been extended to three levels in ( Tu 2006 ).

## 7.x Exercises

7.x. 1 Let $a(\cdot, \cdot)$ be a bilinear form on $V \times V$. Show that there exists a unique $A: V \longrightarrow V^{\prime}$ such that

$$
a\left(v_{1}, v_{2}\right)=\left\langle A v_{1}, v_{2}\right\rangle \quad \forall v_{1}, v_{2} \in V,
$$

and that $a(\cdot, \cdot)$ is an inner product if and only if $A$ is SPD.
7.x. 2 Let $\left\{v_{1}, \ldots, v_{n}\right\}$ be a basis of $V$ and $\alpha_{1}, \ldots \alpha_{n}$ be the dual basis of $V^{\prime}$. Then the linear operator $A: V \longrightarrow V^{\prime}$ is represented by a matrix
$\underset{\sim}{A}$ with respect to these two bases, where the $(i, j)$ component of $\underset{\sim}{A}$ is $\left\langle A v_{i}, v_{j}\right\rangle$. Show that $A$ is SPD if and only if the matrix $\underset{\sim}{A}$ is SPD.
7.x. 3 Let $V=\mathbb{R}^{n}$ with canonical basis $e_{1}, \ldots, e_{n}$, and $A: V \longrightarrow V^{\prime}$ be represented by the SPD matrix $\underset{\sim}{A}=\left(a_{i j}\right)$. Let $V_{1}=V_{2}=\cdots=V_{n}=$ $\mathbb{R}$, and $B_{j}: V_{j} \longrightarrow V_{j}^{\prime}$ be defined by the $1 \times 1$ matrix $\left[a_{j j}\right]$. Determine the matrix representation of the additive Schwarz preconditioner $B=\sum_{j=1}^{n} I_{j} B_{j}^{t} I_{j}^{t}$, where $I_{j}: V_{j} \longrightarrow V$ is defined by $I_{j} x=x \underset{\sim}{e}$.
7.x. 4 Show that the preconditioner $B$ defined by (7.1.7) is symmetric.
7.x. 5 Verify that the $v_{j}$ 's defined in (7.1.18) yield a decomposition of $v$.
7.x. 6 Referring to the operators $A$ and $B$ in Theorem 7.1.20, show that $B A$ is SPD with respect to the inner product $\left\langle B^{-1} \cdot, \cdot\right\rangle$.
7.x. 7 Let $a(\cdot, \cdot)$ be an inner product on $V$, and $A: V \longrightarrow V^{\prime}$ be defined by

$$
\langle A v, w\rangle=a(v, w) \quad \forall v, w \in V
$$

Let $V_{j}$ be a subspace of $V$ for $0 \leq j \leq J, I_{j}: V_{j} \longrightarrow V$ be the natural injection, and $A_{j}: V_{j} \longrightarrow V_{j}^{\prime}$ be defined by

$$
\left\langle A_{j} v, w\right\rangle=a(v, w) \quad \forall v, w \in V_{j} .
$$

Show that

$$
\left(\sum_{j=0}^{J} I_{j} A_{j}^{-1} I_{j}^{t}\right) A=\sum_{j=0}^{J} P_{j},
$$

where $P_{j}: V \rightarrow V_{j}$ is the $a(\cdot, \cdot)$-orthogonal projection operator.
7.x. 8 Let $V, a(\cdot, \cdot), A, V_{j}$ and $I_{j}$ be as in 7.x.7. Let $b_{j}(\cdot, \cdot)$ be an inner product on $V_{j}, B_{j}: V_{j} \longrightarrow V_{j}^{\prime}$ be defined by

$$
\left\langle B_{j} v, w\right\rangle=b_{j}(v, w) \quad \forall v, w \in V_{j},
$$

and $B$ be the additive Schwarz preconditioner given by (7.1.7). For $\phi \in V^{\prime}$, show that the equation $B A u=B \phi$ can be written as

$$
\sum_{j=0}^{J} T_{j} u=\sum_{j=0}^{J} f_{j}
$$

where $T_{j}: V \longrightarrow V_{j}$ and $f_{j} \in V_{j}$ are defined by

$$
\begin{aligned}
b_{j}\left(T_{j} v, v_{j}\right) & =a\left(v, v_{j}\right) & & \forall v \in V, v_{j} \in V_{j}, \\
b_{j}\left(f_{j}, v_{j}\right) & =\langle\phi, v\rangle & & \forall v_{j} \in V_{j} .
\end{aligned}
$$

7.x. 9 Show that $v=\Pi_{j-1} v+\left(v-\Pi_{j-1} v\right)$ gives the unique decomposition described in (7.2.4).
7.x. 10 Establish (7.2.9) by a direct calculation over the triangles of $\mathcal{T}_{j-1}$.
7.x. 11 Show that (referring to the notation in Lemma 7.2.12)

$$
\left\|\Pi_{j} v-v_{T}\right\|_{L^{\infty}(T)} \lesssim\left(1+\left|\ln \left(h_{j} / h_{J}\right)\right|\right)^{1 / 2}|v|_{H^{1}(T)}
$$

by using Lemma 4.9.1, Lemma 4.3.14 and a scaling argument.
7.x. 12 Establish the discrete Young's inequality in Lemma 7.2.15.
7.x. 13 Carry out the details in the derivation of (7.3.4).
7.x. 14 Prove the orthogonality relation (7.3.7).
7.x. 15 Show that $P_{j-1} P_{j}=P_{j-1}$ for the Ritz projection operators defined by (7.3.5).
7.x. 16 Use Poincaré's inequality to show that $\left\|P_{1} v\right\|_{L^{2}(\Omega)} \lesssim|v|_{H^{1}(\Omega)}$.
7.x. 17 Let $Q_{j}: \stackrel{\circ}{H}^{1}(\Omega) \longrightarrow V_{j}$ be the $L^{2}$ orthogonal projection operator and $v_{j}=Q_{j} v-Q_{j-1} v$ for $1 \leq j \leq J$ (with $Q_{0} v=0$ ). Show that (cf. (Xu 1992) and (Bramble 1995)) $\sum_{j=1}^{J} h_{j}^{-2}\left\|v_{j}\right\|_{L^{2}(\Omega)}^{2} \approx|v|_{H^{1}(\Omega)}^{2}$ for all $v \in V_{J}$ and derive (7.3.8) for nonconvex domains.
7.x. 18 Establish the decomposition in the proof of Lemma 7.4.17.
7.x. 19 Use a direct calculation on the standard simplex and a homogeneity (scaling) argument to establish (7.4.23).
7.x. 20 Let $B=\sum_{j=1}^{J} I_{j} A_{j}^{-1} I_{j}^{t}$ be the one-level additive Schwarz preconditioner associated with an overlapping domain decomposition which satisfies (7.4.3)-(7.4.6). Find an upper bound for $\kappa\left(B A_{h}\right)$.
7.x. 21 Let $S=(0,1) \times(0,1)$ and $B=(0,1) \times(0, \delta)$ where $0<\delta<1$. Show that

$$
\|v\|_{L^{2}(B)}^{2} \leq C \delta\|v\|_{H^{1}(S)}^{2} \quad \forall v \in H^{1}(S)
$$

where the positive constant $C$ is independent of $\delta$. Use this estimate and a scaling argument to establish the improved bound for the two-level additive Schwarz preconditioner stated in (7.4.29) in the case where the subdomains are squares.
7.x. 22 Show that $u_{h, j} \in V_{h}\left(\Omega_{j}\right)$ and (7.5.17) is valid.
7.x. 23 Show that the seminorm $|\cdot|_{H^{1 / 2}(\partial D)}$ is invariant under the addition of a constant.
7.x. 24 Let $D$ be a bounded polygon. Prove that

$$
\|v\|_{L^{2}(\partial D)} \lesssim|v|_{H^{1 / 2}(\partial D)}
$$

for all $v \in H^{1 / 2}(\partial D)$ satisfying $\int_{\partial D} v d s=0$.
(Hint: Use the expression

$$
\int_{\partial D} v^{2}(x) d s(x)=\int_{\partial D}\left[|\partial D|^{-1} \int_{\partial D}(v(x)-v(y)) d s(y)\right]^{2} d s(x)
$$

and the Cauchy-Schwarz inequality.)
7.x. 25 Let $0=a_{0}<a_{1}<\cdots<a_{n}=1$ be a quasi-uniform partition of the unit interval $I$ so that $a_{j}-a_{j-1} \approx \rho=1 / n$ for $1 \leq j \leq n$, and $\mathcal{L}_{\rho}$ be the space of continuous functions on $[0,1]$ which are piecewise linear with respect to this partition. Given any $v \in \mathcal{L}_{\rho}$, we define $v_{*} \in \mathcal{L}_{\rho}$ by

$$
v_{*}\left(a_{j}\right)= \begin{cases}v\left(a_{j}\right) & 1 \leq j \leq n-1, \\ 0 & j=0, n .\end{cases}
$$

Prove that $\left|v_{*}\right|_{H^{1 / 2}(I)} \leq C\left[|v|_{H^{1 / 2}(I)}+\|v\|_{L^{\infty}(I)}\right]$ for all $v \in \mathcal{L}_{\rho}$, where $C$ is a positive constant independent of $\rho$.
(Hint: Calculate the $H^{1 / 2}(I)$ seminorm of the function in $\mathcal{L}_{\rho}$ which equals $v$ at $a_{0}$ (or $a_{n}$ ) and vanishes at all the other $a_{j}$ 's.)
7.x. 26 Following the notation in 7.x.25, show that

$$
\int_{0}^{1} v^{2}(x)\left(\frac{1}{x}+\frac{1}{1-x}\right) d x \leq C(1+|\ln \rho|)\|v\|_{L^{\infty}(I)}^{2}
$$

for all $v \in \mathcal{L}_{\rho}$ such that $v(0)=v(1)=0$, where $C$ is a positive constant independent of $\rho$.
(Hint: Break up the integral $\int_{0}^{1}\left[v^{2}(x) / x\right] d x$ at the point $a_{1}$. )
7.x. 27 Prove the norm equivalence in the proof of (7.5.31) and estimate the terms involving $\phi(x)$.
7.x. 28 Let $v \in V_{h}\left(E_{l}\right)$ and $E_{l} \not \subset \partial \Omega_{j}$. Prove that $v=0$ on $\Omega_{j}$.
7.x. 29 Show that decomposition defined in the proof of Lemma 7.6.8 is the unique decomposition of $v \in V_{h}(\Gamma)$ with respect to the coarse grid space $V_{H}$ and the edge spaces $V_{h}\left(E_{l}\right)$ for $1 \leq l \leq L$.
7.x. 30 Prove the estimate (7.6.15). (Hint: Consult the proof of (7.4.13).)
7.x. 31 Verify the assertion in (7.6.22).
7.x. 32 Use an argument similar to the one in the proof of Lemma 7.5.20 to show that a function $v \in V_{h}\left(\Gamma_{j}\right)$ is completely determined by its nodal values on $\Gamma_{j, h}$.
7.x. 33 Show that if $v \in V_{h}\left(\Gamma_{j}\right)$ and $w \in V_{h}\left(\Omega_{j} \cup \Gamma_{j}\right)$ agree on $\Gamma_{j}$, then $\hat{a}_{j}(v, v) \leq \hat{a}_{j}(w, w)$.
7.x. 34 Let $E$ be the common (open) edge of the subdomains $\Omega_{j}$ and $\Omega_{k}$ and $w$ be a $\mathcal{P}_{1}$ finite element function defined on $E$ such that $w$ vanishes at the endpoints of $E$. Let $w_{j}=w$ on $E$ and $w_{j}=0$ on $\partial \Omega_{j} \backslash E$, and let $w_{k}=w$ on $E$ and $w_{k}=0$ on $\partial \Omega_{k} \backslash E$. Show that $\left|w_{k}\right|_{H^{1 / 2}\left(\partial \Omega_{k}\right)} \approx$ $\left|w_{j}\right|_{H^{1 / 2}\left(\partial \Omega_{j}\right)}$. (Hint: Consult the proof of Lemma 7.5.30.)
7.x. 35 Verify the assertion in (7.7.18).
7.x. 36 Given any $p \in \Gamma_{h}$, let $w_{p} \in V_{h}(\Gamma)$ be defined by

$$
w_{p}(q)= \begin{cases}1 & \text { if } q=p \\ 0 & \text { if } q \in \Gamma_{h} \backslash p\end{cases}
$$

Show that $\left\{w_{p}: p \in \Gamma_{h}\right\}$ is a basis of $V_{h}(\Gamma)$.
7.x. 37 Given any $p \in \Gamma_{h}$, let $\omega_{p} \in V_{h}(\Gamma)^{\prime}$ be defined by

$$
\left\langle\omega_{p}, w_{q}\right\rangle= \begin{cases}1 & \text { if } q=p \\ 0 & \text { if } q \in \Gamma_{h} \backslash p\end{cases}
$$

where $w_{q}$ is defined in 7.x.36. Show that $\left\{\omega_{p}: p \in \Gamma_{h}\right\}$ is a basis of $V_{h}(\Gamma)^{\prime}$.
7.x. 38 Let $v \in V_{h}(\Gamma)$ and $S_{h} v=\sum_{p \in \Gamma_{h}} \alpha_{p} \omega_{p}$ (cf. 7.x.37). Show that $\alpha_{p}=$ $a\left(v, v_{p}\right)$, where $v_{p}$ is the natural nodal basis function of $V_{h}$ associated with the node $p$. Discuss how $S_{h} v$ can be computed from the nodal values of $v$ on $\Gamma_{h}$.
7.x. 39 Let $\nu_{H} \in V_{H}^{\prime}$. Show that $A_{H}^{-1} \nu_{H}$ is obtained by solving a discrete Poisson equation on $\Omega$ associated with the coarse grid $\mathcal{T}_{H}$.
7.x. 40 Let the (open) edge $E_{\ell}$ be the common edge of $\Omega_{\ell_{1}}$ and $\Omega_{\ell_{2}}$, and $\nu_{\ell} \in V_{h}\left(E_{\ell}\right)^{\prime}$. Show that $S_{\ell}^{-1} \nu_{\ell}$ is obtained by solving a discrete Poisson equation on $\Omega_{\ell_{1}} \cup \Omega_{\ell_{2}} \cup E_{\ell}$ with the homogeneous Dirichlet boundary condition. What is special about the right-hand side of this discrete problem?
7.x. 41 Let $\nu_{j} \in V_{h}\left(\Gamma_{j}\right)^{\prime}$. Show that $\hat{S}_{j}^{-1} \nu_{j}$ is obtained by solving a discrete stabilized Poisson equation on $\Omega_{j}$, with the Neumann (natural) boundary condition on $\Gamma_{j}$ and the homogeneous Dirichlet boundary condition on $\partial \Omega_{j} \backslash \Gamma_{j}=\partial \Omega_{j} \cap \partial \Omega$.
7.x. 42 Show that the dimension of the coarse space $\mathcal{H}_{0}$ for the BDDC preconditioner is $|\mathcal{C}|$ and that the matrix for the operator $S_{0}$ can be computed by parallel subdomain solves.
7.x. 43 Let $V_{j}$ be the restriction of $V_{h}(\Omega)$ to $\Omega_{j}$. Given any $v_{0} \in \mathcal{H}_{0}$, show that

$$
\sum_{j=1}^{J} a_{j}\left(v_{0}, v_{0}\right) \leq \sum_{j=1}^{J} a_{j}\left(v_{j}, v_{j}\right)
$$

for any $\left(v_{1}, \ldots, v_{J}\right) \in V_{1} \times \cdots \times V_{J}$ that agrees with $v_{0}$ at $\mathcal{C}$.

## Chapter 8

## Max-norm Estimates

The finite element approximation is essentially defined by a mean-square projection of the gradient. Thus, it is natural that error estimates for the gradient of the error directly follow in the $L^{2}$ norm. It is interesting to ask whether such a gradient-projection would also be of optimal order in some other norm, for example $L^{\infty}$. We prove here that this is the case. Although of interest in their own right, such estimates are also crucial in establishing the viability of approximations of nonlinear problems (Douglas \& Dupont 1975) as we indicate in Sect. 8.7. Throughout this chapter, we assume that the domain $\Omega \subset \mathbb{R}^{d}$ is bounded and polyhedral.

### 8.1 Main Theorem

To begin with, we consider a variational problem with a variational form

$$
\begin{aligned}
& a(u, v):= \\
& \int_{\Omega} \sum_{i, j=1}^{d} a_{i j}(x) \frac{\partial u}{\partial x_{i}}(x) \frac{\partial v}{\partial x_{j}}(x)+\sum_{i=1}^{d} b_{i}(x) \frac{\partial u}{\partial x_{i}}(x) v(x)+b_{0}(x) u(x) v(x) d x
\end{aligned}
$$

whose leading term is coercive pointwise a.e.:

$$
\begin{equation*}
C_{a}|\xi|^{2} \leq \sum_{i j} a_{i j}(x) \xi_{i} \xi_{j} \quad \forall 0 \neq \xi \in \mathbb{R}^{d}, \quad \text { for } \text { a.a. } x \in \Omega . \tag{8.1.1}
\end{equation*}
$$

We also assume that the coefficients, $a_{i j}$ and $b_{i}$ are bounded on $\Omega$. For simplicity, we consider only the Dirichlet problem, so let $V=H^{1}(\Omega)$. Regarding regularity of the variational problem, we assume that there is a unique solution to

$$
\begin{equation*}
a(u, v)=(f, v) \quad \forall v \in V \tag{8.1.2}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\|u\|_{W_{p}^{2}(\Omega)} \leq C\|f\|_{L^{p}(\Omega)} \tag{8.1.3}
\end{equation*}
$$

for $1<p<\mu$ for some $\mu>1$ to be chosen later. We also assume the same regularity for the adjoint problem defined by

$$
a(v, u)=(f, v) \quad \forall v \in V
$$

We will also make some independent assumptions on the regularity of the coefficients, $a_{i j}$ and $b_{i}$.

We consider spaces, $V_{h}$, based on general elements, $\mathcal{E}$, in two and three dimensions. Let us assume, for simplicity, that the elements are conforming, based on a quasi-uniform family of subdivisions, $\mathcal{T}^{h}$. We will utilize weighted-norm techniques similar to those introduced in Sect. 0.8, following very closely the arguments of (Rannacher \& Scott 1982).

We introduce the family of weight functions

$$
\sigma_{z}(x)=\left(|x-z|^{2}+\kappa^{2} h^{2}\right)^{\frac{1}{2}}
$$

depending on the parameter $\kappa \geq 1$. It is easy to verify that, for any $\lambda \in \mathbb{R}$,

$$
\begin{equation*}
\max _{T \in \mathcal{T}^{h}}\left(\sup _{x \in T} \sigma_{z}^{\lambda}(x) / \inf _{x \in T} \sigma_{z}^{\lambda}(x)\right) \leq C \tag{8.1.4}
\end{equation*}
$$

where the constant $C$ depends continuously on $\lambda$ and is independent of $z \in \Omega$ and $h$.

We introduce the notation

$$
\widetilde{\int_{\Omega}} \cdots d x:=\sum_{T \in \mathcal{T}^{h}} \int_{T} \cdots d x
$$

We assume that the finite element spaces, $V_{h} \subset V$, consist of piecewise polynomials of degree less than $k_{\text {max }}$ and have approximation order $2 \leq$ $k \leq k_{\text {max }}$ in the sense that there is an interpolant (or other projection onto $\left.V_{h}\right) \mathcal{I}^{h}$ such that

$$
\begin{align*}
& \int_{\Omega} \sigma_{z}^{\lambda}\left(\psi-\mathcal{I}^{h} \psi\right)^{2} d x+h^{2} \int_{\Omega} \sigma_{z}^{\lambda}\left|\nabla\left(\psi-\mathcal{I}^{h} \psi\right)\right|^{2} d x \\
& \leq C \sum_{r=k}^{k_{\max }} h^{2 r} \widetilde{\int_{\Omega}} \sigma_{z}^{\lambda}\left|\nabla_{\mathcal{E}, r} \psi\right|^{2} d x  \tag{8.1.7}\\
& \int_{\Omega} \sigma_{z}^{\lambda}\left(\psi-\mathcal{I}^{h} \psi\right)^{2} d x+h^{2} \int_{\Omega} \sigma_{z}^{\lambda}\left|\nabla\left(\psi-\mathcal{I}^{h} \psi\right)\right|^{2} d x \\
& \leq C h^{4} \widetilde{\int_{\Omega}} \sigma_{z}^{\lambda}\left|\nabla_{2} \psi\right|^{2} d x
\end{align*}
$$

for any $\psi \in H^{1}(\Omega)$ satisfying $\left.\psi\right|_{\tau} \in H^{k}(\tau)$ for all $\tau \in \mathcal{T}^{h}$, and such that

$$
\begin{equation*}
\nabla_{\mathcal{E}, r}\left(\left.\psi_{h}\right|_{\tau}\right)=0 \quad \forall \tau \in \mathcal{T}^{h} \quad \forall \psi_{h} \in V_{h} \quad \forall k \leq r \leq k_{\max } \tag{8.1.8}
\end{equation*}
$$

where $\nabla_{j}$ denotes the vector of all partial derivatives of order $j$ and $\nabla_{\mathcal{E}, r}$ denotes a vector of partial derivatives of order $r$ depending on the element used. Moreover, we assume an inverse estimate of the form

$$
\begin{equation*}
\widetilde{\int_{\Omega}} \sigma_{z}^{\lambda}\left|\nabla_{j} \psi_{h}\right|^{2} d x \leq C h^{-2 j} \int_{\Omega} \sigma_{z}^{\lambda} \psi_{h}^{2} d x \quad \forall \psi_{h} \in V_{h}, j \geq 1 \tag{8.1.9}
\end{equation*}
$$

It is assumed that the constants $C$ in (8.1.7) and (8.1.9) depend continuously on $\lambda$. It is easily verified that the above assumptions hold for all the elements studied in Chapter 3 (cf. exercise 8.x.6). For elements based on triangles and tetrahedra, for which the displacement functions consist of all polynomials of degree less than $k$, take $\nabla_{\mathcal{E}, r}=\nabla_{k}$ for $r=k$ (and nothing otherwise). For the tensor-product elements, we also have $\nabla_{\mathcal{E}, r}$ to be null unless $r=k$; for $r=k$ one takes $\nabla_{\mathcal{E}, r}$ to consist only of the derivatives $D^{\alpha}$ for $\alpha_{i}=k$ for some $i$ (and $\alpha_{j}=0$ for $i \neq j$ ) (cf. Theorem 4.6.11). For the serendipity elements, see Sect. 4.6 for possible choices of $\nabla_{\mathcal{E}, r}$.

As usual, let $u_{h} \in V_{h}$ solve

$$
\begin{equation*}
a\left(u_{h}, v\right)=(f, v) \quad \forall v \in V_{h} . \tag{8.1.10}
\end{equation*}
$$

The main result of the chapter is the following.
(8.1.11) Theorem. Let the finite element spaces satisfy (8.1.7), (8.1.8) and (8.1.9). We assume (8.1.1) holds, and that $a_{i j}$ and $b_{j}$ are all in $L^{\infty}(\Omega)$. Suppose that $d \leq 3, a_{i j} \in W_{p}^{1}(\Omega)$ for $p>2$ if $d=2$ and $p \geq 12 / 5$ if $d=3$, for all $i, j=1, \ldots, d$, and that (8.1.3) holds for $\mu>d$. Then there is an $h_{0}>0$ and $C<\infty$ such that

$$
\left\|u_{h}\right\|_{W_{\infty}^{1}(\Omega)} \leq C\|u\|_{W_{\infty}^{1}(\Omega)}
$$

for $0<h<h_{0}$.
The theorem can also be proved with $\infty$ replaced by $p$, with $2<p<\infty$ (cf. exercise 8.x.1). The following corollary is easily derived (cf. exercise 8.x.2).
(8.1.12) Corollary. Under the assumptions of Theorem 8.1.11

$$
\left\|u-u_{h}\right\|_{W_{\infty}^{1}(\Omega)} \leq C h^{k-1}\|u\|_{W_{\infty}^{k}(\Omega)} .
$$

(8.1.13) Remark. We have not attempted to prove a result with minimal smoothness requirements, but it is interesting to note that our regularity assumption (8.1.3) with $\mu>d$ implies that the solution, $u$, to (8.1.2) satisfies $u \in W_{\infty}^{1}(\Omega)$, and that this would not hold for $\mu \leq d$.

The verification of (8.1.7) and (8.1.9) can be done for most of the elements studied in Chapters 3 and 4. The inverse estimate (8.1.9) follows from Lemma 4.5.3 and (8.1.4) provided the mesh is quasi-uniform (cf. exercise 8.x.15). The bound (8.1.7) also follows from (8.1.4) in view of the results of Sects. 4.4 and 4.6 for most simplicial and tensor-product elements (cf. exercise 8.x.16).

### 8.2 Reduction to Weighted Estimates

For $z \in K^{z}$, let $\delta^{z} \in C_{0}^{\infty}\left(K^{z}\right)$ satisfy

$$
\begin{align*}
\int_{\Omega} \delta^{z}(x) P(x) d x & =P(z), \quad \forall P \in \mathcal{P}_{k_{\max }}  \tag{8.2.1}\\
\left\|\nabla_{k} \delta^{z}\right\|_{L^{\infty}(\Omega)} & \leq C_{k} h^{-d-k}, k=0,1, \ldots
\end{align*}
$$

where the constant $C_{k}$ depends only on the triangulation and $\nabla_{k}$ denotes the vector of all $k$-th order derivatives (see exercise 8.x.7).

Note that, by construction,

$$
\begin{equation*}
\nu \cdot \nabla v(z)=\left(\nu \cdot \nabla v, \delta^{z}\right) \quad \forall v \in V_{h} \tag{8.2.2}
\end{equation*}
$$

for any direction vector, $\nu$.
Define $g^{z} \in V$ by solving the adjoint variational problem

$$
a\left(v, g^{z}\right)=\left(-\nu \cdot \nabla \delta^{z}, v\right) \quad \forall v \in V
$$

Note that both $\delta^{z}$ and $g^{z}$ depend on $h$, but we suppress this to simplify the notation. Let $g_{h}^{z}$ denote the finite element approximation to $g^{z}$,

$$
a\left(v, g_{h}^{z}\right)=\left(-\nu \cdot \nabla \delta^{z}, v\right) \quad \forall v \in V_{h} .
$$

Then the definitions of $u, u_{h}, g^{z}$ and $g_{h}^{z}$, together with integration by parts, yield

$$
\begin{align*}
\nu \cdot \nabla u_{h}(z) & =\left(\nu \cdot \nabla u_{h}, \delta^{z}\right)=\left(u_{h},-\nu \cdot \nabla \delta^{z}\right) \\
& =a\left(u_{h}, g^{z}\right)=a\left(u_{h}, g_{h}^{z}\right)=a\left(u, g_{h}^{z}\right) \\
& =a\left(u, g^{z}\right)-a\left(u, g^{z}-g_{h}^{z}\right)  \tag{8.2.3}\\
& =\left(-\nu \cdot \nabla \delta^{z}, u\right)-a\left(u, g^{z}-g_{h}^{z}\right) \\
& =\left(\delta^{z}, \nu \cdot \nabla u\right)-a\left(u, g^{z}-g_{h}^{z}\right) .
\end{align*}
$$

From Hölder's inequality, we have

$$
\begin{aligned}
& \left|a\left(g^{z}-g_{h}^{z}, u\right)\right| \leq C\left\|g^{z}-g_{h}^{z}\right\|_{W_{1}^{1}(\Omega)}\|u\|_{W_{\infty}^{1}(\Omega)} \\
& \quad \leq C\left(\int_{\Omega} \sigma_{z}^{d+\lambda}\left|\nabla\left(g^{z}-g_{h}^{z}\right)\right|^{2} d x\right)^{\frac{1}{2}}\left(\int_{\Omega} \sigma_{z}^{-d-\lambda} d x\right)^{\frac{1}{2}}\|u\|_{W_{\infty}^{1}(\Omega)} .
\end{aligned}
$$

Letting

$$
\begin{equation*}
M_{h}:=\sup _{z \in \Omega}\left(\int_{\Omega} \sigma_{z}^{d+\lambda}\left(\left|\nabla\left(g^{z}-g_{h}^{z}\right)\right|^{2}+\left(g^{z}-g_{h}^{z}\right)^{2}\right) d x\right)^{\frac{1}{2}} \tag{8.2.4}
\end{equation*}
$$

we have

$$
\begin{align*}
\left|a\left(g^{z}-g_{h}^{z}, u\right)\right| & \leq C M_{h}\left(\int_{\Omega} \sigma_{z}^{-d-\lambda} d x\right)^{\frac{1}{2}}\|u\|_{W_{\infty}^{1}(\Omega)}  \tag{8.2.5}\\
& \leq C M_{h} \lambda^{-1 / 2}(\kappa h)^{-\lambda / 2}\|u\|_{W_{\infty}^{1}(\Omega)}
\end{align*}
$$

Thus, we need to show that the following holds.
(8.2.6) Lemma. For appropriate $\lambda>0$ and $\kappa$ sufficiently large, there is an $h_{0}>0$ such that

$$
\sup _{z \in \Omega} \int_{\Omega} \sigma_{z}^{d+\lambda}\left(\left|\nabla\left(g^{z}-g_{h}^{z}\right)\right|^{2}+\left(g^{z}-g_{h}^{z}\right)^{2}\right) d x \leq C h^{\lambda}
$$

for all $0<h<h_{0}$.
The proof will be given in a series of propositions in the next section. As a corollary, we immediately obtain the following.
(8.2.7) Corollary. There is a $C<\infty$ and an $h_{0}>0$ such that

$$
\left\|g^{z}-g_{h}^{z}\right\|_{W_{1}^{1}(\Omega)} \leq C
$$

for all $0<h<h_{0}$.
In view of (8.2.3), we also have

$$
\left(\delta^{z}, \nu \cdot \nabla u\right)-\nu \cdot \nabla u_{h}(z)=a\left(u-v, g^{z}-g_{h}^{z}\right) \quad \forall v \in V_{h} .
$$

Applying Lemma 8.2.6, we prove the following localization result.
(8.2.8) Corollary. For $\lambda>0$ as in Lemma 8.2.6, there is a $C<\infty$ and an $h_{0}>0$ such that

$$
\left|\left(\delta^{z}, \nu \cdot \nabla u\right)-\nu \cdot \nabla u_{h}(z)\right| \leq C \inf _{v \in V_{h}}\left(\int_{\Omega} h^{\lambda} \sigma_{z}^{-d-\lambda}|\nabla(u-v)|^{2} d x\right)^{\frac{1}{2}}
$$

for all $0<h<h_{0}$ and for all $\nu$.
This result says that $\nu \cdot \nabla u_{h}(z)$ is very close to an average of $\nu \cdot \nabla u$ near $z$, with the difference bounded only by an approximation error (i.e., best approximation). The error term is localized in the sense that $h^{\lambda} \sigma_{z}^{-d-\lambda}(x)$ is a type of smoothed Dirac $\delta$-function which decays to zero for $x$ away from $z$, at least as fast as $|x-z|^{-d}$.

### 8.3 Proof of Lemma 8.2.6

We begin by proving a general estimate for the finite element error in weighted norms. It is similar to those proved in Chapter 0 , but slightly more technical due to the particular nature of the weight, $\sigma_{z}$.
(8.3.1) Proposition. Suppose that $d=2$ or 3 and (8.1.3) holds for some $\mu>d$. Let the finite element spaces satisfy (8.1.7), (8.1.8) and (8.1.9). Let $w$ solve (8.1.2) and $w_{h}$ solve (8.1.10). For any $\lambda>0$ and $\kappa>1$, there is a $C<\infty$ such that

$$
\begin{aligned}
& \int_{\Omega} \sigma_{z}^{d+\lambda}\left|\nabla\left(w-w_{h}\right)\right|^{2} d x \leq C\left(\int_{\Omega} \sigma_{z}^{d+\lambda-2}\left(w-w_{h}\right)^{2} d x\right. \\
&\left.+\int_{\Omega} \sigma_{z}^{d+\lambda-2}\left(w-\mathcal{I}^{h} w\right)^{2}+\sigma_{z}^{d+\lambda}\left|\nabla\left(w-\mathcal{I}^{h} w\right)\right|^{2} d x\right)
\end{aligned}
$$

for all $z \in \Omega$ and all $h$.
Proof. Let $e:=w-w_{h}, \tilde{e}:=\mathcal{I}^{h} w-w_{h}$ and set $\psi=\sigma_{z}^{d+\lambda} \tilde{e}$. Note that $a(e, v)=0$ for all $v \in V_{h}$. From (8.1.1),

$$
\begin{aligned}
& C_{a} \int_{\Omega} \sigma_{z}^{d+\lambda}|\nabla e|^{2} d x \\
& \quad \leq \int_{\Omega} \sigma_{z}^{d+\lambda} \sum_{i j} a_{i j} e_{, i} e_{, j} d x \\
&= a\left(e, \sigma_{z}^{d+\lambda} e\right)-\int_{\Omega} \sum_{i j} a_{i j} e_{, i} e\left(\sigma_{z}^{d+\lambda}\right)_{, j} d x \\
&-\int_{\Omega} \sum_{i} b_{i} e_{, i} \sigma_{z}^{d+\lambda} e+b_{0} \sigma_{z}^{d+\lambda} e^{2} d x \\
&= a\left(e, \sigma_{z}^{d+\lambda}\left(w-\mathcal{I}^{h} w\right)+\psi\right) \\
&-\int_{\Omega} \sum_{i j} a_{i j} e_{, i} e\left(\sigma_{z}^{d+\lambda}\right)_{, j}+\sum_{i} b_{i} e_{, i} \sigma_{z}^{d+\lambda} e+b_{0} \sigma_{z}^{d+\lambda} e^{2} d x \\
&= a\left(e, \sigma_{z}^{d+\lambda}\left(w-\mathcal{I}^{h} w\right)\right)+a\left(e, \psi-\mathcal{I}^{h} \psi\right) \\
&-\int_{\Omega} \sum_{i j} a_{i j} e_{, i} e\left(\sigma_{z}^{d+\lambda}\right)_{, j}+\sum_{i} b_{i} e_{, i} \sigma_{z}^{d+\lambda} e+b_{0} \sigma_{z}^{d+\lambda} e^{2} d x
\end{aligned}
$$

where $v_{, j}$ denotes the partial derivative with respect to the $j$-th coordinate. The last two terms in (8.3.2) may be estimated as follows:

$$
\begin{align*}
& \left|\int_{\Omega} \sum_{i j} a_{i j} e_{, i} e\left(\sigma_{z}^{d+\lambda}\right)_{, j}+\sum_{i} b_{i} e_{, i} \sigma_{z}^{d+\lambda} e+b_{0} \sigma_{z}^{d+\lambda} e^{2} d x\right| \\
& \quad \leq C \int_{\Omega}|\nabla e||e| \sigma_{z}^{d+\lambda-1}+\sigma_{z}^{d+\lambda} e^{2} d x \tag{by8.1.5and8.1.6}
\end{align*}
$$

$$
\begin{array}{rlr}
\leq & C\left(\int_{\Omega} \sigma_{z}^{d+\lambda}|\nabla e|^{2} d x\right)^{\frac{1}{2}}\left(\int_{\Omega} \sigma_{z}^{d+\lambda-2} e^{2} d x\right)^{\frac{1}{2}} \\
& +C \int_{\Omega} \sigma_{z}^{d+\lambda} e^{2} d x & \quad \text { (Schwarz' inequality) } \\
\leq & \frac{C_{a}}{4} \int_{\Omega} \sigma_{z}^{d+\lambda}|\nabla e|^{2} d x+C^{\prime} \int_{\Omega} \sigma_{z}^{d+\lambda-2} e^{2} d x . \quad \text { (by 8.1.5 and 0.9.5) }
\end{array}
$$

Similarly, the first term in (8.3.2) may be estimated:

$$
\begin{align*}
\mid a(e, & \left.\sigma_{z}^{d+\lambda}\left(w-\mathcal{I}^{h} w\right)\right) \mid \\
\leq & C \int_{\Omega}|\nabla e|\left(\sigma_{z}^{d+\lambda}\left|\nabla\left(w-\mathcal{I}^{h} w\right)\right|+\sigma_{z}^{d+\lambda-1}\left|w-\mathcal{I}^{h} w\right|\right) d x \\
& +C \int_{\Omega}|e| \sigma_{z}^{d+\lambda}\left|w-\mathcal{I}^{h} w\right| d x \\
\leq & C\left(\int_{\Omega} \sigma_{z}^{d+\lambda}\left(|\nabla e|^{2}+e^{2}\right) d x\right)^{\frac{1}{2}} \quad \text { (by 8.1.5 and 8.1.6) } \\
& \quad \times\left(\int_{\Omega} \sigma_{z}^{d+\lambda-2}\left(w-\mathcal{I}^{h} w\right)^{2}+\sigma_{z}^{d+\lambda}\left|\nabla\left(w-\mathcal{I}^{h} w\right)\right|^{2} d x\right)^{\frac{1}{2}} \\
\leq & \frac{C_{a}}{4} \int_{\Omega} \sigma_{z}^{d+\lambda}\left(|\nabla e|^{2}+e^{2}\right) d x  \tag{by0.9.5}\\
& +C \int_{\Omega} \sigma_{z}^{d+\lambda-2}\left(w-\mathcal{I}^{h} w\right)^{2}+\sigma_{z}^{d+\lambda}\left|\nabla\left(w-\mathcal{I}^{h} w\right)\right|^{2} d x .
\end{align*}
$$

The second term in (8.3.2) may be estimated similarly:

$$
\begin{aligned}
& \left|a\left(e, \psi-\mathcal{I}^{h} \psi\right)\right| \\
& \leq C \int_{\Omega}|\nabla e|\left(\left|\nabla\left(\psi-\mathcal{I}^{h} \psi\right)\right|+\left|\psi-\mathcal{I}^{h} \psi\right|\right)+|e|\left|\psi-\mathcal{I}^{h} \psi\right| d x \\
& \leq C\left(\int_{\Omega} \sigma_{z}^{d+\lambda}\left(|\nabla e|^{2}+e^{2}\right) d x\right)^{\frac{1}{2}} \quad \text { (Schwarz' inequality) } \\
& \times\left(\int_{\Omega} \sigma_{z}^{-d-\lambda}\left(\left|\nabla\left(\psi-\mathcal{I}^{h} \psi\right)\right|^{2}+\left(\psi-\mathcal{I}^{h} \psi\right)^{2}\right) d x\right)^{\frac{1}{2}} \\
& \leq \frac{C_{a}}{4} \int_{\Omega} \sigma_{z}^{d+\lambda}\left(|\nabla e|^{2}+e^{2}\right) d x \\
& +C \int_{\Omega} \sigma_{z}^{-d-\lambda}\left(\left|\nabla\left(\psi-\mathcal{I}^{h} \psi\right)\right|^{2}+\left(\psi-\mathcal{I}^{h} \psi\right)^{2}\right) d x . \quad \text { (by 0.9.5) }
\end{aligned}
$$

Inserting these estimates in (8.3.2) and using (8.1.5) yields

$$
\begin{align*}
& \frac{C_{a}}{4} \int_{\Omega} \sigma_{z}^{d+\lambda}|\nabla e|^{2} d x \leq C\left(\int_{\Omega} \sigma_{z}^{d+\lambda-2} e^{2} d x\right. \\
& \quad+\int_{\Omega} \sigma_{z}^{-d-\lambda}\left(\left|\nabla\left(\psi-\mathcal{I}^{h} \psi\right)\right|^{2}+\left(\psi-\mathcal{I}^{h} \psi\right)^{2}\right) d x  \tag{8.3.3}\\
& \left.\quad+\int_{\Omega} \sigma_{z}^{d+\lambda-2}\left(w-\mathcal{I}^{h} w\right)^{2}+\sigma_{z}^{d+\lambda}\left|\nabla\left(w-\mathcal{I}^{h} w\right)\right|^{2} d x\right)
\end{align*}
$$

We see that

$$
\begin{align*}
& \int_{\Omega} \sigma_{z}^{-d-\lambda}\left(\left|\nabla\left(\psi-\mathcal{I}^{h} \psi\right)\right|^{2}+\left(\psi-\mathcal{I}^{h} \psi\right)^{2}\right) d x \\
& \leq \sum_{r=k}^{k_{\max }} h^{2 r-2} \widetilde{\int_{\Omega}} \sigma_{z}^{-d-\lambda}\left|\nabla_{\mathcal{E}, r} \psi\right|^{2} d x  \tag{from8.1.7}\\
& \leq C \sum_{r=k}^{k_{\text {max }}} h^{2 r-2} \sum_{j=0}^{r-1} \widetilde{\int_{\Omega}} \sigma_{z}^{d+\lambda-2(r-j)}\left|\nabla_{j} \tilde{e}\right|^{2} d x \quad(\text { from } 8.1 .8 \& 8.1 .6) \\
& \leq C \sum_{r=k}^{k_{\text {max }}} \sum_{j=0}^{r-1} h^{2 r-2 j-2} \int_{\Omega} \sigma_{z}^{d+\lambda-2(r-j)} \tilde{e}^{2} d x  \tag{from8.1.9}\\
& \leq C \int_{\Omega} \sigma_{z}^{d+\lambda-2} \tilde{e}^{2} d x . \tag{from8.1.5}
\end{align*}
$$

Substituting this into (8.3.3) completes the proof of Proposition 8.3.1.
We note that the previous estimate may be written

$$
\begin{equation*}
\int_{\Omega} \sigma_{z}^{-d-\lambda}\left|\nabla\left(\psi-\mathcal{I}^{h} \psi\right)\right|^{2} d x \quad \leq C \int_{\Omega} \sigma_{z}^{-d-\lambda-2} \psi^{2} d x \tag{8.3.4}
\end{equation*}
$$

Such an estimate is often called a superapproximation estimate (cf. Nitsche \& Schatz 1974) since the right hand side involves a weaker norm (and no negative power of $h$ ).

To estimate the term involving $\left(w-w_{h}\right)^{2}$ on the right-hand side of (8.3.1), we use the following.
(8.3.5) Proposition. Suppose that $d=2$ or 3 , (8.1.3) holds for $\mu>d$ and $0<\lambda<2\left(1-\frac{d}{\mu}\right)$. Let the finite element spaces satisfy (8.1.7), (8.1.8) and (8.1.9). Let $w$ solve (8.1.2) and $w_{h}$ solve (8.1.10). Let $\epsilon>0$. There is a $\kappa_{1}<\infty$ such that

$$
\int_{\Omega} \sigma_{z}^{d+\lambda-2}\left(w-w_{h}\right)^{2} d x \leq \epsilon \int_{\Omega} \sigma_{z}^{d+\lambda}\left|\nabla\left(w-w_{h}\right)\right|^{2} d x
$$

for all $\kappa \geq \kappa_{1}$ and all $h$.
Proof. We use a duality argument. Let $v \in V$ solve

$$
\begin{equation*}
a(\phi, v)=\left(\sigma_{z}^{d+\lambda-2} e, \phi\right) \quad \forall \phi \in V . \tag{8.3.6}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\int_{\Omega} \sigma_{z}^{d+\lambda-2} e^{2} d x=a(e, v) & \text { (8.3.6 with } \phi=e) \\
= & a\left(e, v-\mathcal{I}^{h} v\right) \\
\leq & C\left(\int_{\Omega} \sigma_{z}^{d+\lambda}\left(|\nabla e|^{2}+e^{2}\right) d x\right)^{\frac{1}{2}} \\
& \times\left(\int_{\Omega} \sigma_{z}^{-d-\lambda}\left(\left|\nabla\left(v-\mathcal{I}^{h} v\right)\right|^{2}+\left(v-\mathcal{I}^{h} v\right)^{2}\right) d x\right)^{\frac{1}{2}} \\
\leq & \epsilon \int_{\Omega} \sigma_{z}^{d+\lambda}\left(|\nabla e|^{2}+e^{2}\right) d x  \tag{by0.9.5}\\
& +\frac{C}{\epsilon} \int_{\Omega} \sigma_{z}^{-d-\lambda}\left(\left|\nabla\left(v-\mathcal{I}^{h} v\right)\right|^{2}+\left(v-\mathcal{I}^{h} v\right)^{2}\right) d x \\
\leq & \left.\epsilon \int_{\Omega} \sigma_{z}^{d+\lambda}\left(|\nabla e|^{2}+e^{2}\right) d x+\frac{C h^{2}}{\epsilon} \int_{\Omega} \sigma_{z}^{-d-\lambda}\left|\nabla_{2} v\right|^{2} d x . \quad \text { (by 0.9.5) } 8.1 .7\right) \tag{by8.1.7}
\end{align*}
$$

In the next section, we will prove the following.
(8.3.7) Lemma. Suppose that $d=2$ or 3, (8.1.3) holds for $\mu>d$ and $\lambda$ satisfies $0<\lambda<2\left(1-\frac{d}{\mu}\right)$. Then the solution to

$$
a(\phi, v)=(f, \phi) \quad \forall \phi \in V,
$$

for $f \in \stackrel{\circ}{H}^{1}(\Omega)$, satisfies

$$
\int_{\Omega} \sigma^{-d-\lambda}\left|\nabla_{2} v\right|^{2} d x \leq C \lambda^{-1} \zeta^{-2} \int_{\Omega} \sigma^{4-d-\lambda}|\nabla f|^{2} d x
$$

where

$$
\sigma(x):=\left(\left|x-x^{0}\right|^{2}+\zeta^{2}\right)^{\frac{1}{2}}
$$

and $x^{0} \in \Omega$ is arbitrary.
Applying Lemma 8.3.7 with $f=\sigma_{z}^{d+\lambda-2} e$, we find

$$
\begin{aligned}
\int_{\Omega} \sigma_{z}^{-d-\lambda}\left|\nabla_{2} v\right|^{2} d x & \leq C \lambda^{-1}(\kappa h)^{-2} \int_{\Omega} \sigma_{z}^{4-d-\lambda}\left|\nabla\left(\sigma_{z}^{d+\lambda-2} e\right)\right|^{2} d x \\
& \leq C \lambda^{-1}(\kappa h)^{-2}\left(\int_{\Omega} \sigma_{z}^{d+\lambda}|\nabla e|^{2} d x+\int_{\Omega} \sigma_{z}^{d+\lambda-2} e^{2} d x\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\int_{\Omega} \sigma_{z}^{d+\lambda-2} e^{2} d x \leq & \epsilon \int_{\Omega} \sigma_{z}^{d+\lambda}\left(|\nabla e|^{2}+e^{2}\right) d x \\
& +\frac{C}{\lambda \epsilon \kappa^{2}}\left(\int_{\Omega} \sigma_{z}^{d+\lambda}|\nabla e|^{2} d x+\int_{\Omega} \sigma_{z}^{d+\lambda-2} e^{2} d x\right)
\end{aligned}
$$

For any fixed $\epsilon$ and $\lambda$, we can pick $\kappa_{1}$ large enough that

$$
\begin{equation*}
\int_{\Omega} \sigma_{z}^{d+\lambda-2} e^{2} d x \leq 2 \epsilon \int_{\Omega} \sigma_{z}^{d+\lambda}|\nabla e|^{2} d x \tag{8.3.8}
\end{equation*}
$$

for all $\kappa \geq \kappa_{1}$. Renaming $\epsilon$ completes the proof of (8.3.5).
Combining the two Propositions shows that the Galerkin projection onto finite element spaces is quasi-optimal in certain weighted spaces.
(8.3.9) Theorem. Suppose that $d=2$ or 3, (8.1.3) holds for $\mu>d$ and $0<\lambda<2\left(1-\frac{d}{\mu}\right)$. Let the finite element spaces satisfy (8.1.7), (8.1.8) and (8.1.9). Let $w$ solve (8.1.2) and $w_{h}$ solve (8.1.10). Then

$$
\begin{aligned}
& \int_{\Omega} \sigma_{z}^{d+\lambda}\left|\nabla\left(w-w_{h}\right)\right|^{2}+\sigma_{z}^{d+\lambda-2}\left(w-w_{h}\right)^{2} d x \\
& \quad \leq C \int_{\Omega} \sigma_{z}^{d+\lambda-2}\left(w-\mathcal{I}^{h} w\right)^{2}+\sigma_{z}^{d+\lambda}\left|\nabla\left(w-\mathcal{I}^{h} w\right)\right|^{2} d x
\end{aligned}
$$

for all $z \in \Omega$.
To complete the proof of (8.2.6), we apply Theorem 8.3.9 to $w=g^{z}$. Thus, we need to show that

$$
\begin{equation*}
\int_{\Omega} \sigma_{z}^{d+\lambda}\left|\nabla_{2} g^{z}\right|^{2} d x \leq C h^{\lambda-2} \tag{8.3.10}
\end{equation*}
$$

This is a consequence of the following a priori estimate.
(8.3.11) Lemma. Suppose that $d \leq 3,0<\lambda<1$, and $a_{i j} \in W_{p}^{1}(\Omega)$ for $p>2$ if $d=2$ and $p \geq 12 / 5$ if $d=3$, for all $i, j=1, \ldots, d$. Suppose that (8.1.3) holds for $\mu>\frac{2 d}{4-\lambda}$. Then the solution to

$$
a(\phi, v)=(\nu \cdot \nabla f, \phi) \quad \forall \phi \in V,
$$

for $f \in \dot{H}^{1}(\Omega)$, satisfies

$$
\int_{\Omega} \sigma^{d+\lambda}\left|\nabla_{2} v\right|^{2} d x \leq C \int_{\Omega} \sigma^{d+\lambda}|\nabla f|^{2} d x+C \zeta^{-2} \int_{\Omega} \sigma^{d+\lambda} f^{2} d x
$$

where $\sigma$ is the weight defined in (8.3.7).

### 8.4 Proofs of Lemmas 8.3.7 and 8.3.11

We begin with Lemma 8.3.7. We have

$$
\begin{array}{rlr}
\int_{\Omega} \sigma^{-d-\lambda}\left|\nabla_{2} v\right|^{2} d x \\
& \leq\left(\int_{\Omega} \sigma^{-(d+\lambda) p^{\prime}} d x\right)^{1 / p^{\prime}}\left\|\nabla_{2} v\right\|_{L^{2 p}(\Omega)}^{2} & \text { (Hölder's inequality) } \\
& \leq C \zeta^{-d-\lambda+d / p^{\prime}}\|v\|_{W_{2 p}^{2}(\Omega)}^{2} & \\
& =C \zeta^{-\lambda-d / p}\|v\|_{W_{2 p}^{2}(\Omega)}^{2} & \\
& \leq C \zeta^{-\lambda-d / p}\|f\|_{L^{2 p}(\Omega)}^{2} & \text { (by 8.1.3) }  \tag{by8.1.3}\\
& \leq C \zeta^{-\lambda-d / p}\|\nabla f\|_{L^{2 p d /(d+2 p)}(\Omega)}^{2} & \text { (exercise 8.x.12) }
\end{array}
$$

Provided that $p<d /(d-2)$ then $2 p d /(d+2 p)<2$ so that we may again apply Hölder's inequality, with $q=(d+2 p) / p d$ to bound

$$
\begin{aligned}
\|\nabla f\|_{L^{2 p d} /(d+2 p)(\Omega)}^{\frac{2}{q}} & =\int_{\Omega}|\nabla f|^{\frac{2}{q}} d x=\int_{\Omega} \sigma^{\frac{-(4-d-\lambda)}{q}}\left(\sigma^{\frac{4-d-\lambda}{q}}|\nabla f|^{\frac{2}{q}}\right) d x \\
& \leq\left(\int_{\Omega} \sigma^{-(4-d-\lambda) \frac{q^{\prime}}{q}} d x\right)^{\frac{1}{q^{\prime}}}\left(\int_{\Omega} \sigma^{4-d-\lambda}|\nabla f|^{2} d x\right)^{\frac{1}{q}} \\
& =\left(\int_{\Omega} \sigma^{\frac{-(4-d-\lambda)}{q-1}} d x\right)^{\frac{q-1}{q}}\left(\int_{\Omega} \sigma^{4-d-\lambda}|\nabla f|^{2} d x\right)^{\frac{1}{q}}
\end{aligned}
$$

Using the definition of $\sigma$, we have

$$
\begin{aligned}
\left(\int_{\Omega} \sigma^{\frac{-(4-d-\lambda)}{q-1}} d x\right)^{q-1} & \leq C \zeta^{-(4-d-\lambda)+d(q-1)} \\
& =C \zeta^{-2+\lambda+d / p}
\end{aligned}
$$

provided $p>d /(2-\lambda)$. Because of our assumption on $\lambda, d /(2-\lambda)<\mu$, so we can pick $p$ satisfying the above constraints. Combining previous estimates, we prove Lemma 8.3.7.

Now consider Lemma 8.3.11. Expanding the expression $\nabla_{2}\left(\sigma^{(d+\lambda) / 2} v\right)$, we find

$$
\begin{equation*}
\sigma^{d+\lambda}\left|\nabla_{2} v\right|^{2} \leq\left|\nabla_{2}\left(\sigma^{(d+\lambda) / 2} v\right)\right|^{2}+C\left(\sigma^{d+\lambda-2}|\nabla v|^{2}+\sigma^{d+\lambda-4} v^{2}\right) \tag{8.4.1}
\end{equation*}
$$

In order to use (8.1.3), we consider the equation satisfied by $\sigma^{(d+\lambda) / 2} v$ :

$$
\begin{aligned}
a\left(\phi, \sigma^{(d+\lambda) / 2} v\right)= & a\left(\sigma^{(d+\lambda) / 2} \phi, v\right)+\left(\sum_{i, j=1}^{d} a_{i j} \phi_{, i}\left(\sigma^{(d+\lambda) / 2}\right)_{, j}, v\right) \\
& -\left(\sum_{i, j=1}^{d} a_{i j}\left(\sigma^{(d+\lambda) / 2}\right)_{, j} v_{, i}, \phi\right)-\left(\sum_{i=1}^{d} b_{i}\left(\sigma^{(d+\lambda) / 2}\right)_{, i} v, \phi\right) \\
= & a\left(\sigma^{(d+\lambda) / 2} \phi, v\right)-\left(\sum_{i, j=1}^{d}\left(a_{i j}\left(\sigma^{(d+\lambda) / 2}\right)_{, j} v\right)_{, i}, \phi\right) \\
& -\left(\sum_{i, j=1}^{d} a_{i j}\left(\sigma^{(d+\lambda) / 2}\right)_{, j} v_{, i}, \phi\right)-\left(\sum_{i=1}^{d} b_{i}\left(\sigma^{(d+\lambda) / 2}\right)_{, i} v, \phi\right) \\
= & \left(\nu \cdot \nabla f, \sigma^{(d+\lambda) / 2} \phi\right)-\left(\sum_{i, j=1}^{d}\left(a_{i j}\left(\sigma^{(d+\lambda) / 2}\right)_{, j} v\right)_{, i}, \phi\right) \\
& -\left(\sum_{i, j=1}^{d} a_{i j}\left(\sigma^{(d+\lambda) / 2}\right)_{, j} v_{, i}, \phi\right)-\left(\sum_{i=1}^{d} b_{i}\left(\sigma^{(d+\lambda) / 2}\right)_{, i} v, \phi\right) \\
= & (F, \phi),
\end{aligned}
$$

where the second step is integration by parts and $F$ is defined by

$$
\begin{aligned}
F= & \sigma^{(d+\lambda) / 2} \nu \cdot \nabla f-\sum_{i, j=1}^{d}\left(a_{i j}\left(\sigma^{(d+\lambda) / 2}\right)_{, j} v\right)_{, i} \\
& -a_{i j}\left(\sigma^{(d+\lambda) / 2}\right)_{, j} v_{, i}-b_{i}\left(\sigma^{(d+\lambda) / 2}\right)_{, i} v .
\end{aligned}
$$

Therefore, $\left(\int_{\Omega}\left|\nabla_{2}\left(\sigma^{(d+\lambda) / 2} v\right)\right|^{2} d x\right)^{\frac{1}{2}}$ is bounded by a constant times $\|F\|_{L^{2}(\Omega)}$. Integrating (8.4.1) and using (8.1.6), we thus find

$$
\begin{aligned}
\int_{\Omega} \sigma^{d+\lambda}\left|\nabla_{2} v\right|^{2} d x \leq & C\left(\int_{\Omega} \sigma^{d+\lambda}|\nabla f|^{2} d x+\int_{\Omega} \sigma^{d+\lambda-2}|\nabla v|^{2} d x\right. \\
& \left.+\int_{\Omega} \sigma^{d+\lambda-4} v^{2} d x\right)+\int_{\Omega} A(x)^{2} \sigma^{d+\lambda-2} v^{2} d x
\end{aligned}
$$

where $A(x)=\max _{i j}\left|a_{i j, i}(x)\right|$. To bound the last integral, we apply Hölder's and Sobolev's (exercise 8.x.12) inequalities:

$$
\begin{aligned}
\int_{\Omega} A(x)^{2} \sigma^{d+\lambda-2} v^{2} d x & \leq\left(\int_{\Omega} A(x)^{2 r} d x\right)^{1 / r}\left(\int_{\Omega}\left|\sigma^{(d+\lambda-2) / 2} v\right|^{2 r^{\prime}} d x\right)^{1 / r^{\prime}} \\
& \leq\left(\int_{\Omega} A(x)^{2 r} d x\right)^{1 / r} \int_{\Omega}\left|\nabla\left(\sigma^{(d+\lambda-2) / 2} v\right)\right|^{2} d x
\end{aligned}
$$

provided that $r^{\prime} \leq 2 d / d-2\left(r^{\prime}<\infty\right.$ if $\left.d=2\right)$. Thus, we may take $r>1$ if $d=2$ or $r \geq 2 d /(d+2)$ for $d \geq 3$. We therefore require $A \in L^{p}(\Omega)$ for $p>2$ if $d=2$ and $p \geq 4 d /(d+2)$ for $d \geq 3$. It is interesting to note that $p \geq 4 d /(d+2)$ does not necessarily imply that $p>d$, the condition for continuity of the coefficients, $a_{i j}$, for $d \geq 3$. Expanding the last term and inserting the resulting estimate in the previous one yields

$$
\begin{aligned}
\int_{\Omega} \sigma^{d+\lambda}\left|\nabla_{2} v\right|^{2} d x \leq & C\left(\int_{\Omega} \sigma^{d+\lambda}|\nabla f|^{2} d x+\int_{\Omega} \sigma^{d+\lambda-2}|\nabla v|^{2} d x\right. \\
& \left.+\int_{\Omega} \sigma^{d+\lambda-4} v^{2} d x\right)
\end{aligned}
$$

Recalling (8.3.2) and using the convention that $v_{, 0}=v$ we have

$$
\begin{aligned}
& C_{a} \int_{\Omega} \sigma_{z}^{d+\lambda-2}|\nabla v|^{2} d x \leq \int_{\Omega} \sigma_{z}^{d+\lambda-2} \sum_{i, j=1}^{d} a_{i j} v_{, i} v_{, j} d x \\
&= a\left(v, \sigma_{z}^{d+\lambda-2} v\right)-\int_{\Omega} \sum_{i, j=1}^{d} a_{i j} v_{, i} v\left(\sigma_{z}^{d+\lambda-2}\right)_{, j} \\
&+\sum_{i=0}^{d} b_{i} v_{, i} v \sigma_{z}^{d+\lambda-2} d x \\
&=\left(\nu \cdot \nabla f, \sigma_{z}^{d+\lambda-2} v\right)-\int_{\Omega} \sum_{i, j=1}^{d} a_{i j} v v_{, i} v\left(\sigma_{z}^{d+\lambda-2}\right)_{, j} \\
&+\sum_{i=0}^{d} b_{i} v_{, i} v \sigma_{z}^{d+\lambda-2} d x \\
&=\left((\nu \cdot \nabla f) \sigma_{z}^{d+\lambda-2}, v\right)-\int_{\Omega} \sum_{i, j=1}^{d} a_{i j} v_{, i} v\left(\sigma_{z}^{d+\lambda-2}\right)_{, j} \\
&+\sum_{i=0}^{d} b_{i} v_{, i} v \sigma_{z}^{d+\lambda-2} d x .
\end{aligned}
$$

Estimating as before (see 8.x.9), we find

$$
\begin{equation*}
\int_{\Omega} \sigma_{z}^{d+\lambda-2}|\nabla v|^{2} d x \leq C\left(\int_{\Omega} \sigma^{d+\lambda}|\nabla f|^{2} d x+\int_{\Omega} \sigma^{d+\lambda-4} v^{2} d x\right) \tag{8.4.3}
\end{equation*}
$$

Hölder's inequality implies that

$$
\begin{aligned}
\int_{\Omega} \sigma^{d+\lambda-4} v^{2} d x & \leq\left(\int_{\Omega} \sigma^{(d+\lambda-4) P^{\prime}} d x\right)^{1 / P^{\prime}}\left(\int_{\Omega} v^{2 P} d x\right)^{1 / P} \\
& \leq C \zeta^{(d+\lambda-4)+d / P^{\prime}}\left(\int_{\Omega} v^{2 P} d x\right)^{1 / P}
\end{aligned}
$$

provided that $P^{\prime}>d /(4-\lambda-d)$. The proof is completed by a duality argument.

Let $w$ solve (8.1.2) with right-hand-side given by $\operatorname{sign}(v)|v|^{2 P-1}$. Then

$$
\begin{array}{rlr}
\|v\|_{L^{2 P}(\Omega)}^{2 P} & =\left(\operatorname{sign}(v)|v|^{2 P-1}, v\right)=a(w, v) & \text { (definition of } w) \\
& =(\nu \cdot \nabla f, w) & \text { (definition of } v \text { ) } \\
& =-(f, \nu \cdot \nabla w) & \text { (integration by parts) } \\
& \leq\|f\|_{L^{r}(\Omega)}\|w\|_{W_{r^{\prime}}^{1}(\Omega)} & \text { (Hölder's inequality) } \\
& \leq C\|f\|_{L^{r}(\Omega)}\|w\|_{W_{2 P / 2 P-1}^{2}(\Omega)} & \text { (Sobolev's inequality 4.x.11) } \\
& \leq C\|f\|_{L^{r}(\Omega)}\left\||v|^{2 P-1}\right\|_{L^{2 P / 2 P-1}(\Omega)} \\
& =C\|f\|_{L^{r}(\Omega)}\|v\|_{L^{2 P}(\Omega)}^{2 P-1} & \text { (by 8.1.3) } \tag{by8.1.3}
\end{array}
$$

so that

$$
\|v\|_{L^{2 P}(\Omega)} \leq C\|f\|_{L^{r}(\Omega)} .
$$

Sobolev's inequality requires that

$$
\frac{1}{r^{\prime}}=\frac{2 P-1}{2 P}-\frac{1}{d}=1-\frac{1}{2 P}-\frac{1}{d}
$$

so that $r=2 P d /(2 P+d)$. The condition $P^{\prime}>d /(4-\lambda-d)$ translates to

$$
r<\frac{2 d}{2 d-2+\lambda}
$$

Note that we must have $2 P /(2 P-1)=(1-1 / r+1 / d)^{-1}<\mu$ in order to apply (8.1.3). This condition, which translates to

$$
r>\left(1-\frac{1}{\mu}+\frac{1}{d}\right)^{-1}
$$

becomes vacuous if $\mu>d$. If $\mu>\frac{2 d}{4-\lambda}$, then there is an open interval of $r$ 's that can satisfy both conditions. Therefore, Hölder's inequality implies

$$
\begin{aligned}
\int_{\Omega} \sigma^{d+\lambda-4} v^{2} d x & \leq C \zeta^{2 d\left(1-\frac{1}{r}\right)+\lambda-2}\|f\|_{L^{r}(\Omega)}^{2} \\
& \leq C \zeta^{2 d\left(1-\frac{1}{r}\right)+\lambda-2} \int_{\Omega} \sigma_{z}^{d+\lambda} f^{2} d x\left(\int_{\Omega} \sigma_{z}^{-(d+\lambda) \frac{r}{2-r}} d x\right)^{\frac{2-r}{r}} \\
& \leq C \zeta^{2 d\left(1-\frac{1}{r}\right)+\lambda-2} \int_{\Omega} \sigma_{z}^{d+\lambda} f^{2} d x\left(C \zeta^{-(d+\lambda)+d \frac{2-r}{r}}\right) \\
& \leq C \zeta^{-2} \int_{\Omega} \sigma_{z}^{d+\lambda} f^{2} d x .
\end{aligned}
$$

Substituting this into an earlier expression completes the proof of Lemma 8.3.11.
(8.4.4) Remark. The proofs of the lemmas use Hölder's inequality repeatedly with what may appear to be "magic" indices at first reading. This technique of proof might be called "index engineering." There is a basic scientific principle underlying the inequalities that indicates whether the approach will work or not. For example, in (8.3.7), both sides of the expression have the same "units." The weight $\sigma$ has the units of length $(L)$ and $\left|\nabla_{2} v\right|$ is essentially like $f$. Suppose that $f$ has units $F$. Then the left-hand side has units of $L^{-\lambda} F^{2}$ since $d x$ has units of $L^{d}$. The units of $|\nabla f|^{2}$ are $L^{-2} F^{2}$, because differentiation involves dividing by a length. Noting that $\zeta$ has units of $L$ completes the verification. This comparison can be seen more precisely if we scale the $x$ variable by $L$, and compare the powers of $L$ on each side (they will be equal, cf. exercise 8.x.10).

## 8.5 $L^{p}$ Estimates (Regular Coefficients)

The proof that Theorem 8.1.11 holds with $p$ finite, at least for $2 \leq p \leq \infty$, is given in exercise 8.x.1. Such an estimate can be extended by the following duality argument for $1<p \leq 2$. Let $a_{i j} \in C^{0}(\bar{\Omega})$. From (Simader 1972), we have (for $\frac{1}{p}+\frac{1}{q}=1$ )

$$
\begin{aligned}
\frac{1}{C}\left\|u_{h}\right\|_{W_{p}^{1}(\Omega)} & \leq \sup _{0 \neq v \in \dot{W}_{q}^{1}(\Omega)} \frac{a\left(u_{h}, v\right)}{\|v\|_{W_{q}^{1}(\Omega)}}+\left\|u_{h}\right\|_{L^{p}(\Omega)} \\
& =\sup _{0 \neq v \in \dot{W}_{q}^{1}(\Omega)} \frac{a\left(u_{h}, v_{h}\right)}{\|v\|_{W_{q}^{1}(\Omega)}}+\left\|u_{h}\right\|_{L^{p}(\Omega)} \\
& =\sup _{0 \neq v \in W_{q}^{1}(\Omega)} \frac{a\left(u, v_{h}\right)}{\|v\|_{W_{q}^{1}(\Omega)}}+\left\|u_{h}\right\|_{L^{p}(\Omega)},
\end{aligned}
$$

where $v_{h}$ represents the projection of $v$ with respect to $a(\cdot, \cdot)$. Applying exercise 8.x. 1 and Hölder's inequality, we find

$$
\left\|u_{h}\right\|_{W_{p}^{1}(\Omega)} \leq C\left(\|u\|_{W_{p}^{1}(\Omega)}+\left\|u_{h}\right\|_{L^{p}(\Omega)}\right) .
$$

A bound for $\left\|u_{h}\right\|_{L^{p}(\Omega)}$ can be obtained easily by duality, modifying the proof of Theorem 5.4.8 only slightly. Consider the variational problem: find $w \in V$ such that

$$
\begin{equation*}
a(v, w)=(f, v) \quad \forall v \in V \tag{8.5.1}
\end{equation*}
$$

This has the property that for $1<q \leq \infty$

$$
\begin{equation*}
\|w\|_{W_{q}^{1}(\Omega)} \leq C\|f\|_{L^{q}(\Omega)} \tag{8.5.2}
\end{equation*}
$$

as follows from (8.1.3), provided $\mu>d$ (see exercise 8.x.14):

$$
\begin{align*}
\|w\|_{W_{q}^{1}(\Omega)} & \leq C\|w\|_{W_{r}^{2}(\Omega)}  \tag{Sobolev'sinequality4.x.11}\\
& \leq C\|f\|_{L^{r}(\Omega)}  \tag{by8.1.3}\\
& \leq C\|f\|_{L^{q}(\Omega)}
\end{align*}
$$

(Hölder's inequality)
Applying this to $f=\left|u_{h}\right|^{p-1} \operatorname{sign}\left(u_{h}\right)$ and with $\frac{1}{p}+\frac{1}{p^{\prime}}=1$ we find

$$
\begin{array}{rlr}
\left\|u_{h}\right\|_{L^{p}(\Omega)}^{p} & =a\left(u_{h}, w\right) & \text { (from 8.5.1) } \\
& =a\left(u_{h}, w_{h}\right) & \left(w_{h} \text { Galerkin projection of } w\right) \\
& =a\left(u, w_{h}\right) & \left(u_{h} \text { Galerkin projection of } u\right) \\
& \leq C\|u\|_{W_{p}^{1}(\Omega)}\left\|w_{h}\right\|_{W_{p^{\prime}}^{1}(\Omega)} & \text { (Hölder's inequality) } \\
& \leq C\|u\|_{W_{p}^{1}(\Omega)}\|w\|_{W_{p^{\prime}}^{1}(\Omega)} & \text { (exercise 8.x.1) } \\
& \leq C\|u\|_{W_{p}^{1}(\Omega)}\left\|\left|u_{h}\right|^{p-1} \operatorname{sign}\left(u_{h}\right)\right\|_{L^{p^{\prime}}(\Omega)}  \tag{from8.5.2}\\
& =C\|u\|_{W_{p}^{1}(\Omega)}\left\|u u_{h}\right\|_{L^{p}(\Omega)}^{p-1} . & \text { (from 8.5.2) }
\end{array}
$$

Therefore,

$$
\left\|u_{h}\right\|_{L^{p}(\Omega)} \leq C\|u\|_{W_{p}^{1}(\Omega)} \quad \forall 1<p \leq \infty
$$

as the case $2 \leq p \leq \infty$ was treated earlier. Combining previous estimates proves the following.
(8.5.3) Theorem. Under the conditions of Theorem 8.1.11 and assuming $a_{i j} \in C^{0}(\bar{\Omega})$, there is an $h_{0}>0$ and $C<\infty$ such that

$$
\left\|u_{h}\right\|_{W_{p}^{1}(\Omega)} \leq C\|u\|_{W_{p}^{1}(\Omega)} \quad \forall 1<p \leq \infty
$$

for $0<h<h_{0}$.
Of course, it follows that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{W_{p}^{1}(\Omega)} \leq C \inf _{v \in V_{h}}\|u-v\|_{W_{p}^{1}(\Omega)} \quad \forall 1<p \leq \infty \tag{8.5.4}
\end{equation*}
$$

by applying the previous result to $u_{h}-v$ and using the triangle inequality (cf. exercise 8.x.2). We leave to the reader (exercise 8.x.13) the proof of the following using duality techniques:

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{L^{p}(\Omega)} \leq C h\left\|u-u_{h}\right\|_{W_{p}^{1}(\Omega)} \quad \forall \mu^{\prime}<p<\infty \tag{8.5.5}
\end{equation*}
$$

for $0<h<h_{0}$, where $\frac{1}{\mu}+\frac{1}{\mu^{\prime}}=1$ (cf. (8.1.3)).
The case $p=\infty$ is special due, in part, to the lack of regularity in (8.1.3) for $p=1$. The best order of approximation by piecewise linears, at least in two dimensions (Scott 1976 and Haverkamp 1984), is

$$
\left\|u-u_{h}\right\|_{L^{\infty}(\Omega)} \leq C h|\log h|\left\|u-u_{h}\right\|_{W_{\infty}^{1}(\Omega)}
$$

For higher-degree approximation, one can show (Scott 1976) that

$$
\left\|u-u_{h}\right\|_{L^{\infty}(\Omega)} \leq C h\left\|u-u_{h}\right\|_{W_{\infty}^{1}(\Omega)} .
$$

Rather than derive more $L^{p}$ estimates in the case of regular coefficients, we now show that some estimates can be derived for very rough coefficients.

## 8.6 $L^{p}$ Estimates (Irregular Coefficients)

The estimates in the previous section were based on the results from earlier sections which yielded estimates for the gradient of the error in maximum norm. In particular, it was necessary to assume some conditions on the coefficients in the bilinear form that might not always hold. In this section we give a more general result. For simplicity, we restrict to the symmetric case, that is, we assume that

$$
\begin{equation*}
a(u, v):=\int_{\Omega} \sum_{i, j=1}^{d} a_{i j}(x) \frac{\partial u}{\partial x_{i}}(x) \frac{\partial v}{\partial x_{j}}(x) d x \tag{8.6.1}
\end{equation*}
$$

but we only assume that $a_{i j}$ are bounded, measurable coefficients.
(8.6.2) Proposition. Suppose that $a(\cdot, \cdot)$ is as given in (8.6.1), where $a_{i j}$ are bounded, measurable coefficients such that (8.1.1) holds. Then there are constants $\alpha<\infty, h_{0}>0$ and $\epsilon>0$ such that for all $0<h \leq h_{0}$ and $u_{h} \in V_{h}$

$$
\left|u_{h}\right|_{W_{p}^{1}(\Omega)} \leq \alpha \sup _{0 \neq v_{h} \in V_{h}} \frac{a\left(u_{h}, v_{h}\right)}{\left|v_{h}\right|_{W_{q}^{1}(\Omega)}},
$$

whenever $|2-p| \leq \epsilon$, where $q$ is the dual index to $p, \frac{1}{p}+\frac{1}{q}=1$.
Before proving this result, let us relate it to estimates for the finite element projection. Let $P_{h} u$ be the projection with respect to the bilinear form $a(u, v)$ of an element $u \in V$ onto $V_{h}$, i.e., $P_{h} u$ is the unique element of $V_{h}$ which satisfies

$$
a\left(u-P_{h} u, v\right)=0 \quad \forall v \in V_{h} .
$$

(8.6.3) Corollary. Under the assumptions of Proposition 8.6.2, the projection $P_{h}$ is stable in $W_{p}^{1}(\Omega)$, i.e., there is a positive constant $C$, independent of $h$ and $u$, such that

$$
\left\|P_{h} u\right\|_{W_{p}^{1}(\Omega)} \leq C\|u\|_{W_{p}^{1}(\Omega)}, \quad|2-p| \leq \epsilon .
$$

This follows from Proposition 8.6 .2 because

$$
\begin{align*}
\left\|P_{h} u\right\|_{W_{p}^{1}(\Omega)} & \leq C\left|P_{h} u\right|_{W_{p}^{1}(\Omega)}  \tag{Poincaré'sinequality5.3.5}\\
& \leq C \sup _{0 \neq v_{h} \in V_{h}} \frac{a\left(P_{h} u, v_{h}\right)}{\left|v_{h}\right|_{W_{q}^{1}(\Omega)}}  \tag{by8.6.2}\\
& =C \sup _{0 \neq v_{h} \in V_{h}} \frac{a\left(u, v_{h}\right)}{\left|v_{h}\right|_{W_{q}^{1}(\Omega)}} \\
& \leq C|u|_{W_{p}^{1}(\Omega)} .
\end{align*}
$$

For simplicity, we use the following definitions for the remainder of the proof. Define the $L^{p}$ norm on vector ( $d$ component) functions, $\mathbf{F}$, via

$$
\|\mathbf{F}\|_{L^{p}(\Omega)^{d}}:=\left(\int_{\Omega}|\mathbf{F}(x)|^{p} d x\right)^{1 / p}
$$

where $|\mathbf{F}(x)|$ denotes the Euclidean length of $\mathbf{F}(x)$. Note that with this definition of vector norm, Hölder's inequality takes a convenient form, namely

$$
\left|\int_{\Omega} \mathbf{F}(x) \cdot \mathbf{G}(x) d x\right| \leq\|\mathbf{F}\|_{L^{p}(\Omega)^{d}}\|\mathbf{G}\|_{L^{q}(\Omega)^{d}} \quad \text { where } \frac{1}{p}+\frac{1}{q}=1 .
$$

We also use the following definition of Sobolev semi-norm which is equivalent with our earlier Definition 1.3.7, namely

$$
|v|_{W_{p}^{1}(\Omega)}:=\|\nabla v\|_{L^{p}(\Omega)^{d}} .
$$

The proof of Proposition 8.6.2 is based on the ideas of (Meyers 1963). First, we establish the corresponding inequality in the case that the bilinear form in question is much simpler. Consider the projection $P_{h}^{*}: V \rightarrow V_{h}$ defined by

$$
\left\langle\nabla\left(P_{h}^{*} u-u\right), \nabla v_{h}\right\rangle=0 \quad \forall v_{h} \in V_{h},
$$

where $\langle\cdot, \cdot\rangle$ denotes the vector- $L^{2}$ inner-product on $\Omega$. The results in the previous section imply that

$$
\begin{equation*}
\left|P_{h}^{*} u\right|_{W_{p}^{1}(\Omega)} \leq C^{*}|u|_{W_{p}^{1}(\Omega)}, \quad 1<p \leq \infty \tag{8.6.4}
\end{equation*}
$$

From (Simader 1972) or (Meyers 1963) we have

$$
\begin{equation*}
|w|_{W_{p}^{1}(\Omega)} \leq c_{p} \sup _{0 \neq v \in \dot{W}_{q}^{1}(\Omega)} \frac{\langle\nabla w, \nabla v\rangle}{|v|_{W_{q}^{1}(\Omega)}} \quad \forall w \in \stackrel{\circ}{W}_{p}^{1}(\Omega), \tag{8.6.5}
\end{equation*}
$$

where the constant $c_{p}$ was observed to be log-convex (hence continuous) as a function of $1 / p$ by (Meyers 1963). Obviously, $c_{2}=1$. Thus,

$$
\begin{align*}
\left|u_{h}\right|_{W_{p}^{1}(\Omega)} & \leq c_{p} \sup _{0 \neq v \in \dot{W}_{q}^{1}(\Omega)} \frac{\left\langle\nabla u_{h}, \nabla v\right\rangle}{|v|_{W_{q}^{1}(\Omega)}} \\
& =c_{p} \sup _{0 \neq v \in \dot{W}_{q}^{1}(\Omega)} \frac{\left\langle\nabla u_{h}, \nabla P_{h}^{*} v\right\rangle}{|v|_{W_{q}^{1}(\Omega)}}  \tag{8.6.6}\\
& \leq c_{p} C_{p} \sup _{0 \neq v \in \dot{W}_{q}^{1}(\Omega)} \frac{\left\langle\nabla u_{h}, \nabla P_{h}^{*} v\right\rangle}{\left|P_{h}^{*} v\right|_{W_{q}^{1}(\Omega)}} \\
& =c_{p} C_{p} \sup _{0 \neq v_{h} \in V_{h}} \frac{\left\langle\nabla u_{h}, \nabla v_{h}\right\rangle}{\left|v_{h}\right|_{W_{q}^{1}(\Omega)}}
\end{align*}
$$

for all $1<p<\infty$, where

$$
C_{p}:=\left\|P_{h}^{*}\right\|_{\mathscr{W}_{p}^{1}(\Omega) \rightarrow \dot{W}_{p}^{1}(\Omega)}=\sup _{0 \neq v \in \mathscr{W}_{p}^{1}(\Omega)} \frac{\left|P_{h}^{*} v\right|_{W_{p}^{1}(\Omega)}}{|v|_{W_{p}^{1}(\Omega)}} \leq C^{*} .
$$

Obviously, $C_{2}=1$. We now wish to show that $C_{p}=\left\|P_{h}^{*}\right\|_{\dot{W}_{p}^{1}(\Omega) \rightarrow \dot{W}_{p}^{1}(\Omega)}$ is continuous as a function of $p$, uniformly in $h$.

We view $P_{h}^{*}$ as inducing a mapping, $\mathcal{P}_{h}^{*}: \nabla u \longrightarrow \nabla u_{h}$, of $L^{p}(\Omega)^{d}$ to itself. More precisely, given $\mathbf{F} \in L^{p}(\Omega)^{d}$, let $u_{h}(\mathbf{F}) \in V_{h}$ solve

$$
\left\langle\nabla u_{h}, \nabla v_{h}\right\rangle=\left\langle\mathbf{F}, \nabla v_{h}\right\rangle \quad \forall v_{h} \in V_{h} .
$$

Then $\mathcal{P}_{h}^{*}(\mathbf{F}):=\nabla u_{h}$. Similarly, we can let $u \in \dot{W}_{p}^{1}(\Omega)$ solve

$$
\langle\nabla u, \nabla v\rangle=\langle\mathbf{F}, \nabla v\rangle \quad \forall v \in \dot{W}_{q}^{1}(\Omega),
$$

and we have

$$
\begin{array}{rlr}
|u|_{W_{p}^{1}(\Omega)} & \leq c_{p} \sup _{0 \neq v \in \tilde{W}_{q}^{1}(\Omega)} \frac{\langle\nabla u, \nabla v\rangle}{|v|_{W_{q}^{1}(\Omega)}} & \text { (by 8.6.5) } \\
& =c_{p} \sup _{0 \neq v \in W_{q}^{1}(\Omega)} \frac{\langle\mathbf{F}, \nabla v\rangle}{|v|_{W_{q}^{1}(\Omega)}} & \text { (definition of } u \text { ) } \\
& \leq c_{p}\|\mathbf{F}\|_{L^{p}(\Omega)^{d}} . & \text { (Hölder's inequality) }
\end{array}
$$

Therefore,

$$
\left\|\mathcal{P}_{h}^{*} \mathbf{F}\right\|_{L^{p}(\Omega)^{d}} \leq C^{*} c_{p}\|\mathbf{F}\|_{L^{p}(\Omega)^{d}}
$$

Using operator interpolation (see Chapter 14), we conclude that for $P>2$

$$
\left\|\mathcal{P}_{h}^{*} \mathbf{F}\right\|_{\left[L^{2}(\Omega)^{d}, L^{P}(\Omega)^{d}\right]_{\theta}} \leq\left(C^{*} c_{P}\right)^{\theta}\|\mathbf{F}\|_{\left[L^{2}(\Omega)^{d}, L^{P}(\Omega)^{d}\right]_{\theta}} .
$$

Whether using the real interpolation method (with appropriate second index) or the complex interpolation method (Bergh \& Löfstrom 1976),

$$
\begin{aligned}
& c(p)^{-1}\|\mathbf{F}\|_{L^{2(1-\theta)+P \theta}(\Omega)^{d}} \\
& \leq\|\mathbf{F}\|_{\left[L^{2}(\Omega)^{d}, L^{P}(\Omega)^{d}\right]_{\theta}} \\
& \leq c(p)\|\mathbf{F}\|_{L^{2(1-\theta)+P \theta}(\Omega)^{d}}
\end{aligned}
$$

where $c(2)=1$ and $c(p)$ is a smooth function of $p$ near $p=2$. Therefore,

$$
\left\|P_{h}^{*}\right\|_{\dot{W}_{p}^{1}(\Omega) \rightarrow \dot{W}_{p}^{1}(\Omega)} \leq c(p)^{2}\left(C^{*} c_{P}\right)^{\theta}, \quad p=2(1-\theta)+P \theta
$$

A similar inequality holds for $P<2$. By taking $\theta$ small, we can make $\left(C^{*} c_{P}\right)^{\theta}$ as close to one as we like. Thus, for all $\delta>0$ there exists $\epsilon>0$ such that

$$
\begin{equation*}
\left|u_{h}\right|_{W_{p}^{1}(\Omega)} \leq(1+\delta) \sup _{0 \neq v_{h} \in V_{h}} \frac{\left\langle\nabla u_{h}, \nabla v_{h}\right\rangle}{\left|v_{h}\right|_{W_{q}^{1}(\Omega)}} \quad \forall|2-p| \leq \epsilon \tag{8.6.7}
\end{equation*}
$$

where $\frac{1}{p}+\frac{1}{q}=1$ and $\delta$ and $\epsilon$ are independent of $h$
We now consider the general case via a perturbation argument. Let $M$ be a constant such that

$$
\begin{equation*}
\sum_{i, j=1}^{d} a_{i j}(x) \xi_{i} \xi_{j} \leq M|\xi|^{2} \quad \text { for almost all } x \in \Omega \tag{8.6.8}
\end{equation*}
$$

Define a bilinear form $\mathcal{B}: W_{p}^{1}(\Omega) \times W_{q}^{1}(\Omega) \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
\mathcal{B}(u, v) & :=\langle\nabla u, \nabla v\rangle-\frac{1}{M} a(u, v), \\
& =\int_{\Omega} \sum_{i, j=1}^{d} B_{i j}(x) \frac{\partial u}{\partial x_{i}} \frac{\partial v}{\partial x_{j}} d x .
\end{aligned}
$$

It follows from (8.1.1) and (8.6.8) that the eigenvalues of $\left(B_{i j}(x)\right)$ are in $\left[0,1-\frac{C_{a}}{M}\right]$ for almost all $x \in \Omega$ (see exercise 8.x.17). Note that $C_{a} / M<1$. Therefore, exercise 8.x. 17 and Hölder's inequality imply that

$$
\begin{align*}
|\mathcal{B}(u, v)| & \leq\left(1-\frac{C_{a}}{M}\right) \int_{\Omega}|\nabla u(x)||\nabla v(x)| d x  \tag{8.6.9}\\
& \leq\left(1-\frac{C_{a}}{M}\right)|u|_{W_{p}^{1}(\Omega)}|v|_{W_{q}^{1}(\Omega)} .
\end{align*}
$$

Using the identity

$$
\langle\nabla u, \nabla v\rangle=\mathcal{B}(u, v)+\frac{1}{M} a(u, v)
$$

together with estimates (8.6.7) and (8.6.9) yields

$$
\left(\frac{1}{1+\delta}-\left(1-\frac{C_{a}}{M}\right)\right)\left|u_{h}\right|_{W_{p}^{1}(\Omega)} \leq \frac{1}{M} \sup _{0 \neq v_{h} \in V_{h}} \frac{a\left(u_{h}, v_{h}\right)}{\left|v_{h}\right|_{W_{q}^{1}(\Omega)}} .
$$

Let $\delta=\left(\frac{1}{2} M-C_{a}\right) /\left(M-C_{a}\right)$ and choose $\epsilon$ to be as given in (8.6.7) for this choice of $\delta$. This completes the proof of Proposition 8.6.2. Note that $\epsilon$ and $\alpha$ depend only on the constants $C_{a}$ in (8.1.1), $C^{*}$ in (8.6.4) and $M$ in (8.6.8).

### 8.7 A Nonlinear Example

We consider a very simple model problem in two dimensions to show how the refined estimates of the previous section can obtain basic existence results for nonlinear problems. Let

$$
\begin{equation*}
a(u, v ; w):=\int_{\Omega} A(w) \nabla u \cdot \nabla v d x \tag{8.7.1}
\end{equation*}
$$

where the function $A: \mathbb{R} \rightarrow \mathbb{R}$ satisfies

$$
\begin{equation*}
0<C_{a} \leq A(s) \quad \forall s \in \mathbb{R} \tag{8.7.2}
\end{equation*}
$$

Further, we assume only that $A(\cdot)$ is bounded on bounded subsets of $\mathbb{R}$. We seek $u$ such that

$$
\begin{equation*}
a(u, v ; u)=F(v) \quad \forall v \in V \tag{8.7.3}
\end{equation*}
$$

with, say, $V=\dot{H}^{1}(\Omega)$.
Note that $a(u, u ; u)$ is not actually defined for arbitrary $u \in H^{1}(\Omega)$, so the variational formulation of such a problem requires some elaboration. We will not dwell on such issues, but instead we simply show how one can insure the existence of a solution to the discrete problem

$$
\begin{equation*}
a\left(u_{h}, v ; u_{h}\right)=F(v) \quad \forall v \in V_{h} \tag{8.7.4}
\end{equation*}
$$

under suitable conditions. Let

$$
\begin{equation*}
V_{h}^{K, p}:=\left\{v \in V_{h}:\|v\|_{W_{p}^{1}(\Omega)} \leq K\right\} \tag{8.7.5}
\end{equation*}
$$

for a given $K>0$. Define the simple iteration map, $T_{h}: V_{h} \rightarrow V_{h}$ via

$$
\begin{equation*}
a\left(T_{h} u_{h}, v ; u_{h}\right)=F(v) \quad \forall v \in V_{h} . \tag{8.7.6}
\end{equation*}
$$

This is always well defined, since $u_{h} \in V_{h}$ implies $A\left(u_{h}\right) \in L^{\infty}(\Omega)$.
(8.7.7) Theorem. Suppose that $A$ is bounded on bounded sets and (8.7.2) holds. There exists $K>0, p>2, h_{0}>0$ and $\delta>0$ such that for any $F$ such that $\|F\|_{W_{p}^{-1}} \leq \delta, T_{h}$ maps $V_{h}^{K, p}$ into itself for all $0<h \leq h_{0}$.
Proof. For any $u_{h} \in V_{h}^{K, p}, A\left(u_{h}\right)$ satisfies the conditions of Proposition 8.6.2 with the constant in (8.6.8) bounded by

$$
\begin{equation*}
M=\sup \left\{A(s):|s| \leq c_{p} K\right\} \tag{8.7.8}
\end{equation*}
$$

where $c_{p}$ is the constant in Sobolev's inequality:

$$
\|v\|_{L^{\infty}(\Omega)} \leq c_{p}\|v\|_{W_{p}^{1}(\Omega)} \quad \forall v \in W_{p}^{1}(\Omega)
$$

because $v \in V_{h}^{K, p}$ implies $\|v\|_{L^{\infty}(\Omega)} \leq c_{p} K$ and hence $\|A(v)\|_{L^{\infty}(\Omega)} \leq M$. For sufficiently small $K$ (e.g., $K=C / c_{p}$ ) there is a $p>2$ such that the inequality in Proposition 8.6.2 holds. Then

$$
\begin{aligned}
\left\|T_{h} u_{h}\right\|_{W_{p}^{1}(\Omega)} & \leq \alpha \sup _{0 \neq v_{h} \in V_{h}} \frac{a\left(T_{h} u_{h}, v_{h} ; u_{h}\right)}{\left|v_{h}\right|_{W_{q}^{1}}(\Omega)} \\
& =\alpha \sup _{0 \neq v_{h} \in V_{h}} \frac{F\left(v_{h}\right)}{\left|v_{h}\right|_{W_{q}^{1}(\Omega)}} \\
& \leq C\|F\|_{W_{p}^{-1}} .
\end{aligned}
$$

Choose $\delta=K / C$.
(8.7.9) Corollary. Suppose $A$ is continuous and (8.7.2) holds. Let $K>0$, $p>2, h_{0}>0$ and $\delta>0$ be as in Theorem 8.7.7. For $\|F\|_{W_{p}^{-1}} \leq \delta$, (8.7.4) has a solution $u_{h}$ which satisfies

$$
\left\|u_{h}\right\|_{W_{p}^{1}(\Omega)} \leq K
$$

for $0<h \leq h_{0}$.
Proof. Apply the Brouwer fixed-point theorem (cf. Dugundji 1966).
Not only does the corollary guarantee a solution to the discrete problem which remains uniformly bounded as $h \rightarrow 0$, it also provides a stability result because the family of problems (8.7.4) are all uniformly continuous (and coercive) independent of $h$. This allows us to establish convergence estimates as follows:

$$
\begin{align*}
a\left(u-u_{h}, v ; u_{h}\right) & =a\left(u, v ; u_{h}\right)-F(v)  \tag{from8.7.4}\\
& =a\left(u, v ; u_{h}\right)-a(u, v ; u)  \tag{from8.7.3}\\
& =\int_{\Omega}\left(A(u)-A\left(u_{h}\right)\right) \nabla u \cdot \nabla v d x
\end{align*}
$$

for any $v \in V_{h}$. Assuming $u \in W_{p}^{1}(\Omega)$ and $A \in W_{\infty}^{1}(I)$ for any bounded interval $I \subset \mathbb{R}$, we find for any $v \in V_{h}$

$$
\begin{array}{r}
a\left(u-u_{h}, u-u_{h} ; u_{h}\right)=a\left(u-u_{h}, u-v ; u_{h}\right)+a\left(u-u_{h}, v-u_{h} ; u_{h}\right) \\
\quad=a\left(u-u_{h}, u-v ; u_{h}\right)+\int_{\Omega}\left(A(u)-A\left(u_{h}\right)\right) \nabla u \cdot \nabla\left(v-u_{h}\right) d x \\
\quad \leq M\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\|u-v\|_{H^{1}(\Omega)} \quad \text { (from } 8 . \tag{from8.7.8}
\end{array}
$$

$$
\begin{aligned}
& +\int_{\Omega}\left|A(u)-A\left(u_{h}\right)\right|\left|\nabla u \cdot \nabla\left(v-u_{h}\right)\right| d x \\
\leq & M\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\|u-v\|_{H^{1}(\Omega)} \\
& +\|A\|_{W_{\infty}^{1}(I)} \int_{\Omega}\left|u-u_{h}\right|\left|\nabla u \cdot \nabla\left(v-u_{h}\right)\right| d x \\
\leq & M\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\|u-v\|_{H^{1}(\Omega)} \\
& +\|A\|_{W_{\infty}^{1}(I)}\left\|\left|u-u_{h}\right| \mid \nabla u\right\|_{L^{2}(\Omega)}\left\|v-u_{h}\right\|_{H^{1}(\Omega)} \\
\leq & M\left\|u-u_{h}\right\|_{H^{1}(\Omega)}\|u-v\|_{H^{1}(\Omega)} \\
& +\|A\|_{W_{\infty}^{1}(I)}\left\|u-u_{h}\right\|_{L^{q}(\Omega)}\|u\|_{W_{p}^{1}(\Omega)}\left\|v-u_{h}\right\|_{H^{1}(\Omega)} \\
\leq & \left\|u-u_{h}\right\|_{H^{1}(\Omega)}\left(M\|u-v\|_{H^{1}(\Omega)} \quad\right. \text { (Sobolev's inequality 4.x.11) } \\
& \left.+c_{p}^{\prime}\|A\|_{W_{\infty}^{1}(I)}\|u\|_{W_{p}^{1}(\Omega)}\left\|v-u_{h}\right\|_{H^{1}(\Omega)}\right)
\end{aligned}
$$

where $I=\left[0, \max \left\{M,\|u\|_{L^{\infty}(\Omega)}\right\}\right], q=2 p /(p-2)$ and we have used Hölder's inequality repeatedly. Therefore,

$$
\begin{align*}
\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \leq & \frac{1}{C_{a}}\left(M\|u-v\|_{H^{1}(\Omega)}\right.  \tag{8.7.10}\\
& \left.+c_{p}^{\prime}\|A\|_{W_{\infty}^{1}(I)}\|u\|_{W_{p}^{1}(\Omega)}\left\|v-u_{h}\right\|_{H^{1}(\Omega)}\right) .
\end{align*}
$$

From the triangle inequality, we find

$$
(1-\gamma)\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \leq\left(\frac{M}{C_{a}}+\gamma\right)\|u-v\|_{H^{1}(\Omega)}
$$

where

$$
\gamma:=\frac{c_{p}^{\prime}}{C_{a}}\|A\|_{W_{\infty}^{1}(I)}\|u\|_{W_{p}^{1}(\Omega)}
$$

Thus, if $\gamma<1$ we obtain a result similar to Ceá's Theorem:

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \leq \frac{M+\gamma C_{a}}{(1-\gamma) C_{a}}\|u-v\|_{H^{1}(\Omega)} \quad \forall v \in V_{h} \tag{8.7.11}
\end{equation*}
$$

Using only slightly more complicated techniques than used above (cf. Meyers 1963, Douglas \& Dupont 1975), one can show the existence of a solution $u \in W_{p}^{1}(\Omega)$ to (8.7.3) under the conditions of Theorem 8.7.7 for sufficiently small $\delta>0$, using a map $T: \dot{W}_{p}^{1}(\Omega) \rightarrow \stackrel{\circ}{W}_{p}^{1}(\Omega)$ defined by

$$
a(T u, v ; u)=F(v) \quad \forall v \in \stackrel{\circ}{W}_{q}^{1}(\Omega)
$$

Such a result follows more simply from the fact that both $T$ and $T_{h}$ are Lipschitz continuous, provided $A$ is Lipschitz continuous.

We show that $T_{h}$ is Lipschitz continuous, as this also demonstrates both the uniqueness of the solution and the convergence of the fixed point iteration,

$$
\begin{equation*}
u_{h}^{n+1}:=T_{h} u_{h}^{n} \tag{8.7.12}
\end{equation*}
$$

to $u_{h}$ as $n \rightarrow \infty$. For $v, w, \phi \in V_{h}$, we find using the techniques leading to (8.7.10) that

$$
\begin{aligned}
& \left|a\left(T_{h} v-T_{h} w, \phi ; v\right)\right|=\left|\int_{\Omega}(A(w)-A(v)) \nabla T_{h} w \cdot \nabla \phi d x\right| \\
& \quad \leq c_{p}^{\prime}\|A\|_{W_{\infty}^{1}(0, M)}\|w-v\|_{H^{1}(\Omega)}\left\|T_{h} v\right\|_{W_{p}^{1}(\Omega)}\|\phi\|_{H^{1}(\Omega)}
\end{aligned}
$$

Choosing $\phi=T_{h} v-T_{h} w$ yields

$$
\begin{equation*}
\left\|T_{h} v-T_{h} w\right\|_{H^{1}(\Omega)} \leq \frac{c_{p}^{\prime}\|A\|_{W_{\infty}^{1}(0, M)} K}{C_{a}}\|w-v\|_{H^{1}(\Omega)} \tag{8.7.13}
\end{equation*}
$$

for all $v, w \in V_{h}^{K, p}$. A similar result can be proved for $T$. Note that $K$ can be made arbitrarily small by choosing $\delta$ appropriately. We collect these results in the following.
(8.7.14) Theorem. Suppose that $A$ is Lipschitz continuous and (8.7.2) holds. There exist $\delta>0, h_{0}>0$ and $p>2$ such that (8.7.3) and (8.7.4), for all $0<h \leq h_{0}$, have unique solutions for arbitrary $F$ such that $\|F\|_{W_{p}^{-1}} \leq \delta$. Moreover, $u_{h}$ can be approximated to arbitrary accuracy via the simple iteration (8.7.12), which involves solving only linear equations at each step. Finally, the error $u-u_{h}$ satisfies (8.7.11).

Using more sophisticated techniques and further assumptions on the coefficient $A$, (Douglas \& Dupont 1975) prove stronger results of a global character and consider more efficient iterative techniques such as Newton's method. For another application of the results of the previous section to a different type of nonlinear problem, see (Saavedra \& Scott 1991).

## 8.x Exercises

8.x. 1 Prove Theorem 8.1.11 with $\infty$ replaced by $p$, for $2<p<\infty$. (Hint: use Hölder's inequality in such a way to leave a weighted $L^{p}$ norm of $\nabla u$ in (8.2.5), integrate the $p$-th power of (8.2.3) and then apply Fubini, cf. Rannacher \& Scott 1982.)
8.x. 2 Prove (8.1.12). (Hint: write $u-u_{h}=u-\mathcal{I}^{h} u+\left(\mathcal{I}^{h} u-u_{h}\right)$ and apply (8.1.11) to $\mathcal{I}^{h} u-u$ playing the role of $u$.)
8.x. 3 Prove (8.1.4). How does the constant depend on $\kappa$ and $h$ ?
8.x. 4 Prove (8.1.5). How does the constant depend on $\kappa$ and $h$ ?
8.x. 5 Prove (8.1.6). How does the constant depend on $\kappa$ and $h$ ? (Hint: consider first the case $\lambda=1$ and then use induction.)
8.x. 6 Prove (8.1.7). How does the constant depend on $\kappa$ and $h$ ? (Hint: use (8.1.4).)
8.x. 7 Prove (8.2.1). How does the constant depend on $k$ ? (Hint: see (Scott 1976).)
8.x. 8 Prove that (8.3.10) follows from Lemma 8.3.11. (Hint: use (8.1.5).)
8.x. 9 Derive (8.4.3) from (8.4.2) in detail. (Hint: use Schwarz' inequality and 0.9 .5 , splitting the weight functions appropriately.)
8.x. 10 Do the change of variables suggested in Remark (8.4.4) and verify that the powers of $L$ on each side of the inequality are the same.
8.x. 11 Prove Sobolev's embedding $W_{1}^{1}(\Omega) \subset L^{2}(\Omega)$ in two dimensions. (Hint: write

$$
u\left(x_{1}, x_{2}\right)^{2}=\int_{-\infty}^{x_{1}} \frac{\partial u}{\partial x_{1}}\left(t, x_{2}\right) d t \int_{-\infty}^{x_{2}} \frac{\partial u}{\partial x_{2}}\left(x_{1}, s\right) d s
$$

integrate with respect to $x$ and use Fubini.)
8.x. 12 Prove Sobolev's inequality $\|u\|_{L^{p}(\Omega)} \leq c_{p}\|u\|_{W_{q}^{1}(\Omega)}$ for $u \in \mathscr{W}_{q}^{1}(\Omega)$, where $1+\frac{2}{p}=\frac{2}{q}$, in two dimensions. How does $c_{p}$ behave as $p \rightarrow \infty$ ? (Hint: write

$$
\|u\|_{L^{p}(\Omega)}^{p}=\left\||u|^{p / 2}\right\|_{L^{2}(\Omega)}^{2} \leq C\left\||u|^{p / 2}\right\|_{W_{1}^{1}(\Omega)}^{2}
$$

using exercise 8.x.11. Expand $\nabla\left(|u|^{p / 2}\right)$ and apply Hölder's inequality.)
8.x. 13 Prove (8.5.5) under the conditions of Theorem 8.1.11. (Hint: solve (8.5.1) with $f=\left|u-u_{h}\right|^{p-1} \operatorname{sign}\left(u-u_{h}\right)$ and follow the subsequent estimates.)
8.x. 14 What value for $r$ should be chosen in the proof of (8.5.2)? (Hint: let $q$ and $r$ be related by Sobolev's inequality 4.x.11.)
8.x. 15 Prove (8.1.7) for Lagrange, Hermite and Argyris elements in two and three dimensions on a quasi-uniform family of triangulations and for tensor-product and serendipity elements on a quasi-uniform rectangular subdivision. (Hint: see the proof of Theorem 4.4.20 and use (8.1.4).)
8.x. 16 Prove (8.1.9) for all the piecewise-polynomial finite-elements introduced in Chapter 3 on a quasi-uniform subdivision. (Hint: see the proof of Theorem 4.5.11 and use (8.1.4).)
8.x. 17 Let $A=\left(a_{i j}\right)$ be a $d \times d$ symmetric matrix such that

$$
C_{a}|\xi|^{2} \leq \sum_{i, j=1}^{d} a_{i j} \xi_{i} \xi_{j} \leq M|\xi|^{2} \quad \forall \xi \in \mathbb{R}^{d}
$$

where $C_{a}>0$. Prove that $A X=\lambda X$ for some vector $X \neq 0$ implies $C_{a} \leq \lambda \leq M$. Moreover, show that $C_{a}$ (resp. $M$ ) can be taken to be the minimum (resp. maximum) of such $\lambda$. Finally, show that

$$
\sum_{i, j=1}^{d} a_{i j} \xi_{i} \nu_{j} \leq M|\xi||\nu| \quad \forall \xi, \nu \in \mathbb{R}^{d}
$$

8.x. 18 Prove Theorem 8.1.11 for the adjoint problem (8.1.2'), with $u_{h}$ defined by $a\left(v, u_{h}\right)=(f, v)$ for $v \in V_{h}$. (Hint: consider the case when

$$
a(u, v):=\int_{\Omega} \sum_{i, j=1}^{d} a_{i j} \frac{\partial u}{\partial x_{i}} \frac{\partial v}{\partial x_{j}}+\sum_{i=1}^{d} b_{i} u \frac{\partial v}{\partial x_{i}}+b_{0} u v d x
$$

and make appropriate changes to the arguments.)
8.x. 19 Suppose $G_{h}^{z} \in V_{h}$ is the discrete Green's function defined by

$$
a\left(G_{h}^{z}, v\right)=v(z) \quad \forall v \in V_{h}
$$

for some space $V_{h}$ of piecewise polynomials of degree $m$ in a twodimensional domain $\Omega$. Prove that

$$
G_{h}^{z}(z) \leq C|\log h| .
$$

(Hint: since $G_{h}^{z} \in V_{h}$, we have $G_{h}^{z}(z)=a\left(G_{h}^{z}, G_{h}^{z}\right)$. Apply the discrete Sobolev inequality (4.9.2) to prove that

$$
G_{h}^{z}(z) \leq C|\log h|^{1 / 2} a\left(G_{h}^{z}, G_{h}^{z}\right)^{1 / 2}
$$

See also (Bramble 1966).)
8.x. 20 Suppose $G_{h}^{z} \in V_{h}$ is the discrete Green's function defined by

$$
a\left(G_{h}^{z}, v\right)=v(z) \quad \forall v \in V_{h}
$$

for some space $V_{h}$ of piecewise polynomials of degree $m$ satisfying Dirichlet boundary conditions on $\partial \Omega$, in a two-dimensional domain $\Omega$. Suppose also that the distance from $z$ to $\partial \Omega$ is $O(h)$. Prove that

$$
G_{h}^{z}(z) \leq C
$$

(Hint: see exercise 8.x.19. Since $G_{h}^{z}=0$ on $\partial \Omega$, we have

$$
G_{h}^{z}(z) \leq C h\left\|G_{h}^{z}\right\|_{W_{\infty}^{1}(\Omega)} .
$$

Use an inverse inequality instead of (4.9.2) to complete the proof. See also (Draganescu, Dupont \& Scott 2002).)

## Chapter 9

## Adaptive Meshes

In Section 0.8, we demonstrated the possibility of dramatic improvements in approximation power resulting from adaptive meshes. In current computer simulations, meshes are often adapted to the solution either using a priori information regarding the problem being solved or a posteriori after an initial attempt at solution (Babuška et al. 1983 \& 1986). The resulting meshes tend to be strongly graded in many important cases, no longer being simply modeled as quasi-uniform. Here we present some basic estimates that show that such meshes can be effective in approximating difficult problems. For further references, see (Eriksson, Estep, Hansbo and Johnson 1995), (Verfürth 1996), (Ainsworth and Oden 2000), (Becker and Rannacher 2001), (Babuška and Strouboulis 2001), (Dörfler and Nochetto 2002), (Bangerth and Rannacher 2003), (Neittaanmäki and Repin 2004), (Han 2005), (Carstensen 2005) and (Carstensen, Hu and Orlando 2007).

First of all, we need to see that the resulting finite element (Galerkin) method does indeed provide the appropriate approximation on strongly graded meshes. The approximation theory results of Chapter 4 are sufficiently localized to guarantee good approximation from non-degenerate meshes, but it must be shown that the Galerkin method, which is based on global information, will actually provide localized approximation.

Once we know that graded meshes can give local benefit, we turn to the question of predicting where mesh refinement is needed. Error estimators provide such a guide. We give a brief introduction to some key ideas in one simple case, and prove the convergence of an adaptive algorithm following the ideas in (Mekchay and Nochetto 2005).

Finally, the value of the localized approximation will be lost if the resulting linear equations are ill-conditioned. We show that under mild restrictions, this does not happen.

Throughout, we assume $\Omega$ is a bounded, polyhedral domain in $\mathbb{R}^{n}, n \geq$ 2 (for the one-dimensional case, see Sect. 0.8). For simplicity we consider the variational problem of finding $u \in V=\stackrel{\circ}{H}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(u, v)=\int_{\Omega} f v d x \quad \forall v \in V \tag{9.0.1}
\end{equation*}
$$

where $f \in L^{2}(\Omega)$ and

$$
\begin{equation*}
a(v, w)=\int_{\Omega} \alpha(x) \nabla v \cdot \nabla w d x \tag{9.0.2}
\end{equation*}
$$

for a function $\alpha(x)$ in $L^{\infty}(\Omega)$ such that $\alpha_{1} \geq \alpha(x) \geq \alpha_{0}>0$ for all $x \in \Omega$. However, the coefficient $\alpha$ need not be smooth.

### 9.1 A priori Estimates

We restrict our attention to a non-degenerate family (see Definition 4.4.13) of simplicial meshes, $\mathcal{T}^{h}$. Suppose $h(x)$ is a function that measures the local mesh size near the point $x$. In particular, we will assume that $h$ is a piecewise linear function satisfying

$$
\begin{equation*}
h(x)=\max _{K \in \operatorname{star}(x)} \operatorname{diam}(K) \tag{9.1.1}
\end{equation*}
$$

for each vertex $x$, where $\operatorname{star}(x)$ denotes the union of simplices, $K \in \mathcal{T}^{h}$, meeting at $x$. Note that for all simplices, $K \in \mathcal{T}^{h}$,

$$
\begin{equation*}
h(x) \geq \operatorname{diam}(K) \quad \forall x \in K, \tag{9.1.2}
\end{equation*}
$$

since this holds at each vertex of $K$ and $h$ is linear between them. Furthermore,

$$
\begin{equation*}
\left.h\right|_{K} \leq C \operatorname{diam}(K) \tag{9.1.3}
\end{equation*}
$$

because a non-degenerate mesh is locally quasi-uniform, in two or higher dimensions (exercise 9.x.1). Correspondingly, we assume that $\alpha$ has comparable values on each element, namely

$$
\begin{equation*}
\max \{\alpha(x): x \in K\} \leq C \min \{\alpha(x): x \in K\} \quad \forall K \in \mathcal{T}^{h} \tag{9.1.4}
\end{equation*}
$$

Note that (9.1.4) does not preclude large jumps in $\alpha$, it just implies that the mesh has been chosen to match such jumps. For example, it could be possible to have $\alpha$ piecewise constant and the constant $C=1$ in (9.1.4), independent of the size of the different constant values of $\alpha$.

We begin by deriving a basic estimate analogous to Theorem 5.7.6. Suppose that $V_{h}$ is a space of piecewise polynomial functions of degree less than $k$ and let $\mathcal{I}^{h}$ be a corresponding interpolant. From Theorem 4.4.4 and (9.1.1), it follows that

$$
\left\|u-\mathcal{I}^{h} u\right\|_{H^{1}(K)}^{2} \leq C \sum_{|\beta|=k} \int_{K} h(x)^{2 k-2}\left|D^{\beta} u\right|^{2} d x \quad \forall K \in \mathcal{T}^{h}
$$

Define a natural "energy" (semi-)norm by

$$
\begin{equation*}
\|v\|_{E}:=\left(\int_{\Omega} \alpha(x)|\nabla v(x)|^{2} d x\right)^{1 / 2} \tag{9.1.5}
\end{equation*}
$$

From (2.5.10) and (9.1.4), it follows that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{E} \leq C\left(\sum_{|\beta|=k} \int_{\Omega} \alpha(x) h(x)^{2 k-2}\left|D^{\beta} u\right|^{2} d x\right)^{1 / 2} \tag{9.1.6}
\end{equation*}
$$

This result says that the energy error is always reduced by adapting the mesh to the solution.

We summarize the above result in the following theorem.
(9.1.7) Theorem. For any non-degenerate mesh, we have

$$
\left\|u-u_{h}\right\|_{E} \leq C\left\|\sqrt{\alpha} h^{k-1}\left|\nabla_{k} u\right|\right\|_{L^{2}(\Omega)}
$$

where $\left|\nabla_{k} u\right|(x):=\left(\sum_{|\beta|=k}\left|D^{\beta} u(x)\right|^{2}\right)^{1 / 2}$ and $C$ is independent of $\alpha$ and $h$.

We next derive an $L^{2}$ estimate. Choosing $w$ as was done in the proof of Theorem 5.4.8, we can develop a standard duality argument. The key new ingredient is to multiply and divide by $h$, e.g.,

$$
\begin{aligned}
& a\left(e, w-\mathcal{I}^{h} w\right)=\int_{\Omega} \alpha h \nabla\left(u-u_{h}\right) \nabla\left(w-\mathcal{I}^{h} w\right) / h d x \\
& \quad \leq\left(\int_{\Omega} \alpha^{2-\lambda}\left(h \nabla\left(u-u_{h}\right)\right)^{2} d x\right)^{1 / 2}\left(\int_{\Omega} \alpha^{\lambda}\left|\nabla\left(w-\mathcal{I}^{h} w\right)\right|^{2} h^{-2} d x\right)^{1 / 2}
\end{aligned}
$$

where $\lambda$ is an arbitrary parameter satisfying $0 \leq \lambda \leq 2$. From the results of Sect. 4.4 we have

$$
\int_{\Omega} \alpha^{\lambda}\left|\nabla\left(w-\mathcal{I}^{h} w\right)(x)\right|^{2} h^{-2} d x \leq C \int_{\Omega} \alpha^{\lambda}\left|\nabla_{2} w\right|^{2} d x
$$

Assuming (5.4.7) holds, we can bound the second derivatives of $w$ in terms of $u-u_{h}$. The choice of $\lambda$ is open to us. However, full use of this parameter depends on available estimates such as (5.4.7). For example, we can prove the following result.
(9.1.8) Theorem. Suppose that (5.4.7) holds for the boundary value problem with variational form (9.0.2). For any non-degenerate mesh, we have

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{L^{2}(\Omega)} \leq C\left(\int_{\Omega} \alpha(x)^{2} h(x)^{2}\left|\nabla\left(u-u_{h}\right)(x)\right|^{2} d x\right)^{1 / 2} \tag{9.1.9}
\end{equation*}
$$

where $C$ depends on $\alpha$.

This says that the $L^{2}$ error can be estimated in terms of a weighted integral of the squared derivative error, where the weight is given by the mesh function (9.1.1). It is also possible to estimate "weighted energy" norms such as the right-hand side of (9.1.9). Since the estimates are similar to Sect. 0.9 , and Chapter 8, we only summarize a typical result.
(9.1.10) Theorem. There is a constant $\kappa>0$ such that if the mesh size variation, $\||\nabla h|\|_{L^{\infty}(\Omega)}<\kappa$, then

$$
\left\|u-u_{h}\right\|_{L^{2}(\Omega)} \leq C\left\|\sqrt{\alpha} h^{2}\left|\nabla_{2} u\right|\right\|_{L^{2}(\Omega)}
$$

where $C$ is independent of the mesh.
Recall that the condition that the derivative of $h$ be small does not preclude strong mesh gradings, e.g., a geometrically graded mesh, as depicted in Fig. 9.2 below. However, automatic mesh generators may violate this condition.

### 9.2 Error Estimators

One successful error estimator is based on the residual. We will consider such an estimator in a very simple case here. We assume, for simplicity, that our variational problem is of the form (9.0.2) with $\alpha$ piecewise smooth, but not necessarily continuous. We will consider the Dirichlet problem on a polyhedral domain $\Omega$ in $n$ dimensions, so that $V=\stackrel{\circ}{H}^{1}(\Omega)$. Moreover, we assume that the right-hand side $f$ of the variational problem is also a piecewise smooth function.

Let $V_{h}$ be the space of piecewise polynomial functions of degree less than or equal to $k$ on a mesh $\mathcal{T}^{h}$, and assume that the discontinuities of $\alpha$ and $f$ fall on mesh faces (edges in two dimensions) in $\mathcal{T}^{h}$. That is, both $\alpha$ and $f$ are smooth on each $T \in \mathcal{T}^{h}$. However, we will otherwise only assume that $\mathcal{T}^{h}$ is non-degenerate, since we will want to allow significant local mesh refinement.
(9.2.1) Lemma. Let $u_{h} \in V_{h}$ be the standard Galerkin approximation, and let $e_{h}:=u-u_{h}$. Then $e_{h}$ satisfies the residual equation

$$
\begin{equation*}
a\left(e_{h}, v\right)=R(v) \quad \forall v \in V \tag{9.2.2}
\end{equation*}
$$

where $R \in V^{\prime}$ is the residual which can be computed by

$$
\begin{align*}
R(v):= & \sum_{T} \int_{T}\left(f+\nabla \cdot\left(\alpha \cdot \nabla u_{h}\right)\right) v d x \\
& +\sum_{e} \int_{e}\left[\alpha \mathbf{n}_{e} \cdot \nabla u_{h}\right]_{\mathbf{n}_{e}} v d s \quad \forall v \in V \tag{9.2.3}
\end{align*}
$$

where $\mathbf{n}_{e}$ denotes a unit normal to $e$.

One way to interpret this lemma is to say that $R$ can be defined equivalently by either (9.2.2) or (9.2.3), with the other being a consequence of the definition. That is, (9.2.2) and (9.2.3) are equivalent. Although (9.2.3) can be viewed as just a re-writing of (9.2.2), it gives an expression of the error in terms of a right-hand side $R \in V^{\prime}$.

The key point is that $R$ has two parts. One is the absolutely continuous part $R_{A}$ which is an $L^{1}(\Omega)$ function defined on each element $T$ by

$$
\begin{equation*}
\left.R_{A}\right|_{T}:=\left.\left(f+\nabla \cdot\left(\alpha \nabla u_{h}\right)\right)\right|_{T} \tag{9.2.4}
\end{equation*}
$$

The other term in the definition of $R$ is the "jump" term

$$
\begin{equation*}
R_{J}(v):=\sum_{e} \int_{e}\left[\alpha \mathbf{n}_{e} \cdot \nabla u_{h}\right]_{\mathbf{n}_{e}} v d s \quad \forall v \in V \tag{9.2.5}
\end{equation*}
$$

where $[\phi]_{\mathbf{n}}$ denotes the jump in $\phi$ (across the face in question). More precisely,

$$
[\phi]_{\mathbf{n}}(x):=\lim _{\epsilon \rightarrow 0} \phi(x+\epsilon \mathbf{n})-\phi(x-\epsilon \mathbf{n})
$$

so that the expression in (9.2.5) is independent of the choice of normal $\mathbf{n}$ on each face.

Proof. The relations (9.2.2)-(9.2.3) are derived simply by integrating by parts on each $T$, and the resulting boundary terms are collected in the term $R_{J}$. If $\mathcal{A}$ is the differential operator formally associated with the form (9.0.2), namely, $\mathcal{A} v:=-\nabla \cdot(\alpha \nabla v)$, then we see that $R_{A}=\mathcal{A}\left(u-u_{h}\right)=\mathcal{A} e_{h}$ on each $T$. Note that we used the fact that $\nabla u_{h}$ is a polynomial on each $T$, as well as our assumptions about $\alpha$ and $f$.

Inserting $v=e_{h}$ in (9.2.2), we see that

$$
\begin{equation*}
\alpha_{0}\left|e_{h}\right|_{H^{1}(\Omega)}^{2} \leq\left|R\left(e_{h}\right)\right| \leq\|R\|_{H^{-1}(\Omega)}\left\|e_{h}\right\|_{H^{1}(\Omega)} \tag{9.2.6}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left\|e_{h}\right\|_{H^{1}(\Omega)} \leq C\|R\|_{H^{-1}(\Omega)} \tag{9.2.7}
\end{equation*}
$$

Thus we find that the error may be estimated simply by computing the $H^{-1}(\Omega)$ norm of the residual, and we note that the residual is something that involves only the data of the problem ( $f$ and $\alpha$ ) and $u_{h}$. Although all of these are explicitly available, there are two complications. First of all, it is difficult to compute a negative norm explicitly. Instead, we will estimate it. Moreover, since $R$ has two radically different parts, one an integrable function, the other consisting of "interface Delta functions," it is challenging to estimate the combination of the two terms.

The residual has special properties. In particular, the fundamental orthogonality implies that

$$
\begin{equation*}
R(v):=a\left(e_{h}, v\right)=0 \quad \forall v \in V_{h} \tag{9.2.8}
\end{equation*}
$$

Suppose we have an interpolant $\mathcal{I}^{h}$ as defined in Sect. 4.8 that satisfies

$$
\begin{equation*}
\left\|v-\mathcal{I}^{h} v\right\|_{L^{2}(T)} \leq \gamma_{0} h_{T}|v|_{H^{1}(\widehat{T})} \tag{9.2.9}
\end{equation*}
$$

for all $T \in \mathcal{T}^{h}$ and

$$
\begin{equation*}
\left\|v-\mathcal{I}^{h} v\right\|_{L^{2}(e)} \leq \gamma_{0} h_{e}^{1 / 2}|v|_{H^{1}\left(\widehat{T}_{e}\right)} \tag{9.2.10}
\end{equation*}
$$

for some constant $\gamma_{0}$ and for all faces $e$ in $\mathcal{T}^{h}$, where $\widehat{T}$ (resp. $\widehat{T}_{e}$ ) denotes the neighborhood of elements touching $T$ (resp. $T_{e}$ ). For each interior face $e$, let $T_{e}$ denote the union of the two elements sharing that face. From now on, we will drop the subscript " $e$ " when referring to a normal $\mathbf{n}$ to $e$. Then

$$
\begin{align*}
|R(v)|= & \left|R\left(v-\mathcal{I}^{h} v\right)\right| \\
= & \left|\int_{\Omega} R_{A}\left(v-\mathcal{I}^{h} v\right) d x+R_{J}\left(v-\mathcal{I}^{h} v\right)\right| \\
= & \mid \sum_{T} \int_{T} R_{A}\left(v-\mathcal{I}^{h} v\right) d x \\
& +\sum_{e} \int_{e}\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}}\left(v-\mathcal{I}^{h} v\right) d s \mid \\
\leq & \sum_{T}\left\|R_{A}\right\|_{L^{2}(T)}\left\|v-\mathcal{I}^{h} v\right\|_{L^{2}(T)} \\
& +\sum_{e}\left\|\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}}\right\|_{L^{2}(e)}\left\|v-\mathcal{I}^{h} v\right\|_{L^{2}(e)} \\
\leq & \sum_{T}\left\|R_{A}\right\|_{L^{2}(T)} \gamma_{0} h_{T}|v|_{H^{1}(\widehat{T})}  \tag{see9.2.10}\\
& +\sum_{e}\left\|\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}}\right\|_{L^{2}(e)} \gamma_{0} h_{e}^{1 / 2}|v|_{H^{1}\left(\widehat{\left.T_{e}\right)}\right.} \\
\leq & \gamma\left(\sum_{T}\left\|R_{A}\right\|_{L^{2}(T)}^{2} h_{T}^{2}\right. \\
& \left.+\sum_{e}\left\|\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}}\right\|_{L^{2}(e)}^{2} h_{e}\right)^{1 / 2}|v|_{H^{1}(\Omega)}
\end{align*}
$$

where $h_{e}\left(\right.$ resp. $\left.h_{T}\right)$ is a measure of the size of $e($ resp. $T)$. For this reason, we define the local error indicator $\mathcal{E}_{e}$ by

$$
\begin{align*}
\mathcal{E}_{e}\left(u_{h}\right)^{2}:= & \sum_{T \subset T_{e}} h_{T}^{2}\left\|f+\nabla \cdot\left(\alpha \nabla u_{h}\right)\right\|_{L^{2}(T)}^{2}  \tag{9.2.11}\\
& +h_{e}\left\|\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}}\right\|_{L^{2}(e)}^{2}
\end{align*}
$$

where a natural choice for $h_{K}$ (with $K=T$ or $e$ ) is the measure of $K$ raised to the power $1 / \operatorname{dim}(K)$. With this definition the previous inequalities can be summarized as

$$
\begin{equation*}
|R(v)| \leq \gamma\left(\sum_{e} \mathcal{E}_{e}\left(u_{h}\right)^{2}\right)^{1 / 2}|v|_{H^{1}(\Omega)} \tag{9.2.12}
\end{equation*}
$$

which in view of (9.2.6) implies that

$$
\begin{equation*}
\left|e_{h}\right|_{H^{1}(\Omega)} \leq \frac{\gamma}{\alpha_{0}}\left(\sum_{e} \mathcal{E}_{e}\left(u_{h}\right)^{2}\right)^{1 / 2} \tag{9.2.13}
\end{equation*}
$$

where $\gamma$ is a constant only related to interpolation error.
Note that we have chosen to define the local error estimator based on an "edge" (or "face") point of view. This turns out to be more convenient in describing lower bound estimates (see Sect. 9.3). However, one could also take an "element" point of view, viz.,

$$
\begin{equation*}
\mathcal{E}_{T}\left(u_{h}\right)^{2}:=h_{T}^{2}\left\|R_{A}\right\|_{L^{2}(T)}^{2}+\sum_{e \subset \partial T} h_{e}\left\|\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}}\right\|_{L^{2}(e)}^{2} \tag{9.2.14}
\end{equation*}
$$

which would provide similar results.
Returning to (9.2.13), we take $\gamma=c_{0} \gamma_{0}$ where $c_{0}$ depends only on the constant in (9.1.3) and the maximum number of neighbors of an element $K$ in $\mathcal{T}^{h}$. Thus $c_{0}$ depends only on the non-degeneracy of the mesh $\mathcal{T}^{h}$.

Summarizing these arguments, we have proved the following.
(9.2.15) Theorem. Suppose that the coefficient $\alpha$ in (9.0.2) and the righthand side $f$ are piecewise smooth on the non-degenerate mesh family $\mathcal{T}^{h}$. Under the assumptions (9.2.9) and (9.2.10), the upper bound (9.2.13) holds, where $\gamma$ depends only on the non-degeneracy of the mesh $\mathcal{T}^{h}$ and $\alpha_{0}$ is a lower bound for $\alpha$ on $\Omega$.

### 9.3 Local Error Estimates

In the previous section, we established an estimate for the global error $\left|e_{h}\right|_{H^{1}(\Omega)}$ in terms of locally defined error estimators (9.2.11). It is reasonable to ask about the correlation between the local estimator (9.2.11) and the local error. It is possible to establish an inequality in one direction under fairly general conditions. First of all, note that for any $T \in \mathcal{T}^{h}$, (9.2.2) implies

$$
\begin{equation*}
a\left(e_{h}, v\right)=\left(R_{A}, v\right) \quad \forall v \in \stackrel{\circ}{H}^{1}(T) . \tag{9.3.1}
\end{equation*}
$$

Therefore

$$
\left|\int_{T} R_{A} v d x\right| \leq \alpha_{1}\left|e_{h}\right|_{H^{1}(T)}|v|_{H^{1}(T)}
$$

and thus

$$
\alpha_{1}\left|e_{h}\right|_{H^{1}(T)} \geq \sup _{0 \neq v \in \tilde{H}^{1}(T)} \frac{\left|\int_{T} v R_{A} d x\right|}{|v|_{H^{1}(T)}}
$$

We need some way to control the information content of $\alpha$ and $f$ in order to derive a rigorous estimate. For this reason, we assume that $\alpha$ and $f$ are piecewise polynomials (not necessarily continuous) of degree at most $r-k+2$ and $r$, respectively. Thus $R_{A}$ is a piecewise polynomial of degree at most $r$. It can be shown by a homogeneity argument (see exercise 9.x. 5 for a proof) that for any polynomial $P$ of degree $r$

$$
\begin{equation*}
\sup _{v \in \tilde{H}^{1}(T)} \frac{\int_{T} v P d x}{|v|_{H^{1}(T)}} \geq c_{r} h_{T}\|P\|_{L^{2}(T)} \tag{9.3.2}
\end{equation*}
$$

where $c_{r}$ depends only on the degree $r$ and the chunkiness of the mesh. Applying this with $P=R_{A}$ proves

$$
\begin{equation*}
\alpha_{1}\left|e_{h}\right|_{H^{1}(T)} \geq c_{1} h_{T}\left(\int_{T} R_{A}^{2} d x\right)^{1 / 2} \tag{9.3.3}
\end{equation*}
$$

We can obtain a similar bound involving the jump terms. Again, make the previous assumptions that imply $R_{A}$ is a piecewise polynomial of degree at most $r$. Note that for any face $e$ in $\mathcal{T}^{h},(9.2 .2)$ implies

$$
a\left(e_{h}, v\right)=\int_{e}\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}} v d s \quad \forall v \in V_{e}
$$

where $T_{e}$ denotes the union of the two elements, $T_{e}^{+}$and $T_{e}^{-}$, sharing $e$, and

$$
V_{e}=\left\{v \in \stackrel{\circ}{H}^{1}\left(T_{e}\right): \int_{T_{e}^{+}} v P d x=\int_{T_{e}^{-}} v P d x=0 \quad \forall P \in \mathcal{P}_{r}\right\} .
$$

Then

$$
\left|\int_{e}\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}} v d s\right| \leq \alpha_{1}\left|e_{h}\right|_{H^{1}\left(T_{e}\right)}|v|_{H^{1}\left(T_{e}\right)} \quad \forall v \in V_{e}
$$

and thus

$$
\alpha_{1}\left|e_{h}\right|_{H^{1}\left(T_{e}\right)} \geq \sup _{0 \neq v \in V_{e}} \frac{\left|\int_{e}\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}} v d s\right|}{|v|_{H^{1}\left(T_{e}\right)}} .
$$

Since $\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}}$ is a polynomial of degree at most $r+1$ on $e$, it can be shown (cf. exercise 9.x.7) that

$$
\begin{equation*}
\sup _{0 \neq v \in \dot{H}^{1}\left(T_{e}\right)} \frac{\left|\int_{e}\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}} v d s\right|}{|v|_{H^{1}\left(T_{e}\right)}} \geq c_{r}^{\prime} h_{e}^{1 / 2}\left\|\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]_{\mathbf{n}}\right\|_{L^{2}(e)} \tag{9.3.4}
\end{equation*}
$$

where $c_{r}^{\prime}>0$ depends only on $r$ and the non-degeneracy constant for $\mathcal{T}^{h}$. Combining these estimates proves that

$$
\begin{equation*}
\alpha_{1}\left|e_{h}\right|_{H^{1}\left(T_{e}\right)} \geq c \mathcal{E}_{e}\left(u_{h}\right) \tag{9.3.5}
\end{equation*}
$$

where $c>0$ depends only on the non-degeneracy constant for $\mathcal{T}^{h}$.
Collecting these arguments, we have proved the following.
(9.3.6) Theorem. Suppose that $\alpha$ and $f$ are piecewise polynomials (not necessarily continuous) of degree at most $r-k+2$ and $r$, respectively, on a non-degenerate mesh $\mathcal{T}^{h}$. Then the lower bound (9.3.5) holds for all faces e in $\mathcal{T}^{h}$, where $c$ depends only on $r$ and the non-degeneracy of the mesh $\mathcal{T}^{h}$ and where $\alpha_{1}$ is an upper bound for $\alpha$ on $\Omega$.

One corollary of this theorem is the reverse inequality to (9.2.13), namely, a global lower bound. Squaring the lower bound (9.3.5) and summing over all elements yields the following.
(9.3.7) Theorem. Suppose that $\alpha$ and $f$ are as in Theorem 9.3.6. Then

$$
\alpha_{1}\left|e_{h}\right|_{H^{1}(\Omega)} \geq c\left(\sum_{e \in \mathcal{T}^{h}} \mathcal{E}_{e}\left(u_{h}\right)^{2}\right)^{1 / 2}
$$

where $c>0$ and $\alpha_{1}$ are as in Theorem 9.3.6.
The reverse inequality to (9.3.5), i.e., a local upper bound is not true in general. However, the message of the local lower bound (9.3.5) is that one should refine the mesh wherever the local error indicator $\mathcal{E}_{e}\left(u_{h}\right)$ is big. Unfortunately, we cannot be sure that where it is small the error will necessarily be small. Distant effects may pollute the error and make it large even if the error indicator $\mathcal{E}_{e}\left(u_{h}\right)$ is small nearby.

### 9.4 Estimators for Linear Forms and Other Norms

Suppose that, instead of wanting to estimate the energy norm of the error, we want to estimate just some (continuous) linear functional $L$ of the error. For example, this might be some integral of the solution that we are particularly interested in. In this case, we want to know that $L\left(u_{h}\right)$ approximates $L(u)$ well, and we do not particularly care about anything else. This means that we just want to know that $L\left(e_{h}\right)$ is small.

To estimate $L\left(e_{h}\right)$, we introduce a dual function $\phi_{L} \in V$ by solving

$$
\begin{equation*}
a\left(v, \phi_{L}\right)=L(v) \quad \forall v \in V \tag{9.4.1}
\end{equation*}
$$

Note that the norm of $\phi_{L}$ can be estimated from $L\left(\phi_{L}\right)$ :

$$
\begin{equation*}
a\left(\phi_{L}, \phi_{L}\right)=L\left(\phi_{L}\right) \tag{9.4.2}
\end{equation*}
$$

and the (positive) number $L\left(\phi_{L}\right)$ depends only on $L$. Then

$$
L\left(e_{h}\right)=a\left(e_{h}, \phi_{L}\right)=R\left(\phi_{L}\right)
$$

and the estimate (9.2.12) implies

$$
\left|L\left(e_{h}\right)\right| \leq \gamma\left(\sum_{e} \mathcal{E}_{e}\left(u_{h}\right)^{2}\right)^{1 / 2}\left|\phi_{L}\right|_{H^{1}(\Omega)}
$$

In view of (9.4.2) we have proved the following.
(9.4.3) Theorem. Suppose that $L$ is a continuous linear functional on $V$ and that $\phi_{L}$ is defined by (9.4.1). Then

$$
\left|L\left(e_{h}\right)\right| \leq C\left(\sum_{e} \mathcal{E}_{e}\left(u_{h}\right)^{2}\right)^{1 / 2} \sqrt{L\left(\phi_{L}\right)}
$$

where $C$ is a constant related only to interpolation error and the coefficient $\alpha$.

The local, lower-bound error estimate (9.3.5) also provides an estimate in other norms. For example, under the conditions of Theorem 9.3.6, Hölder's inequality implies that

$$
h_{e}^{-n / 2} \mathcal{E}_{e}\left(u_{h}\right) \leq C h_{e}^{-n / 2}\left|e_{h}\right|_{H^{1}\left(T_{e}\right)} \leq C\left|e_{h}\right|_{W_{\infty}^{1}\left(T_{e}\right)}
$$

Note that $h_{e}^{-n / 2} \mathcal{E}_{e}\left(u_{h}\right)$ is equivalent (exercise 9.x.12) to

$$
\begin{equation*}
\mathcal{E}_{e}^{\infty}\left(u_{h}\right):=\max _{T \subset T_{e}} h_{T}\left\|f+\nabla \cdot\left(\alpha \nabla u_{h}\right)\right\|_{L^{\infty}(T)}+\left\|\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]\right\|_{L^{\infty}(e)} \tag{9.4.4}
\end{equation*}
$$

and hence we have proved the following.
(9.4.5) Theorem. Under the conditions of Theorem 9.3.6, the estimator $\mathcal{E}_{e}^{\infty}\left(u_{h}\right)$ in (9.4.4) satisfies

$$
\mathcal{E}_{e}^{\infty}\left(u_{h}\right) \leq C\left|e_{h}\right|_{W_{\infty}^{1}\left(T_{e}\right)} \quad \forall e \in \mathcal{T}^{h}
$$

To get an upper bound for the error, we modify the derivation of (9.2.11). Let $g$ be the smoothed derivative Green's function (for a given direction $\nu$ ) introduced following (8.2.2). Then

$$
\begin{aligned}
\left|a\left(e_{h}, g\right)\right|= & |R(g)| \\
= & \left|R\left(g-\mathcal{I}^{h} g\right)\right| \\
= & \mid \sum_{T} \int_{T} R_{A}\left(g-\mathcal{I}^{h} g\right) d x \\
& +\sum_{e} \int_{e}\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]\left(g-\mathcal{I}^{h} g\right) d s \mid \\
\leq & \sum_{T}\left\|R_{A}\right\|_{L^{\infty}(T)}\left\|g-\mathcal{I}^{h} g\right\|_{L^{1}(T)} \\
& +\sum_{e}\left\|\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]\right\|_{L^{\infty}(e)}\left\|g-\mathcal{I}^{h} g\right\|_{L^{1}(e)} \\
\leq & C \sum_{e} \mathcal{E}_{e}^{\infty}\left(u_{h}\right) h_{e} \int_{T_{e}}\left|\nabla_{2} g(x)\right| d x
\end{aligned}
$$

and therefore we have (recall (8.2.3))

$$
\left|\left(\nu \cdot \nabla u, \delta^{z}\right)-\nu \cdot \nabla u_{h}(z)\right| \leq C \sum_{e} \mathcal{E}_{e}^{\infty}\left(u_{h}\right) h_{e} \int_{T_{e}}\left|\nabla_{2} g(x)\right| d x
$$

Let us define a piecewise constant function $\mathcal{E}$ on each $T \in \mathcal{T}^{h}$ by

$$
\begin{equation*}
\mathcal{E}(x)=\max _{e \subset T} h_{e} \mathcal{E}_{e}^{\infty}\left(u_{h}\right) \quad \forall x \in T \tag{9.4.6}
\end{equation*}
$$

for all $T \in \mathcal{T}^{h}$. Then the above estimates imply that

$$
\left|\left(\nu \cdot \nabla u, \delta^{z}\right)-\nu \cdot \nabla u_{h}(z)\right| \leq C \int_{\Omega} \mathcal{E}(x)\left|\nabla_{2} g(x)\right| d x
$$

Applying (8.3.11) we find

$$
\begin{aligned}
\left(\int_{\Omega}\left|\nabla_{2} g(x)\right| \mathcal{E}(x) d x\right)^{2} & \leq \int_{\Omega} \sigma_{z}^{n+\lambda}\left|\nabla_{2} g(x)\right|^{2} d x \int_{\Omega} \sigma_{z}^{-n-\lambda} \mathcal{E}(x)^{2} d x \\
& \leq C\left(\int_{\Omega} \sigma_{z}^{n+\lambda}\left|\nabla \delta^{z}(x)\right|^{2} d x\right. \\
& \left.+h_{z}^{-2} \int_{\Omega} \sigma_{z}^{n+\lambda}\left|\delta^{z}(x)\right|^{2} d x\right) \int_{\Omega} \sigma_{z}^{-n-\lambda} \mathcal{E}(x)^{2} d x
\end{aligned}
$$

Recalling the definition of $\sigma_{z}$ in Sect. 8.1 and the definition of $\delta^{z}$ in Sect. 8.2, we see (exercise 9.x.15) that the following holds.
(9.4.7) Theorem. Under the assumptions of Lemma 8.3.11, we find

$$
\left|\left(\nu \cdot \nabla u, \delta^{z}\right)-\nu \cdot \nabla u_{h}(z)\right| \leq C\left(h_{z}^{\lambda-2} \int_{\Omega} \sigma_{z}^{-n-\lambda} \mathcal{E}(x)^{2} d x\right)^{1 / 2}
$$

Note that we estimate how well $\nu \cdot \nabla u_{h}(z)$ approximates an explicit average (using the kernel $\delta^{z}$ ) of $\nu \cdot \nabla u(z)$. If $u$ is smooth enough, $\left(\nu \cdot \nabla u, \delta^{z}\right)$ will be very close to $\nu \cdot \nabla u(z)$, but in general we have no way of estimating this. Since $u_{h}$ is defined on a mesh of finite size, we can only expect $\nu$. $\nabla u_{h}(z)$ to approximate some appropriate average of $\nu \cdot \nabla u(z)$ on the scale of the mesh. By comparing with this particular average, which is naturally associated with $u_{h}$, we avoid introducing further approximation conditions on $u$, such as (9.4.8) which appears subsequently in the context of $L^{1}$ error estimators.

We can interpret the estimate in the theorem in different ways. In particular, if $\mathcal{E}_{T}^{\infty}\left(u_{h}\right)=\epsilon$ for all $T \in \mathcal{T}^{h}$ and $h(x)=h$ is constant, then $\mathcal{E}(x)=\epsilon h$ for all $x$. In this case, the above expression simplifies to

$$
\left|\left(\nu \cdot \nabla u, \delta^{z}\right)-\nu \cdot \nabla u_{h}(z)\right| \leq C \epsilon
$$

as expected. Given the simple nature of $\mathcal{E}$ and $\sigma_{z}$ we can re-write this as the following

$$
\begin{aligned}
\mid\left(\nu \cdot \nabla u, \delta^{z}\right) & -\nu \cdot \nabla u_{h}(z) \mid \\
& \leq C\left(\sum_{T} h_{z}^{\lambda-2} h_{T}^{2+n} \mathcal{E}_{T}^{\infty}\left(u_{h}\right)^{2}\left(h_{z}+\operatorname{dist}(z, T)\right)^{-(n+\lambda)}\right)^{1 / 2} \\
& \leq C\left(\sum_{T}\left(\frac{h_{T}}{h_{z}}\right)^{2+n} \mathcal{E}_{T}^{\infty}\left(u_{h}\right)^{2}\left(1+\frac{\operatorname{dist}(z, T)}{h_{z}}\right)^{-(n+\lambda)}\right)^{1 / 2}
\end{aligned}
$$

where $\mathcal{E}_{T}^{\infty}\left(u_{h}\right)$ is defined analogous to (9.2.14).
See (Nochetto 1995) for results with less restrictive assumptions than those of (8.3.11). In (Liao and Nochetto 2003), results with weighted error estimators suitable for non-convex domains are given.

Estimates for the error in $W_{1}^{1}$ are a bit more complex. Under the conditions of Theorem 9.3.6 we find, using (4.5.4), that

$$
\begin{aligned}
h_{T}^{n / 2} \mathcal{E}_{T}\left(u_{h}\right) & \leq C h_{T}^{n / 2}\left|e_{h}\right|_{H^{1}(\widehat{T})} \\
& \leq C h_{T}^{n / 2}\left(\left|u-\mathcal{I}^{h} u\right|_{H^{1}(\widehat{T})}+\left|\mathcal{I}^{h} u-u_{h}\right|_{H^{1}(\widehat{T})}\right) \\
& \leq C\left(h_{T}^{n / 2}\left|u-\mathcal{I}^{h} u\right|_{H^{1}(\widehat{T})}+\left|\mathcal{I}^{h} u-u_{h}\right|_{W_{1}^{1}(\widehat{T})}\right)
\end{aligned}
$$

We make a saturation assumption that

$$
\begin{equation*}
\left|u-\mathcal{I}^{h} u\right|_{H^{1}(\widehat{T})} \leq C h_{T}^{-n / 2}\left|u-\mathcal{I}^{h} u\right|_{W_{1}^{1}(\widehat{T})} \tag{9.4.8}
\end{equation*}
$$

Then we have

$$
\begin{aligned}
h_{T}^{n / 2} \mathcal{E}_{T}\left(u_{h}\right) & \leq C\left(\left|u-\mathcal{I}^{h} u\right|_{W_{1}^{1}(\widehat{T})}+\left|\mathcal{I}^{h} u-u_{h}\right|_{W_{1}^{1}(\widehat{T})}\right) \\
& \leq C\left(\left|u-\mathcal{I}^{h} u\right|_{W_{1}^{1}(\widehat{T})}+\left|e_{h}\right|_{W_{1}^{1}(\widehat{T})}\right)
\end{aligned}
$$

Observe that we can write $u-\mathcal{I}^{h} u=e_{h}-\mathcal{I}^{h} e_{h}$. Now suppose that the interpolant $\mathcal{I}^{h}$ is bounded in $W_{1}^{1}$ (see Sect. 4.8), namely, that

$$
\begin{equation*}
\left\|\mathcal{I}^{h} v\right\|_{W_{1}^{1}(\widehat{T})} \leq C\|v\|_{W_{1}^{1}\left(S_{\widehat{T}}\right)} . \tag{9.4.9}
\end{equation*}
$$

Then (9.4.9) implies that

$$
\begin{equation*}
h_{T}^{n / 2} \mathcal{E}_{T}\left(u_{h}\right) \leq C\left\|e_{h}\right\|_{W_{1}^{1}\left(S_{\widehat{T}}\right)} \tag{9.4.10}
\end{equation*}
$$

Note that $h_{T}^{n / 2} \mathcal{E}_{T}\left(u_{h}\right)$ is equivalent (exercise 9.x.13) to

$$
\begin{equation*}
\mathcal{E}_{T}^{1}\left(u_{h}\right):=h_{T}\left\|f+\nabla \cdot\left(\alpha \nabla u_{h}\right)\right\|_{L^{1}(T)}+\max _{e \subset \partial T}\left\|\left[\alpha \mathbf{n} \cdot \nabla u_{h}\right]\right\|_{L^{1}(e)} \tag{9.4.11}
\end{equation*}
$$

and hence we have proved the following.
(9.4.12) Theorem. Under the assumptions (9.4.8) and (9.4.9),

$$
\mathcal{E}_{T}^{1}\left(u_{h}\right) \leq C\left|e_{h}\right|_{W_{1}^{1}\left(S_{\widehat{T}}\right)} .
$$

### 9.5 A Convergent Adaptive Algorithm

We can use the error estimators in Section 9.2 to define an adaptive algorithm (Mekchay and Nochetto 2005) for the variational problem (9.0.1) where $a(\cdot, \cdot)$ is defined by (9.0.2) and $\alpha(x)$ is assumed to be Lipschitz continuous on $\Omega$. The algorithm will generate a non-degenerate sequence $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$ of nested triangulations of $\Omega$ and the corresponding Galerkin approximations $u_{j}$ to $u$ from the finite element space $V_{j}$ consisting of piecewise polynomial functions of degree less than or equal to $k$. The key ingredients for proving the convergence of the algorithm are certain relations between the finite element solutions on two consecutive levels of mesh refinement.

Let $\mathcal{T}^{j}$ and $\mathcal{T}^{j+1}$ be two consecutive triangulations in $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$ so that $\mathcal{T}^{j+1}$ is a refinement of $\mathcal{T}^{j}$. We assume that there exists a positive constant $0<\gamma_{1}<1$ such that

$$
\begin{equation*}
\gamma_{1} h_{T} \leq h_{T^{\prime}} \quad \text { if } T \in \mathcal{T}^{j}, T^{\prime} \in \mathcal{T}^{j+1} \text { and } T^{\prime} \subset T \tag{9.5.1}
\end{equation*}
$$

Instead of Theorem 9.3.7, which requires $\alpha$ and $f$ to be piecewise polynomial functions, we will use local error estimates involving the oscillation of $R_{A, j}$, where we have included the subscripts $j$ to signify the error estimator corresponding to $u_{j}$. Let $Q_{j}$ be the $L^{2}$ orthogonal projection onto the space of (discontinuous) piecewise polynomials of degree $k-1$ with respect to the triangulation $\mathcal{T}^{j}$. We define

$$
\begin{equation*}
\operatorname{osc}_{j}(T)=h_{T}\left\|R_{A, j}-Q_{j} R_{A, j}\right\|_{L^{2}(T)} \quad \forall T \in \mathcal{T}^{j} \tag{9.5.2}
\end{equation*}
$$

where $h_{T}=\operatorname{diam} T$, and

$$
\operatorname{osc}_{j}(\Omega)=\left(\sum_{T \in \mathcal{T}^{j}} \operatorname{osc}_{j}(T)^{2}\right)^{1 / 2}
$$

The energy semi-norm on an element $T$ is defined by

$$
\|v\|_{T}=\left(\int_{T} \alpha|\nabla v|^{2} d x\right)^{1 / 2}
$$

so that $\|v\|_{E}^{2}=\sum_{T \in \mathcal{T}}\|v\|_{T}^{2}$.
(9.5.3) Lemma. Suppose an element $T \in \mathcal{T}^{j}$ contains a node of $\mathcal{T}^{j+1}$ in its interior. Then we have

$$
\begin{equation*}
h_{T}^{2}\left\|R_{A, j}\right\|_{L^{2}(T)}^{2} \leq C\left(\left\|u_{j+1}-u_{j}\right\|_{T}^{2}+\operatorname{osc}_{j}(T)^{2}\right) \tag{9.5.4}
\end{equation*}
$$

where the positive constant $C$ depends only on the shape regularity of $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$, the upper bound $\alpha_{1}$ of $\alpha(x)$, and the constant $\gamma_{1}$ in (9.5.1).
Proof. Let $p$ be a node of $\mathcal{T}^{j+1}$ interior to $T$ and $\zeta$ be a piecewise linear function with respect to $\mathcal{T}^{j+1}$ that equals 1 at $p$ and 0 at all the other nodes. Then $v=\zeta Q_{j} R_{A, j}$ belongs to $V_{j+1}$ and vanishes identically outside $T$. In particular, $v$ vanishes on all the faces of $\mathcal{T}^{j}$. It follows from (9.2.2)-(9.2.4) and exercise 9.x. 18 that

$$
\begin{align*}
\left\|Q_{j} R_{A, j}\right\|_{L^{2}(T)}^{2} & \leq C \int_{\Omega} \zeta\left(Q_{j} R_{A, j}\right)^{2} d x \\
& =C\left(\int_{\Omega}\left(Q_{j} R_{A, j}-R_{A, j}\right) \zeta Q_{j} R_{A, j} d x+\int_{\Omega} R_{A, j} v d x\right)  \tag{9.5.5}\\
& \leq C\left(\left\|R_{A, j}-Q_{j} R_{A, j}\right\|_{L^{2}(T)}\left\|Q_{j} R_{A, j}\right\|_{L^{2}(T)}+a\left(u-u_{j}, v\right)\right)
\end{align*}
$$

Here and below $C$ is a generic positive constant depending on the shape regularity of $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$ and the constants $\gamma_{1}$ and $\alpha_{1}$. We have, in view of (9.5.1) and the inverse estimate (4.5.4),

$$
\begin{align*}
a\left(u-u_{j}, v\right) & =a\left(u_{j+1}-u_{j}, v\right) \\
& \leq\left\|u_{j+1}-u_{j}\right\|_{T}\|v\|_{T} \\
& \leq \sqrt{\alpha_{1}}\left\|u_{j+1}-u_{j}\right\|_{T}|v|_{H^{1}(T)}  \tag{9.5.6}\\
& \leq C h_{T}^{-1}\left\|u_{j+1}-u_{j}\right\|_{T}\|v\|_{L^{2}(T)} \\
& \leq C h_{T}^{-1}\left\|u_{j+1}-u_{j}\right\|_{T}\left\|Q_{j} R_{A, j}\right\|_{L^{2}(T)}
\end{align*}
$$

Combining (9.5.5) and (9.5.6), we find

$$
\left\|Q_{j} R_{A, j}\right\|_{L^{2}(T)} \leq C\left(h_{T}^{-1}\left\|u_{j+1}-u_{j}\right\|_{T}+\left\|R_{A, j}-Q_{j} R_{A, j}\right\|_{L^{2}(T)}\right)
$$

and hence, in view of (9.5.2),

$$
h_{T}^{2}\left\|Q_{j} R_{A, j}\right\|_{L^{2}(T)}^{2} \leq C\left(\left\|u_{j+1}-u_{j}\right\|_{T}^{2}+\operatorname{osc}_{j}(T)^{2}\right)
$$

which implies (9.5.4).
(9.5.7) Lemma. Let $e$ be an interior face of $\mathcal{T}^{j}$ and $\mathcal{T}_{e}$ be the set of the two elements in $\mathcal{T}^{j}$ sharing the common face e. Suppose $e$ and the triangles in $\mathcal{T}_{e}$ contain interior nodes belonging to $\mathcal{T}^{j+1}$. Then we have

$$
\begin{equation*}
h_{e}\left\|J_{j}\right\|_{L^{2}(e)}^{2} \leq C \sum_{T \in \mathcal{T}_{e}}\left(\left\|u_{j+1}-u_{j}\right\|_{T}^{2}+\operatorname{osc}_{j}(T)^{2}\right) \tag{9.5.8}
\end{equation*}
$$

where

$$
\left.J_{j}\right|_{e}=\left[\alpha \mathbf{n}_{e} \cdot \nabla u_{j}\right]_{\mathbf{n}_{e}}
$$

and the positive constant $C$ depends only on the shape regularity of $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$, the upper and lower bounds $\alpha_{1}$ and $\alpha_{0}$ of $\alpha(x)$, and the constant $\gamma_{1}$ in (9.5.1).

Proof. Let $p$ be a node of $\mathcal{T}^{j+1}$ interior to $e$ and $\zeta$ be a piecewise linear function with respect to $\mathcal{T}^{j+1}$ that equals 1 at $p$ and 0 at all the other nodes. Let $w$ be the polynomial of degree less than or equal to $k-1$ that equals to $\left[\mathbf{n} \cdot \nabla u_{j}\right]_{\mathbf{n}}$ on $e$ and constant in the direction normal to $e$. Then $v=\zeta w$ belongs to $V_{j+1}$ and vanishes identically outside the two triangles in $\mathcal{T}_{e}$. In particular, $v$ vanishes at all faces of $\mathcal{T}^{j}$ except $e$. Moreover, we have

$$
\begin{equation*}
\|v\|_{L^{2}(T)}^{2} \leq C h_{e}\|v\|_{L^{2}(e)}^{2} \leq C h_{e}\left\|J_{j}\right\|_{L^{2}(e)}^{2} \quad \text { for } \quad T \in \mathcal{T}_{e} . \tag{9.5.9}
\end{equation*}
$$

Here and below $C$ stands for a generic positive constant that depends only on $\alpha_{1}, \alpha_{0}, \gamma_{1}$ and the shape regularity of $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$.

It follows from (9.2.2)-(9.2.4) and exercise 9.x. 18 that

$$
\begin{align*}
\left\|J_{j}\right\|_{L^{2}(e)}^{2} & \leq \alpha_{1}\|w\|_{L^{2}(e)}^{2} \\
& \leq C \int_{e} \zeta|w|^{2} d s  \tag{9.5.10}\\
& \leq C \alpha_{0}^{-1} \int_{e}\left[\alpha \mathbf{n} \cdot \nabla u_{j}\right]_{\mathbf{n}} v d s \\
& =C\left(a\left(u-u_{j}, v\right)-\sum_{T \in \mathcal{T}_{e}} \int_{T} R_{A, j} v d x\right) .
\end{align*}
$$

The right-hand side of $(9.5 .10)$ can be estimated as follows:

$$
\begin{align*}
a\left(u-u_{j}, v\right) & =a\left(u_{j+1}-u_{j}, v\right) \\
& \leq \sum_{T \in \mathcal{T}_{e}}\left\|u_{j+1}-u_{j}\right\|_{T}\|v\|_{T} \\
& \leq C \sqrt{\alpha_{1}} \sum_{T \in \mathcal{T}_{e}}\left\|u_{j+1}-u_{j}\right\|_{T}|v|_{H^{1}(T)} \\
& \leq C h_{e}^{-1} \sum_{T \in \mathcal{T}_{e}}\left\|u_{j+1}-u_{j}\right\|_{T}\|v\|_{L_{2}(T)}  \tag{by4.5.4}\\
& \leq C h_{e}^{-1 / 2} \sum_{T \in \mathcal{T}_{e}}\left\|u_{j+1}-u_{j}\right\|_{T}\left\|J_{j}\right\|_{L^{2}(e)},  \tag{by9.5.9}\\
\sum_{T \in \mathcal{T}_{e}} \int_{T} R_{A, j} v d x & \leq \sum_{T \in \mathcal{T}_{e}}\left\|R_{A, j}\right\|_{L^{2}(T)}\|v\|_{L^{2}(T)} \\
& \leq C h_{e}^{-1 / 2}\left\|J_{j}\right\|_{L^{2}(e)} \sum_{T \in \mathcal{T}_{e}}\left(\left\|u_{j+1}-u_{j}\right\|_{T}+\operatorname{osc}_{j}(T)\right) .
\end{align*}
$$

(9.5.4 and 9.5.9)

These estimates together with (9.5.10) imply (9.5.8).
Combining Lemma 9.5.3 and Lemma 9.5.7, we obtain the following corollary on the error estimator $\mathcal{E}_{e}$ defined in 9.2.11.
(9.5.11) Corollary. Under the assumptions of Lemma 9.5.8, we have

$$
\mathcal{E}_{e}\left(u_{j}\right)^{2} \leq C \sum_{T \in \mathcal{T}_{e}}\left(\left\|u_{j+1}-u_{j}\right\|_{T}^{2}+\operatorname{osc}_{j}(T)^{2}\right)
$$

where the positive constant $C$ depends only on the shape regularity of $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$, the upper and lower bounds $\alpha_{1}$ and $\alpha_{0}$ of $\alpha(x)$, and the constant $\gamma_{1}$ in (9.5.1).

Note that we can use Galerkin orthogonality to write

$$
\begin{equation*}
\left\|u_{j+1}-u_{j}\right\|_{E}^{2}=\left\|u-u_{j}\right\|_{E}^{2}-\left\|u-u_{j+1}\right\|_{E}^{2} \tag{9.5.12}
\end{equation*}
$$

Therefore $\left\|u_{j+1}-u_{j}\right\|_{E}$ measures the reduction of the global energy error. Since $\operatorname{osc}_{j}(T)$ is small for sufficiently smooth data, Corollary 9.5 .11 shows that the error estimator $\mathcal{E}_{e}\left(u_{j}\right)$ provides a local estimate for the reduction of energy error when $\mathcal{T}^{j}$ is refined. Furthermore, the following example from (Morin, Nochetto and Siebert 2000) shows that the conditions requiring new interior nodes in Lemma 9.5.3 and Lemma 9.5.7 are necessary for reducing the energy error through mesh refinement.
(9.5.13) Example. Consider the variational problem (9.0.1) on the unit square $\Omega=(0,1) \times(0,1)$ with $\alpha=1=f$. Let $\mathcal{T}^{1}$ be the triangulation of $\Omega$ obtained by drawing the two diagonals (cf. Fig. 9.1), and the triangulation $\mathcal{T}^{2}$ be obtained from $\mathcal{T}^{1}$ by two newest-vertex bisections (cf. Fig. 9.1), using $(1 / 2,1 / 2)$ as the newest vertex of $\mathcal{T}^{1}$. Then $u_{1}$, the conforming piecewise linear finite element solution associated with $\mathcal{T}^{1}$, is identical with $u_{2}$, the conforming piecewise linear finite element solution associated with $\mathcal{T}^{2}$. The proof, which involves simple calculations, is left as an exercise (cf. exercise 9.x.19). Note that $\operatorname{osc}_{1}(\Omega)=0=\left\|u_{2}-u_{1}\right\|_{E}$ in this example, which shows that Lemma 9.5.3 and Lemma 9.5.7 do not hold if the mesh is not properly refined.


Fig. 9.1. Refinement without new nodes interior to the elements in the coarse mesh

Next we consider the relation between osc ${ }_{j}$ and $\operatorname{osc}_{j+1}$.
(9.5.14) Lemma. Let $T \in \mathcal{T}^{j}$ be subdivided into elements in $\mathcal{T}^{j+1}$ so that

$$
\begin{equation*}
h_{T^{\prime}} \leq \gamma_{2} h_{T} \quad \text { if } T^{\prime} \in \mathcal{T}^{j+1} \text { and } T^{\prime} \subset T \tag{9.5.15}
\end{equation*}
$$

where the positive constant $\gamma_{2}$ is less than or equal to 1. Then we have, for any positive number $\delta$ less than 1,

$$
\sum_{T^{\prime} \in \mathcal{T}_{T, j+1}} \operatorname{osc}_{j+1}\left(T^{\prime}\right)^{2} \leq(1+\delta) \gamma_{2}^{2} \operatorname{osc}_{j}(T)^{2}+C \delta^{-1}\left\|u_{j+1}-u_{j}\right\|_{T}^{2}
$$

where $\mathcal{T}_{T, j+1}=\left\{T^{\prime} \in \mathcal{T}^{j+1}: T^{\prime} \subset T\right\}$ is the collection of elements in $\mathcal{T}^{j+1}$ that refine $T$ and the positive constant $C$ depends only on $\alpha_{0}, \alpha_{1}$, $\|\nabla \alpha\|_{L^{\infty}(\Omega)}$, and the shape regularity of $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$.

Proof. First we note that, on $T^{\prime} \in \mathcal{T}_{T, j+1}$,

$$
\begin{aligned}
R_{A, j+1} & =f+\nabla \cdot\left(\alpha \nabla u_{j+1}\right) \\
& =f+\nabla \cdot\left(\alpha \nabla u_{j}\right)+\nabla \cdot\left(\alpha \nabla\left(u_{j+1}-u_{j}\right)\right) \\
& =R_{A, j}+\nabla \cdot\left(\alpha \nabla\left(u_{j+1}-u_{j}\right)\right)
\end{aligned}
$$

and hence,

$$
\begin{aligned}
\operatorname{osc}_{j+1}\left(T^{\prime}\right)^{2}= & h_{T^{\prime}}^{2}\left\|R_{A, j+1}-Q_{j+1} R_{A, j+1}\right\|_{L^{2}\left(T^{\prime}\right)}^{2} \\
\leq & (1+\delta) h_{T^{\prime}}^{2}\left\|R_{A, j}-Q_{j+1} R_{A, j}\right\|_{L^{2}\left(T^{\prime}\right)}^{2} \\
& \quad+\left(1+\delta^{-1}\right) h_{T^{\prime}}^{2}\left\|\left(I d-Q_{j+1}\right) \nabla \cdot\left(\alpha \nabla\left(u_{j+1}-u_{j}\right)\right)\right\|_{L^{2}\left(T^{\prime}\right)}^{2} \\
\leq & (1+\delta) h_{T^{\prime}}^{2}\left\|R_{A, j}-Q_{j} R_{A, j}\right\|_{L^{2}\left(T^{\prime}\right)}^{2} \\
& \quad+\left(1+\delta^{-1}\right) h_{T^{\prime}}^{2}\left\|\nabla \cdot\left(\alpha \nabla\left(u_{j+1}-u_{j}\right)\right)\right\|_{L^{2}\left(T^{\prime}\right)}^{2} .
\end{aligned}
$$

It follows that

$$
\begin{gather*}
\left.\sum_{T^{\prime} \in \mathcal{T}_{T, j+1}} \operatorname{osc}_{j+1}\left(T^{\prime}\right)^{2} \leq(1+\delta) \gamma_{2}^{2} h_{T}^{2} \sum_{T^{\prime} \in \mathcal{T}_{T, j+1}}\left\|R_{A, j}-Q_{j} R_{A, j}\right\|_{L^{2}\left(T^{\prime}\right)}^{2}\right) \\
+C \delta^{-1} h_{T}^{2}\left(\|\nabla \alpha\|_{L^{\infty}(\Omega)}^{2}\left|u_{j+1}-u_{j}\right|_{H^{1}(T)}^{2}\right. \\
\left.+\alpha_{1}^{2}\left|\Delta\left(u_{j+1}-u_{j}\right)\right|_{L^{2}(T)}^{2}\right) \\
\leq(1+\delta) \gamma_{2}^{2} \operatorname{osc}_{j}(T)^{2}+C \delta^{-1}\left|u_{j+1}-u_{j}\right|_{H^{1}(T)}^{2}  \tag{by4.5.4}\\
\leq(1+\delta) \gamma_{2}^{2} \operatorname{osc}_{j}(T)^{2}+C \alpha_{0}^{-1} \delta^{-1}\left\|u_{j+1}-u_{j}\right\|_{T}^{2},
\end{gather*}
$$

where the constant $C \alpha_{0}^{-1}$ depends only on $\|\nabla \alpha\|_{L^{\infty}(\Omega)}, \alpha_{1}, \alpha_{0}$ and the shape regularity of $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$.

Let $\mathcal{T}^{1}$ be a given initial triangulation of $\Omega$, and $0<\theta_{1}, \theta_{2}<1$. The adaptive algorithm, which consists of loops of the form

$$
\text { SOLVE } \longrightarrow \text { ESTIMATE } \longrightarrow \text { MARK } \longrightarrow \text { REFINE }
$$

is defined as follows.
For $j=1,2, \ldots$ until convergence

- Compute $u_{j} \in V_{j}$ such that

$$
a\left(u_{j}, v\right)=\int_{\Omega} f v d x \quad \forall v \in V_{j}
$$

- Compute $\mathcal{E}_{e}\left(u_{j}\right)$ for all interior faces $e$ of $\mathcal{T}^{j}$ and $\operatorname{osc}_{j}(T)$ for all elements $T \in \mathcal{T}^{j}$.
- Let $\mathcal{F}^{j}$ be the set of interior faces of $\mathcal{T}^{j}$. Choose a subset $\widehat{\mathcal{F}}_{j}$ of $\mathcal{F}_{j}$ so that

$$
\begin{equation*}
\theta_{1}^{2} \sum_{e \in \mathcal{F}^{j}} \mathcal{E}_{e}\left(u_{j}\right)^{2} \leq \sum_{e \in \widehat{\mathcal{F}}^{j}} \mathcal{E}_{e}\left(u_{j}\right)^{2}, \tag{9.5.16}
\end{equation*}
$$

and choose a subset $\widehat{\mathcal{T}}^{j}$ of $\mathcal{T}^{j}$ so that

$$
\begin{equation*}
\theta_{2}^{2} \operatorname{osc}_{j}(\Omega)^{2} \leq \sum_{T \in \widehat{\mathcal{T}}^{j}} \operatorname{osc}_{j}(T)^{2} \tag{9.5.17}
\end{equation*}
$$

- Refine $\mathcal{T}^{j}$ to obtain $\mathcal{T}^{j+1}$ so that (i) the non-degeneracy of the triangulations is maintained, (ii) each face in $\widehat{\mathcal{F}}_{j}$ contains a node of $\mathcal{T}^{j+1}$ in its interior, (iii) if $e \in \widehat{\mathcal{F}}^{j}$ is a face of $T \in \mathcal{T}^{j}$, then $T$ contains a node of $\mathcal{T}^{j+1}$ in its interior and the refinement of $T$ satisfies the condition (9.5.1), (iv) the refinement of all $T \in \widehat{\mathcal{T}}^{j}$ satisfy the condition (9.5.15) with $\gamma_{2}<1$.

The following theorem (Mekchay and Nochetto 2005) shows that $u_{j}$ converges to $u$ in the energy norm.
(9.5.18) Theorem. Let $\left\{u_{j}\right\}_{j \geq 1}$ be the sequence of finite element solutions generated by the adaptive algorithm. There exist positive constants $\theta$ and $\eta$ so that $0<\theta<1$ and

$$
\begin{equation*}
\left\|u-u_{j+1}\right\|_{E}^{2}+\eta \operatorname{osc}_{j+1}(\Omega)^{2} \leq \theta\left(\left\|u-u_{j}\right\|_{E}^{2}+\eta \operatorname{osc}_{j}(\Omega)^{2}\right) \tag{9.5.19}
\end{equation*}
$$

The numbers $\theta$ and $\gamma$ depend only on $\alpha(x)$, the shape regularity of $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$, the constants $\gamma_{1}$ and $\gamma_{2}$ in (9.5.1) and (9.5.15), and the constants $\theta_{1}$ and $\theta_{2}$ in (9.5.16) and (9.5.17).

Proof. We will use $C_{\ell}, 1 \leq \ell \leq 4$, to denote positive constants that are greater than 1 and depend only on $\alpha(x), \gamma_{1}, \gamma_{2}$ and the shape regularity of $\left\{\mathcal{T}^{j}\right\}_{j \geq 1}$.

It follows from (9.2.13), (9.5.16) and Corollary 9.5 .11 that

$$
\begin{align*}
\theta_{1}^{2}\left\|u-u_{j}\right\|_{E}^{2} & \leq C_{1} \theta_{1}^{2} \sum_{e \in \mathcal{F}^{j}} \mathcal{E}_{e}\left(u_{j}\right)^{2} \\
& \leq C_{1} \sum_{e \in \widehat{\mathcal{F}}^{j}} \mathcal{E}_{e}\left(u_{j}\right)^{2}  \tag{9.5.20}\\
& \leq C_{1} C_{2}\left(\left\|u_{j+1}-u_{j}\right\|_{E}^{2}+\operatorname{osc}_{j}(\Omega)^{2}\right)
\end{align*}
$$

which implies, in view of (9.5.12),

$$
\begin{equation*}
\left\|u-u_{j+1}\right\|_{E}^{2} \leq\left(1-\frac{\theta_{1}^{2}}{C_{1} C_{2}}\right)\left\|u-u_{j}\right\|_{E}^{2}+\operatorname{osc}_{j}(\Omega)^{2} \tag{9.5.21}
\end{equation*}
$$

From Lemma 9.5.14 we obtain

$$
\begin{align*}
& \operatorname{osc}_{j+1}(\Omega)^{2}=\sum_{T \in \mathcal{T}^{j}} \sum_{T^{\prime} \in \mathcal{T}_{T, j+1}} \operatorname{osc}_{j+1}\left(T^{\prime}\right)^{2} \\
& \leq \sum_{T \in \widehat{\mathcal{T}}^{j}} \sum_{T^{\prime} \in \mathcal{T}_{T, j+1}} \operatorname{osc}_{j+1}\left(T^{\prime}\right)^{2}+\sum_{T \in \mathcal{T}^{j} \backslash \widehat{\mathcal{T}}^{j}} \sum_{T^{\prime} \in \mathcal{T}_{T, j+1}} \operatorname{osc}_{j+1}\left(T^{\prime}\right)^{2}  \tag{9.5.22}\\
& \leq(1+\delta)\left(\gamma_{2}^{2} \sum_{T \in \widehat{\mathcal{T}}^{j}} \operatorname{osc}_{j}(T)^{2}+\sum_{T \in \mathcal{T}^{j} \backslash \widehat{\mathcal{T}}^{j}} \operatorname{osc}_{j}(T)^{2}\right) \\
& +C_{3} \delta^{-1}\left\|u_{j+1}-u_{j}\right\|_{E}^{2},
\end{align*}
$$

where $\gamma_{2}<1$. Furthermore, it follows from (9.5.17) that

$$
\begin{aligned}
\gamma_{2}^{2} \sum_{T \in \widehat{\mathcal{T}}^{j}} \operatorname{osc}_{j}(T)^{2}+\sum_{T \in \mathcal{T}^{j} \backslash \widehat{\mathcal{T}}^{j}} \operatorname{osc}_{j}(T)^{2} & =\operatorname{osc}_{j}(\Omega)^{2}-\left(1-\gamma_{2}^{2}\right) \sum_{T \in \widehat{\mathcal{T}}^{j}} \operatorname{osc}_{j}(T)^{2} \\
& \leq\left(1-\left(1-\gamma_{2}^{2}\right) \theta_{2}^{2}\right) \operatorname{osc}_{j}(\Omega)^{2}
\end{aligned}
$$

which together with (9.5.12) and (9.5.22) implies that

$$
\begin{equation*}
\operatorname{osc}_{j+1}(\Omega)^{2} \leq \rho \operatorname{osc}_{j}(\Omega)^{2}+C_{4}\left(\left\|u-u_{j}\right\|_{E}^{2}-\left\|u-u_{j+1}\right\|_{E}^{2}\right) \tag{9.5.23}
\end{equation*}
$$

where $\delta>0$ is chosen so that

$$
\rho=(1+\delta)\left(1-\left(1-\gamma_{2}^{2}\right) \theta_{2}^{2}\right)<1
$$

and $C_{4}=C_{3} \delta^{-1}$.
Now we choose $\tau$ so that

$$
\chi=\rho+\frac{1}{\tau}<1
$$

It then follows from (9.5.21) and (9.5.23) that

$$
\begin{aligned}
& \left\|u-u_{j+1}\right\|_{E}^{2}+\tau \operatorname{osc}_{j+1}(\Omega)^{2} \leq\left(1-\frac{\theta_{1}^{2}}{C_{1} C_{2}}\right)\left\|u-u_{j}\right\|_{E}^{2} \\
& \quad+\tau C_{4}\left(\left\|u-u_{j}\right\|_{E}^{2}-\left\|u-u_{j+1}\right\|_{E}^{2}\right)+(\tau \rho+1) \operatorname{osc}_{j}(\Omega)^{2}
\end{aligned}
$$

and hence

$$
\begin{aligned}
& \left(1+\tau C_{4}\right)\left\|u-u_{j+1}\right\|_{E}^{2}+\tau \operatorname{osc}_{j+1}(\Omega)^{2} \\
& \quad \leq\left(1+\tau C_{4}-\frac{\theta_{1}^{2}}{C_{1} C_{2}}\right)\left\|u-u_{j}\right\|_{E}^{2}+\chi \tau \operatorname{osc}_{j}(\Omega)^{2}
\end{aligned}
$$

which implies (9.5.19) if we take

$$
\eta=\frac{\tau}{1+\tau C_{4}} \quad \text { and } \quad \theta=\max \left(1-\frac{1-\theta_{1}^{2}}{C_{1} C_{4}\left(1+\tau C_{4}\right)}, \chi\right)
$$

(9.5.24) Remark. A discussion on refinement algorithms that fulfill the requirements of the adaptive algorithm in this section can be found in (Brenner and Carstensen 2003) and (Schmidt and Siebert 2005). The results in this section can be extended to general second order elliptic problem (where the initial triangulation must be sufficiently fine) and piecewise Lipschitz coefficients (where the definition of the oscillation also involves the jumps across faces). Details can be found in (Mekchay and Nochetto 2005). Other convergence analyses for adaptive finite element methods can be found in (Dörfler 1996), (Morin, Nochetto and Siebert $2000 \& 2002$ ), and (Carstensen and Hoppe 2006a \& 2006b).
(9.5.25) Remark. In practice the meshes generated by the adaptive algorithm appear to be optimal (see the numerical examples in Mekchay and Nochetto (2005)). Theoretical results on the optimality of adaptive algorithms can be found in (Binev, Dahmen and DeVore 2004) and (Stevenson 2007).

### 9.6 Conditioning of Finite Element Equations

So far, we have addressed only the question of quality of approximation using highly refined meshes. But what if large mesh variation causes the corresponding linear systems (cf. Sect. 0.2) to degenerate in some sense? In the remaining sections of the chapter, we show that this need not happen when the mesh is refined locally, provided certain restrictions on the mesh are met and a natural scaling of the basis functions is used. Much of the material is drawn from (Bank \& Scott 1989).

The convergence properties of iterative methods, such as the conjugategradient method, for solving such linear systems can be estimated (cf. Luenberger 1973) in terms of the condition number of the system. The sensitivity of the solution to perturbations in the right hand side can be estimated using the condition number, and error bounds for direct methods, such as Gaussian elimination, also imply a degradation of performance for an illconditioned system (cf. Isaacson and Keller 1966). Thus without further justification, it would not be a remedy simply to use a standard direct method for an ill-conditioned system. Fortunately, the condition number of linear systems for finite element methods need not degrade unacceptably as the mesh is refined.

A particular setting that we have in mind is the refinement of meshes (perhaps adaptively) to resolve singularities arising at angular points on the domain boundary or at points of discontinuity of the coefficients of the differential equation. It might seem, naïvely, that there would be large ratios of eigenvalues of the linear system (which would imply a large condition number) resulting from large mesh ratios. However, we show that this is not the case if a natural scaling of the finite element basis functions is used and the mesh is non-degenerate (Definition 4.4.13).

On a regular mesh of size $h$, the condition number of the finite element equations for a second-order elliptic boundary value problem can easily be seen to be $\mathcal{O}\left(h^{-2}\right)$ using inverse estimates (see Sect. 4.6). Also, the number, $N$, of degrees of freedom in this case is $\mathcal{O}\left(h^{-n}\right)$. Thus, the condition number can be expressed in terms of the number of degrees of freedom as $\mathcal{O}\left(N^{2 / n}\right)$. In the case that $n \geq 3$, we shall show that the condition number is bounded by $\mathcal{O}\left(N^{2 / n}\right)$ for non-degenerate meshes. In the case $n=2$, estimates for the condition number increase slightly by a logarithmic factor depending essentially on the ratio of the largest and smallest mesh sizes.

We consider a variational problem with form as in (9.0.2). We now write $\mathcal{T}^{h}=\mathcal{T}_{N}$ to focus on the number of elements as the key parameter rather than the mesh size. Let $V_{N}$ denote the corresponding finite element space. Let us write the variational equation (9.0.2) as a matrix equation utilizing a particular basis for $V_{N}$. Specifically, suppose that $\left\{\psi_{i}: i=1, \cdots, N\right\}$ is a given basis for $V_{N}$, and define a matrix, $\mathbf{A}$, and a vector, $\mathbf{F}$, via

$$
\mathbf{A}_{i j}:=a\left(\psi_{i}, \psi_{j}\right) \quad \text { and } \quad \mathbf{F}_{i}:=f\left(\psi_{i}\right) \quad \forall i, j=1, \cdots, N
$$

Let $u^{N}$ denote the solution of the standard variational problem (2.5.7) with the form in (9.0.1) on $V_{N}$. Then this problem is equivalent to solving

$$
\mathbf{A U}=\mathbf{F}
$$

where $u^{N}=\sum_{i=1}^{N} u_{i} \psi_{i}$ and $\mathbf{U}=\left(u_{i}\right)$. We now give conditions on $V_{N}$ and the basis $\left\{\psi_{i}: i=1, \cdots, N\right\}$ that will be used to guarantee that the condition number of $\mathbf{A}$ is well behaved.

For all $V_{N}$ studied in Chapter 4, we note that following holds, namely, that $\left\{\psi_{i}: i=1, \cdots, N\right\}$ is a local basis:

$$
\begin{equation*}
\max _{1 \leq i \leq N} \text { cardinality }\left\{T \in \mathcal{T}_{N}: \operatorname{supp}\left(\psi_{i}\right) \cap T \neq \emptyset\right\} \leq \alpha_{5} \tag{9.6.1}
\end{equation*}
$$

on a non-degenerate mesh.
The main assumption concerning the scaling of the basis is that for all $T \in \mathcal{T}_{N}$

$$
\begin{equation*}
C^{-1} h_{T}^{n-2}\|v\|_{L^{\infty}(T)}^{2} \leq \sum_{\operatorname{supp}\left(\psi_{i}\right) \cap T \neq \emptyset} v_{i}^{2} \leq C h_{T}^{n-2}\|v\|_{L^{\infty}(T)}^{2} \tag{9.6.2}
\end{equation*}
$$

where $C<\infty, v=\sum_{i=1}^{N} v_{i} \psi_{i}$ and $\left(v_{i}\right)$ is arbitrary.
We assume the domain $\Omega$ is Lipschitz, ruling out "slit" domains. When $n \geq 3$, we thus have Sobolev's inequality (cf. exercise 8.x.11)

$$
\begin{equation*}
\|v\|_{L^{2 n / n-2}(\Omega)} \leq C_{S}\|v\|_{H^{1}(\Omega)} \quad \forall v \in H^{1}(\Omega) \tag{9.6.3}
\end{equation*}
$$

In two dimensions $(n=2)$, since we assume that $\Omega$ is bounded, the Sobolev imbedding $H^{1}(\Omega) \subset L^{p}(\Omega)$ holds for all $p<\infty$. Moreover, it has a norm, $\sigma(p)$, that is bounded by a constant times the norm of the Sobolev imbedding $H_{0}^{1}(B) \subset L^{p}(B)$ for a sufficiently large ball, $B$, namely, $\sigma(p) \leq C_{S} \sqrt{p}$ (cf. Gilbarg \& Trudinger 1983, especially the proof of Theorem 7.15). Thus for $n=2$ we have the following Sobolev inequality:

$$
\begin{equation*}
\|v\|_{L^{p}(\Omega)} \leq C_{S} \sqrt{p}\|v\|_{H^{1}(\Omega)} \quad \forall v \in H^{1}(\Omega), p<\infty \tag{9.6.4}
\end{equation*}
$$

In practice we have only a finite number of (finite) triangulations to deal with, and any finite family is non-degenerate. However, all constants discussed below will be bounded in terms of the parameter, $\rho$, in Definition 4.2.16.
(9.6.5) Example. Let $V_{N}$ denote the Lagrange space of $C^{0}$ piecewise polynomials of degree $k$ on the mesh $\mathcal{T}_{N}$ that are contained in the subspace $V$. We denote by $\left\{\phi_{i}: i=1, \cdots, N\right\}$ the standard Lagrangian nodal basis for $V_{N}$ consisting of functions that equal one at precisely one nodal point in the triangulation. We also introduce a scaled basis that is of interest in three (and higher) dimensions. Define a new basis $\left\{\psi_{i}: i=1, \cdots, N\right\}$ by

$$
\psi_{i}:=h\left(z_{i}\right)^{(2-n) / 2} \phi_{i}
$$

where $h$ is the function defined in (9.1.1), $\left\{z_{i}: i=1, \cdots, N\right\}$ denotes the set of nodal points and n is the dimension of $\Omega$. Note that this basis does not differ from the original one if $n=2$.

Our choice of scaling yields (9.6.2), with $C$ depending only on $\rho$ and $k$, in view of (9.1.1) and (9.1.3).
(9.6.6) Example. To obtain (9.6.2) for Hermite elements in two dimensions, one chooses the basis functions corresponding to derivative nodes to have the corresponding derivative of order $\mathcal{O}\left(h\left(z_{i}\right)^{-1}\right)$, with the remaining basis functions scaled as in the Lagrangian case. The other assumptions for this element follow as in the Lagrangian case.


Fig. 9.2. two highly graded meshes with similar triangles
(9.6.7) Example. Let us show that our assumption of non-degeneracy does not exclude radical mesh refinements, as we have already observed in (9.1.1) and (9.1.3) that it does imply local quasi-uniformity. Let $\Omega_{0}$ denote the square of side 1 centered at the origin, i.e.,

$$
\Omega_{0}=\left\{(x, y) \in \mathbb{R}^{2}:|x|<\frac{1}{2},|y|<\frac{1}{2}\right\} .
$$

Let $\mathcal{T}_{N_{0}}$ denote the triangulation of $\Omega_{0}$ generated by its diagonals and the two axes, i.e., consisting of eight isosceles, right triangles (each having two sides of length $1 / 2$ ). We subdivide to construct $\mathcal{T}_{N_{1}}$ by adding the edges of the square, $\Omega_{1}$, of side $1 / 2$ centered at the origin together with eight more edges running parallel with the diagonals. We obtain 24 similar triangles in this way. Also note that $\mathcal{T}_{N_{1}}$ restricted to the square $\Omega_{1}$ is a triangulation similar to $\mathcal{T}_{N_{0}}$. Thus we may repeat the process above to this part of the domain alone to define a triangulation $\mathcal{T}_{N_{2}}$ consisting of isosceles, right triangles. Continuing in this way, we obtain a sequence of triangulations, $\mathcal{T}_{N_{i}}$, consisting of similar triangles. Fig. 9.2 shows the cases $i=3,4$. The
ratio of largest to smallest side length is $2^{i}$ yet only $16 i+8$ triangles are used. (There are $8 i+1$ interior vertices in $\mathcal{T}_{N_{i}}$, so $N_{i}=8 i+1$ in the case of Lagrange piecewise linear approximation of the Dirichlet problem.) Such a geometric refinement is far more severe than is often used to resolve boundary or interface singularities, but it shows that the assumption of non-degeneracy in Definition 4.4.13 need not restrict mesh refinement.

### 9.7 Bounds on the Condition Number

We now give bounds on the condition number of the matrix $\mathbf{A}:=\left(a\left(\psi_{i}, \psi_{j}\right)\right)$, where $\left\{\psi_{i}: i=1, \cdots, N\right\}$ is the (scaled) basis for $V_{N}$ specified by our assumptions (and defined explicitly in the previous examples). Applications of these results to convergence rates for the conjugate-method for solving $\mathbf{A X}=\mathbf{F}$ will be given in Sect. 9.8. We begin with the general case $n \geq 3$.
(9.7.1) Theorem. Suppose the basis $\left\{\psi_{i}: i=1, \cdots, N\right\}$ satisfies (9.6.2). Then the $l_{2}$-condition number, $\kappa_{2}(\mathbf{A})$, of $\mathbf{A}$ is bounded by

$$
\kappa_{2}(\mathbf{A}) \leq C N^{2 / n} .
$$

Proof. First note that if we set $u=\sum_{i} u_{i} \psi_{i}$ then

$$
\begin{equation*}
a(u, u)=\mathbf{U}^{t} \mathbf{A} \mathbf{U} \tag{9.7.2}
\end{equation*}
$$

where $\mathbf{U}=\left(u_{i}\right)$, because $a(\cdot, \cdot)$ is bilinear. Observe that

$$
\begin{align*}
a(u, u) & \leq C\|u\|_{H^{1}(\Omega)}^{2}  \tag{continuity}\\
& =C \sum_{T \in \mathcal{T}_{N}}\|u\|_{H^{1}(T)}^{2}  \tag{by4.5.3}\\
& \leq C \sum_{T \in \mathcal{T}_{N}} h_{T}^{n-2}\|u\|_{L^{\infty}(T)}^{2}  \tag{by9.6.2}\\
& \leq C \sum_{T \in \mathcal{T}_{N}} \sum_{\operatorname{supp}\left(\psi_{i}\right) \cap T \neq \emptyset} u_{i}^{2}  \tag{by9.6.1}\\
& \leq C \mathbf{U}^{t} \mathbf{U}
\end{align*}
$$

$$
=C \sum_{T \in \mathcal{T}_{N}}\|u\|_{H^{1}(T)}^{2} \quad\left(\mathcal{T}_{N} \text { is a subdivision }\right)
$$

Here $h_{T}$ denotes the diameter of $T$. A complementary inequality can be derived as follows:

$$
\begin{align*}
\mathbf{U}^{t} \mathbf{U} & \leq \sum_{T \in \mathcal{I}_{N}} \sum_{\operatorname{supp}\left(\psi_{i}\right) \cap T \neq \emptyset} u_{i}^{2} \\
& \leq C \sum_{T \in \mathcal{I}_{N}} h_{T}^{n-2}\|u\|_{L^{\infty}(T)}^{2} \tag{by9.6.2}
\end{align*}
$$

$$
\begin{aligned}
& \leq C \sum_{T \in \mathcal{T}_{N}}\|u\|_{L^{2 n / n-2}(T)}^{2} \\
& \leq C\left(\sum_{T \in \mathcal{T}_{N}} 1\right)^{2 / n}\|u\|_{L^{2 n / n-2}(\Omega)}^{2} \quad \text { (Hölder's inequality) } \\
& \leq C N^{2 / n}\|u\|_{L^{2 n / n-2}(\Omega)}^{2} \\
& \leq C N^{2 / n}\|u\|_{H^{1}(\Omega)}^{2} \\
& \leq C N^{2 / n} a(u, u)
\end{aligned}
$$

Using these estimates we show

$$
C^{-1} N^{-2 / n} \mathbf{U}^{t} \mathbf{U} \leq \mathbf{U}^{t} \mathbf{A} \mathbf{U} \leq C \mathbf{U}^{t} \mathbf{U}
$$

where $C<\infty$. This proves that

$$
C^{-1} N^{-2 / n} \leq \lambda_{\min }(\mathbf{A}) \quad \text { and } \quad \lambda_{\max }(\mathbf{A}) \leq C
$$

where $\lambda_{\text {min }}(\mathbf{A})$ and $\lambda_{\text {max }}(\mathbf{A})$ denote, respectively, the smallest and largest eigenvalues of A. Recall (cf. Isaacson and Keller 1966) that the $\ell_{2}$-condition number, $\kappa_{2}(\mathbf{A})$, of $\mathbf{A}$ satisfies

$$
\kappa_{2}(\mathbf{A})=\lambda_{\max }(\mathbf{A}) / \lambda_{\min }(\mathbf{A})
$$

Thus the previous two estimates yield the stated result.
A similar result can be given in two dimensions $(n=2)$ as follows.
(9.7.3) Theorem. Suppose the basis $\left\{\psi_{i}: i=1, \cdots, N\right\}$ satisfies (9.6.2). Then the $l_{2}$-condition number, $\kappa_{2}(\mathbf{A})$, of $\mathbf{A}$ is bounded by

$$
\kappa_{2}(\mathbf{A}) \leq C N\left(1+\left|\log \left(N h_{\min }(N)^{2}\right)\right|\right)
$$

where $h_{\text {min }}=\min \left\{h_{T}: T \in \mathcal{T}_{N}\right\}$.
Proof. As in the proof of Theorem 9.7.1, it is sufficient to prove that

$$
C^{-1}\left(N\left(1+\left|\log \left(N h_{\min }(N)^{2}\right)\right|\right)\right)^{-1} \mathbf{U}^{t} \mathbf{U} \leq \mathbf{U}^{t} \mathbf{A} \mathbf{U} \leq C \mathbf{U}^{t} \mathbf{U}
$$

where $C<\infty$. The proof of these inequalities is quite similar to the case $n \geq 3$. For $u \in V_{N}$, we again write $u=\sum_{i} u_{i} \psi_{i}$ and recall from (9.7.2) that $a(u, u)=\mathbf{U}^{t} \mathbf{A} \mathbf{U}$. Then the same argument as in the proof of Theorem 9.7.1 yields

$$
a(u, u) \leq C \mathbf{U}^{t} \mathbf{U}
$$

For the remaining inequality, we have (for $p>2$ )

$$
\begin{align*}
\mathbf{U}^{t} \mathbf{U} & \leq \sum_{T \in \mathcal{I}_{N}} \sum_{\operatorname{supp}\left(\psi_{i}\right) \cap T \neq \emptyset} u_{i}^{2} \\
& \leq C \sum_{T \in \mathcal{T}_{N}}\|u\|_{L^{\infty}(T)}^{2}  \tag{by9.6.2}\\
& \leq C \sum_{T \in \mathcal{T}_{N}} h_{T}^{-4 / p}\|u\|_{L^{p}(T)}^{2}  \tag{by4.5.3}\\
& \leq C\left(\sum_{T \in \mathcal{T}_{N}} h_{T}^{-4 /(p-2)}\right)^{(p-2) / p}\|u\|_{L^{p}(\Omega)}^{2} \quad \text { (by 9.6.2) } \\
& \leq C\left(\sum_{T \in \mathcal{T}_{N}} h_{T}^{-4 /(p-2)}\right)^{(p-2) / p} p\|u\|_{H^{1}(\Omega)}^{2} \quad \text { (Sölder's inequality) } \\
& \leq C\left(\sum_{T \in \mathcal{T}_{N}} h_{T}^{-4 /(p-2)}\right)^{(p-2) / p} p a(u, u) .
\end{align*}
$$

A crude estimate yields

$$
\begin{aligned}
\left(\sum_{T \in \mathcal{T}_{N}} h_{T}^{-4 /(p-2)}\right)^{(p-2) / p} & \leq h_{\min }(N)^{-4 / p}(C N)^{(p-2) / p} \\
& =C^{1-2 / p}\left(N h_{\min }(N)^{2}\right)^{-2 / p} N
\end{aligned}
$$

Thus the estimate above can be simplified to

$$
\mathbf{U}^{t} \mathbf{U} \leq C\left(p\left(N h_{\min }(N)^{2}\right)^{-2 / p}\right) N a(u, u)
$$

Choosing $p=\max \left\{2,\left|\log \left(N h_{\min }(N)^{2}\right)\right|\right\}$ in this estimate yields the stated result.
(9.7.4) Remark. In (Bank \& Scott 1989), it is shown that the estimate of Theorem 9.7.3 is sharp for the special mesh introduced in Example 9.6.7.

### 9.8 Applications to the Conjugate-Gradient Method

The conjugate-gradient method for solving a linear system of the form $\mathbf{A U}=\mathbf{F}$ is an iterative method whose convergence properties can be estimated in terms of the condition number of $\mathbf{A}$ (cf. Luenberger 1973). Specifically, define

$$
\|\mathbf{U}\|_{A}:=\left(\mathbf{U}^{t} \mathbf{A} \mathbf{U}\right)^{1 / 2}
$$

and let $\mathbf{U}^{(k)}$ denote the sequence of vectors generated by the conjugategradient method starting with $\mathbf{U}^{(0)}=\mathbf{0}$. Then

$$
\left\|\mathbf{U}-\mathbf{U}^{(k)}\right\|_{A} \leq C \exp \left(-2 k / \sqrt{\kappa_{2}(\mathbf{A})}\right)\|\mathbf{U}\|_{A}
$$

where $\mathbf{U}$ denotes the solution to $\mathbf{A U}=\mathbf{F}$. This can be easily interpreted in terms of norms on $V$. Define the energy norm on $V$ by

$$
\begin{equation*}
\|u\|_{a}:=\sqrt{a(u, u)} \tag{9.8.1}
\end{equation*}
$$

Then (9.7.2) implies that, for $v=\sum_{i} y_{i} \psi_{i}$,

$$
\|v\|_{a}=\|\mathbf{Y}\|_{A}
$$

where $\mathbf{Y}=\left(y_{i}\right)$. Let $u_{N}=\sum_{i} u_{i} \psi_{i}$ and $u_{N}^{(k)}=\sum_{i} u_{i}^{(k)} \psi_{i}$, where $\left(u_{i}\right)=\mathbf{U}$ and $\left(u_{i}^{(k)}\right)=\mathbf{U}^{(k)}$. Then the above estimate may be written

$$
\left\|u-u^{(k)}\right\|_{a} \leq C \exp \left(-2 k / \sqrt{\kappa_{2}(\mathbf{A})}\right)\|u\|_{a}
$$

This estimate says that to reduce the relative error $\left\|u-u^{(k)}\right\|_{a} /\|u\|_{a}$ to $\mathcal{O}(\epsilon)$ requires at most $k=\mathcal{O}\left(\sqrt{\kappa_{2}(\mathbf{A})}|\log \epsilon|\right)$ iterations.

Suppose that we only require $\epsilon=\mathcal{O}\left(N^{-q}\right)$ for some $q<\infty$. In $n \geq 3$ dimensions, the above estimate says that this order of accuracy will be achieved after only $\mathcal{O}\left(N^{1 / n} \log N\right)$ iterations. In two dimensions the above estimate becomes slightly more complicated. In typical applications, even with very severe refinements, we have $h_{\min }=\mathcal{O}\left(h_{\max }^{p}\right)=\mathcal{O}\left(N^{-p / 2}\right)$ for some $p<\infty$, as we shall now assume. In this case, the estimate above says that $\mathcal{O}(\epsilon)$ accuracy will be achieved after only $\mathcal{O}\left(N^{1 / 2}(\log N)^{2}\right)$ iterations.

Each conjugate-gradient iteration requires $\mathcal{O}(N)$ operations. Thus the final work estimates for the conjugate-gradient method on refined meshes as described previously would be

$$
\mathcal{O}\left(N^{1+\frac{1}{n}} \log N\right)
$$

in $n \geq 3$ dimensions. The work estimates for multigrid method are $\mathcal{O}(N)$ operations. Thus it would appear that the relative benefit of multigrid over conjugate-gradient iteration decreases as $n$ increases. However, typically $N$ might also increase with $n$ as well. Comparisons with direct methods are given in (Bank \& Scott 1989).

## 9.x Exercises

9.x. 1 Prove that a non-degenerate mesh is locally quasi-uniform, in two or higher dimensions. (Hint: neighboring elements are all connected to each other via a sequence of elements with common faces.)
9.x. 2 Prove Theorem 9.1.10.
9.x.3 Compute $\|\nabla h\|_{L^{\infty}(\Omega)}$ for the mesh in Fig. 9.2. How does this depend on the level $i$ ?
9.x. 4 Prove that the condition number of the matrix $A$ in Sect. 9.7 satisfies $\kappa(A)=\mathcal{O}\left(h^{-2}\right)$ on a regular mesh of size $h$.
9.x. 5 Let $T$ be the right-triangle $\{(x, y): x, y>0 ; x+y<1\}$, and let $V_{T}=\stackrel{\circ}{H}^{1}(T)$. Prove that for any polynomial $P$ of degree $r$

$$
\sup _{v \in V_{T}} \frac{\int_{T} v P d x}{|v|_{H^{1}(T)}} \geq c_{r}\|P\|_{L^{2}(T)}
$$

where $c_{r}$ depends only on the degree $r$. (Hint: it suffices to take $V_{T}$ consisting of polynomials of fixed degree; use equivalence of norms on finite-dimensional spaces, and see (12.5.2).)
9.x. 6 Prove the result in exercise 9.x. 5 in the case $r=0(P=$ constant $)$ by explicit construction. (Hint: let $v$ be a "bubble" function, e.g., a cubic polynomial that is positive in the interior of $T$ and zero on $\partial T$.)
9.x. 7 Let $T$ be the right-triangle $\{(x, y): x, y>0 ; x+y<1\}$, and let $e$ denote one edge. Let $V_{e}$ denote functions vanishing on $\partial T \backslash e$ that are orthogonal on $T$ to polynomials of degree $r$. Prove that for any polynomial $P$ of degree $r$

$$
\sup _{v \in V_{e}} \frac{\int_{e} v P d s}{|v|_{H^{1}(T)}} \geq c_{r}\|P\|_{L^{2}(e)}
$$

where $c_{r}$ depends only on the degree $r$. (Hint: it suffices to take $V_{e}$ consisting of polynomials of fixed degree; use equivalence of norms on finite-dimensional spaces, and see (12.5.2).)
9.x. 8 Prove the result in exercise 9.x. 7 in the case $r=0$ ( $P=$ constant $)$ by explicit construction. (Hint: consider the cubic finite element with the usual Lagrange nodes on the edges and the remaining nodal value being the integral over the triangle. Construct a cubic in $V_{e}$ that is positive in the interior of $e$.)
9.x. 9 Formulate and prove the results in exercises 9.x. 5 and 9.x. 7 in the case of $d \geq 3$ dimensions (for $T$ a simplex).
9.x. 10 Prove Theorem 9.2.15 for $\alpha$ and $f$ piecewise polynomials of a fixed degree $r$, with the constant $c$ depending only on $r$ and the chunkiness of $\mathcal{T}^{h}$. (Hint: use exercises 9.x. 5 and 9.x.7.)
9.x. 11 Prove that, if $|h|_{W_{\infty}^{1}(\Omega)}$ is sufficiently small and (5.4.7) holds, then

$$
\left\|u-u_{h}\right\|_{L^{2}(\Omega)} \leq C\left\|\sqrt{\alpha} h^{2} \nabla^{2} u\right\|_{L^{2}(\Omega)}
$$

(Hint: see Sect. 0.9.)
9.x. 12 Prove that $h_{T}^{-n / 2} \mathcal{E}_{T}\left(u_{h}\right)$ and $\mathcal{E}_{T}^{\infty}\left(u_{h}\right)$ are equivalent for $\alpha$ and $f$ piecewise polynomials of degree $r$, that is

$$
\frac{1}{c_{r}} \mathcal{E}_{T}^{\infty}\left(u_{h}\right) \leq h_{T}^{-n / 2} \mathcal{E}_{T}\left(u_{h}\right) \leq c_{r} \mathcal{E}_{T}^{\infty}\left(u_{h}\right) \quad \forall T
$$

where $c_{r}$ depends only on the degree $r$. (Hint: use inverse estimates and Hölder's inequality.)
9.x. 13 Prove that $h_{T}^{n / 2} \mathcal{E}_{T}\left(u_{h}\right)$ and $\mathcal{E}_{T}^{1}\left(u_{h}\right)$ are equivalent for $\alpha$ and $f$ piecewise polynomials of degree $r$, that is

$$
\frac{1}{c_{r}} \mathcal{E}_{T}^{1}\left(u_{h}\right) \leq h_{T}^{n / 2} \mathcal{E}_{T}\left(u_{h}\right) \leq c_{r} \mathcal{E}_{T}^{1}\left(u_{h}\right) \quad \forall T
$$

where $c_{r}$ depends only on the degree $r$. (Hint: use inverse estimates and Hölder's inequality.)
9.x. 14 Show that it is necessary to restrict the space in (9.3.2) that $P$ lies in by showing that

$$
\inf _{P \in L^{2}(T)} \sup _{v \in V_{T}} \frac{\int_{T} v P d x}{\|P\|_{L^{2}(T)}|v|_{H^{1}(T)}}=0
$$

where $T$ and $V_{T}$ are as in exercise 9.x.5. (Hint: let $\mathcal{T}^{h}$ be a triangulation of $T$ and take $P$ to be orthogonal to constants on each triangle in $\mathcal{T}^{h}$. Approximate $v$ by piecewise constants on $\mathcal{T}^{h}$ and let $h$ go to zero.)
9.x. 15 Recall $\sigma_{z}$ and $\delta^{z}$ from Sect. 8.1 and Sect. 8.2, respectively. Prove that

$$
\int_{\Omega} \sigma_{z}^{n+\lambda}\left|\nabla \delta^{z}(x)\right|^{2} d x+h_{z}^{-2} \int_{\Omega} \sigma_{z}^{n+\lambda}\left|\delta^{z}(x)\right|^{2} d x \leq C h_{z}^{\lambda-2} .
$$

9.x. 16 Recall $\sigma_{z}$ from Sect. 8.1. Prove that

$$
\int_{\Omega} \sigma_{z}^{-n-\lambda} d x \leq C h_{z}^{-\lambda}
$$

9.x. 17 Let $e$ be an interior face of $\mathcal{T}^{h}$. Prove that

$$
\mathcal{E}_{e}\left(u_{h}\right)^{2} \leq C \sum_{T \in \mathcal{T}_{e}}\left(\left\|u-u_{h}\right\|_{H^{1}(T)}^{2}+\operatorname{osc}(T)^{2}\right)
$$

under the assumptions in Section 9.5, where the positive constant $C$ depends only on the coefficient $\alpha$ and the shape regularity of $\mathcal{T}^{h}$.
9.x. 18 Let $D_{1} \subset D_{2}$ be two nondegenerate simplexes in $\mathbb{R}^{n}$. Show that

$$
\|p\|_{L^{2}\left(D_{2}\right)} \leq C\|p\|_{L^{2}\left(D_{1}\right)} \quad \forall p \in \mathcal{P}_{k},
$$

where the positive constant $C$ depends only on $k$, the shapes of $D_{1}$ and $D_{2}$, and the ratio $\left|D_{2}\right| /\left|D_{1}\right|$. Use this result to justify the first inequality in (9.5.5) and the second inequality in (9.5.10).
9.x. 19 Prove the assertion in Example 9.5.13.

## Chapter 10

## Variational Crimes

Consider the Dirichlet problem

$$
-\Delta u=f \quad \text { in } \Omega \subseteq \mathbb{R}^{2}
$$

$$
\begin{equation*}
u=0 \quad \text { on } \partial \Omega . \tag{10.0.1}
\end{equation*}
$$

We have already considered this problem when $\Omega$ is a convex polygonal domain with $V_{h}$ being the set of piecewise polynomials that vanish on $\partial \Omega$. The error estimate is based on Ceá's Theorem (cf. (2.8.2)), which uses the fact that

$$
\begin{equation*}
V_{h} \subseteq V=\stackrel{\circ}{H}^{1}(\Omega) \tag{10.0.2}
\end{equation*}
$$

In this chapter we consider two cases where (10.0.2) is violated. In the first case we consider (10.0.1) on a domain $\Omega$ with smooth, curved boundary. We consider two approaches to approximating such problems. Suppose we have a triangulation $\mathcal{T}^{h}$ where the "triangles" at the boundary have one curved side. Let $V_{h}$ be a Lagrange finite element space associated with $\mathcal{T}^{h}$ satisfying the Dirichlet boundary condition at points on $\partial \Omega$. In general, we cannot expect the homogeneous Dirichlet boundary conditions to be satisfied exactly by members of $V_{h}$. We are therefore in the situation where $V_{h} \subseteq H^{1}(\Omega)$ but $V_{h} \nsubseteq V=\dot{H}^{1}(\Omega)$. The other technique to be considered is the use of isoparametric finite elements described in Sect. 4.7.

The other case in which (10.0.2) is violated arises because of the use of "nonconforming" or "discontinuous" finite elements. This is illustrated with elements that are not $C^{0}$. Thus, (10.0.2) fails since the finite element functions are not sufficiently smooth; this can happen on a polygonal domain where the boundary conditions are satisfied exactly. In addition, the definition of the variational form must be altered.

The theory developed here will also find application in later chapters. For example, in Chapter 12 we consider "mixed" finite element approximations. We develop the basic convergence theory for mixed methods from the point of view of a variational crime.

### 10.1 Departure from the Framework

Let $H$ denote a Hilbert space and let $V \subset H$ be a subspace. We first derive an abstract error estimate for variational problems in which $V_{h} \not \subset V$. We assume that $a(\cdot, \cdot)$ is a bilinear form defined on $H$ but we do not assume it to be symmetric in the following lemma.
(10.1.1) Lemma. Let $V$ and $V_{h}$ be subspaces of $H$. Assume that $a(\cdot, \cdot)$ is a continuous bilinear form on $H$ which is coercive on $V_{h}$, with respective continuity and coercivity constants $C$ and $\gamma$. Let $u \in V$ solve

$$
a(u, v)=F(v) \quad \forall v \in V,
$$

where $F \in H^{\prime}$. Let $u_{h} \in V_{h}$ solve

$$
a\left(u_{h}, v\right)=F(v) \quad \forall v \in V_{h}
$$

Then

$$
\begin{align*}
\left\|u-u_{h}\right\|_{H} \leq(1 & \left.+\frac{C}{\gamma}\right) \inf _{v \in V_{h}}\|u-v\|_{H} \\
& +\frac{1}{\gamma} \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{H}} . \tag{10.1.2}
\end{align*}
$$

Proof. For any $v \in V_{h}$,

$$
\begin{align*}
&\left\|u-u_{h}\right\|_{H} \leq\|u-v\|_{H}+\left\|v-u_{h}\right\|_{H} \quad \text { (triangle inequality) } \\
& \leq\|u-v\|_{H}+\frac{1}{\gamma} \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(v-u_{h}, w\right)\right|}{\|w\|_{H}} \quad \text { (coercivity) } \\
&=\|u-v\|_{H}+\frac{1}{\gamma} \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a(v-u, w)+a\left(u-u_{h}, w\right)\right|}{\|w\|_{H}} \\
& \leq\|u-v\|_{H}+\frac{1}{\gamma} \sup _{w \in V_{h} \backslash\{0\}} \frac{|a(v-u, w)|}{\|w\|_{H}} \\
&+\frac{1}{\gamma} \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{H}} \quad \text { (triangle inequality) }  \tag{10.1.3}\\
& \text {.3) } \\
& \quad+\frac{1}{\gamma} \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{H}} \\
& \leq\|u-v\|_{H}+\frac{C}{\gamma}\|v-u\|_{H} \\
&=\left(1+\frac{C}{\gamma}\right)\|u-v\|_{H}+\frac{1}{\gamma} \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{H}} .
\end{align*}
$$

The second term on the right-hand side of (10.1.2) would be zero if $V_{h} \subseteq V$. Therefore, it measures the effect of $V_{h} \nsubseteq V$.

Also note that, by continuity,

$$
\begin{equation*}
\frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{H}} \leq C\left\|u-u_{h}\right\|_{H} \tag{10.1.4}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{H} \geq \frac{1}{C} \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{H}} \tag{10.1.5}
\end{equation*}
$$

Combining (10.1.5) and (10.1.2) gives

$$
\begin{align*}
\max & \left\{\frac{1}{C} \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|v\|_{H}}, \inf _{v \in V_{h}}\|u-v\|_{H}\right\} \\
& \leq\left\|u-u_{h}\right\|_{H}  \tag{10.1.6}\\
& \leq\left(1+\frac{C}{\gamma}\right) \inf _{v \in V_{h}}\|u-v\|_{H}+\frac{1}{\gamma} \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{H}} .
\end{align*}
$$

Inequality (10.1.6) indicates that the term $\inf _{v \in V_{h}}\|u-v\|_{H}$, together with $\sup _{w \in V_{h} \backslash\{0\}}\left|a\left(u-u_{h}, w\right)\right| /\|w\|_{H}$ truly reflect the size of the discretization error $\left\|u-u_{h}\right\|_{H}$.

When the variational form $a(\cdot, \cdot)$ is symmetric positive-definite, we can improve Lemma 10.1.1 by using the natural norm

$$
\|v\|_{a}:=\sqrt{a(v, v)}
$$

as follows.
(10.1.7) Lemma. Let $V$ and $V_{h}$ be subspaces of $H$ and $\operatorname{dim} V_{h}<\infty$. Assume that $a(\cdot, \cdot)$ is a symmetric positive-definite bilinear form on $H$. Let $u \in V$ and $u_{h} \in V_{h}$ be as in Lemma 10.1.1. Then

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{a} \leq \inf _{v \in V_{h}}\|u-v\|_{a}+\sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{a}} \tag{10.1.8}
\end{equation*}
$$

Proof. Exercise 10.x.5.
In Sect. 10.2 we will apply the abstract error estimate (10.1.2) to finite element approximations of (10.0.1) with interpolated boundary conditions. In Sect. 10.4 we will do the same for isoparametric finite element approximations of (10.0.1). In Sect. 12.5 we show that finite element approximations of the Stokes equations can be studied via (10.1.8).

The second case where (10.0.2) is violated arises from the use of nonconforming finite elements, where $V_{h} \nsubseteq H^{1}(\Omega)$. Since elements of $V_{h}$ do not
have global weak derivatives, we must use $a_{h}(\cdot, \cdot)$, a modification of $a(\cdot, \cdot)$, in the discretized problem. We have the following abstract error estimate.
(10.1.9) Lemma. Assume $\operatorname{dim} V_{h}<\infty$. Let $a_{h}(\cdot, \cdot)$ be a symmetric positivedefinite bilinear form on $V+V_{h}$ which reduces to $a(\cdot, \cdot)$ on $V$. Let $u \in V$ solve

$$
a(u, v)=F(v) \quad \forall v \in V,
$$

where $F \in V^{\prime} \cap V_{h}^{\prime}$. Let $u_{h} \in V_{h}$ solve

$$
a_{h}\left(u_{h}, v\right)=F(v) \quad \forall v \in V_{h}
$$

Then

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{h} \leq \inf _{v \in V_{h}}\|u-v\|_{h}+\sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a_{h}\left(u-u_{h}, w\right)\right|}{\|w\|_{h}} \tag{10.1.10}
\end{equation*}
$$

where $\|\cdot\|_{h}=\sqrt{a_{h}(\cdot, \cdot)}$.
Proof. Let $\tilde{u}_{h} \in V_{h}$ satisfy

$$
\begin{equation*}
a_{h}\left(\tilde{u}_{h}, v\right)=a_{h}(u, v) \quad \forall v \in V_{h} \tag{10.1.11}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\left\|u-\tilde{u}_{h}\right\|_{h}=\inf _{v \in V_{h}}\|u-v\|_{h} . \tag{10.1.12}
\end{equation*}
$$

Then

$$
\begin{align*}
\left\|u-u_{h}\right\|_{h} & \leq\left\|u-\tilde{u}_{h}\right\|_{h}+\left\|\tilde{u}_{h}-u_{h}\right\|_{h} \\
& =\left\|u-\tilde{u}_{h}\right\|_{h}+\sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a_{h}\left(\tilde{u}_{h}-u_{h}, w\right)\right|}{\|w\|_{h}} . \tag{10.1.13}
\end{align*}
$$

The estimate (10.1.10) follows from (10.1.11)-(10.1.13).
Again, the second term on the right-hand side of (10.1.10) is zero if $V_{h} \subseteq V$. This term, therefore, measures the effect of $V_{h} \nsubseteq V$. Also, an inequality analogous to (10.1.6) holds here. In Sect. 10.3, we will apply the abstract error estimate (10.1.10) to the nonconforming, piecewise linear (see Fig. 3.2) finite element approximation of (10.0.1).

### 10.2 Finite Elements with Interpolated Boundary Conditions

Let $\Omega \subseteq \mathbb{R}^{2}$ be a bounded domain with smooth boundary, and $\mathcal{T}^{h}$ be a triangulation of $\Omega$, where each triangle at the boundary has at most one curved side (cf. Fig. 10.1).


Fig. 10.1. Smooth domain triangulated with curved triangles
We assume that there exists $\rho>0$ such that for each triangle $T \in \mathcal{T}^{h}$ we can find two concentric circular discs $D_{1}$ and $D_{2}$ such that

$$
\begin{equation*}
D_{1} \subseteq T \subseteq D_{2} \quad \text { and } \quad \frac{\operatorname{diam} D_{2}}{\operatorname{diam} D_{1}} \leq \rho \tag{10.2.1}
\end{equation*}
$$

It follows from a homogeneity argument (see the proof of Lemma 4.5.3) that

$$
\begin{equation*}
\|\phi\|_{W_{\infty}^{k-1}\left(D_{2}\right)} \leq C_{k, \rho}\left(\operatorname{diam} D_{2}\right)^{1-k}\|\phi\|_{H^{1}\left(D_{1}\right)} \tag{10.2.2}
\end{equation*}
$$

for any polynomial $\phi$ of degree $\leq k-1$.
In order to describe the finite element space $V_{h}$, we need to use the nodes of the Lobatto quadrature formula. Therefore, we first briefly describe the basic facts concerning Lobatto quadrature. Let the polynomial $L_{k}(\xi)$ of degree $k$ be defined by

$$
\begin{equation*}
L_{k}(x)=\left(\frac{d}{d x}\right)^{k-2}(x(1-x))^{k-1} . \tag{10.2.3}
\end{equation*}
$$

$L_{k}(\xi)$ has $k$ distinct roots $0=\xi_{0}<\xi_{1}<\ldots<\xi_{k-1}=1$ (cf. exercise 10.x.1).

For each $j, 0 \leq j \leq k-1$, let $P_{j}$ be the Lagrange interpolating polynomial of degree $k-1$ (see Remark 3.1.7) such that $P_{j}\left(\xi_{i}\right)=\delta_{i j}$ (the Kronecker delta), and let

$$
\begin{equation*}
\omega_{j}=\int_{0}^{1} P_{j}(x) d x . \tag{10.2.4}
\end{equation*}
$$

(10.2.5) Lemma. For any polynomial $P$ of degree less than $2 k-2$, we have

$$
\begin{equation*}
\int_{0}^{1} P(x) d x=\sum_{j=0}^{k-1} \omega_{j} P\left(\xi_{j}\right) \tag{10.2.6}
\end{equation*}
$$

Proof. For any polynomial $f$ of degree less than $k$, we have by the definition of $\omega_{j}$ that

$$
\begin{align*}
\int_{0}^{1} f(x) d x & =\int_{0}^{1} \sum_{j=0}^{k-1} f\left(\xi_{j}\right) P_{j}(x) d x  \tag{10.2.7}\\
& =\sum_{j=0}^{k-1} \omega_{j} f\left(\xi_{j}\right)
\end{align*}
$$

Let $P_{I}$ be the Lagrange interpolant of $P$ of degree $\leq k-1$ such that $P_{I}\left(\xi_{j}\right)=P\left(\xi_{j}\right)$ for $0 \leq j \leq k-1$. Then (10.2.7) implies

$$
\int_{0}^{1} P(x) d x-\sum_{j=0}^{k-1} \omega_{j} P\left(\xi_{j}\right)=\int_{0}^{1}\left(P-P_{I}\right)(x) d x
$$

Since $\left(P-P_{I}\right)$ vanishes at $\xi_{j}, 0 \leq j \leq k-1$, we can write $\left(P-P_{I}\right)(x)=$ $L_{k}(x) q(x)$, where $\operatorname{deg} q<k-2$. It follows from (10.2.3) and integration by parts $k-2$ times that

$$
\begin{align*}
\int_{0}^{1} L_{k}(x) q(x) d x & =\int_{0}^{1}\left(\left(\frac{d}{d x}\right)^{k-2}(x(1-x))^{k-1}\right) q(x) d x \\
& =(-1)^{k-2} \int_{0}^{1}(x(1-x))^{k-1}\left(\frac{d}{d x}\right)^{k-2} q(x) d x  \tag{10.2.8}\\
& =0
\end{align*}
$$

because all boundary terms vanish and $\operatorname{deg} q<k-2$.
(10.2.9) Corollary. Given $k$, there exists a positive constant $C_{k}$ such that for all $h>0$

$$
\left|\int_{0}^{h} f(x) d x-h \sum_{j=0}^{k-1} \omega_{j} f\left(h \xi_{j}\right)\right| \leq C_{k} h^{2 k-1}\left\|f^{(2 k-2)}\right\|_{L^{\infty}(0, k)}
$$

for any $C^{2 k-2}$ function $f$ on $[0, h]$.
Proof. Exercise 10.x.2.

We are now ready to define $V_{h}$. For each boundary edge

$$
e=\left\{x(s): s \in\left[s_{e}, s_{e}+h_{e}\right], s=\operatorname{arc} \text { length }\right\}
$$

let the boundary nodes be $x\left(s_{e}+h_{e} \xi_{j}\right), j=0, \ldots, k-1$. In Fig. 10.2, the case $k=3$ is depicted. Note that for $h=\max _{T \in \mathcal{T}^{h}}(\operatorname{diam} T)$ small enough, the boundary nodes can be used as part of the nodal variables that determine $\mathcal{P}_{k-1}$ (see exercise 10.x. 3 and (Scott 1975)). This will be assumed from now on.


Fig. 10.2. Nodal variables for curved-triangle Lagrange quadratics
The finite element space $V_{h}$ is defined by

$$
\begin{equation*}
V_{h}=\left\{v \in C^{0}(\bar{\Omega}):\left.v\right|_{T} \in \mathcal{P}_{k-1}\right. \text { and } \tag{10.2.10}
\end{equation*}
$$ $v$ vanishes at the boundary nodes $\}$.

Let $a(v, w)=\int_{\Omega} \nabla v \cdot \nabla w d x$. Then the variational form of (10.0.1) is to find $u \in V=\stackrel{\circ}{H}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(u, v)=F(v) \quad \forall v \in V=\dot{H}^{1}(\Omega) \tag{10.2.11}
\end{equation*}
$$

where $F(v)=\int_{\Omega} f v d x$ (see Chapter 5). The solution $u_{h} \in V_{h}$ of the discretized problem satisfies

$$
\begin{equation*}
a\left(u_{h}, v\right)=F(v) \quad \forall v \in V_{h} . \tag{10.2.12}
\end{equation*}
$$

In order to use the abstract estimate (10.1.2) we must estimate

$$
\sup \left\{\left|a\left(u-u_{h}, w\right)\right| /\|w\|_{H^{1}(\Omega)}: w \in V_{h} \backslash\{0\}\right\}
$$

and verify that $a(\cdot, \cdot)$ is coercive on $V_{h}$. By Green's Theorem, we have

$$
\begin{align*}
a\left(u-u_{h}, w\right) & =a(u, w)-(f, w) \\
& =(-\Delta u, w)+\int_{\partial \Omega} \frac{\partial u}{\partial \nu} w d s-(f, w)  \tag{10.2.13}\\
& =\int_{\partial \Omega} \frac{\partial u}{\partial \nu} w d s .
\end{align*}
$$

We first do a local estimate.
(10.2.14) Lemma. Let $T$ be a triangle satisfying (10.2.1) with a curved edge $e$. Assume that $u \in W_{\infty}^{2 k-1}(T)$, and $w \in \mathcal{P}_{k-1}$ vanishes at the Lobatto nodes along e. Then there exists a constant $C_{k, \rho}$ such that

$$
\begin{equation*}
\left|\int_{e} \frac{\partial u}{\partial \nu} w d s\right| \leq C_{k, \rho} h_{e}^{2 k-1}\left(\operatorname{diam} D_{2}\right)^{1-k}\|u\|_{W_{\infty}^{2 k-1}(T)}\|w\|_{H^{1}(T)} \tag{10.2.15}
\end{equation*}
$$

where $h_{e}=$ length of $e$.

Proof. Let $s$ denote arc length. In terms of the parameterization $x(s), 0 \leq$ $s \leq h_{e}$,

$$
\begin{equation*}
\int_{e} \frac{\partial u}{\partial \nu} w d s=\int_{0}^{h_{e}} \frac{\partial u}{\partial \nu}(x(s)) w(x(s)) d s \tag{10.2.16}
\end{equation*}
$$

Then

$$
\begin{aligned}
& \left|\int_{0}^{h_{e}} \frac{\partial u}{\partial \nu}(x(s)) w(x(s)) d s\right| \\
& \quad \leq C_{k} h_{e}^{2 k-1}\left\|\frac{\partial u}{\partial \nu}\right\|_{W_{\infty}^{2 k-2}(T)}\|w\|_{W_{\infty}^{k-1}(T)} \quad \text { (Corollary 10.2.9) } \\
& \quad \leq C_{k, \rho} h_{e}^{2 k-1}\left(\operatorname{diam} D_{2}\right)^{1-k}\|u\|_{W_{\infty}^{2 k-1}(T)}\|w\|_{H^{1}(T)} .(\text { using 10.2.2) }
\end{aligned}
$$

Using (10.2.16) completes the lemma.
From the local estimate (10.2.15) we deduce the following global estimate.
(10.2.17) Lemma. Assume that $u \in W_{\infty}^{2 k-1}(\Omega)$. For small $h$ and fixed $k$, there exists $C_{\rho}>0$ such that

$$
\sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{H^{1}(\Omega)}} \leq C_{\rho} h^{k-\frac{1}{2}}\|u\|_{W_{\infty}^{2 k-1}(\Omega)} .
$$

Proof. Since $\partial \Omega$ is smooth, for $h$ small enough, we have

$$
\begin{equation*}
h_{e}<2 \operatorname{diam} T<2 \operatorname{diam} D_{2} \tag{10.2.18}
\end{equation*}
$$

in Lemma 10.2.14. Therefore,

$$
\begin{equation*}
\left|\int_{e} \frac{\partial u}{\partial \nu} w d s\right| \leq C_{\rho} h_{e}^{k}\|u\|_{W_{\infty}^{2 k-1}(\Omega)}\|w\|_{H^{1}(T)} . \tag{10.2.19}
\end{equation*}
$$

By summing over all boundary edges, it follows from (10.2.19) that

$$
\begin{aligned}
\left|\int_{\Omega} \frac{\partial u}{\partial \nu} w d s\right| & \leq \sum_{e}\left|\int_{e} \frac{\partial u}{\partial \nu} w d s\right| \\
& \leq C_{\rho} h^{k-\frac{1}{2}}\|u\|_{W_{\infty}^{2 k-1}(\Omega)}\left(\sum_{e} h_{e}^{\frac{1}{2}}\|w\|_{H^{1}(T)}\right) \\
& \leq C_{\rho} h^{k-\frac{1}{2}}\|u\|_{W_{\infty}^{2 k-1}(\Omega)}\left(\sum_{e} h_{e}\right)^{\frac{1}{2}}\|w\|_{H^{1}(\Omega)}
\end{aligned}
$$

Since $\sum_{e} h_{e}=$ length of $\partial \Omega$, the lemma follows from (10.2.13).

We next turn to the question of coercivity of $a(\cdot, \cdot)$ on $V_{h}$. We need the following lemma, where $\Omega$ is assumed to be connected.
(10.2.20) Lemma. There exists a positive constant $\beta$ such that for all $v \in$ $H^{1}(\Omega)$, we have

$$
\begin{equation*}
\beta\|v\|_{H^{1}(\Omega)} \leq|v|_{H^{1}(\Omega)}+\left|\int_{\partial \Omega} v d s\right| . \tag{10.2.21}
\end{equation*}
$$

Proof. Assume that the lemma is false. Then there exists a sequence $v_{j} \in$ $H^{1}(\Omega)$ such that

$$
\begin{equation*}
\left\|v_{j}\right\|_{H^{1}(\Omega)}=1 \tag{10.2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|v_{j}\right|_{H^{1}(\Omega)}+\left|\int_{\partial \Omega} v_{j} d s\right|<\frac{1}{j} \tag{10.2.23}
\end{equation*}
$$

From Friedrichs' inequality (4.3.15) and (10.2.23) we have

$$
\begin{equation*}
\left\|v_{j}-\bar{v}_{j}\right\|_{L^{2}(\Omega)} \leq C\left|v_{j}\right|_{H^{1}(\Omega)} \leq \frac{C}{j} \tag{10.2.24}
\end{equation*}
$$

where $\bar{v}_{j}=|\Omega|^{-1} \int_{\Omega} v_{j} d x$. Then (10.2.23) and (10.2.24) imply

$$
\begin{align*}
\lim _{j \rightarrow \infty}\left\|v_{j}-\bar{v}_{j}\right\|_{H^{1}(\Omega)}^{2} & =\lim _{j \rightarrow \infty}\left(\left|v_{j}-\bar{v}_{j}\right|_{H^{1}(\Omega)}^{2}+\left\|v_{j}-\bar{v}_{j}\right\|_{L^{2}(\Omega)}^{2}\right) \\
& =\lim _{j \rightarrow \infty}\left(\left|v_{j}\right|_{H^{1}(\Omega)}^{2}+\left\|v_{j}-\bar{v}_{j}\right\|_{L^{2}(\Omega)}^{2}\right)  \tag{10.2.25}\\
& =0
\end{align*}
$$

It follows from (10.2.25) and Theorem 1.6.6 that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{\partial \Omega}\left(v_{j}-\bar{v}_{j}\right) d s=0 \tag{10.2.26}
\end{equation*}
$$

Hence, we have from (10.2.23) and (10.2.26) that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \int_{\partial \Omega} \bar{v}_{j} d s=\lim _{j \rightarrow \infty}\left(\int_{\partial \Omega}\left(\bar{v}_{j}-v_{j}\right) d s+\int_{\partial \Omega} v_{j} d s\right)=0 \tag{10.2.27}
\end{equation*}
$$

Therefore, $\lim _{j \rightarrow \infty} \bar{v}_{j}=0$ and we conclude from (10.2.25) that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|v_{j}\right\|_{H^{1}(\Omega)}=0 \tag{10.2.28}
\end{equation*}
$$

But (10.2.28) contradicts (10.2.22).
We are now ready to prove the coercivity of $a(\cdot, \cdot)$ on $V_{h}$.
(10.2.29) Lemma. There exists a positive constant $\gamma$ such that for $h$ small enough, we have

$$
\begin{equation*}
a(v, v) \geq \gamma\|v\|_{H^{1}(\Omega)}^{2} \quad \forall v \in V_{h} \tag{10.2.30}
\end{equation*}
$$

Proof. Without loss of generality we may assume that $\Omega$ is connected. From Lemma 10.2.17 we have

$$
\begin{equation*}
\left|\int_{\partial \Omega} \frac{\partial u}{\partial \nu} v d s\right| \leq C_{\rho} h^{k-\frac{1}{2}}\|u\|_{W_{\infty}^{2 k-1}(\Omega)}\|v\|_{H^{1}(\Omega)} \tag{10.2.31}
\end{equation*}
$$

for any $u \in W_{\infty}^{2 k-1}(\Omega)$.
Let $u_{*} \in C^{\infty}(\bar{\Omega})$ satisfy

$$
\begin{equation*}
\frac{\partial u_{*}}{\partial \nu} \equiv 1 \quad \text { on } \quad \partial \Omega \tag{10.2.32}
\end{equation*}
$$

then (10.2.31) becomes

$$
\begin{equation*}
\left|\int_{\partial \Omega} v d s\right| \leq C_{\rho} h^{k-\frac{1}{2}}\|v\|_{H^{1}(\Omega)} . \tag{10.2.33}
\end{equation*}
$$

Combining (10.2.21) and (10.2.33) we have

$$
\begin{equation*}
\beta\|v\|_{H^{1}(\Omega)} \leq|v|_{H^{1}(\Omega)}+C_{\rho} h^{k-\frac{1}{2}}\|v\|_{H^{1}(\Omega)} \tag{10.2.34}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\left(\beta-C_{\rho} h^{k-\frac{1}{2}}\right)\|v\|_{H^{1}(\Omega)} \leq|v|_{H^{1}(\Omega)}=\sqrt{a(v, v)} \tag{10.2.35}
\end{equation*}
$$

The coercivity estimate (10.2.30) therefore holds if we let $\gamma=\beta^{2} / 4$, provided that $C_{\rho} h^{k-\frac{1}{2}}<\beta / 2$.

In view of Lemmas 10.1.1, 10.2.17, 10.2.29, and standard interpolation error estimates (cf. Theorem 4.4.20), we have proved the following theorem.
(10.2.36) Theorem. Assume that $u \in W_{\infty}^{2 k-1}(\Omega)$ and (10.2.1) holds for a $\rho>0$ independent of $h$. When (10.0.1) is discretized using $V_{h}$, the Lagrange finite element space of continuous piecewise polynomials with degree $\leq k-1$ which vanish at the Lobatto boundary nodes, we have the following error estimate:

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \leq C_{\rho} h^{k-1}\|u\|_{W_{\infty}^{2 k-1}(\Omega)} \tag{10.2.37}
\end{equation*}
$$

for $h$ sufficiently small.
It is not necessary to assume that $u \in W_{\infty}^{2 k-1}(\Omega)$ in order to conclude that $\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \leq C_{\rho} h^{k-1}$. In particular, it can be shown (exercise 10.x. 4 and (Scott 1975)) that this holds for $u \in H^{k}(\Omega)$, the best possible norm.

### 10.3 Nonconforming Finite Elements

In this section we look at a variational crime as in Lemma 10.1.9. Recall that the variational formulation of (10.0.1) is to find $u \in V=\dot{H}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(u, v)=F(v) \quad \forall v \in V=\stackrel{\circ}{H}^{1}(\Omega) \tag{10.3.1}
\end{equation*}
$$

where $a(u, v)=\int_{\Omega} \nabla u \cdot \nabla v d x$ and $F(v)=\int_{\Omega} f v d x$. We assume that $\Omega$ is a convex polygonal domain, and $f \in L^{2}(\Omega)$. Therefore, $u$ belongs to $H^{2}(\Omega)$ by elliptic regularity.

Let $\mathcal{T}^{h}$ be a non-degenerate family of triangulations of $\Omega$. The nonconforming $\mathcal{P}_{1}$ finite element space (see Fig. 3.2) is defined to be

$$
\begin{align*}
& V_{h}:=\left\{v:\left.v\right|_{T} \text { is linear for all } T \in \mathcal{T}^{h}, v\right. \text { is continuous } \\
& \text { at the midpoints of the edges of } \mathcal{T}^{h} \text { and } v=0  \tag{10.3.2}\\
&\text { at the midpoints of the edges on } \partial \Omega\} .
\end{align*}
$$

Note that since functions in $V_{h}$ are no longer continuous, they are no longer in $\stackrel{\circ}{H}^{1}(\Omega)$. We must therefore use a modified variational form $a_{h}(\cdot, \cdot)$ in the discretized problem.

We define the following bilinear form on $V_{h}+V$

$$
\begin{equation*}
a_{h}(v, w)=\sum_{T \in \mathcal{T}^{h}} \int_{T} \nabla v \cdot \nabla w d x \tag{10.3.3}
\end{equation*}
$$

and its associated norm

$$
\begin{equation*}
\|v\|_{h}:=\sqrt{a_{h}(v, v)} \tag{10.3.4}
\end{equation*}
$$

The form $a_{h}(\cdot, \cdot)$ is coercive on $V=\stackrel{\circ}{H}^{1}(\Omega)$ because $a_{h}(\cdot, \cdot) \equiv a(\cdot, \cdot)$ on $V$. It is positive-definite on $V_{h}$ because $a_{h}(v, v)=0$ implies $v$ is piecewise constant, and the zero boundary condition together with continuity at midpoints imply $v \equiv 0$.

The discretized problem is to find $u_{h} \in V_{h}$ such that

$$
\begin{equation*}
a_{h}\left(u_{h}, v\right)=F(v) \quad \forall v \in V_{h} \tag{10.3.5}
\end{equation*}
$$

We want to estimate $\left\|u-u_{h}\right\|_{h}$, using the abstract error estimate (10.1.10). Let $\mathcal{I}^{h} u \in V_{h}$ be the nodal interpolant of $u$, i.e., $\mathcal{I}^{h} u$ agrees with $u$ at the midpoints of the edges of $\mathcal{T}^{h}$. Since $u \in H^{2}(\Omega) \cap \stackrel{\circ}{H}^{1}(\Omega)$, Theorem 4.4.20 yields

$$
\begin{equation*}
\inf _{v \in V_{h}}\|u-v\|_{h} \leq\left\|u-\mathcal{I}^{h} u\right\|_{h} \leq C h|u|_{H^{2}(\Omega)} \tag{10.3.6}
\end{equation*}
$$

where $C$ is a positive constant that depends only on the parameter $\rho$ in (4.4.16). For the second term on the right-hand side of (10.1.10), we have

$$
\begin{align*}
& a_{h}\left(u-u_{h}, w\right) \\
= & \sum_{T \in \mathcal{T}^{h}} \int_{T} \nabla u \cdot \nabla w d x-\int_{\Omega} f w d x  \tag{10.3.3and10.3.5}\\
= & \sum_{T \in \mathcal{T}^{h}}\left[\int_{\partial T} \nabla u \cdot w \mathbf{n} d s-\int_{T} \Delta u w d x\right]-\int_{T} f w d x  \tag{10.3.7}\\
= & \sum_{T \in \mathcal{T}^{h}} \int_{\partial T} \nabla u \cdot w \mathbf{n} d s  \tag{by10.0.1}\\
= & \sum_{e \in \mathcal{E}^{h}} \int_{e} \nabla u \cdot \llbracket w \rrbracket d s
\end{align*}
$$

where $\mathcal{E}^{h}$ is the set of the edges in $\mathcal{T}^{h}, \mathbf{n}$ is the unit outer normal along $\partial T$, and the jump $\llbracket w \rrbracket$ across an edge $e$ is a vector defined as follows.

Let $e$ be an interior edge shared by two triangles $T_{1}$ and $T_{2}$ in $\mathcal{T}^{h}$, and $w_{j}=\left.w\right|_{T_{j}}$ for $j=1,2$. We define on $e$

$$
\llbracket w \rrbracket=w_{1} \mathbf{n}_{1}+w_{2} \mathbf{n}_{2},
$$

where $\mathbf{n}_{j}$ is the unit normal of $e$ pointing towards the outside of $T_{j}$. If $e$ is an edge on the boundary of $\Omega$, then we define on $e$

$$
\llbracket w \rrbracket=w \mathbf{n},
$$

where $\mathbf{n}$ is the unit outer normal of $e$ pointing towards the outside of $\Omega$.
The next step is to estimate $\sum_{e \in \mathcal{E}^{h}} \int_{e} \nabla u \cdot \llbracket w \rrbracket d s$, which uses the following trace estimates.

Let $e$ be an edge of the triangle $T$. Then we have, by the Trace Theorem with scaling (cf. exercise 10.x.7),

$$
\begin{equation*}
|e|^{-1}\|\zeta\|_{L^{2}(e)}^{2} \leq C\left(h_{T}^{-2}\|\zeta\|_{L^{2}(T)}^{2}+|\zeta|_{H^{1}(T)}^{2}\right) \quad \forall \zeta \in H^{1}(T) \tag{10.3.8}
\end{equation*}
$$

where $|e|$ denotes the length of $e, h_{T}=\operatorname{diam} T$, and the positive constant depends only on the chunkiness parameter of $T$. Furthermore, since $\llbracket w \rrbracket=0$ at the midpoint of every edge, it follows from a simple calculation (exercise 10.x.8) that

$$
\begin{equation*}
|e|\|\llbracket w \rrbracket\|_{L^{2}(e)}^{2} \leq C \sum_{T \in \mathcal{T}_{e}} h_{T}^{2}|w|_{H^{1}(T)}^{2}, \tag{10.3.9}
\end{equation*}
$$

where $\mathcal{T}_{e}$ is the set of triangles in $\mathcal{T}^{h}$ having $e$ as an edge and the positive constant $C$ depends only on the chunkiness parameter of $T$.

Using the midpoint rule and the fact that $\llbracket w \rrbracket$ vanishes at the midpoints of all the edges, we can write

$$
\sum_{e \in \mathcal{E}^{h}} \int_{e} \nabla u \cdot \llbracket w \rrbracket d s=\sum_{e \in \mathcal{E}^{h}} \int_{e}\left(\nabla u \cdot \mathbf{n}_{e}-c_{e}\right) \mathbf{n}_{e} \cdot \llbracket w \rrbracket d s,
$$

where $\mathbf{n}_{e}$ is a unit normal of $e$ and $c_{e}$ is an arbitrary constant. Therefore we have

$$
\begin{align*}
& \sum_{e \in \mathcal{E}^{h}} \int_{e} \nabla u \cdot \llbracket w \rrbracket d s \\
& \begin{array}{ll}
\leq \sum_{e \in \mathcal{E}^{h}}|e|^{-1 / 2}\left\|\nabla u \cdot \mathbf{n}_{e}-c_{e}\right\|_{L^{2}(e)}|e|^{1 / 2}\| \| w \rrbracket \|_{L^{2}(e)} & \quad(\text { Cauchy-Schwarz) } \\
\leq\left(\sum_{e \in \mathcal{E}^{h}}|e|^{-1}\left\|\nabla u \cdot \mathbf{n}_{e}-c_{e}\right\|_{L^{2}(e)}^{2}\right)^{1 / 2} & \\
& \times\left(\sum_{e \in \mathcal{E}^{h}}|e|\|\llbracket w \rrbracket\|_{L^{2}(e)}^{2}\right)^{1 / 2} \\
\leq C\left[\sum_{e \in \mathcal{E}^{h}} \min _{T \in \mathcal{T}_{e}}\left(h_{T}^{-2}\left\|\nabla u \cdot \mathbf{n}_{e}-c_{e}\right\|_{L^{2}(T)}^{2}+|u|_{H^{2}(T)}^{2}\right)\right]^{1 / 2} \\
& \quad \times\left[\sum_{e \in \mathcal{E}^{h}} \sum_{T \in \mathcal{T}_{e}} h_{T}^{2}|w|_{H^{1}(T)}^{2}\right]^{1 / 2}
\end{array} \quad(\text { Cauchy-Schwarz) } \\
&
\end{align*}
$$

which implies, since $c_{e}$ is arbitrary,

$$
\begin{align*}
& \sum_{e \in \mathcal{E}^{h}} \int_{e} \nabla u \cdot \llbracket w \rrbracket d s \\
& \leq C\left[\sum_{e \in \mathcal{E}^{h}} \min _{T \in \mathcal{T}_{e}}\left(h_{T}^{-2} \inf _{c_{e} \in \mathbb{R}}\left\|\nabla u \cdot \mathbf{n}_{e}-c_{e}\right\|_{L^{2}(T)}^{2}+|u|_{H^{2}(T)}^{2}\right)\right]^{1 / 2} \\
& \quad \times\left[\sum_{e \in \mathcal{E}^{h}} \sum_{T \in \mathcal{T}_{e}} h_{T}^{2}|w|_{H^{1}(T)}^{2}\right]^{1 / 2} \\
& \leq C h|u|_{H^{2}(\Omega)}\|w\|_{h} \tag{by4.3.8}
\end{align*}
$$

It follows from (10.3.7) and the previous estimate that

$$
\begin{equation*}
\left|a_{h}\left(u-u_{h}, w\right)\right| \leq C h|u|_{H^{2}(\Omega)}\|w\|_{h} . \tag{10.3.10}
\end{equation*}
$$

Combining (10.1.10), (10.3.6) and (10.3.10), we have therefore established the following theorem.
(10.3.11) Theorem. Let $\Omega$ be a convex polygonal domain, $f \in L^{2}(\Omega)$, and $u_{h}$ be the solution of the nonconforming $\mathcal{P}_{1}$ discretization (10.3.5). Then the following discretization error estimate holds:

$$
\left\|u-u_{h}\right\|_{h} \leq C h|u|_{H^{2}(\Omega)},
$$

where the positive constant $C$ depends only on the parameter $\rho$ in (4.4.16).

It is also possible to obtain an $L^{2}$ error estimate by modifying the duality argument in Section 5.4. Let $z \in H^{2}(\Omega) \cap \dot{H}^{1}(\Omega)$ satisfy

$$
\begin{equation*}
a(v, z)=\int_{\Omega} v\left(u-u_{h}\right) d x \quad \forall v \in \stackrel{\circ}{H}^{1}(\Omega) \tag{10.3.12}
\end{equation*}
$$

and $z_{h} \in V_{h}$ satisfy

$$
\begin{equation*}
a_{h}\left(v, z_{h}\right)=\int_{\Omega} v\left(u-u_{h}\right) d x \quad \forall v \in V_{h} \tag{10.3.13}
\end{equation*}
$$

It follows from (10.3.12) and (10.3.13) that

$$
\begin{align*}
\left\|u-u_{h}\right\|_{L^{2}(\Omega)}^{2} & =a(u, z)-a_{h}\left(u_{h}, z_{h}\right) \\
& =a_{h}\left(u-u_{h}, z-z_{h}\right)+a_{h}\left(u-u_{h}, z_{h}\right)  \tag{10.3.14}\\
& \quad+a\left(u_{h}, z-z_{h}\right)
\end{align*}
$$

The first term on the right-hand side of (10.3.14) can be estimated using Theorem 10.3.11 (applied to $u$ and $z$ ) and elliptic regularity:

$$
\begin{align*}
a_{h}\left(u-u_{h}, z-z_{h}\right) & \leq\left\|u-u_{h}\right\|_{h}\left\|z-z_{h}\right\|_{h}  \tag{10.3.15}\\
& \leq C h^{2}|u|_{H^{2}(\Omega)}|z|_{H^{2}(\Omega)} .
\end{align*}
$$

We can rewrite the second term on the right-hand side of (10.3.14) as

$$
\begin{equation*}
a_{h}\left(u-u_{h}, z_{h}\right)=a_{h}\left(u-u_{h}, z_{h}-\mathcal{I}^{h} z\right)+a_{h}\left(u-u_{h}, \mathcal{I}^{h} z\right) \tag{10.3.16}
\end{equation*}
$$

We have, by (10.3.11) and (4.4.20),

$$
\begin{align*}
a_{h}\left(u-u_{h}, z_{h}-\mathcal{I}^{h} z\right) & \leq\left\|u-u_{h}\right\|_{h}\left\|z_{h}-\mathcal{I}^{h} z\right\|_{h}  \tag{10.3.17}\\
& \leq C h^{2}|u|_{H^{2}(\Omega)}|z|_{H^{2}(\Omega)}
\end{align*}
$$

Note that (10.3.7) implies

$$
\begin{aligned}
a_{h}\left(u-u_{h}, \mathcal{I}^{h} z\right) & =\sum_{e \in \mathcal{E}^{h}} \int_{e} \nabla u \cdot \llbracket \mathcal{I}^{h} z \rrbracket d s \\
& =\sum_{e \in \mathcal{E}^{h}} \int_{e} \nabla u \cdot \llbracket \mathcal{I}^{h} z-z \rrbracket d s \\
& =\sum_{e \in \mathcal{E}^{h}} \int_{e}\left(\nabla u \cdot \mathbf{n}_{e}-c_{e}\right) \mathbf{n}_{e} \cdot \llbracket \mathcal{I}^{h} z-z \rrbracket d s
\end{aligned}
$$

for arbitrary constants $c_{e}$, where we have used the midpoint rule and the fact that $\llbracket z \rrbracket=\mathbf{0}$, and hence, as before,
$a_{h}\left(u-u_{h}, \mathcal{I}^{h} z\right)$

$$
\begin{align*}
& \leq \sum_{e \in \mathcal{E}^{h}}|e|^{-1 / 2}\left\|\nabla u \cdot \mathbf{n}_{e}-c_{e}\right\|_{L^{2}(e)}|e|^{1 / 2}\left\|\mathcal{I}^{h} z-z\right\|_{L^{2}(e)} \\
& \leq C\left[\sum_{e \in \mathcal{E}^{h}} \min _{T \in \mathcal{T}_{e}}\left(h_{T}^{-2} \inf _{c_{e} \in \mathbb{R}}\left\|\nabla u \cdot \mathbf{n}_{e}-c_{e}\right\|_{L^{2}(e)}^{2}+|u|_{H^{2}(T)}^{2}\right)\right]^{1 / 2} \\
& \quad \quad \times\left[\sum_{e \in \mathcal{E}^{h}}\left(|e|^{2} \sum_{T \in \mathcal{T}_{e}}\left(h_{T}^{-2}\left\|\mathcal{I}^{h} z-z\right\|_{L^{2}(T)}^{2}+\left|\mathcal{I}^{h} z-z\right|_{H^{1}(T)}^{2}\right)\right]^{1 / 2}\right. \tag{10.3.18}
\end{align*}
$$

(Cauchy-Schwarz and 10.3.8)

$$
\begin{equation*}
\leq C|u|_{H^{2}(\Omega)}\left(h^{2}|z|_{H^{2}(\Omega)}\right) \tag{4.3.8and4.4.20}
\end{equation*}
$$

Combining (10.3.16)-(10.3.18) we find

$$
\begin{equation*}
a_{h}\left(u-u_{h}, z_{h}\right) \leq C h^{2}|u|_{H^{2}(\Omega)}|z|_{H^{2}(\Omega)}, \tag{10.3.19}
\end{equation*}
$$

and similarly,

$$
\begin{equation*}
a_{h}\left(u_{h}, z-z_{h}\right) \leq C h^{2}|u|_{H^{2}(\Omega)}|z|_{H^{2}(\Omega)} . \tag{10.3.20}
\end{equation*}
$$

Putting (10.3.14), (10.3.15), (10.3.19) and (10.3.20) together, we arrive at the estimate

$$
\left\|u-u_{h}\right\|_{L^{2}(\Omega)}^{2} \leq C h^{2}|u|_{H^{2}(\Omega)}|z|_{H^{2}(\Omega)},
$$

and, in view of the elliptic regularity estimate

$$
\|z\|_{H^{2}(\Omega)} \leq C_{\Omega}\left\|u-u_{h}\right\|_{L^{2}(\Omega)}
$$

we have proved the following result.
(10.3.21) Theorem. Let $\Omega$ be a convex polygonal domain, $f \in L^{2}(\Omega)$, and $u_{h}$ be the solution of the nonconforming $\mathcal{P}_{1}$ discretization (10.3.5). Then the following discretization error estimate holds:

$$
\left\|u-u_{h}\right\|_{L^{2}(\Omega)} \leq C h^{2}|u|_{H^{2}(\Omega)},
$$

where the positive constant $C$ only depends on the parameter $\rho$ in (4.4.16).
It is reasonable to ask why one would want to use nonconforming finite elements. There are situations where nonconforming methods are clearly desirable. One example is the incompressible fluid flow problem. If one uses the vector conforming, piecewise linear Lagrange finite element, the only function in $V_{h}$ which satisfies the divergence-free condition is the zero function on generic meshes. In order to obtain a good approximate solution by a conforming method, one must therefore use higher-order polynomials. On the other hand, the vector nonconforming piecewise linear finite element space can be used to solve such a problem (cf. (12.4.12)).

Another example is the biharmonic equation (cf. Section 5.9). Since this is a fourth order problem, the conforming finite elements are $C^{1}$ elements, for example the Argyris finite element, which involves fifth degree polynomials. On the other hand, it can be solved using the nonconforming quadratic Morley finite element, which is depicted in Fig. 10.3. The properties of this finite element and its application to the biharmonic equation can be found in exercises 10.x. 9 through 10.x. 14 (see also (Shi 1990)). Note also that the Morley element can be used to construct preconditioners for the system resulted from the discretization of the biharmonic equation by the Argyris element (cf. (Brenner 1996b)).


Fig. 10.3. Morley finite element

### 10.4 Isoparametric Finite Elements

The use of isoparametric finite elements (Sect. 4.7) also entails a variational crime; one can envisage either that (10.0.2) is violated or that there is a modified bilinear form. However, this approach is simpler to estimate than the previous one. When one interpolates the boundary conditions using polynomials, it can happen that $v \in V_{h}$ differs from zero significantly on $\partial \Omega$. The use of Lobatto interpolation points minimizes the effect of this by guaranteeing that the error oscillates in such a way as to cancel any deleterious effects. On the other hand, isoparametric finite elements are no longer polynomials in the coordinates of $\Omega$, being transformed via a piecewise polynomial mapping from some domain $\Omega_{h}$. Thus, they are able to match Dirichlet boundary conditions more closely in a pointwise sense.

We begin with the formulation for the model problem (10.0.1). Recall that we have a polyhedral approximation, $\Omega_{h}$, to $\Omega$, and a mapping $F^{h}$ such that $F^{h}\left(\Omega_{h}\right)$ closely approximates $\Omega$. Suppose that properties $1-3$ of Sect. 4.7 hold for the isoparametric mapping. In particular, we will assume there is an auxiliary mapping $F: \Omega_{h} \rightarrow \Omega$ and that $F_{i}^{h}=\mathcal{I}^{h} F_{i}$ for each component of the mapping. Further, we assume that conditions 1 and 3 in Sect. 4.7 hold as well for $F$. The construction of such an $F$ is not trivial, but it is done in (Lenoir 1986). Define

$$
a_{h}(v, w)=\int_{F^{h}\left(\Omega_{h}\right)} \nabla v(x) \cdot \nabla w(x) d x .
$$

For the purposes of analysis, we will need the mapping $\Phi^{h}: \Omega \rightarrow F^{h}\left(\Omega_{h}\right)$ defined by $\Phi^{h}(x)=F^{h}\left(F^{-1}(x)\right)$. Note that we can write

$$
a_{h}(v, w)=\int_{\Omega} J_{\Phi^{h}}(x)^{-t} \nabla \hat{v}(x) \cdot J_{\Phi^{h}}(x)^{-t} \nabla \hat{w}(x) \operatorname{det} J_{\Phi^{h}}(x) d x
$$

where for any function $v$ defined on $F^{h}\left(\Omega_{h}\right)$ we set

$$
\begin{equation*}
\hat{v}(x):=v\left(\Phi^{h}(x)\right) \tag{10.4.1}
\end{equation*}
$$

and $J_{\Phi^{h}}$ denotes the Jacobian of $\Phi^{h}$. The key point is that

$$
\begin{equation*}
J_{\Phi^{h}}-I=\mathcal{O}\left(h^{k-1}\right) \tag{10.4.2}
\end{equation*}
$$

Let $V_{h}$ be defined as in (4.7.2), where $\widetilde{\Omega}=\Omega_{h}$ and $\widetilde{F}=F^{h}$, and define $u_{h} \in V_{h}$ by

$$
\begin{equation*}
a_{h}\left(u_{h}, v\right)=\int_{F^{h}\left(\Omega_{h}\right)} f(x) v(x) d x . \tag{10.4.3}
\end{equation*}
$$

First we derive an estimate analogous to (10.1.10). We define $\widehat{V}_{h}=$ $\left\{\hat{v}: v \in V_{h}\right\}$, and let $\hat{v}_{h}$ denote the projection of $u$ onto $\widehat{V}_{h}$ :

$$
\begin{equation*}
a\left(\hat{v}_{h}, \hat{w}\right)=a(u, \hat{w}) \quad \forall \hat{w} \in \widehat{V}_{h} . \tag{10.4.4}
\end{equation*}
$$

Note that $\widehat{V}_{h} \subset V$, that is, the Dirichlet boundary conditions are satisfied exactly for $\hat{w} \in \widehat{V}_{h}$. Then for any $w \in V_{h}$

$$
\begin{align*}
& a\left(\hat{v}_{h}-\hat{u}_{h}, \hat{w}\right)=a\left(u-\hat{u}_{h}, \hat{w}\right)  \tag{by10.4.4}\\
& \quad=(f, \hat{w})-a\left(\hat{u}_{h}, \hat{w}\right)  \tag{10.4.5}\\
& \quad=(f, \hat{w})-\int_{F^{h}\left(\Omega_{h}\right)} f w d x+a_{h}\left(u_{h}, w\right)-a\left(\hat{u}_{h}, \hat{w}\right) \cdot(\text { by 10.4.4) }
\end{align*}
$$

We thus find

$$
\begin{array}{rlr}
\left\|u-\hat{u}_{h}\right\|_{a} & \leq\left\|u-\hat{v}_{h}\right\|_{a}+\left\|\hat{v}_{h}-\hat{u}_{h}\right\|_{a} & \text { (triangle inequality) } \\
& =\inf _{v \in V_{h}}\|u-\hat{v}\|_{a}+\left\|\hat{v}_{h}-\hat{u}_{h}\right\|_{a} \quad \text { (see 10.1.12) } \\
=\inf _{v \in V_{h}}\|u-\hat{v}\|_{a}+\sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a\left(\hat{v}_{h}-\hat{u}_{h}, \hat{w}\right)\right|}{\|\hat{w}\|_{a}} & \text { (see 2.x.16) } \\
\leq \inf _{v \in V_{h}}\|u-\hat{v}\|_{a}+\sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a_{h}\left(u_{h}, w\right)-a\left(\hat{u}_{h}, \hat{w}\right)\right|}{\|\hat{w}\|_{a}} \\
& \quad+\sup _{w \in V_{h} \backslash\{0\}} \frac{\left|(f, \hat{w})-\int_{F^{h}\left(\Omega_{h}\right)} f w d x\right|}{\|\hat{w}\|_{a}} . & \text { (by 10.4.5) } \tag{by10.4.5}
\end{array}
$$

The second term above may be expanded as

$$
\begin{aligned}
a_{h}\left(u_{h}, w\right)-a\left(\hat{u}_{h}, \hat{w}\right)= & \int_{\Omega} J_{\Phi^{h}}^{-t} \nabla \hat{u}_{h} \cdot J_{\Phi^{h}}^{-t} \nabla \hat{w} \operatorname{det} J_{\Phi^{h}} d x \\
& -\int_{\Omega} \nabla \hat{u}_{h} \cdot \nabla \hat{w} d x \\
= & \int_{\Omega}\left(J_{\Phi^{h}}^{-t}-I\right) \nabla \hat{u}_{h} \cdot J_{\Phi^{h}}^{-t} \nabla \hat{w} \operatorname{det} J_{\Phi^{h}} d x \\
& +\int_{\Omega} \nabla \hat{u}_{h} \cdot J_{\Phi^{h}}^{-t} \nabla \hat{w} \operatorname{det} J_{\Phi^{h}} d x-\int_{\Omega} \nabla \hat{u}_{h} \cdot \nabla \hat{w} d x \\
= & \int_{\Omega}\left(J_{\Phi^{h}}^{-t}-I\right) \nabla \hat{u}_{h} \cdot J_{\Phi^{h}}^{-t} \nabla \hat{w} \operatorname{det} J_{\Phi^{h}} d x \\
& +\int_{\Omega} \nabla \hat{u}_{h} \cdot\left(\left(\operatorname{det} J_{\Phi^{h}}\right) J_{\Phi^{h}}^{-t}-I\right) \nabla \hat{w} d x
\end{aligned}
$$

From (10.4.2) we conclude that

$$
\begin{equation*}
\sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a_{h}\left(u_{h}, w\right)-a\left(\hat{u}_{h}, \hat{w}\right)\right|}{\|\hat{w}\|_{a}} \leq C h^{k-1}\left\|\hat{u}_{h}\right\|_{a} \tag{10.4.7}
\end{equation*}
$$

The term involving $f$ can be estimated similarly:

$$
\begin{aligned}
\left|(f, \hat{w})-\int_{F^{h}\left(\Omega_{h}\right)} f w d x\right|= & \left|\int_{\Omega}\left(f(x)-f\left(\Phi^{h}(x)\right) \operatorname{det} J_{\Phi^{h}}(x)\right) \hat{w}(x) d x\right| \\
\leq & \left|\int_{\Omega}\left(f(x)-f\left(\Phi^{h}(x)\right)\right) \operatorname{det} J_{\Phi^{h}}(x) \hat{w}(x) d x\right| \\
& +\left|\int_{\Omega} f(x)\left(1-\operatorname{det} J_{\Phi^{h}}(x)\right) \hat{w}(x) d x\right| \\
\leq & C\left(h^{k}\|f\|_{W_{\infty}^{1}(\Omega)}+h^{k-1}\|f\|_{L^{2}(\Omega)}\right)\|\hat{w}\|_{L^{2}(\Omega)} .
\end{aligned}
$$

Combining this with (10.4.6) and (10.4.7), we have the following.
(10.4.8) Theorem. Let $u$ be defined by (10.0.1) and let $u_{h}$ be defined by (10.4.3) where $V_{h}$ is defined in (4.7.2) (with $\widetilde{\Omega}=\Omega_{h}$ and $\widetilde{F}=F^{h}$ ). Then

$$
\left\|u-\hat{u}_{h}\right\|_{H^{1}(\Omega)} \leq C h^{k-1}\left(\|u\|_{H^{k}(\Omega)}+\|f\|_{W_{\infty}^{1}(\Omega)}\right)
$$

for $h$ sufficiently small (see (10.4.1) for the definition of $\hat{u}_{h}$ ).

### 10.5 Discontinuous Finite Elements

Consider (10.0.1) for a bounded polygonal domain $\Omega \subset \mathbb{R}^{2}$ and $f \in L^{2}(\Omega)$. The ultimate variational crime is committed by using discontinuous finite elements, which can be defined on a family of partitions $\mathcal{P}^{h}$ of $\Omega$ with hanging nodes (cf. Fig. 10.4). More precisely, for each $h$, the partition $\mathcal{P}^{h}$ consists of open triangles such that

$$
\bar{\Omega}=\bigcup_{T \in \mathcal{P}^{h}} \bar{T} \quad \text { and } \quad T_{i} \cap T_{j}=\emptyset \quad \text { if } \quad T_{i}, T_{j} \in \mathcal{P}^{h}, T_{i} \neq T_{j} .
$$



Fig. 10.4. A partition with hanging nodes
The set of vertices of the triangles in $\mathcal{P}^{h}$ is denoted by $\mathcal{V}^{h}$, and $\mathcal{E}^{h}$ is the set of open line segments on the boundaries of the triangles in $\mathcal{P}^{h}$ whose endpoints belong to $\mathcal{V}^{h}$. We shall refer to the line segments in $\mathcal{E}^{h}$ as the edges of $\mathcal{P}^{h}$. For example, the partition of the square in Fig. 10.6 has 17 edges. For $e \in \mathcal{E}^{h}$, we will denote by $\mathcal{P}_{e}$ the set of triangles in $\mathcal{P}^{h}$ containing $e$ on their boundaries. ( $\mathcal{P}$ e has two elements if $e \subset \Omega$ and one element if $e \subset \partial \Omega$.)
(10.5.1) Definition. A family of partitions is said to be non-degenerate (or regular) if there exist positive numbers $\theta_{*}$ and $\varrho$ independent of $h$ such that
(i) if $T \in \mathcal{P}^{h}$, then the angles of $T$ are greater than or equal to $\theta_{*}$;
(ii) if $e \in \mathcal{E}^{h}$ and $T \in \mathcal{P}_{e}$, then $|\partial T| /|e| \leq \varrho$.

Here $|\partial T|$ (resp. $|e|$ ) denotes the length of $\partial T$ (resp. e).
Roughly speaking, a family of partitions $\mathcal{P}^{h}$ is non-degenerate (or regular) if and only if the chunkiness parameters (cf. Definition 4.2.16) of the triangles in $\mathcal{P}^{h}$ are uniformly bounded and the hanging nodes are distributed in a quasi-uniform manner on the boundaries of the triangles in $\mathcal{P}^{h}$. Exercise 10.x. 29 gives an equivalent condition for a family of partitions to be non-degenerate. We will assume throughout this section that $\mathcal{P}^{h}$ is a non-degenerate family of partitions and refer frequently below to the constants $\theta_{*}$ and $\varrho$.

The discontinuous $\mathcal{P}_{1}$ finite element space is defined to be

$$
\begin{equation*}
V_{h}=\left\{v \in L^{2}(\Omega): v_{T}=\left.v\right|_{T} \in \mathcal{P}_{1}(T) \quad \forall T \in \mathcal{P}^{h}\right\} \tag{10.5.2}
\end{equation*}
$$

We will consider two interior penalty methods for (10.0.1) based on $V_{h}$.
Let $u$ be the solution of (10.0.1), $v \in V_{h}$ and $T \in \mathcal{P}^{h}$. For simplicity, we assume that $\Omega$ is convex so that $u \in H^{2}(\Omega)$ and the following Green's formula is obviously valid:

$$
\begin{equation*}
\int_{T} \nabla u \cdot \nabla v d x=\int_{T} f v d x+\int_{\partial T} \nabla u \cdot(v \mathbf{n}) d s \tag{10.5.3}
\end{equation*}
$$

where $\mathbf{n}$ is the unit outer normal along $\partial T$. (In fact, the Green's formula (10.5.3) can be justified without the convexity assumption, see exercise 10.x.30.)

Summing up (10.5.3) over all the triangles in $\mathcal{P}^{h}$, we have

$$
\begin{align*}
\sum_{T \in \mathcal{P}^{h}} \int_{T} \nabla u \cdot \nabla v d x & =\int_{\Omega} f v d x+\sum_{T \in \mathcal{P}^{h}} \int_{\partial T} \nabla u \cdot(v \mathbf{n}) d s  \tag{10.5.4}\\
& =\int_{\Omega} f v d x+\sum_{e \in \mathcal{E}^{h}} \int_{e} \nabla u \cdot \llbracket v \rrbracket d s
\end{align*}
$$

where the jump $\llbracket v \rrbracket$ is defined as in Section 10.3.
Since $\llbracket u \rrbracket=0$ and $\nabla u$ has a well-defined trace on the edges of $\mathcal{P}^{h}$, we can rewrite (10.5.4) as

$$
\begin{align*}
& \sum_{T \in \mathcal{P}^{h}} \int_{T} \nabla u \cdot \nabla v d x-\sum_{e \in \mathcal{E}^{h}} \int_{e}\{\{\nabla u\}\} \cdot \llbracket v \rrbracket d s  \tag{10.5.5}\\
& \pm \sum_{e \in \mathcal{E}^{h}} \int_{e}\{\{\nabla v\}\} \cdot \llbracket u \rrbracket d s=\int_{\Omega} f v d x
\end{align*}
$$

where on an edge $e$

$$
\{\{\nabla u\}\}=(1 / 2)\left[\nabla\left(\left.u\right|_{T_{1}}\right)+\nabla\left(\left.u\right|_{T_{2}}\right)\right]
$$

if $e$ is an interior edge shared by the triangles $T_{1}$ and $T_{2}$, and

$$
\{\{\nabla u\}\}=\nabla u
$$

if $e$ is a boundary edge.
Finally, for any positive number (penalty parameter) $\eta$, we can also include the vanishing term

$$
\frac{\eta}{|e|} \sum_{e \in \mathcal{E}^{h}} \int_{e} \llbracket u \rrbracket \cdot \llbracket v \rrbracket d s
$$

in (10.5.5) to arrive at

$$
\begin{equation*}
a_{h}^{ \pm}(u, v)=\int_{\Omega} f v d x \quad \forall v \in V_{h} \tag{10.5.6}
\end{equation*}
$$

where the mesh-dependent bilinear forms $a_{h}^{ \pm}(\cdot, \cdot)$ are defined by

$$
\begin{align*}
a_{h}^{ \pm}(w, v) & =\sum_{T \in \mathcal{P}^{h}} \int_{T} \nabla w \cdot \nabla v d x-\sum_{e \in \mathcal{E}^{h}} \int_{e}\{\{\nabla w\}\} \cdot \llbracket v \rrbracket d s  \tag{10.5.7}\\
\pm & \sum_{e \in \mathcal{E}^{h}} \int_{e}\{\{\nabla v\}\} \cdot \llbracket w \rrbracket d s+\frac{\eta}{|e|} \sum_{e \in \mathcal{E}^{h}} \int_{e} \llbracket w \rrbracket \cdot \llbracket v \rrbracket d s .
\end{align*}
$$

We can now define the interior penalty methods: Find $u_{h}^{ \pm} \in V_{h}$ such that

$$
\begin{equation*}
a_{h}^{ \pm}\left(u_{h}^{ \pm}, v\right)=\int_{\Omega} f v d x \quad \forall v \in V_{h} \tag{10.5.8}
\end{equation*}
$$

(10.5.9) Remark. The symmetric interior penalty method (corresponding to the negative sign) was first studied in Wheeler (1978) and Arnold (1982). The nonsymmetric interior penalty method (corresponding to the positive sign) was introduced in Rivière, Wheeler and Girault (2001). The nonsymmetric method with $\eta=0$ was introduced earlier by Baumann and Oden and analyzed in Oden, Babuška and Baumann (1998).

In view of (10.5.6), the interior penalty methods defined by (10.5.8) are consistent. Hence the convergence of these methods depend on their stability, which involves boundedness and coercivity of the bilinear forms $a_{h}^{ \pm}(\cdot, \cdot)$.

Let the mesh-dependent energy norm $\|\cdot\|_{h}$ be defined by

$$
\begin{gather*}
\|v\|_{h}^{2}=\sum_{T \in \mathcal{P}^{h}}\|\nabla v\|_{L^{2}(T)}^{2}+\eta^{-1} \sum_{e \in \mathcal{E}^{h}}|e|\|\{\{\nabla v\}\}\|_{L^{2}(e)}^{2}  \tag{10.5.10}\\
+2 \eta \sum_{e \in \mathcal{E}^{h}}|e|^{-1}\|\llbracket v \rrbracket\|_{L^{2}(e)}^{2},
\end{gather*}
$$

where we have suppressed the dependence on $\eta$ to keep the notation simple. It follows from the Cauchy-Schwarz inequality (cf. exercise 10.x.32) that $a_{h}^{ \pm}(\cdot, \cdot)$ is bounded by $\|\cdot\|_{h}$, i.e.,

$$
\begin{equation*}
\left|a_{h}^{ \pm}(w, v)\right| \leq\|w\|_{h}\|v\|_{h} \quad \forall v, w \in \stackrel{\circ}{H}^{1}(\Omega)+V_{h} . \tag{10.5.11}
\end{equation*}
$$

For the coercivity of the bilinear forms $a_{h}^{ \pm}(\cdot, \cdot)$ on $V_{h}$, we need another mesh-dependent energy norm $\|\cdot\|_{h}$ defined by

$$
\begin{equation*}
\|v\|_{h}^{2}=\sum_{T \in \mathcal{P}^{h}}\|\nabla v\|_{L^{2}(T)}^{2}+\eta \sum_{e \in \mathcal{E}^{h}}|e|^{-1}\|\llbracket v \rrbracket\|_{L^{2}(e)}^{2}, \tag{10.5.12}
\end{equation*}
$$

where the dependence on $\eta$ is also suppressed in the notation.
It follows immediately from (10.5.7) that

$$
\begin{equation*}
a_{h}^{+}(v, v)=\|v\|_{h}^{2} \quad \forall v \in V_{h}, \tag{10.5.13}
\end{equation*}
$$

i.e., $a_{h}^{+}(\cdot, \cdot)$ is coercive with respect to $\|\cdot\|_{h}$, which implies in particular that the discrete problem is uniquely solvable. In view of (10.5.11) and (10.5.13), we can establish the stability of the nonsymmetric interior penalty method by relating the two norms $\|\cdot\|_{h}$ and $\|\cdot\|_{h}$.

Clearly we have

$$
\begin{equation*}
\|v\|_{h} \leq\|v\|_{h} \quad \forall v \in \dot{H}^{1}(\Omega)+V_{h} \tag{10.5.14}
\end{equation*}
$$

In the other direction, we have the following result.
(10.5.15) Lemma. There exists a positive constant $C$ depending only on the constants $\theta_{*}$ and $\varrho$ in Definition 10.5 .1 such that

$$
\begin{equation*}
\|v\|_{h} \leq C\left(1+\eta^{-1}\right)\|v\|_{h} \quad \forall v \in V_{h} \tag{10.5.16}
\end{equation*}
$$

Proof. Let $v \in V_{h}$ be arbitrary. Since $\nabla v$ is a piecewise constant vector, we have, by the definition of $\{\{\nabla(\cdot)\}\}$,

$$
\begin{align*}
\sum_{e \in \mathcal{E}^{h}}|e|\|\{\{\nabla v\}\}\|_{L^{2}(e)}^{2} & \leq C \sum_{e \in \mathcal{E}^{h}}|\partial T|^{2} \sum_{T \in \mathcal{P}_{e}}\left|\nabla\left(\left.v\right|_{T}\right)\right|^{2} \\
& \leq C \sum_{e \in \mathcal{E}^{h}} \sum_{T \in \mathcal{P}_{e}}\|\nabla v\|_{L^{2}(T)}^{2}  \tag{10.5.17}\\
& \leq C \sum_{T \in \mathcal{P}^{h}}\|\nabla v\|_{L^{2}(T)}^{2}
\end{align*}
$$

where $C$ is a generic positive constant depending only on $\theta_{*}$ and $\varrho$. Note that we have used the fact that the number of edges of $\mathcal{P}^{h}$ that appear on the boundary of any triangle in $\mathcal{P}^{h}$ is uniformly bounded because of condition (ii) in Definition (10.5.1).

The estimate (10.5.16) follows from (10.5.10), (10.5.12) and (10.5.17).

We can now prove an abstract error estimate for the nonsymmetric interior penalty method.
(10.5.18) Lemma. Let $u$ be the solution of (10.0.1) and $u_{h}^{+} \in V_{h}$ satisfy

$$
a_{h}^{+}\left(u_{h}^{+}, v\right)=\int_{\Omega} f v d x \quad \forall v \in V_{h}
$$

There exists a positive constant $C$ depending only on the constants $\theta_{*}$ and $\varrho$ in Definition 10.5.1 such that

$$
\left\|u-u_{h}^{+}\right\|_{h} \leq C\left(1+\eta^{-1}\right)^{2} \inf _{v \in V_{h}}\|u-v\|_{h}
$$

Proof. Let $v \in V_{h}$ be arbitrary. We have

$$
\begin{align*}
\| u- & u_{h}^{+}\left\|_{h} \leq\right\| u-v\left\|_{h}+\right\| u_{h}^{+}-v \|_{h} \\
& \leq\|u-v\|_{h}+C\left(1+\eta^{-1}\right)\left\|u_{h}^{+}-v\right\|_{h}  \tag{by10.5.16}\\
& \leq\|u-v\|_{h}+C\left(1+\eta^{-1}\right) \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a_{h}^{+}\left(u_{h}^{+}-v, w\right)\right|}{\|w\|_{h}}  \tag{by10.5.13}\\
& =\|u-v\|_{h}+C\left(1+\eta^{-1}\right) \sup _{w \in V_{h} \backslash\{0\}} \frac{\left|a_{h}^{+}(u-v, w)\right|}{\|w\|_{h}}  \tag{10.5.6and10.5.8}\\
& \leq C\left(1+\eta^{-1}\right)^{2}\|u-v\|_{h}, \tag{10.5.11and10.5.16}
\end{align*}
$$

and the lemma follows.

The following lemma shows that the symmetric interior penalty method is also coercive with respect to $\left\|\|\cdot\|_{h}\right.$ provided the penalty parameter $\eta$ is sufficiently large.
(10.5.19) Lemma. There exists a positive number $\eta_{*}$, depending only on the constants $\theta_{*}$ and $\varrho$ in Definition 10.5.1, such that

$$
\begin{equation*}
a_{h}^{-}(v, v) \geq \frac{1}{2}\|v\|_{h}^{2} \quad \forall v \in V_{h}, \eta \geq \eta_{*} \tag{10.5.20}
\end{equation*}
$$

Proof. Let $v \in V_{h}$ be arbitrary. From (10.5.17) and the Cauchy-Schwarz inequality we obtain, for any $\epsilon>0$,

$$
\begin{aligned}
& \sum_{e \in \mathcal{E}^{h}} \int_{e}\{\{\nabla v\}\} \cdot \llbracket v \rrbracket d s \leq \sum_{e \in \mathcal{E}^{h}}|e|^{1 / 2}\|\{\{\nabla v\}\}\|_{L^{2}(e)}^{2}|e|^{-1 / 2}\|\llbracket v \rrbracket\|_{L^{2}(e)}^{2} \\
& \quad \leq\left(\sum_{e \in \mathcal{E}^{h}}|e|\|\{\{\nabla v\}\}\|_{L^{2}(e)}^{2}\right)^{1 / 2}\left(\sum_{e \in \mathcal{E}^{h}}|e|^{-1}\|\llbracket v \rrbracket\|_{L^{2}(e)}^{2}\right)^{1 / 2} \\
& \quad \leq\left(C_{*} \sum_{T \in \mathcal{P}^{h}}\|\nabla v\|_{L^{2}(T)}^{2}\right)^{1 / 2}\left(\sum_{e \in \mathcal{E}^{h}}|e|^{-1}\|\llbracket v \rrbracket\|_{L^{2}(e)}^{2}\right)^{1 / 2} \\
& \quad \leq \frac{\epsilon C_{*}}{2} \sum_{T \in \mathcal{P}^{h}}\|\nabla v\|_{L^{2}(T)}^{2}+\frac{1}{2 \epsilon} \sum_{e \in \mathcal{E}^{h}}|e|^{-1}\| \| v \rrbracket \|_{L^{2}(e)}^{2}
\end{aligned}
$$

where the positive constant $C_{*}$ depends only on $\theta_{*}$ and $\varrho$. It then follows from (10.5.7) that

$$
a_{h}^{-}(v, v) \geq\left(1-\epsilon C_{*}\right) \sum_{T \in \mathcal{T}^{h}}\|\nabla v\|_{L^{2}(T)}^{2}+\left(\eta-\frac{1}{\epsilon}\right) \sum_{e \in \mathcal{E}^{h}}|e|^{-1}\|\llbracket v \rrbracket\|_{L^{2}(e)}^{2},
$$

and (10.5.20) is valid if we choose $\epsilon=1 /\left(2 C_{*}\right)$ and $\eta_{*}=2^{-1}+\epsilon^{-1}$.
In particular, the discrete problem for the symmetric interior penalty method is uniquely solvable if $\eta \geq \eta_{*}$. The following result for the symmetric
interior penalty method can then be established using (10.5.11), (10.5.20) and arguments similar to the ones in the proof of Lemma 10.5.18.
(10.5.21) Lemma. Let $u$ be the solution of (10.0.1), $\eta \geq \eta_{*}$, and $u_{h}^{-} \in V_{h}$ satisfy

$$
a_{h}^{-}\left(u_{h}^{-}, v\right)=\int_{\Omega} f v d x \quad \forall v \in V_{h}
$$

There exists a positive constant $C$ depending only on the constants $\theta_{*}$ and $\varrho$ in Definition 10.5.1 such that

$$
\left\|u-u_{h}^{-}\right\|_{h} \leq C\left(1+\eta^{-1}\right)^{2} \inf _{v \in V_{h}}\|u-v\|_{h}
$$

Let $e \in \mathcal{E}^{h}$. It follows from the trace theorem with scaling, conditions $(i)$ and $(i i)$ in Definition 10.5.1, and the definitions of $\{\{\nabla(\cdot)\}$ and $\llbracket \cdot \rrbracket$ that

$$
\begin{aligned}
|e|\|\{\{\nabla(u-v)\}\}\|_{L^{2}(e)}^{2} & \leq C \sum_{T \in \mathcal{P}_{e}}|\partial T|\|\nabla(u-v)\|_{L^{2}(\partial T)}^{2} \\
& \leq C \sum_{T \in \mathcal{P}_{e}}\left(|u-v|_{H^{1}(T)}^{2}+h_{T}^{2}|u|_{H^{2}(T)}^{2}\right) \\
|e|^{-1}\|\llbracket u-v \rrbracket\|_{L^{2}(e)}^{2} & \leq C \sum_{T \in \mathcal{P}_{e}}\left(\frac{|\partial T|}{|e|}\right) \frac{1}{|\partial T|}\|u-v\|_{L^{2}(T)}^{2} \\
& \leq C \sum_{T \in \mathcal{P}_{e}}\left(h_{T}^{-2}\|u-v\|_{L^{2}(T)}^{2}+|u-v|_{H^{1}(T)}^{2}\right)
\end{aligned}
$$

where $h_{T}=\operatorname{diam} T$, and the (generic) positive constant $C$ depends only on $\theta_{*}$ and $\varrho$. Summing up these estimates over all the edges in $\mathcal{E}^{h}$, we find

$$
\begin{align*}
& \sum_{e \in \mathcal{E}^{h}}|e|\|\{\{\nabla(u-v)\}\}\|_{L^{2}(e)}^{2}  \tag{10.5.22}\\
& \quad \leq C \sum_{T \in \mathcal{P}^{h}}\left(|u-v|_{H^{1}(T)}^{2}+h_{T}^{2}|u|_{H^{2}(T)}^{2}\right) \\
& \sum_{e \in \mathcal{E}^{h}}|e|^{-1}\| \| u-v \rrbracket \|_{L^{2}(e)}^{2}  \tag{10.5.23}\\
& \quad \leq C \sum_{T \in \mathcal{P}^{h}}\left(h_{T}^{-2}\|u-v\|_{L^{2}(T)}^{2}+|u-v|_{H^{1}(T)}^{2}\right) .
\end{align*}
$$

Combining (10.5.10), (10.5.22) and (10.5.23), we have the following lemma, which shows that $\|u-v\|_{h}$ can be estimated element by element.
(10.5.24) Lemma. There exists a positive constant $C$ depending only on the constants $\theta_{*}$ and $\varrho$ in Definition 10.5 .1 such that, for any $v \in V_{h}$,

$$
\begin{gathered}
\|u-v\|_{h}^{2} \leq \sum_{T \in \mathcal{P}^{h}}|u-v|_{H^{1}(T)}^{2}+C \eta^{-1} \sum_{T \in \mathcal{P}^{h}}\left(|u-v|_{H^{1}(T)}^{2}+h_{T}^{2}|u|_{H^{2}(T)}^{2}\right) \\
+C \eta \sum_{T \in \mathcal{P}^{h}}\left(h_{T}^{-2}\|u-v\|_{L^{2}(T)}^{2}+|u-v|_{H^{1}(T)}^{2}\right)
\end{gathered}
$$

The following theorem provides concrete error estimates for the interior penalty methods.
(10.5.26) Theorem. Let $u$ be the solution of (10.0.1) and $u_{h}^{ \pm} \in V_{h}$ satisfy (10.5.8), where we assume $\eta$ is greater than or equal to the constant $\eta_{*}$ in Lemma 10.5.19 for the symmetric interior penalty method. There exists a positive constant $C$ depending only on the constants $\theta_{*}$ and $\varrho$ such that

$$
\begin{equation*}
\left\|u-u_{h}^{ \pm}\right\|_{h} \leq C\left(\eta+\eta^{-5}\right)^{1 / 2} h|u|_{H^{2}(\Omega)}, \tag{10.5.27}
\end{equation*}
$$

where $h=\max _{T \in \mathcal{P}^{h}} h_{T}$.
Proof. Let $\mathcal{I}^{h} u \in V_{h}$ be the piecewise linear interpolant of $u$, i.e., for any $T \in \mathcal{P}^{h},\left.\left(\mathcal{I}^{h} u\right)\right|_{T}$ agrees with $u$ at the three vertices of $T$. It follows from Lemma 10.5.18, Lemma 10.5.21 and Lemma 10.5.24 that

$$
\begin{aligned}
&\left\|u-u_{h}^{ \pm}\right\|_{h}^{2} \leq C\left(1+\eta^{-1}\right)^{4}\left\|u-\mathcal{I}^{h} u\right\|_{h}^{2} \\
& \leq C\left(\eta+\eta^{-5}\right)\left(\sum_{T \in \mathcal{P}^{h}} h_{T}^{-2}\left\|u-\mathcal{I}^{h} u\right\|_{L^{2}(T)}^{2}+\sum_{T \in \mathcal{P}^{h}}\left|u-\mathcal{I}^{h} u\right|_{H^{1}(T)}^{2}\right. \\
&\left.\quad+\sum_{T \in \mathcal{P}^{h}} h_{T}^{2}|u|_{H^{2}(T)}^{2}\right)
\end{aligned}
$$

which together with Theorem 4.4.20 implies (10.5.27).
Note that when $\mathcal{P}^{h}$ is actually a family of triangulations we can take advantage of the continuity of $\mathcal{I}^{h} u$ to replace (10.5.27) by

$$
\left\|u-u_{h}^{ \pm}\right\|_{h} \leq C\left(1+\eta^{-5}\right)^{1 / 2} h|u|_{H^{2}(\Omega)}
$$

i.e., the rate of convergence is independent of the penalty parameter $\eta$ as long as it is bounded away from 0 .

For the symmetric interior penalty method, the Galerkin orthogonality relation

$$
a_{h}^{-}\left(u-u_{h}, v\right)=0 \quad \forall v \in V_{h},
$$

which follows from (10.5.6) and (10.5.8), allows the application of the standard duality argument to yield the following $L^{2}$ error estimate:

$$
\begin{equation*}
\left\|u-u_{h}^{-}\right\|_{L^{2}(\Omega)} \leq C\left(\eta+\eta^{-5}\right) h^{2}|u|_{H^{2}(\Omega)} . \tag{10.5.28}
\end{equation*}
$$

However, such an estimate is not available for the nonsymmetric interior penalty method because it is not adjoint consistent.
(10.5.29) Remark. Interior penalty methods belong to the class of discontinuous Galerkin methods. A general analysis of discontinuous Galerkin methods for elliptic problems is given in Arnold, Brezzi, Marini and Cockburn (2001). Applications of discontinuous Galerkin methods to other problems can be found in Cockburn, Karniadakis and Shu (2000).

### 10.6 Poincaré-Friedrichs Inequalities for Piecewise $\boldsymbol{W}_{\boldsymbol{p}}^{1}$ Functions

Let $\Omega \subset \mathbb{R}^{2}$ be a bounded and connected polygonal domain and $1 \leq p \leq \infty$. The goal of this section is to extend the following versions of the PoincaréFreidrichs inequalities (cf. Exercise 4.x. 4 and Exercise 5.x.13) to piecewise $W_{p}^{1}$ functions:

$$
\begin{array}{ll}
\|u\|_{L^{p}(\Omega)} \leq C\left(\left|\int_{\Omega} u d x\right|+|u|_{W_{p}^{1}(\Omega)}\right) & \forall u \in W_{p}^{1}(\Omega) \\
\|u\|_{L^{p}(\Omega)} \leq C\left(\left|\int_{\partial \Omega} u d s\right|+|u|_{W_{p}^{1}(\Omega)}\right) & \forall u \in W_{p}^{1}(\Omega) \tag{10.6.2}
\end{array}
$$

where the positive constant $C$ depends only on $\Omega$. Such inequalities can be applied to the finite element functions in Section 10.3 and Section 10.5.

Let $\mathcal{T}$ be a simplicial triangulation of $\Omega$ and $W_{p}^{1}(\Omega, \mathcal{T})$ be the space of piecewise $W_{p}^{1}$ functions with respect to $\mathcal{T}$, i.e.,

$$
\begin{equation*}
W_{p}^{1}(\Omega, \mathcal{T})=\left\{v \in L^{p}(\Omega): v_{T}=\left.v\right|_{T} \in W_{p}^{1}(T) \quad \forall T \in \mathcal{T}\right\} \tag{10.6.5}
\end{equation*}
$$

The set of the interior (resp. boundary) edges of $\mathcal{T}$ will be denoted by $\mathcal{E}^{i}(\mathcal{T})$ (resp. $\left.\mathcal{E}^{b}(\mathcal{T})\right)$ and the set of the vertices of $\mathcal{T}$ will be denoted by $\mathcal{V}(\mathcal{T})$.

In order to extend (10.6.1) and (10.6.2) to $W_{p}^{1}(\Omega, \mathcal{T})$, we first establish Poincaré-Friedrichs inequalities for the space $P_{0}(\Omega, \mathcal{T})$ of piecewise constant functions with respect to $\mathcal{T}$.
(10.6.6) Lemma. Let $1 \leq p<\infty$. There exists a positive constant $C$, depending only on the minimum angle of $\mathcal{T}$, such that

$$
\begin{equation*}
\|c\|_{L^{p}(\Omega)} \leq C\left[\left|\int_{\Omega} c d x\right|+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\|\llbracket c \rrbracket\|_{L^{p}(e)}^{p}\right)^{1 / p}\right] \tag{10.6.7}
\end{equation*}
$$

$\forall c \in P_{0}(\Omega, \mathcal{T})$, and

$$
\begin{equation*}
\|c\|_{L^{p}(\Omega)} \leq C\left[\left|\int_{\partial \Omega} c d s\right|+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\|\llbracket c \rrbracket\|_{L^{p}(e)}^{p}\right)^{1 / p}\right] \tag{10.6.8}
\end{equation*}
$$

$\forall c \in P_{0}(\Omega, \mathcal{T})$, where the jump $\llbracket c \rrbracket$ is defined as in Section 10.3.

Proof. Given any $c \in P_{0}(\Omega, \mathcal{T})$, we define $E c$ to be the continuous piecewise linear function (with respect to $\mathcal{T}$ ) that takes the average value of $c$ at any vertex of $\mathcal{T}$, i.e.,

$$
(E c)(x)=\frac{1}{\left|\mathcal{T}_{x}\right|} \sum_{T \in \mathcal{T}_{x}} c_{T} \quad \forall x \in \mathcal{V}(\mathcal{T})
$$

where $\mathcal{T}_{x}$ is the set of the triangles in $\mathcal{T}$ that share the common vertex $x$ and $\left|\mathcal{T}_{x}\right|$ is the number of triangles in $\mathcal{T}_{x}$.

Let $T \in \mathcal{T}$ be arbitrary and $\mathcal{V}_{T}$ be the set of the vertices of $T$. We have

$$
\begin{array}{rlr}
\|c-E c\|_{L^{p}(T)}^{p} & \leq C h_{T}^{2} \sum_{x \in \mathcal{V}_{T}}\left|c_{T}-(E c)(x)\right|^{p} \\
& \leq C h_{T}^{2} \sum_{x \in \mathcal{V}_{T}}\left|\frac{1}{\left|\mathcal{T}_{x}\right|} \sum_{T^{\prime} \in \mathcal{T}_{x}}\left(c_{T}-c_{T^{\prime}}\right)\right|^{p} \quad \text { (definition of } E c \text { ) } \\
& \leq C h_{T}^{2} \sum_{x \in \mathcal{V}_{T}} \frac{1}{\left|\mathcal{T}_{x}\right|} \sum_{T^{\prime} \in \mathcal{T}_{x}}\left|c_{T}-c_{T^{\prime}}\right|^{p}, \quad \text { (Hölder's inequality) }
\end{array}
$$

where $h_{T}=\operatorname{diam} T$ and $C$ is a (generic) positive constant that only depends on the minimum angle of $\mathcal{T}$.

Note that any triangle $T^{\prime} \in \mathcal{T}_{x}$ can be connected to $T$ by a chain of triangles in $\mathcal{T}_{x}$, where any two consecutive triangles share a common edge. In other words there exist triangles $T_{1}, T_{2}, \ldots T_{k} \in \mathcal{T}_{x}\left(k \leq\left|\mathcal{T}_{x}\right|\right)$ such that $T_{1}=T^{\prime}, T_{k}=T$, and $T_{j}$ and $T_{j+1}$ share a common edge $e_{j}$ for $1 \leq j \leq k-1$. Therefore, we also have

$$
\begin{align*}
\left|c_{T}-c_{T^{\prime}}\right|^{p} & =\left|\sum_{j=1}^{k-1}\left(c_{T_{j+1}}-c_{T_{j}}\right)\right|^{p} \\
& \leq(k-1)^{p-1} \sum_{j=1}^{k-1}\left|c_{T_{j+1}}-c_{T_{j}}\right|^{p} \quad \text { (Hölder's inequality) } \\
& \leq\left|\mathcal{T}_{x}\right|^{p-1} \sum_{j=1}^{k-1} \frac{1}{\left|e_{j}\right|}\|\llbracket c \rrbracket\|_{L^{p}\left(e_{j}\right)}^{p} \quad
\end{align*}
$$

Since the edge $e_{j}$ must be an interior edge, we can combine the two previous estimates to obtain

$$
\begin{align*}
\|c-E c\|_{L^{p}(\Omega)}^{p} & =\sum_{T \in \mathcal{T}}\|c-E c\|_{L^{p}(T)}^{p} \\
& \leq C \sum_{T \in \mathcal{T}} h_{T}^{2} \sum_{x \in \mathcal{V}_{T}}\left|\mathcal{T}_{x}\right|^{p-2} \sum_{e \in \mathcal{E}_{x}^{i}} \frac{1}{|e|}\|\llbracket c\| \|_{L^{p}(e)}^{p}  \tag{10.6.9}\\
& \leq C\left(\max _{x \in \mathcal{V}(\mathcal{T})}\left|\mathcal{T}_{x}\right|\right)^{p-2} \sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|\|\llbracket c \rrbracket\|_{L^{p}(e)}^{p},
\end{align*}
$$

where $\mathcal{E}_{x}^{i}$ is the set of interior edges of $\mathcal{T}$ emanating from the vertex $x$.
It also follows from (10.6.9) and Lemma 4.5.3 that

$$
\begin{align*}
& \left(\sum_{T \in \mathcal{T}}|c-E c|_{W_{p}^{1}(T)}^{p}\right)^{1 / p} \leq C\left(\sum_{T \in \mathcal{T}} h_{T}^{-p}\|c-E c\|_{L^{p}(T)}^{p}\right)^{1 / p}  \tag{10.6.10}\\
& \quad \leq C\left(\max _{x \in \mathcal{V}(\mathcal{T})}\left|\mathcal{T}_{x}\right|\right)^{1-(2 / p)}\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\| \| c \rrbracket \|_{L^{p}(e)}^{p}\right)^{1 / p}
\end{align*}
$$

We can now complete the proof of (10.6.7) as follows.

$$
\begin{aligned}
\|c\|_{L^{p}(\Omega)} \leq & \|E c\|_{L^{p}(\Omega)}+\|c-E c\|_{L^{p}(\Omega)} \\
\leq & C\left[\left|\int_{\Omega} E c d x\right|+|E c|_{W_{p}^{1}(\Omega)}+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|\|\llbracket c\|_{L^{p}(e)}^{p}\right)^{1 / p}\right] \\
\leq & C\left[\left|\int_{\Omega} c d x\right|+\|c-E c\|_{L^{p}(\Omega)}+\left(\sum_{T \in \mathcal{T}}|E c|_{W_{p}^{1}(T)}^{p}\right)^{1 / p}\right. \\
& \left.\quad+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|\|\llbracket c \rrbracket\|_{L^{p}(e)}^{p}\right)^{1 / p}\right] \quad(\text { Hölder's inequality }) \\
= & C\left[\left|\int_{\Omega} c d x\right|+\|c-E c\|_{L^{p}(\Omega)}+\left(\sum_{T \in \mathcal{T}}|E c-|_{W_{p}^{1}(T)}^{p}\right)^{1 / p}\right. \\
& \left.\quad+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|\|\llbracket c \rrbracket\|_{L^{p}(e)}^{p}\right)^{1 / p}\right] \\
\leq & C\left[\left|\int_{\Omega} c d x\right|+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\|\llbracket c \rrbracket\|_{L^{p}(e)}^{p}\right)^{1 / p}\right]
\end{aligned}
$$

(10.6.9 and 10.6.10)
where we have also used the fact that $\left(\max _{x \in \mathcal{V}(\mathcal{T})}\left|\mathcal{T}_{x}\right|\right)^{1-(2 / p)}$ is bounded by a constant that depends only on the minimum angle of $\mathcal{T}$.

Similarly, we have

$$
\begin{aligned}
\|c\|_{L^{p}(\Omega)} & \leq\|E c\|_{L^{p}(\Omega)}+\|c-E c\|_{L^{p}(\Omega)} \\
& \leq C\left[\left|\int_{\partial \Omega} E c d s\right|+|E c|_{W_{p}^{1}(\Omega)}+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|\|\llbracket c \rrbracket\|_{L^{p}(e)}^{p}\right)^{1 / p}\right]
\end{aligned}
$$

$$
\begin{align*}
& \leq C\left[\left|\int_{\partial \Omega} c d s\right|+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|\|\llbracket c \rrbracket\|_{L^{p}(e)}^{p}\right)^{1 / p}\right.  \tag{10.6.2and10.6.9}\\
& \left.\quad+\left|\int_{\partial \Omega}(E c-c) d s\right|+\left(\sum_{T \in \mathcal{T}}|E c-c|_{W_{p}^{1}(T)}^{p}\right)^{1 / p}\right]
\end{align*}
$$

and, repeating the arguments that led to (10.6.9),

$$
\begin{aligned}
\left|\int_{\partial \Omega}(E c-c) d s\right|^{p} & \leq|\partial \Omega|^{p-1} \int_{\partial \Omega}|E c-c|^{p} d s \\
& =|\partial \Omega|^{p-1} \sum_{e \in \mathcal{E}^{b}(\mathcal{T})}\|E c-c\|_{L^{p}(e)}^{p} \\
& \leq C|\partial \Omega|^{p-1} \sum_{e \in \mathcal{E}^{b}(\mathcal{T})}|e| \sum_{x \in \mathcal{V}_{e}}\left|(E c)(p)-c_{T_{e}}\right|^{p} \\
& \leq C\left(\max _{x \in \mathcal{V}(\mathcal{T})}\left|\mathcal{T}_{x}\right|\right)^{p-2} \sum_{e \in \mathcal{E}^{i}(\mathcal{T})}\|\llbracket c \rrbracket\|_{L^{p}(e)}^{p}
\end{aligned}
$$

where $\mathcal{V}_{e}$ is the set of the two endpoints of the edge $e$ and $T_{e}$ is the triangle in $\mathcal{T}$ such that $e \subset \partial T$.

The inequality (10.6.8) follows from these estimates and (10.6.10).
With Lemma 10.6.6 in hand, we can now extend the Poincaré-Friedrichs inequalities to $W_{p}^{1}(\Omega, \mathcal{T})$.

Let $\mathcal{M}_{e}$ be the map defined by

$$
\mathcal{M}_{e} v=\frac{1}{|e|} \int_{e} v d s \quad \forall v \in L^{1}(e)
$$

Note that Hölder's inequality implies

$$
\begin{equation*}
\left\|\mathcal{M}_{e} v\right\|_{L^{p}(e)} \leq\|v\|_{L^{p}(e)} \quad \forall v \in L^{p}(e), 1 \leq p \leq \infty . \tag{10.6.11}
\end{equation*}
$$

(10.6.12) Theorem. Let $1 \leq p<\infty$. There exists a positive constant $C$, depending only on the minimum angle of $\mathcal{T}$, such that

$$
\begin{align*}
& \|v\|_{L^{p}(\Omega)} \leq C\left[\left|\int_{\Omega} v d x\right|+\left(\sum_{T \in \mathcal{T}}|v|_{W_{p}^{1}(T)}^{p}\right)^{1 / p}\right.  \tag{10.6.13}\\
& \left.\quad+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\left\|\mathcal{M}_{e} \llbracket v \rrbracket\right\|_{L^{p}(e)}^{p}\right)^{1 / p}\right] \quad \forall v \in W_{p}^{1}(\Omega, \mathcal{T}), \\
& \|v\|_{L^{p}(\Omega)} \leq C\left[\left|\int_{\partial \Omega} v d s\right|+\left(\sum_{T \in \mathcal{T}}|v|_{W_{p}^{1}(T)}^{p}\right)^{1 / p}\right.  \tag{10.6.14}\\
& \left.\quad+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\left\|\mathcal{M}_{e} \llbracket v \rrbracket\right\|_{L^{p}(e)}^{p}\right)^{1 / p}\right] \quad \forall v \in W_{p}^{1}(\Omega, \mathcal{T}) .
\end{align*}
$$

Proof. Let $v \in W_{p}^{1}(\Omega, \mathcal{T})$ be arbitrary and $\bar{v} \in P_{0}(\Omega, \mathcal{T})$ be the piecewise constant function that equals the mean of $v$ on each $T \in \mathcal{T}$. We have

$$
\begin{aligned}
& \|v\|_{L^{p}(\Omega)} \leq\|v-\bar{v}\|_{L^{p}(\Omega)}+\|\bar{v}\|_{L^{p}(\Omega)} \\
& \leq C \\
& \quad C\left(\sum_{T \in \mathcal{T}}\|v-\bar{v}\|_{L^{p}(T)}^{p}\right)^{1 / p}+\left|\int_{\Omega} \bar{v} d x\right| \\
& \left.\quad+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\left\|\mathcal{M}_{e} \llbracket \bar{v} \rrbracket\right\|_{L^{p}(e)}^{p}\right)^{1 / p}\right] \quad\left(10.6 .7 \text { and } \mathcal{M}_{e} \llbracket \bar{v} \rrbracket=\llbracket \bar{v} \rrbracket\right) \\
& \leq C\left[\left(\sum_{T \in \mathcal{T}} h_{T}^{p}|v|_{W_{p}^{1}(T)}^{p}\right)^{1 / p}+\left|\int_{\Omega} v d x\right|+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\left\|\mathcal{M}_{e} \llbracket v \rrbracket\right\|_{L^{2}(e)}^{2}\right)^{1 / p}\right. \\
& \left.\quad+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\left\|\mathcal{M}_{e} \llbracket v-\bar{v} \rrbracket\right\|_{L^{p}(e)}^{p}\right)^{1 / p}\right]
\end{aligned}
$$

(triangle inequality and (4.3.15) with scaling)
where $C$ is a (generic) positive constant that depends only on the minimum angle of $\mathcal{T}$.

Since

$$
\begin{align*}
& \left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\left\|\mathcal{M}_{e} \llbracket v-\bar{v} \rrbracket\right\|_{L^{p}(e)}^{p}\right)^{1 / p} \\
& \quad \leq C\left(\sum_{T \in \mathcal{T}} h_{T}^{1-p}\|v-\bar{v}\|_{L^{p}(\partial T)}^{p}\right)^{1 / p} \quad \text { (by 10.6. }  \tag{by10.6.11}\\
& \quad \leq C\left[\sum_{T \in \mathcal{T}} h_{T}^{2-p}\left(h_{T}^{-2}\|v-\bar{v}\|_{L^{p}(T)}^{p}+h_{T}^{p-2}|v-\bar{v}|_{W_{p}^{1}(T)}^{p}\right)\right]^{1 / p}
\end{align*}
$$

(Trace Theorem with scaling)

$$
\leq C\left(\sum_{T \in \mathcal{T}}|v|_{W_{p}^{1}(T)}^{p}\right)^{1 / p}
$$

(4.3.15 with scaling)
we have established (10.6.13).
Similarly, we have

$$
\begin{aligned}
&\|v\|_{L^{p}(\Omega)} \leq\|v-\bar{v}\|_{L^{p}(\Omega)}+\|\bar{v}\|_{L^{p}(\Omega)} \\
& \leq C\left[\left(\sum_{T \in \mathcal{T}} h_{T}^{p}|v|_{W_{p}^{1}(T)}^{p}\right)^{1 / p}+\left|\int_{\partial \Omega} \bar{v} d s\right|\right. \\
&\left.\quad+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\left\|\mathcal{M}_{e} \llbracket \bar{v} \rrbracket\right\|_{L^{p}(e)}^{p}\right)^{1 / p}\right]
\end{aligned}
$$

(4.3.15 with scaling and 10.6.8)
$\leq C\left[\left|\int_{\partial \Omega} v d s\right|+\left(\sum_{T \in \mathcal{T}}|v|_{W_{p}^{1}(T)}^{p}\right)^{1 / p}\right.$

$$
\left.+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{1-p}\left\|\mathcal{M}_{e} \llbracket v \rrbracket\right\|_{L^{p}(e)}^{p}\right)^{1 / p}+\left|\int_{\partial \Omega}(v-\bar{v}) d s\right|\right]
$$

and

$$
\begin{aligned}
\mid \int_{\partial \Omega}(v & -\bar{v}) d s\left|\leq|\partial \Omega|^{p-1}\left(\int_{\partial \Omega}|v-\bar{v}|^{p} d s\right)^{1 / p}\right. \\
& =|\partial \Omega|^{p-1}\left(\sum_{e \in \mathcal{E}^{b}(\mathcal{T})}\|v-\bar{v}\|_{L^{p}(e)}^{p}\right)^{1 / p} \\
& \leq C\left(\sum_{T \in \mathcal{T}} \int_{\partial T}\|v-\bar{v}\|_{L^{p}(\partial T)}^{p}\right)^{1 / p} \leq C\left(\sum_{T \in \mathcal{T}} h_{T}^{p-1}|v|_{W_{p}^{1}(T)}^{p}\right)^{1 / p}
\end{aligned}
$$

which together imply (10.6.14).
The following result is obtained by letting $p \uparrow \infty$ in Theorem 10.6.12.
(10.6.15) Theorem. There exists a positive constant C, depending only on the minimum angle of $\mathcal{T}$, such that

$$
\begin{aligned}
& \|v\|_{L^{\infty}(\Omega)} \leq C\left(\left|\int_{\Omega} v d x\right|+\max _{T \in \mathcal{T}}|v|_{W_{\infty}^{1}(T)}+\max _{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{-1}\left\|\mathcal{M}_{e} \llbracket v \rrbracket\right\|_{L^{\infty}(e)}\right), \\
& \|v\|_{L^{\infty}(\Omega)} \leq C\left(\left|\int_{\partial \Omega} v d s\right|+\max _{T \in \mathcal{T}}|v|_{W_{\infty}^{1}(T)}+\max _{e \in \mathcal{E}^{i}(\mathcal{T})}|e|^{-1}\left\|\mathcal{M}_{e} \llbracket v \rrbracket\right\|_{L^{\infty}(e)}\right), \\
& \forall v \in W_{\infty}^{1}(\Omega, \mathcal{T})
\end{aligned}
$$

As an application we consider a nonconforming $\mathcal{P}_{1}$ finite element function $v$ associated with $\mathcal{T}$ such that either $\int_{\Omega} v d x=0$ or $v$ vanishes at the midpoints of the boundary edges. A direct application of Theorem 10.6.12, Theorem 10.6 .15 and the midpoint rule gives the following Poincaré-Friedrichs inequalities:

$$
\|v\|_{L^{p}(\Omega)} \leq C\left(\sum_{T \in \mathcal{T}}|v|_{W_{p}^{1}(T)}^{p}\right)^{1 / p} \quad \text { for } 1 \leq p<\infty
$$

and

$$
\|v\|_{L^{\infty}(\Omega)} \leq C \max _{T \in \mathcal{T}}|v|_{W_{\infty}^{1}(T)}
$$

where the positive constant $C$ depends only on the minimum angle of $\mathcal{T}$.
Finally, we extend the Poincaré-Friedrichs inequalities to functions that are piecewise $W_{p}^{1}$ with respect to a simplicial partition $\mathcal{P}$ of $\Omega$. Such inequalities can be applied to the discontinuous finite element functions in Section 10.5.

Let $W_{p}^{1}(\Omega, \mathcal{P})$ be the space of piecewise $W_{p}^{1}$ functions with respect to $\mathcal{P}$, i.e.,

$$
W_{p}^{1}(\Omega, \mathcal{P})=\left\{v \in L^{p}(\Omega): v_{T}=\left.v\right|_{T} \in W_{p}^{1}(T) \quad \forall T \in \mathcal{P}\right\}
$$

The set $\mathcal{E}(\mathcal{P})$ of edges of $\mathcal{P}$ and the set $\mathcal{V}(\mathcal{P})$ of vertices of $\mathcal{P}$ are defined as in Section 10.5, and we use $\mathcal{E}^{i}(\mathcal{P})$ to denote the set of interior edges of
$\mathcal{P}$. The regularity of $\mathcal{P}$ is quantified by the minimum angle of $\mathcal{P}$ and the number $\varrho(\mathcal{P})$ defined by

$$
\varrho(\mathcal{P})=\max \{|\partial T| /|e|: T \in \mathcal{P}, e \in \mathcal{E}(\mathcal{P}), e \subset \partial T\}
$$

(10.6.16) Theorem. There exists a positive constant $C$ depending only on the minimum angle of $\mathcal{P}$ and $\varrho(\mathcal{P})$ such that

$$
\begin{aligned}
\|v\|_{L^{p}(\Omega)} \leq C\left[\left|\int_{\Omega} v d x\right|+\right. & \left(\sum_{T \in \mathcal{P}}|v|_{W_{p}^{1}(T)}^{p}\right)^{1 / p} \\
& \left.+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{P})}|e|^{1-p}\left\|\mathcal{M}_{e} \llbracket v \rrbracket\right\|_{L^{p}(e)}^{p}\right)^{1 / p}\right] \\
\|v\|_{L^{p}(\Omega)} \leq C\left[\left|\int_{\partial \Omega} v d s\right|+\right. & \left(\sum_{T \in \mathcal{P}}|v|_{W_{p}^{1}(T)}^{p}\right)^{1 / p} \\
& \left.+\left(\sum_{e \in \mathcal{E}^{i}(\mathcal{P})}|e|^{1-p}\left\|\mathcal{M}_{e} \llbracket v \rrbracket\right\|_{L^{p}(e)}^{p}\right)^{1 / p}\right]
\end{aligned}
$$

$\forall v \in W_{p}^{1}(\Omega, \mathcal{P})$ and $1 \leq p<\infty$, and

$$
\begin{aligned}
& \|v\|_{L^{\infty}(\Omega)} \leq C\left(\left|\int_{\Omega} v d x\right|+\max _{T \in \mathcal{P}}|v|_{W_{\infty}^{1}(T)}+\max _{e \in \mathcal{E}^{i}(\mathcal{P})}|e|^{-1}\left\|\mathcal{M}_{e} \llbracket v \rrbracket\right\|_{L^{\infty}(e)}\right), \\
& \|v\|_{L^{\infty}(\Omega)} \leq C\left(\left|\int_{\partial \Omega} v d s\right|+\max _{T \in \mathcal{P}}|v|_{W_{\infty}^{1}(T)}+\max _{e \in \mathcal{E}^{i}(\mathcal{P})}|e|^{-1}\left\|\mathcal{M}_{e} \llbracket v \rrbracket\right\|_{L^{\infty}(e)}\right),
\end{aligned}
$$

$\forall v \in W_{\infty}^{1}(\Omega, \mathcal{P})$.
Proof. Let $\mathcal{T}$ be the simplicial triangulation of $\Omega$ created by connecting the center of each $T \in \mathcal{P}$ to the vertices of $\mathcal{P}$ that belong to $\partial T$. Then the minimum angle of $\mathcal{T}$ depends on the minimum angle of $\mathcal{P}$ and $\varrho(\mathcal{P})$. Since $W_{p}^{1}(\Omega, \mathcal{P}) \subset W_{p}^{1}(\Omega, \mathcal{T})$ and the jump of $v \in W_{p}^{1}(\Omega, \mathcal{P})$ is zero across any edge of $\mathcal{T}$ that is not an edge of $\mathcal{P}$, the Poincaré-Friedrichs inequalities for $W_{p}^{1}(\Omega, \mathcal{P})$ follow immediately from Theorem 10.6.12 and Theorem 10.6.15.
(10.6.17) Remark. In view of (10.6.11), the inequalities in Theorems 10.6.12, 10.6.15 and 10.6.16 remain valid without the operator $\mathcal{M}_{e}$.
(10.6.18) Remark. The Poincaré-Friedrichs inequalities in this section can be extended to general partitions and three dimensional domains (see Brenner 2003a). Their applications to the analyzes of discontinuous Galerkin methods can be found for example in Cockburn, Kanschat and Schötzau (2005), Carrero, Cockburn and Schötzau (2006), Gudi and Pani (2007), and Brenner and Owens (2007).

## 10.x Exercises

10.x. 1 Prove that the polynomial $L_{k}$ defined in (10.2.3) has distinct roots $0=\xi_{0}<\xi_{1}<\ldots<\xi_{k-1}=1$. (Hint: let $\xi_{1}<\ldots<\xi_{r}$ be the roots in $(0,1)$ of odd multiplicity. Show that $L_{k}(x) \prod_{i=1}^{r}\left(x-\xi_{i}\right)$ does not change sign in $[0,1]$. Show that $r<k-2$ yields a contradiction using (10.2.8).)
10.x. 2 Prove Corollary 10.2.9. (Hint: add and subtract $Q^{2 k-2} f$ and apply the techniques of Sect. 4.4.)
10.x. 3 Show that Lagrange elements on curved triangles are well defined for $h$ sufficiently small. (Hint: use a dilation to map to a family of reference elements of size one with one curved edge. Observe that this edge is only $\mathcal{O}(h)$ from a fixed straight edge and use a perturbation argument.)
10.x. 4 Show that Theorem 10.2.36 can be improved to say that

$$
\left\|u-u_{h}\right\|_{H^{1}(\Omega)} \leq C_{\rho} h^{k-1}\|u\|_{H^{k}(\Omega)}
$$

for $h$ sufficiently small. (Hint: approximate $\frac{\partial u}{\partial \nu}$ by a polynomial $P(s)$ and estimate separately the two terms

$$
\int_{\partial \Omega}\left(\frac{\partial u}{\partial \nu}-P\right) w d s \quad \& \quad \int_{\partial \Omega} P w d s
$$

Use the fact that $w=\mathcal{O}\left(h^{2}\right)$ on $\partial \Omega$ if $\|w\|_{W_{\infty}^{1}(\Omega)}=1$.)
10.x. 5 Prove Lemma 10.1.7. (Hint: choose $v$ to be the orthogonal projection of $u$ onto $V_{h}$ and follow (10.1.3).)
10.x. 6 Can Theorem 10.4.8 be improved with respect to the norm on $f$ in the error estimate? For example, could it say that

$$
\left\|u-\hat{u}_{h}\right\|_{H^{1}(\Omega)} \leq C_{\rho} h^{k-1}\left(\|u\|_{H^{k}(\Omega)}+\|f\|_{H^{k-2}(\Omega)}\right)
$$

for $k \leq 3+n / 2$ ? (Hint: consider a bound for $\left\|f-f \circ \Phi^{h}\right\|_{H^{-1}(\Omega)}$.)
10.x. 7 Prove the trace estimate (10.3.8). (Hint: Apply the trace theorem on the reference simplex and then use a homogeneity/scaling argument.)
10.x. 8 Prove the discrete estimate (10.3.9).
10.x. 9 Show that the Morley finite element depicted in Fig. 10.5 is a finite element. Here $K=$ triangle, $\mathcal{P}=\{$ quadratic polynomials $\}$ and $\mathcal{N}=$ \{evaluations at the vertices and evaluations of the normal derivatives at the midpoints $\}$. (Hint: a quadratic that vanishes at triangle
vertices attains an extremum at edge midpoints. Use this to show $\mathcal{N} v=\{0\}$ implies $\nabla v \equiv 0$ for $v \in \mathcal{P}$.)
10.x. 10 Consider the biharmonic problem described in Sect. 5.9 and define a nonconforming bilinear form $a_{h}(u, v)$ by

$$
\sum_{T \in \mathcal{T}^{h}} \int_{T} \Delta u \Delta v-(1-\nu)\left(2 u_{x x} v_{y y}+2 u_{y y} v_{x x}-4 u_{x y} v_{x y}\right) d x d y
$$

where $\mathcal{T}^{h}$ is a triangulation of $\Omega$ and $0<\nu<1$. Let $V_{h}$ be the Morley finite element space associated with $\mathcal{T}^{h}$. Show that $a_{h}(\cdot, \cdot)$ is non-degenerate on $V \cup V_{h}$. (Hint: use (5.9.2) and see the discussion following (10.3.4).)
10.x. 11 Let $G$ be the union of two non-degenerate triangles having a common edge $e$, and $\operatorname{diam} G=1$. Let $V=\left\{z:\left.z\right|_{T_{i}}\right.$ is quadratic, $z$ is continuous at the end points of $e$, and $\nabla z$ is continuous at the midpoint of $e\}$. Prove that there exists $C<\infty$ such that

$$
\inf _{P \in \mathcal{P}_{1}}\|z-P\|_{L^{2}(G)} \leq C \sum_{i=1}^{2}|z|_{H^{2}\left(T_{i}\right)}
$$

for all $z \in V$. (Hint: show that $\|z\|_{L^{2}(T)} \leq C|z|_{H^{2}(T)}$ for all $z \in \mathcal{P}_{2}$ that vanish at the vertices of an edge of $T$ and that have a vanishing normal derivative at the midpoint of that edge.)
10.x. 12 Let $D^{k} f(1 \leq k \leq 3)$ denote derivatives of $f$ of order $k$ which come from the integration by parts formula

$$
\begin{aligned}
\int_{T} & \left(\Delta z \Delta \zeta-(1-\nu)\left(2 z_{x x} \zeta_{y y}+2 z_{y y} \zeta_{x x}-4 z_{x y} \zeta_{x y}\right)\right) d x d y \\
& =\int_{\partial T}\left(D^{1} z D^{2} \zeta+z D^{3} \zeta\right) d s+\int_{T} z \Delta^{2} \zeta d x d y
\end{aligned}
$$

Let $G$ be the union of two non-degenerate triangles having a common edge $e$, and $\operatorname{diam} G=1$. Let $V=\left\{z:\left.z\right|_{T_{i}}\right.$ is quadratic, $z$ is continuous at the end points of $e$, and $\nabla z$ is continuous at the midpoint of $e\}$. Prove that there exists $C<\infty$ such that

$$
\begin{gathered}
\left|\int_{e} D^{1}\left(\left.z\right|_{T_{1}}-\left.z\right|_{T_{2}}\right) D^{2} \zeta d s+\int_{e}\left(\left.z\right|_{T_{1}}-\left.z\right|_{T_{2}}\right) D^{3} \zeta d s\right| \\
\leq C|z|_{G}\left(|\zeta|_{H^{3}(G)}+\left\|\Delta^{2} \zeta\right\|_{L^{2}(G)}\right)
\end{gathered}
$$

where $z \in V, \zeta \in H^{3}(G), \Delta^{2} \zeta \in L^{2}(G)$ and

$$
|z|_{G}^{2}=\sum_{i=1}^{2} \int_{T_{i}}\left((\triangle z)^{2}-(1-\nu)\left(4 z_{x x} z_{y y}-4 z_{x y}^{2}\right)\right) d x d y
$$

(Hint: use the integration by parts formula to prove that the boundary term is bounded by $|z|_{G}|\zeta|_{G}+\|z\|_{L^{2}(G)}\left\|\Delta^{2} \zeta\right\|_{L^{2}(G)}$ and then apply the Bramble-Hilbert Lemma 4.3 .8 and exercise 10.x.11, utilizing the fact that the boundary term does not change if we add a quadratic to $\zeta$ and any smooth function to $z$.)
10.x. 13 Let $a_{h}(\cdot, \cdot)$ and $V_{h}$ be as in exercise 10.x.10, and let $u_{h} \in V_{h}$ be such that

$$
a_{h}\left(u_{h}, v\right)=\int_{\Omega} f v d x \quad \forall v \in V_{h}
$$

Assuming that the data $f$ and solution $u$ of (5.9.4) satisfy $f \in L^{2}(\Omega)$ and $u \in H^{3}(\Omega)$, show that

$$
\left\|u-u_{h}\right\|_{h} \leq C h\left(|u|_{H^{3}(\Omega)}+h\|f\|_{L^{2}(\Omega)}\right) .
$$

where the associated energy norm is defined by $\|u\|_{h}:=\sqrt{a_{h}(u, u)}$. (Hint: apply exercise 10.x.12.)
10.x. 14 Consider the nonconforming method for the biharmonic problem described in exercise 10.x. 13 based on the Morley element. Assuming only that the solution $u$ of (5.9.4) is in $H^{3}(\Omega)$, can you show that

$$
\left\|u-u_{h}\right\|_{h} \leq C h|u|_{H^{3}(\Omega)}
$$

without assuming that $f \in L^{2}(\Omega)$ ?
10.x. 15 The use of numerical quadrature to approximate the right-handside, as in exercise $0 . x .11$, is a very simple form of variational crime. Suppose the variational problem is as in Sect. 5.4, namely,

$$
a\left(u_{h}, v\right)=(f, v) \quad \forall v \in V_{h}
$$

where $V_{h}$ consists of piecewise polynomials of degree $\leq r$, and suppose that $\tilde{u}_{h} \in V_{h}$ is defined by

$$
a\left(\tilde{u}_{h}, v\right)=Q(f v) \quad \forall v \in V_{h}
$$

where the quadrature approximation $Q$ satisfies

$$
\left|\int_{\Omega} v(x) w(x) d x-Q(v w)\right| \leq C h^{k} \sum_{T \in \mathcal{T}^{h}}\|v\|_{H^{k}(T)}\|w\|_{H^{k}(T)}
$$

for some $k$. Prove that

$$
\left\|u_{h}-\tilde{u}_{h}\right\|_{H^{1}(\Omega)} \leq C h^{k-r+1}\|f\|_{H^{k}(\Omega)} .
$$

(Hint: see exercises 0.x. 13 and 0.x.14, and use inverse estimates.)
10.x. 16 In addition to the assumption on the quadrature rule in exercise 10.x.15, assume that $Q(w)=\sum_{T \in \mathcal{T}^{h}} Q_{T}(w)$ where

$$
\left|Q_{T}(w)\right| \leq C \operatorname{meas}(T)\|w\|_{L^{\infty}(T)} \quad \forall T \in \mathcal{T}^{h}
$$

Improve the estimate in exercise 10.x. 15 to read

$$
\left\|u_{h}-\tilde{u}_{h}\right\|_{H^{1}(\Omega)} \leq C h^{k-r+1}\|f\|_{H^{k-r+1}(\Omega)}
$$

under the assumption that $k-r+1>n / 2$. (Hint: subtract an interpolant from $f$.)
10.x. 17 The use of numerical quadrature to approximate the variational form in the case of variable coefficients (see Sect. 5.7) leads to a variational crime of the sort covered by Lemma 10.1.9. Let $a(\cdot, \cdot)$ be as in (5.6.3) and define

$$
a_{h}(u, v):=Q\left(\sum_{i, j=1}^{n} a_{i j}(x) \frac{\partial u}{\partial x_{i}}(x) \frac{\partial v}{\partial x_{j}}(x)\right)
$$

where $Q$ satisfies the condition in exercise 10.x.15. Assuming $V_{h}$ consists of piecewise polynomials of degree $\leq r$, that $a(\cdot, \cdot)$ is coercive on $V$, and that $k>2 r-2$, show that $a_{h}(\cdot, \cdot)$ is coercive on $V_{h}$. (Hint: use inverse estimates to show that

$$
\left|a(v, v)-a_{h}(v, v)\right| \leq C h^{k-2 r+2}\|v\|_{H^{1}(\Omega)}^{2} \quad \forall v \in V_{h} .
$$

Note that we do not need to assume that the weights in the quadrature rule are positive.)
10.x. 18 Under the assumptions of exercise 10.x.17, let $\tilde{u}_{h} \in V_{h}$ be defined by

$$
a_{h}\left(\tilde{u}_{h}, v\right)=(f, v) \quad \forall v \in V_{h}
$$

Prove that

$$
\left\|u-\tilde{u}_{h}\right\|_{H^{1}(\Omega)} \leq C h^{r}\|u\|_{H^{k+1}(\Omega)}\left(1+\max _{i j}\left\|a_{i j}\right\|_{W_{\infty}^{k}(\Omega)}\right)
$$

(Hint: see exercises 0.x. 13 and 0.x.14, apply Lemma 10.1.9 and use inverse estimates.)
10.x. 19 Under the assumptions of exercises 10.x. 16 and 10.x.17, improve the norms on $u$ and $a_{i j}$ in exercise 10.x.18. (Hint: subtract interpolants from $u$ and $a_{i j}$.)
10.x. 20 Consider the variational approximation of Poisson's equation as described in Sect. 5.4 using piecewise linear functions on a simplicial mesh $\mathcal{T}^{h}$ but with a quadrature approximation for the right-handside as in exercise 10.x.15. In particular, let $Q(w)=\sum_{T \in \mathcal{T}^{h}} Q_{T}(w)$ with

$$
Q_{T}(w):=\operatorname{meas}(T) \sum_{i=1}^{n} w\left(z_{i}^{T}\right) \quad \forall T \in \mathcal{T}^{h}
$$

where $\left\{z_{i}^{T}: i=1, \ldots, n\right\}$ are the vertices of $T$. (This is the $n$-dimensional version of the trapezoidal rule.) Show that the "difference stencil" corresponding to a regular mesh on $\Omega=[0,1] \times[0,1]$ consisting of $45^{\circ}$ right triangles (cf. Sect. 0.5) is the standard 5 -point difference stencil in the interior of $\Omega$. Describe the stencil at the boundary for both Neumann and Dirichlet conditions. Compute the difference stencil for a regular mesh in three dimensions.
10.x. 21 Prove that the $n$-dimensional trapezoidal rule defined in exercise 10.x. 20 satisfies the condition in exercise 10.x. 16 as well as

$$
\left|\int_{T} v(x) w(x) d x-Q_{T}(v w)\right| \leq C h^{2}\|v\|_{H^{2}(T)}\|w\|_{H^{2}(T)}
$$

provided $n \leq 3$ where $h:=\operatorname{diam}(T)$. (Hint: show that $Q_{T}$ is exact for linear functions and apply Sobolev's inequality and approximation results from Chapter 4.)
10.x. 22 A two-dimensional generalization of the difference method (0.5.3) (also see exercise 0.x.11) for Poisson's equation can be generated using piecewise linears together with the trapezoidal rule on the following mesh. Let $0=x_{0}<x_{1}<\cdots<x_{m}=1$ and $0=y_{0}<y_{1}<$ $\cdots<y_{n}=1$ be partitions of $[0,1]$, and define a triangular mesh based on the vertices

$$
\left\{\left(x_{i}, y_{j}\right): 0 \leq i \leq m, 0 \leq j \leq n\right\}
$$

with, say, all edges either parallel to one of the axes or running diagonally from $\left(x_{i}, y_{j}\right)$ to $\left(x_{i+1}, y_{j+1}\right)$. Show that the difference method is essentially second-order accurate in the maximum norm, that is,

$$
\max _{i, j}\left|u\left(x_{i}, y_{j}\right)-U_{i j}\right| \leq C h^{2}|\log h|
$$

under suitable hypotheses on $u$ and $f$. (Hint: use exercises 10.x.18, $10 . \mathrm{x} .20$ and 10.x. 21 and the fact that $\|v\|_{L^{\infty}(\Omega)} \leq C|\log h|\|v\|_{H^{1}(\Omega)}$ for piecewise linear functions, $v$. Also see Sect. 8.5 and (Scott 1976).)
10.x. 23 Consider the quadrature rule in exercise 6.x.11. For which piecewise polynomial degrees will this give optimal order approximations for problems with variable coefficients? State and prove an appropriate convergence theorem. (Hint: use exercise 10.x.18.)
10.x. 24 State and prove a convergence theorem combining the effect of quadrature for variable coefficients and the right-hand side, i.e., where $\tilde{u}_{h} \in V_{h}$ is defined by

$$
a_{h}\left(\tilde{u}_{h}, v\right)=Q(f v) \quad \forall v \in V_{h} .
$$

10.x. 25 Let $V_{h}$ be the nonconforming $\mathcal{P}_{1}$ finite element space associated with the triangulation $\mathcal{T}^{h}$ defined in (10.3.2) and $\tilde{V}_{h} \subset H_{0}^{1}(\Omega)$ be the $\mathcal{P}_{2}$ Lagrange finite element space associated with $\mathcal{T}^{h}$. Let $E_{h}: V_{h} \longrightarrow$ $\tilde{V}_{h}$ be defined by
(i) $\left(E_{h} v\right)(m)=v(m)$ at a midpoint $m$,
(ii) $\left(E_{h} v\right)(p)=$ average value of $v$ at the midpoints adjacent to the vertex $p$,
and $F_{h}: \tilde{V}_{h} \longrightarrow V_{h}$ be defined by

$$
\left(F_{h} \tilde{v}\right)(m)=\tilde{v}(m) \quad \text { at a midpoint } m .
$$

Show that
(a) $F_{h} E_{h} v=v$ for all $v \in V_{h}$.
(b) $\left\|v-E_{h} v\right\|_{L^{2}(\Omega)} \leq C h\|v\|_{h}$ for all $v \in V_{h}$,
(c) $\left\|\tilde{v}-F_{h} \tilde{v}\right\|_{L^{2}(\Omega)} \leq C h|v|_{H^{1}(\Omega)}$ for all $\tilde{v} \in \tilde{V}_{h}$.
10.x. 26 Use the results from exercise 10.x. 25 to prove the following Poincaré inequality for the nonconforming $\mathcal{P}_{1}$ finite element:

$$
\|v\|_{L^{2}(\Omega)} \leq C\|v\|_{h} \quad \forall v \in V_{h} .
$$

(Hint: Use the Poincaré inequality (cf. Proposition 5.3.5) and inverse estimates (cf. Theorem 4.5.11 and Remark 4.5.20).)
10.x. 27 The $\mathcal{P}_{2}$ Lagrange finite element is a conforming relative of the nonconforming $\mathcal{P}_{1}$ finite element (Brenner 1996a), in the sense that the shape functions and nodal variables of the latter are also shape functions and nodal variables of the former. Find a conforming relative for the rotated $\mathcal{Q}_{1}$ element (cf. exercise 3.x.15) and construct $E_{h}$ and $F_{h}$ with similar properties. Derive a Poincaré inequality for the rotated $\mathcal{Q}_{1}$ element.
10.x. 28 Find a conforming relative (cf. exercise 10.x.27) for the Morley finite element.
10.x. 29 Let $\mathcal{P}^{h}$ be a family of partitions of a bounded polygonal domain $\Omega \subset \mathbb{R}^{2}$, and $\mathcal{T}^{h}$ be the corresponding family of triangulations obtained by joining the center of each triangle in $\mathcal{P}^{h}$ to the points in $\mathcal{V}^{h}$ that belong to the boundary of that triangle. Show that $\mathcal{P}^{h}$ is non-degenerate if and only if $\mathcal{T}^{h}$ is non-degenerate.
10.x. 30 In this exercise we prove (10.5.3) under the assumption that $\Omega$ is a bounded polygonal domain. Since elliptic regularity implies $u$ is $H^{2}$ away from the re-entrant corners, it suffices to consider the case where a vertex $p$ of the triangle $T$ is a re-entrant corner of $\Omega$ with angle $\omega>\pi$. Elliptic regularity theory (cf. Grisvard 1985, Dauge 1988, or Nazarov and Plamenevsky 1994) provides a representation of $u$ near $p$ :

$$
(*) \quad u=u_{R}+\kappa r^{\pi / \omega} \sin ((\pi / \omega) \theta)
$$

where $u_{R} \in H^{2}(\Omega), \kappa \in \mathbb{R}$ and $(r, \theta)$ are the polar coordinates at $p$ so that the two edges of $\Omega$ emanating from $p$ is given by $\theta=0$ and $\theta=\omega$. Use ( $*$ ) to establish (10.5.3) by letting $\delta \downarrow 0$ in the equation

$$
\int_{T_{\delta}} \nabla u \cdot \nabla v d x=\int_{T_{\delta}} f v d x+\int_{\partial T_{\delta}} \nabla u \cdot v \mathbf{n} d s
$$

where $T_{\delta}=\{x \in T:|x-p|>\delta\}$.
10.x. 31 Show that $\|\cdot\|_{h}$ and $\|\cdot\|_{h}$ defined in (10.5.10) and (10.5.12) are norms on $\stackrel{\circ}{H}^{1}(\Omega)+V_{h}$.
10.x. 32 Verify (10.5.11) using the Cauchy-Schwarz inequality for $L^{2}(e)$ and the discrete Cauchy-Schwarz inequality.
10.x. 33 Explain why the results of Section 10.1 can not be applied to the interior penalty methods in Section 10.5.
10.x. 34 Check that the constant in (10.6.10) is independent of $p$.
10.x. 36 Provide details for the proof of Theorem 10.6.15.

## Chapter 11

## Applications to Planar Elasticity

In most physical applications, quantities of interest are governed by a system of partial differential equations, not just a single equation. So far, we have only considered single equations (for a scalar quantity), although much of the theory relates directly to systems. We consider one such system coming from solid mechanics in this chapter.

We apply the theory developed in Chapters 1 through 4 and Chapter 10 to boundary value problems in linear planar elasticity. Much of the work is in establishing the coercivity of the variational formulation. Once this is done, applications of the basic theory are immediate for the general case.

A new phenomenon arises because we have a system of partial differential equations. We discuss the phenomenon of "locking" which arises when the elastic material becomes nearly incompressible, and show that it can be overcome, if appropriate finite elements are used.

### 11.1 The Boundary Value Problems

We begin with some notation. We adopt the convention that an undertilde denotes vector-valued operators, functions, and their associated spaces. Double undertildes are used for matrix-valued functions and operators.

Let $p, \underset{\sim}{v}=\left(v_{1}, v_{2}\right)^{t}$ and $\underset{\sim}{\tau}=\left(\tau_{i j}\right)_{1 \leq i, j \leq 2}$ be functions of two variables. We define

$$
\begin{gathered}
\underset{\sim}{\operatorname{grad} p=\binom{\partial p / \partial x_{1}}{\partial p / \partial x_{2}},} \begin{array}{c}
\underset{\sim}{\operatorname{cur}} p=\binom{\partial p / \partial x_{2}}{-\partial p / \partial x_{1}}, \\
\operatorname{div} \underset{\sim}{v}=\partial v_{1} / \partial x_{1}+\partial v_{2} / \partial x_{2}, \quad \operatorname{rot} \underset{\sim}{v}=-\partial v_{1} / \partial x_{2}+\partial v_{2} / \partial x_{1}, \\
\underset{\sim}{\operatorname{grad}} \underset{\sim}{v}=\left(\begin{array}{ll}
\partial v_{1} / \partial x_{1} & \partial v_{1} / \partial x_{2} \\
\partial v_{2} / \partial x_{1} & \partial v_{2} / \partial x_{2}
\end{array}\right), \quad \underset{\sim}{\operatorname{cru}} \underset{\sim}{v}=\left(\begin{array}{ll}
\partial v_{1} / \partial x_{2} & -\partial v_{1} / \partial x_{1} \\
\partial v_{2} / \partial x_{2} & -\partial v_{2} / \partial x_{1}
\end{array}\right), \\
\underset{\sim}{\epsilon}(\underset{\sim}{v})=\frac{1}{2}\left(\underset{\sim}{\operatorname{grad}} \underset{\sim}{v}+(\underset{\sim}{\operatorname{grad}} \underset{\sim}{v})^{t}\right),
\end{array},
\end{gathered}
$$

and

$$
\underset{\sim}{\operatorname{div}} \underset{\sim}{\tau}=\binom{\partial \tau_{11} / \partial x_{1}+\partial \tau_{12} / \partial x_{2}}{\partial \tau_{21} / \partial x_{1}+\partial \tau_{22} / \partial x_{2}} .
$$

We also define

$$
\underset{\sim}{\delta}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad \underset{\sim}{\chi}=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right),
$$

and the following inner product between matrices

$$
\underset{\sim}{\sigma}: \underset{\sim}{\tau}=\sum_{i=1}^{2} \sum_{j=1}^{2} \sigma_{i j} \tau_{i j} .
$$

The trace of a matrix is defined by

$$
\operatorname{tr}(\underset{\sim}{\tau})=\underset{\sim}{\tau}: \underset{\sim}{\delta}=\tau_{11}+\tau_{22},
$$

and we have the following relation (cf. exercise 11.x.1)

$$
\begin{equation*}
\underset{\sim}{\epsilon}(v)=\underset{\sim}{\operatorname{grad}} \underset{\sim}{v}-\frac{1}{2}(\operatorname{rot} \underset{\sim}{v}) \underset{\sim}{x} . \tag{11.1.1}
\end{equation*}
$$

We consider an isotropic elastic material in the configuration space $\Omega \subseteq \mathbb{R}^{2}$. Let $\underset{\sim}{u}(x)$ be the displacement and $\underset{\sim}{f}(x)$ be the body force. Then in the static theory of linear elasticity, the equation satisfied by $\underset{\sim}{u}$ is

$$
\begin{equation*}
\left.-\operatorname{div}_{\sim}^{\sigma} \underset{\sim}{\sigma} \underset{\sim}{u}\right)=\underset{\sim}{f} \text { in } \Omega, \tag{11.1.2}
\end{equation*}
$$

where the stress tensor $\underset{\sim}{\sigma}(\underset{\sim}{u})$ is defined by

$$
\begin{equation*}
\underset{\sim}{\sigma}(\underset{\sim}{u})=2 \mu \underset{\sim}{\epsilon}(\underset{\sim}{u})+\lambda \operatorname{tr}(\underset{\sim}{\epsilon}(\underset{\sim}{u})) \underset{\sim}{\sim} \tag{11.1.3}
\end{equation*}
$$

The positive constants $\mu$ and $\lambda$ are called the Lamé constants. We assume that $(\mu, \lambda) \in\left[\mu_{1}, \mu_{2}\right] \times(0, \infty)$ where $0<\mu_{1}<\mu_{2}$.

Let $\Gamma_{1}$ and $\Gamma_{2}$ be two open subsets of $\partial \Omega$ such that $\partial \Omega=\bar{\Gamma}_{1} \cup \bar{\Gamma}_{2}$ and $\Gamma_{1} \cap \Gamma_{2}=\emptyset$. We impose the displacement boundary condition on $\Gamma_{1}$

$$
\begin{equation*}
\left.\underset{\sim}{u}\right|_{\Gamma_{1}}=\underset{\sim}{g}, \tag{11.1.4}
\end{equation*}
$$

and the traction boundary condition on $\Gamma_{2}$ (where $\underset{\sim}{\nu}$ is the unit outer normal)

$$
\begin{equation*}
\left(\underset { \sim } { \sigma } \left(\left.\underset{\sim}{\sim}(\underset{\sim}{u})\right|_{\Gamma_{2}}=\underset{\sim}{t} .\right.\right. \tag{11.1.5}
\end{equation*}
$$

If $\Gamma_{1}=\emptyset$ (resp. $\left.\Gamma_{2}=\emptyset\right)$, the boundary value problem is called a pure traction (resp. displacement) problem.

Note that $\underset{\sim}{\epsilon}$ has a nontrivial kernel. Let

$$
\begin{equation*}
\underset{\sim}{\operatorname{RM}}:=\left\{\underset{\sim}{v}: \underset{\sim}{v}=\underset{\sim}{c}+b\left(x_{2},-x_{1}\right)^{t}, \underset{\sim}{c} \in \mathbb{R}^{2}, b \in \mathbb{R}\right\} \tag{11.1.6}
\end{equation*}
$$

be the space of infinitesimal rigid motions. Then it is easily verified (cf. exercise 11.x.2) that

$$
\begin{equation*}
\underset{\sim}{\epsilon}(\underset{\sim}{v})=\underset{\sim}{0} \quad \forall \underset{\sim}{v} \in \underset{\sim}{R} M . \tag{11.1.7}
\end{equation*}
$$

Therefore, $\mathrm{RM}_{\sim}^{M}$ is in the kernel of the homogeneous pure traction problem, and $\underset{\sim}{f}, \underset{\sim}{t}$ must satisfy certain constraints for the pure traction problem to be solvable.

Lebesgue and Sobolev spaces and associated norms (and inner products, where appropriate) are defined analogously. For example, the space $\underset{\sim}{L^{2}}(\Omega)$ has the inner product

$$
(\underset{\sim}{\sigma}, \underset{\sim}{\tau})_{\underset{\sim}{L^{2}}(\Omega)}:=\int_{\Omega} \underset{\sim}{\sigma}: \underset{\sim}{\tau} d x .
$$

The space $\underset{\sim}{H}{ }^{1}(\Omega)$ has the inner product

$$
(\underset{\sim}{u}, \underset{\sim}{v})_{{\underset{\sim}{1}}^{1}(\Omega)}:=(\underset{\sim}{\operatorname{grad}} \underset{\sim}{u}, \underset{\sim}{\operatorname{grad}} \underset{\sim}{v})_{\underset{\sim}{L^{2}}(\Omega)}+(\underset{\sim}{u}, \underset{\sim}{v})_{{\underset{\sim}{2}}^{2}(\Omega)} .
$$

We leave the definition of other inner products (including the one most recently used) and norms as an exercise.

### 11.2 Weak Formulation and Korn's Inequality

Assume that $\underset{\sim}{u} \in \underset{\sim}{H}{\underset{\sim}{2}}^{2}(\Omega)$ satisfies (11.1.2). Then given any $\underset{\sim}{v} \in \underset{\sim}{H}{ }^{1}(\Omega)$ and $\left.\underset{\sim}{v}\right|_{\Gamma_{1}}=0$, it follows from integration by parts (assuming it can be done) that

$$
\begin{aligned}
& \int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x \\
& =-\int_{\Omega} \underset{\sim}{\operatorname{div}} \underset{\sim}{\sigma}(\underset{\sim}{u}) \cdot \underset{\sim}{v} d x \\
& =\int_{\Omega}\{2 \mu \underset{\sim}{\epsilon}(\underset{\sim}{u})+\lambda \operatorname{tr}(\underset{\sim}{\epsilon}(\underset{\sim}{u})) \underset{\sim}{\delta}\}: \underset{\sim}{\operatorname{grad}} \underset{\sim}{v} d x-\int_{\Gamma_{2}} \underset{\sim}{\sigma}(\underset{\sim}{u}) \underset{\sim}{\nu} \cdot \underset{\sim}{v} d s .
\end{aligned}
$$

Therefore, we have the following weak formulation of (11.1.2) through (11.1.5).

Find $\underset{\sim}{u} \in \underset{\sim}{H}{\underset{ }{1}}^{1}(\Omega)$ such that $\left.\underset{\sim}{u}\right|_{\Gamma_{1}}=\underset{\sim}{g}$ and

$$
\begin{equation*}
a(\underset{\sim}{u}, \underset{\sim}{v})=\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x+\int_{\Gamma_{2}} \underset{\sim}{t} \cdot \underset{\sim}{v} d s \tag{11.2.1}
\end{equation*}
$$

for all $\underset{\sim}{v} \in \underset{\sim}{V}$, where

$$
\begin{align*}
& a(\underset{\sim}{u}, \underset{\sim}{v})\left.:=\int_{\Omega}(2 \underset{\sim}{\underset{\sim}{\epsilon}}(\underset{\sim}{u}): \underset{\sim}{u} \underset{\sim}{\underset{\sim}{v}} \underset{\sim}{v})+\lambda \operatorname{div} \underset{\sim}{u} \operatorname{div} \underset{\sim}{v}\right) d x,  \tag{11.2.2}\\
&\left.\underset{\sim}{v} \in \underset{\sim}{H}(\Omega): \underset{\sim}{v} \mid \Gamma_{1}=\underset{\sim}{0}\right\} .
\end{align*}
$$

The first question we must ask is: does (11.2.1) have a unique solution? In other words, we need to establish the coercivity of the bounded bilinear form $a(\cdot, \cdot)$ on $\underset{\sim}{V}$. We begin with a lemma regarding an underdetermined boundary value problem (note: there is no uniqueness) that will be used frequently in this chapter and in Chapter 12. Its proof uses Sobolev-space techniques beyond what we have developed in Chapter 1, but we include a sketch of its proof for the sake of completeness. For the rest of this section we assume that either $\Omega$ is a polygon or $\partial \Omega$ is smooth.
(11.2.3) Lemma. There exists a positive constant $C$ such that for all $p \in$ $L^{2}(\Omega)$ there is a $\underset{\sim}{v} \in \underset{\sim}{H}{ }^{1}(\Omega)$ satisfying

$$
\operatorname{div} \underset{\sim}{v}=p
$$

and

$$
\|\underset{\sim}{v}\|_{\mathcal{H}^{1}(\Omega)} \leq C\|p\|_{L^{2}(\Omega)} .
$$

If, furthermore, $p$ satisfies $\int_{\Omega} p d x=0$, then we may assume that $\underset{\sim}{v} \in$ $\stackrel{\circ}{\sim}^{1}(\Omega)$.

Proof. This lemma holds for $\Omega$ with smooth boundary and for polygonal $\Omega$. Here we give the proof for the smooth boundary case and refer the reader to (Girault \& Raviart 1986, Arnold, Scott \& Vogelius 1988) for the polygonal case. There exists a unique $w \in H^{2}(\Omega)$ satisfying

$$
\begin{aligned}
-\Delta w=p & \text { in } \Omega \\
w=0 & \text { on } \partial \Omega .
\end{aligned}
$$

By elliptic regularity (see Sect. 5.5) we have

$$
\|w\|_{H^{2}(\Omega)} \leq C_{\Omega}\|p\|_{L^{2}(\Omega)}
$$

Then $\underset{\sim}{v}=-\underset{\sim}{\operatorname{grad}} w$ satisfies the conditions of the Lemma.
Now suppose $\int_{\Omega} p d x=0$. Then there exists a unique $w \in H^{2}(\Omega)$ satisfying

$$
-\Delta w=p \quad \text { in } \Omega
$$

$$
\begin{equation*}
\frac{\partial w}{\partial \nu}=0 \quad \text { on } \partial \Omega \tag{11.2.4}
\end{equation*}
$$

and

$$
\int_{\Omega} w d x=0
$$

(see Sect. 5.2). By elliptic regularity we have

$$
\|w\|_{H^{2}(\Omega)} \leq C_{\Omega}\|p\|_{L^{2}(\Omega)} .
$$



$$
\begin{equation*}
\operatorname{div}{\underset{\sim}{v}}_{v}=p \tag{11.2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\underset{\sim}{v}\|_{\underset{\sim}{H^{1}}(\Omega)} \leq C_{\Omega}\|p\|_{L^{2}(\Omega)} . \tag{11.2.6}
\end{equation*}
$$

Recall that $\underset{\sim}{\nu}$ is the unit outer normal vector to $\partial \Omega$. Observe that

$$
\begin{equation*}
\left.\underset{\sim}{v}\right|_{\partial \Omega} \cdot \underset{\sim}{\nu}=-\left.\underset{\sim}{\operatorname{grad}} w\right|_{\partial \Omega} \cdot \underset{\sim}{\nu}=0 \tag{11.2.7}
\end{equation*}
$$

by (11.2.4). Let $\underset{\sim}{\tau}$ be the positively oriented unit tangent vector. Then the trace theorem (cf. Adams 1975) implies that there exists $\psi \in H^{2}(\Omega)$ such that

$$
\begin{aligned}
\left.\psi\right|_{\partial \Omega} & =0 \\
\left.\frac{\partial \psi}{\partial \nu}\right|_{\partial \Omega} & =\left.\underset{\sim}{v}\right|_{\partial \Omega} \cdot \tau
\end{aligned}
$$

and

$$
\begin{equation*}
\|\psi\|_{H^{2}(\Omega)} \leq C_{\tau}\left\|{\underset{\sim}{1}}^{v_{1}}\right\|_{\mathcal{H}^{1}(\Omega)} \tag{11.2.8}
\end{equation*}
$$

for some positive constant $C_{\tau}$. Let $\underset{\sim}{v} v_{2}=\underset{\sim}{\operatorname{curl}} \psi$. Then we have

$$
\begin{equation*}
\left.{\underset{\sim}{v}}_{2}\right|_{\partial \Omega} \cdot \underset{\sim}{\nu}=\left.\underset{\sim}{\operatorname{grad}} \psi\right|_{\partial \Omega} \cdot \underset{\sim}{\tau}=0, \tag{11.2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\underset{\sim}{v}\right|_{\partial \Omega} \cdot \underset{\sim}{\tau}=-\left.\underset{\sim}{\operatorname{grad}} \psi\right|_{\partial \Omega} \cdot \underset{\sim}{\nu}=-\left.\underset{\sim}{v}\right|_{\partial \Omega} \cdot \underset{\sim}{\tau} . \tag{11.2.10}
\end{equation*}
$$

Combining (11.2.7), (11.2.9) and (11.2.10) we conclude that

$$
\begin{equation*}
\left.{\underset{\sim}{v}}_{2}\right|_{\partial \Omega}=-\left.{\underset{\sim}{v}}_{1}\right|_{\partial \Omega} . \tag{11.2.11}
\end{equation*}
$$

Let $\underset{\sim}{v}=\underset{\sim}{v} 1+{\underset{\sim}{v}}_{2}^{v}$. Then $\operatorname{div} \underset{\sim}{v}=\operatorname{div} \underset{\sim}{v} 1=p$ by (11.2.5), $\left.\underset{\sim}{v}\right|_{\partial \Omega}=\underset{\sim}{0}$ by (11.2.11), and

$$
\begin{array}{rlr}
\|\underset{\sim}{v}\|_{H^{1}(\Omega)} & \leq\|\underset{\sim}{v}\|_{{\underset{H}{H}}^{1}(\Omega)}+\|\underset{\sim}{v}\|_{\tilde{H}^{1}(\Omega)} & \text { (triangle inequality) } \\
& \leq\|\underset{\sim}{v}\|_{{\underset{H}{1}}^{1}(\Omega)}+C\|\psi\|_{H^{2}(\Omega)} & (\underset{\sim}{v}=\operatorname{curl} \psi) \\
& \leq C\left\|{\underset{\sim}{v}}_{1}\right\|_{\sim^{1}(\Omega)} & (\text { by } 11.2 .8) \\
& \leq C\|p\|_{L^{2}(\Omega)} . & (\text { by } 11.2 .6)
\end{array}
$$

Let ${\underset{\sim}{\mid}}^{k}(\Omega)$ be defined by

$$
{\underset{\sim}{H}}^{k}(\Omega):=\left\{\underset{\sim}{v} \in \underset{\sim}{\underset{\sim}{H}}{ }^{k}(\Omega): \int_{\Omega} \underset{\sim}{v} d x=\underset{\sim}{0}, \int_{\Omega} \operatorname{rot} \underset{\sim}{v} d x=0\right\} .
$$

These are closed subspaces of $\underset{\sim}{\underset{\sim}{H}}(\Omega)$ for $k \geq 1$.
(11.2.12) Theorem. (Second Korn Inequality) There exists a positive constant $C$ such that

$$
\begin{equation*}
\|\underset{\sim}{\epsilon}(\underset{\sim}{v})\|_{\underset{\sim}{L^{2}}(\Omega)} \geq C\|\underset{\sim}{v}\|_{\underset{\sim}{H}}{ }^{1}(\Omega) \quad \forall \underset{\sim}{v} \in \underset{\sim}{\underset{\sim}{H}}{ }^{1}(\Omega) . \tag{11.2.13}
\end{equation*}
$$

Proof. Let $\underset{\sim}{v} \in \underset{\sim}{\underset{\sim}{H}}{ }^{1}(\Omega)$. Since $\int_{\Omega} \operatorname{rot} \underset{\sim}{v} d x=0$, Lemma 11.2 .3 gives the existence of $\underset{\sim}{w} \in{\underset{\sim}{H}}^{1}(\Omega)$ such that

$$
\begin{align*}
\operatorname{div} \underset{\sim}{w} & =\operatorname{rot} \underset{\sim}{v} \\
\|\underset{\sim}{w}\|_{\sim^{H}}(\Omega) & \leq C_{1}\|\underset{\sim}{v}\|_{\underset{\sim}{H}}{ }^{1}(\Omega) \tag{11.2.14}
\end{align*}
$$

for some positive constant $C_{1}$. Then

$$
\begin{align*}
& \int_{\Omega} \underset{\sim}{\epsilon}(\underset{\sim}{v}):(\underset{\sim}{\operatorname{grad}} \underset{\sim}{v}-\underset{\sim}{\operatorname{curl}} \underset{\sim}{w}) d x \\
& =\int_{\Omega}\left(\underset{\sim}{\operatorname{grad}} \underset{\sim}{v}-\frac{1}{2}(\operatorname{rot} \underset{\sim}{v}) \underset{\sim}{\chi}\right):(\underset{\sim}{\operatorname{grad}} \underset{\sim}{v}-\underset{\sim}{\operatorname{cur}} \underset{\sim}{w}) d x  \tag{by11.1.1}\\
& =\|\underset{\sim}{\operatorname{grad}} \underset{\sim}{v}\|_{\underset{\sim}{L^{2}}(\Omega)}^{2}-\int_{\Omega} \underset{\sim}{\operatorname{grad}} \underset{\sim}{v}: \underset{\sim}{\operatorname{curl}} \underset{\sim}{w} d x \\
& -\frac{1}{2} \int_{\Omega}(\operatorname{rot} \underset{\sim}{v})(\underset{\sim}{\chi}: \underset{\sim}{\operatorname{grad}} \underset{\sim}{v}-\underset{\sim}{\chi}: \underset{\sim}{\operatorname{curl}} \underset{\sim}{w}) d x \\
& =\|\underset{\sim}{\operatorname{grad}} \underset{\sim}{v}\|_{\underset{\sim}{L^{2}(\Omega)}}^{2}-\frac{1}{2} \int_{\Omega}(\operatorname{rot} \underset{\sim}{v})(\operatorname{rot} \underset{\sim}{v}-\operatorname{div} \underset{\sim}{w}) d x
\end{align*}
$$

(by 11.x.3, 11.x.4, 11.x.5)

$$
=\|\underset{\approx}{\operatorname{grad}} \underset{\sim}{v}\|_{\underset{\sim}{L^{2}}(\Omega)}^{2}
$$

(by 11.2.14)
Therefore, Schwarz' inequality (2.1.5) and (11.2.14) imply

$$
\begin{align*}
& \|\underset{\sim}{\operatorname{grad}} \underset{\sim}{v}\|_{\underset{\sim}{L^{2}}}^{2}(\Omega) \leq\|\underset{\sim}{\epsilon}(\underset{\sim}{v})\| \underset{\sim}{L^{2}(\Omega)}\|\underset{\sim}{\operatorname{grad}} \underset{\sim}{v}-\underset{\sim}{\operatorname{cur}} \underset{\sim}{w}\|_{\underset{\sim}{L^{2}}}(\Omega)  \tag{11.2.15}\\
& \leq C\|\underset{\sim}{\epsilon}(\underset{\sim}{v})\| \underset{\sim}{L^{2}}(\Omega)\|\underset{\sim}{v}\|_{\underset{\sim}{H}}{ }^{1}(\Omega) .
\end{align*}
$$

The theorem now follows from (11.2.15) and Friedrichs' inequality (4.3.15) because $\int_{\Omega} \underset{\sim}{v} d x=\underset{\sim}{0}$.
(11.2.16) Theorem. (Korn's Inequality) There exists a positive constant $\alpha$ such that

$$
\begin{equation*}
\|\underset{\sim}{\epsilon}(\underset{\sim}{v})\|{\underset{\sim}{L^{2}}}(\Omega)+\|\underset{\sim}{v}\|_{\sim_{\sim}^{L}}(\Omega) \geq \alpha\|\underset{\sim}{v}\|_{\underset{\sim}{H}}{ }^{1}(\Omega) \quad \forall \underset{\sim}{v} \in \underset{\sim}{H}{ }^{1}(\Omega) . \tag{11.2.17}
\end{equation*}
$$

Proof. Observe first that $\underset{\sim}{H}{ }^{1}(\Omega)=\underset{\sim}{\underset{\sim}{H}}{ }^{1}(\Omega) \oplus \underset{\sim}{R M}$ (cf. exercise 11.x.6), where " $\oplus$ " is understood only in the algebraic sense (they are not orthogonal in $\left.\underset{\sim}{H^{1}}(\Omega)\right)$. Therefore, given any $\underset{\sim}{v} \in \underset{\sim}{H}{ }^{1}(\Omega)$, there exists a unique pair $(\underset{\sim}{z}, \underset{\sim}{w}) \in \underset{\sim}{H^{1}}(\Omega) \times \underset{\sim}{\mathrm{RM}}$ such that

$$
\underset{\sim}{v}=\underset{\sim}{z}+\underset{\sim}{w} .
$$

In particular, $\underset{\sim}{w}$ is of the form given in (11.1.6) with

$$
\begin{align*}
b & :=\frac{-1}{2 \operatorname{meas}(\Omega)} \int_{\Omega} \operatorname{rot} \underset{\sim}{v} d x,  \tag{11.2.18}\\
\underset{\sim}{c} & :=\frac{1}{\operatorname{meas}(\Omega)} \int_{\Omega}\left(\underset{\sim}{v}(x)-b\left(x_{2},-x_{1}\right)^{t}\right) d x .
\end{align*}
$$

Therefore, $\|\underset{\sim}{w}\|_{{\underset{\sim}{H}}^{1}(\Omega)} \leq C\|\underset{\sim}{v}\|_{{\underset{\sim}{*}}^{1}(\Omega)}$, where $C$ depends only on meas $(\Omega)$. By the triangle inequality, there exists a positive constant $C_{1}$ (cf. also exercise 11.x.7), such that

$$
\begin{equation*}
C_{1}\left(\|\underset{\sim}{z}\|_{{\underset{\sim}{H}}^{1}(\Omega)}+\|\underset{\sim}{w}\|_{{\underset{\sim}{H}}^{1}(\Omega)}\right) \leq\|\underset{\sim}{v}\|_{{\underset{\sim}{H}}^{1}(\Omega)} . \tag{11.2.19}
\end{equation*}
$$

We establish the theorem by contradiction. If we assume that (11.2.17) does not hold for any positive constant $C$, then there exists a sequence $\{\underset{\sim}{v} n\} \subseteq \underset{\sim}{H}{ }^{1}(\Omega)$ such that

$$
\begin{equation*}
\left\|{\underset{\sim}{v}}_{n}\right\|_{\sim^{1}(\Omega)}=1 \tag{11.2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\underset{\sim}{\epsilon}(\underset{\sim}{v})\|_{{\underset{\sim}{2}}^{2}(\Omega)}+\|\underset{\sim}{v}\|_{L^{2}(\Omega)}<\frac{1}{n} . \tag{11.2.21}
\end{equation*}
$$

For each $n$, let $\underset{\sim}{v} n=\underset{\sim}{z} n+\underset{\sim}{w} n$, where $\underset{\sim}{z} \in{\underset{\sim}{H}}^{1}(\Omega)$ and $\underset{\sim}{w} n \in$ RM. Then $_{\sim}$

$$
\begin{align*}
\left\|\underset{\sim}{\epsilon}\left(z_{n}\right)\right\|_{\underset{\sim}{L^{2}}(\Omega)} & =\| \underset{\sim}{\epsilon}(\underset{\sim}{v})  \tag{by11.1.7}\\
& <\frac{1}{n} . \tag{by11.2.21}
\end{align*}
$$

The second Korn inequality then implies that $\underset{\sim}{z} \rightarrow \underset{\sim}{0}$ in $\underset{\sim}{H}(\Omega)$.
It follows from (11.2.19) and (11.2.20) that $\{\underset{\sim}{w}\}$ in $\underset{\sim}{H}{ }^{1}(\Omega)$. But since $\underset{\sim}{\text { RM }}$ is three-dimensional, $\left\{\underset{\sim}{w}{\underset{\sim}{n}}^{w}\right\}$ has a convergent subsequence $\left\{\underset{\sim}{\underset{n_{j}}{ }}\right\}$ in $\underset{\sim}{H}{ }^{1}(\Omega)$. Then the subsequence $\left\{\underset{\sim}{v} n_{j}={\underset{\sim}{n}}_{j}+{\underset{\sim}{w}}_{n_{j}}\right\}$ converges in $\underset{\sim}{H}{ }^{1}(\Omega)$ to some $\underset{\sim}{v} \in{\underset{\sim}{\sim}}^{\text {RM }}$. We conclude from (11.2.20) and (11.2.21) that

$$
\|\underset{\sim}{v}\|_{\underset{\sim}{H^{1}}(\Omega)}=1 \quad \text { and } \quad\|\underset{\sim}{v}\|_{\sim^{2}(\Omega)}=0,
$$

which is a contradiction.
(11.2.22) Corollary. Let $\underset{\sim}{V}$ be defined by (11.2.2) where meas $\left(\Gamma_{1}\right)>0$. There exists a positive constant $C$ such that

$$
\begin{equation*}
\|\underset{\sim}{\epsilon}(\underset{\sim}{v})\|_{{\underset{\sim}{2}}^{2}(\Omega)} \geq C\|\underset{\sim}{v}\|_{\underset{\sim}{H^{1}}(\Omega)} \quad \forall \underset{\sim}{v} \in \underset{\sim}{V} . \tag{11.2.23}
\end{equation*}
$$

Proof. The same proof by contradiction yields the existence of some $\underset{\sim}{v} \in$ RM $\cap \underset{\sim}{V}$ such that

$$
\begin{equation*}
\|\underset{\sim}{v}\|_{\sim_{H}}(\Omega)=1 . \tag{11.2.24}
\end{equation*}
$$

But the only $\underset{\sim}{v} \in \operatorname{RM}$ satisfying $\underset{\sim}{v} \mid \Gamma_{1}=\underset{\sim}{0}$ is $\underset{\sim}{v} \equiv \underset{\sim}{0}$ because meas $\left(\Gamma_{1}\right)>0$ (cf. exercise 11.x.9). This contradicts (11.2.24).

In the case where $\Gamma_{2}=\emptyset$ we immediately find the following.
(11.2.25) Corollary. (First Korn Inequality) There exists a positive constant C such that

$$
\begin{equation*}
\|\underset{\sim}{\epsilon}(\underset{\sim}{v})\|_{{\underset{\sim}{L}}^{2}(\Omega)} \geq C\|\underset{\sim}{v}\|_{\sim_{\sim}^{1}(\Omega)} \quad \forall \underset{\sim}{v} \in{\underset{\sim}{\dot{H}}}^{1}(\Omega) . \tag{11.2.26}
\end{equation*}
$$

(11.2.27) Remark. Korn's inequalities actually hold for $\Omega \subseteq \mathbb{R}^{n}$ with a Lipschitz boundary. For a proof of the general case we refer the reader to (Duvaut \& Lions 1972, Nitsche 1981). They can also be extended to piecewise $H^{1}$ vector fields (Brenner 2004).

Observe now that the coercivity of $a(\cdot, \cdot)$ on $\underset{\sim}{V}$ (when meas $\left.\left(\Gamma_{1}\right)>0\right)$ follows immediately from Corollary 11.2.22, and the unique solvability of (11.2.1) follows.
(11.2.28) Theorem. Assume that $\underset{\sim}{f} \in \underset{\sim}{H}{\underset{\sim}{H}}^{-1}(\Omega), \underset{\sim}{g}=\left.\underset{\sim}{w}\right|_{\Gamma_{1}}$ where $\underset{\sim}{w} \in \underset{\sim}{H}{ }^{1}(\Omega)$, $\underset{\sim}{t} \in \underset{\sim}{L}{ }^{2}\left(\Gamma_{2}\right)$, and meas $\left(\Gamma_{1}\right)>0$. Then the variational problem (11.2.1) has a unique solution.

Proof. Let $\underset{\sim}{u}=\underset{\sim}{u}-\underset{\sim}{w}$. Then (11.2.1) is equivalent to the problem of finding ${\underset{\sim}{u}}^{*} \in \underset{\sim}{V}$ such that for all $\underset{\sim}{v} \in \underset{\sim}{V}$,

$$
\begin{align*}
a\left({\underset{\sim}{u}}^{*}, \underset{\sim}{v}\right)= & \int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x+\int_{\Gamma_{2}} \underset{\sim}{t} \cdot \underset{\sim}{v} d s \\
& \left.-\int_{\Omega}\{2 \underset{\sim}{\mu \underset{\sim}{\epsilon}} \underset{\sim}{w}): \underset{\sim}{\epsilon}(\underset{\sim}{v})+\lambda \operatorname{div} \underset{\sim}{w} \operatorname{div} \underset{\sim}{v}\right\} d x  \tag{11.2.29}\\
= & F(\underset{\sim}{v}),
\end{align*}
$$

where $F \in \underset{\sim}{V}{ }^{\prime}$ by the conditions on $\underset{\sim}{f}, \underset{\sim}{t}$ and $\underset{\sim}{w}$. Therefore, by Theorem 2.5.6, (11.2.29) has a unique solution, which implies that (11.2.1) also has a unique solution.

Note that $\underset{\sim}{V}$ becomes $\underset{\sim}{H}{ }^{1}(\Omega)$ in the case of the pure traction problem. Since the homogeneous pure traction problem has a nontrivial kernel RM, $\underset{\sim}{f}$ and $\underset{\sim}{t}$ must satisfy some compatibility conditions before problem (11.2.1) can be solved.
(11.2.30) Theorem. Assume $\underset{\sim}{f} \in \underset{\sim}{L}(\Omega)$ and $\underset{\sim}{t} \in \underset{\sim}{L}{ }^{2}(\Gamma)$. Then the variational problem

$$
\text { find } \underset{\sim}{u} \in \underset{\sim}{H}(\Omega) \text { such that }
$$

$$
\begin{equation*}
a(\underset{\sim}{u}, \underset{\sim}{v})=\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x+\int_{\Gamma} \underset{\sim}{t} \cdot \underset{\sim}{v} d s \quad \forall \underset{\sim}{v} \in \underset{\sim}{H}{ }^{1}(\Omega) \tag{11.2.31}
\end{equation*}
$$

is solvable if and only if the following compatibility condition holds:

$$
\begin{equation*}
\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x+\int_{\Gamma} \underset{\sim}{t} \cdot \underset{\sim}{v} d s=0 \quad \forall \underset{\sim}{v} \in \underset{\sim}{\mathrm{RM}} . \tag{11.2.32}
\end{equation*}
$$

When (11.2.31) is solvable, there exists a unique solution in $\widehat{\sim}^{1}(\Omega)$.
Proof. (Necessary:) If (11.2.31) is solvable, then

$$
\begin{align*}
\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x+\int_{\Gamma} \underset{\sim}{t} \cdot \underset{\sim}{v} d s & =a(\underset{\sim}{u}, \underset{\sim}{v}) \quad \forall \underset{\sim}{v} \in \underset{\sim}{\mathrm{RM}} \\
& =0 . \tag{by11.1.7}
\end{align*}
$$

(Sufficient:) Assume that (11.2.32) holds. By the second Korn inequality (11.2.13) and Theorem 2.5.6, there exists a unique $\underset{\sim}{u}{\underset{\sim}{*}}^{\underset{\sim}{H}}{ }^{1}(\Omega)$ such that

$$
a\left({\underset{\sim}{u}}^{*}, \underset{\sim}{v}\right)=\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x+\int_{\Gamma} \underset{\sim}{t} \cdot \underset{\sim}{v} d s \quad \forall \underset{\sim}{v} \in \underset{\sim}{{\underset{\sim}{H}}^{1}}(\Omega) .
$$

But (11.1.7) and the compatibility condition (11.2.32) imply that

$$
a\left({\underset{\sim}{u}}^{*}, \underset{\sim}{v}\right)=\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x+\int_{\Gamma} \underset{\sim}{t} \cdot \underset{\sim}{v} d s \quad \forall \underset{\sim}{v} \in \underset{\sim}{\mathrm{RM}} .
$$

Since $\underset{\sim}{H}(\Omega)={\underset{\sim}{H}}^{1}(\Omega) \oplus \underset{\sim}{\mathrm{RM}}, \underset{\sim}{u}{ }^{*}$ is a solution of (11.2.31).
Under certain conditions on the boundary of $\Omega$, the fact that $\underset{\sim}{f} \in$ $\underset{\sim}{L}{ }^{2}(\Omega), q=\left.\underset{\sim}{w}\right|_{\Gamma_{1}}$ where $\underset{\sim}{w_{1}} \in \underset{\sim}{H}{ }^{2}(\Omega)$, and $\underset{\sim}{t}=\left.\underset{\sim}{w}{\underset{\sim}{2}}_{2}\right|_{\Gamma_{2}}$ where $\underset{\sim}{\underset{\sim}{w}}{ }_{2} \in \underset{\sim}{H^{1}}(\Omega)$ imply that the solution $\underset{\sim}{u}$ of (11.2.1) belongs to $\tilde{\sim}^{\underset{H}{2}}(\Omega)$, and then the techniques of Proposition 5.1 .9 show that $\underset{\sim}{u}$ actually satisfies the boundary value problem (11.1.2) through (11.1.5). For example, this is true when $\partial \Omega$ is smooth and $\bar{\Gamma}_{1} \cap \overline{\Gamma_{2}}=\emptyset$ (cf. (Valent 1988)), or if $\Omega$ is a convex polygon and either $\Gamma_{1}$ or $\Gamma_{2}$ is empty (cf. (Grisvard 1986 and 1989)). Moreover, in these cases (cf. (Vogelius 1983) and (Brenner \& Sung 1992)), there exists a positive constant $C$ independent of $(\mu, \lambda) \in\left[\mu_{1}, \mu_{2}\right] \times(0, \infty)$ such that

$$
\begin{align*}
& \|\underset{\sim}{u}\|_{\mathcal{H}^{2}(\Omega)}+\lambda\|\operatorname{div} \underset{\sim}{u}\|_{\mathcal{H}^{1}(\Omega)} \tag{11.2.33}
\end{align*}
$$

### 11.3 Finite Element Approximation and Locking

For simplicity, we assume that $\Omega$ is a convex polygonal domain, and either $\Gamma_{1}$ or $\Gamma_{2}$ is empty. For the pure displacement problem ( $\Gamma_{2}=\emptyset$ ) we only consider the case of homogeneous boundary conditions.

Let $\mathcal{T}^{h}$ be a non-degenerate family of triangulations of $\Omega$. For the pure displacement problem $\left(\Gamma_{2}=\emptyset\right)$, we use the finite element space

$$
\begin{equation*}
{\underset{\sim}{\dot{D}}}_{h}:=\left\{\underset{\sim}{v} \in{\underset{\sim}{H}}^{1}(\Omega):\left.\underset{\sim}{v}\right|_{T} \text { is linear } \forall T \in \mathcal{T}^{h}\right\}, \tag{11.3.1}
\end{equation*}
$$

and for the pure traction problem $\left(\Gamma_{1}=\emptyset\right)$ we use (cf. exercise 11.x.13)

$$
\begin{equation*}
\widehat{\sim}_{h}:=\left\{\underset{\sim}{v} \in \underset{\sim}{\widehat{H}^{1}}(\Omega):\left.\underset{\sim}{v}\right|_{T} \text { is linear } \forall T \in \mathcal{T}^{h}\right\} . \tag{11.3.2}
\end{equation*}
$$

By the theory developed in Chapters 2 and 4 we obtain the following theorems.
(11.3.3) Theorem. Let $\underset{\sim}{u} \in \underset{\sim}{H}{\underset{ }{H}}^{2}(\Omega) \cap \underset{\sim}{\underset{\sim}{ }}{ }^{1}(\Omega)$ satisfy the pure displacement problem and $\underset{\sim}{u_{h}} \in{\underset{\sim}{\dot{V}}}_{h}$ satisfy

$$
a(\underset{\sim}{u} h, \underset{\sim}{v})=\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x \quad \forall \underset{\sim}{v} \in \underset{\sim}{\underset{\sim}{V}} h .
$$

Then there exists a positive constant $C_{(\mu, \lambda)}$ such that

$$
\begin{equation*}
\|\underset{\sim}{u}-\underset{\sim}{u}\|_{\sim_{\sim}^{1}(\Omega)} \leq C_{(\mu, \lambda)} h\|\underset{\sim}{u}\|_{\tilde{\sim}^{2}(\Omega)} . \tag{11.3.4}
\end{equation*}
$$

(11.3.5) Theorem. Let $\underset{\sim}{u} \in \underset{\sim}{\underset{\sim}{H}}{ }^{2}(\Omega)$ satisfy the pure traction problem. Let $\underset{\sim}{u} h \in \underset{\sim}{{\underset{V}{V}}_{h}}$ satisfy

$$
a\left({\underset{\sim}{u}}_{h}, \underset{\sim}{v}\right)=\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x+\int_{\Gamma} \underset{\sim}{t} \cdot \underset{\sim}{v} d s \quad \forall \underset{\sim}{v} \in \underset{\sim}{\widehat{V}} \widehat{\widehat{V}}_{h} .
$$

Then there exists a positive constant $C_{(\mu, \lambda)}$ such that

$$
\|\underset{\sim}{u}-\underset{\sim}{u}\|_{\sim_{\sim}^{1}(\Omega)} \leq C_{(\mu, \lambda)} h\|\underset{\sim}{u}\|_{\tilde{H}^{2}(\Omega)} .
$$

For a convergence theorem in the general case $\emptyset \neq \Gamma_{1} \neq \partial \Omega$, see exercise 11.x. 25 .

For fixed $\mu$ and $\lambda$, Theorems 11.3.3 and 11.3.5 give satisfactory convergent finite element approximations to the elasticity problem. But the performance of these finite element methods deteriorates as $\lambda$ approaches $\infty$. This is known as the phenomenon of locking, which we will explain in the rest of this section.

Let $\Omega=(0,1) \times(0,1)$. We consider the pure displacement boundary value problem for $\mu=1$ :

$$
\begin{gather*}
\underset{\sim}{\operatorname{div}}\left\{2 \underset{\sim}{\epsilon}\left({\underset{\sim}{u}}^{\lambda}\right)+\lambda \operatorname{tr}(\underset{\sim}{\epsilon}(\underset{\sim}{u})) \underset{\sim}{\lambda}\right\}=\underset{\sim}{f} \quad \text { in } \Omega  \tag{11.3.6}\\
\left.{\underset{\sim}{u}}^{\boldsymbol{u}}\right|_{\partial \Omega}=\underset{\sim}{0} .
\end{gather*}
$$

Note that for given $\underset{\sim}{f}$, as $\lambda \rightarrow \infty,(11.2 .33)$ implies that $\left\|\operatorname{div} \underset{\sim}{u^{\lambda}}\right\|_{\underset{\sim}{H}(\Omega)} \rightarrow 0$. In other words, we are dealing with an elastic material that becomes nearly incompressible. To emphasize the dependence on $\lambda$ we will denote the stress tensor (11.1.3) by $\underset{\sim}{\sigma} \lambda(\underset{\sim}{v})$ and the variational form (11.2.2) by $a_{\lambda}(\underset{\sim}{v}, \underset{\sim}{v})$, that is,

$$
\begin{gathered}
\underset{\sim}{\sigma_{\lambda}}(\underset{\sim}{v})=2 \underset{\sim}{\epsilon}(\underset{\sim}{v})+\lambda \operatorname{tr}(\underset{\sim}{\epsilon}(\underset{\sim}{v})) \underset{\sim}{\delta} \\
\left.a_{\lambda}(\underset{\sim}{v}, \underset{\sim}{w})=\int_{\Omega}\{\underset{\sim}{\epsilon \underset{\sim}{v}} \underset{\sim}{v}): \underset{\sim}{\epsilon}(\underset{\sim}{w})+\lambda \operatorname{div} \underset{\sim}{v} \operatorname{div} \underset{\sim}{w}\right\} d x .
\end{gathered}
$$

Let $\mathcal{T}^{h}$ be a regular triangulation of $\Omega$ (cf. Fig. 11.1), and ${\underset{\sim}{V}}_{h}$ be defined as in (11.3.1). For each $\underset{\sim}{u} \in \underset{\sim}{H}(\Omega) \cap \underset{\sim}{H} \underset{0}{1}(\Omega)$, we define ${\underset{\sim}{u}}_{h}^{\lambda} \in \underset{\sim}{\underset{\sim}{\circ}} h$ to be the unique solution of

$$
a_{\lambda}(\underset{\sim}{u}, \underset{\sim}{v})=\int_{\Omega}[-\underset{\sim}{\operatorname{div}} \underset{\sim}{\sigma} \lambda(\underset{\sim}{u})] \cdot \underset{\sim}{v} d x \quad \forall \underset{\sim}{v} \in{\underset{\sim}{V}}_{h} .
$$



Fig. 11.1. a regular triangulation of the unit square
Let $L_{\lambda, h}$ be defined by

$$
L_{\lambda, h}:=\sup \left\{\frac{\left|\underset{\sim}{u}-{\underset{\sim}{u}}_{\lambda}^{\lambda}\right|_{\underset{\sim}{H}}(\Omega)}{\left\|\underset{\sim}{\operatorname{div}}{\underset{\sim}{\sim}}_{\lambda}(\underset{\sim}{u})\right\|_{\mathcal{L}^{2}(\Omega)}}: \underset{\sim}{0} \neq \underset{\sim}{u} \in \underset{\sim}{H^{2}}(\Omega) \cap{\underset{\sim}{\dot{H}}}^{1}(\Omega)\right\} .
$$

We want to show that there exists a positive constant $C$ independent of $h$ such that

$$
\begin{equation*}
\liminf _{\lambda \rightarrow \infty} L_{\lambda, h} \geq C \tag{11.3.7}
\end{equation*}
$$

The meaning of (11.3.7) is: no matter how small $h$ is, if $\lambda$ is large enough, then we can find $\underset{\sim}{u} \in \underset{\sim}{H}{ }^{2}(\Omega) \cap{\underset{\sim}{\underset{~}{~}}}^{1}(\Omega)$ such that the relative error
$|\underset{\sim}{u}-\underset{\sim}{u}|_{\underset{\sim}{1}(\Omega)} /\|\underset{\sim}{\operatorname{div}} \underset{\sim}{\sigma} \lambda(\underset{\sim}{u})\|_{L^{2}(\Omega)}$ is bounded below by a constant independent of $h$. In other words, the performance of the finite element method will deteriorate for large $\lambda$.

To prove (11.3.7), we begin with the observation that

$$
\begin{equation*}
\{\underset{\sim}{v} \in \underset{\sim}{\underset{\sim}{\circ}} h: \operatorname{div} \underset{\sim}{v}=0\}=\{\underset{\sim}{0}\} \tag{11.3.8}
\end{equation*}
$$

(cf. exercise 11.x.14). Therefore, the map $\underset{\sim}{v} \rightarrow \operatorname{div} \underset{\sim}{v}$ is a one-to-one map from the finite-dimensional space $\underset{\sim}{\underset{\sim}{\circ}} h$ into $\underset{\sim}{L^{2}}(\Omega)$, and there exists a positive constant $C_{1}(h)$ such that

$$
\begin{equation*}
\|\underset{\sim}{v}\|_{\sim_{H}}(\Omega) \leq C_{1}(h)\|\operatorname{div} \underset{\sim}{v}\|_{\sim^{2}(\Omega)} \quad \forall \underset{\sim}{v} \in{\underset{\sim}{\dot{V}}}_{h} . \tag{11.3.9}
\end{equation*}
$$

Let $\psi$ be a $C^{\infty}$ function on $\bar{\Omega}$ such that $\underset{\sim}{\operatorname{curl}} \psi=\underset{\sim}{0}$ on the boundary of $\Omega$ and $\|\underset{\sim}{\epsilon}(\operatorname{curl} \psi)\|_{{\underset{\sim}{2}}^{2}(\Omega)}=1$. Let $\underset{\sim}{u}:=\underset{\sim}{\operatorname{curl}} \psi$. Then $\underset{\sim}{u} \in H^{2}(\Omega) \cap \underset{\sim}{\dot{H}}{ }^{1}(\Omega)$, and we have

$$
\begin{align*}
& \operatorname{div} \underset{\sim}{u}=0,  \tag{11.3.10}\\
& \|\underset{\sim}{u}(\underset{\sim}{u})\|_{\underset{\sim}{L^{2}}(\Omega)}=1,  \tag{11.3.11}\\
& \underset{\sim}{\sigma_{\lambda}}(\underset{\sim}{u})=2 \underset{\sim}{\epsilon}(\underset{\sim}{u}) . \tag{11.3.12}
\end{align*}
$$

It follows from (11.3.10), (11.3.11) and the integration by parts at the beginning of Sect. 11.2 that

$$
\begin{equation*}
-\int_{\Omega} \operatorname{div}_{\sim}^{v} \underset{\sim}{\epsilon}(\underset{\sim}{u}) \cdot \underset{\sim}{u} d x=\int_{\Omega} \underset{\sim}{\epsilon}(\underset{\sim}{u}): \underset{\sim}{\epsilon}(\underset{\sim}{u}) d x=1 . \tag{11.3.13}
\end{equation*}
$$

Hence we deduce by (11.3.12) and (11.3.13) that

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty} \operatorname{div}_{\sim} \underset{\sim}{\sigma} \sigma_{\lambda}(\underset{\sim}{u})=2 \operatorname{div}_{\sim}^{\underset{\sim}{~}} \underset{\sim}{\epsilon}(\underset{\sim}{u}) \neq \underset{\sim}{0} . \tag{11.3.14}
\end{equation*}
$$

By Corollary 2.5.10,

$$
\left.\begin{array}{rl}
a_{\lambda}\left(\underset{\sim}{u}-{\underset{\sim}{u}}_{h}^{\lambda}, \underset{\sim}{u}-\underset{\sim}{u}\right. \tag{11.3.15}
\end{array}\right)=\min _{\underset{\sim}{v} \in{\underset{V}{N} h}^{\lambda}} a_{\lambda}(\underset{\sim}{u}-\underset{\sim}{v}, \underset{\sim}{u}-\underset{\sim}{v}) .
$$

From (11.3.10) and (11.3.11) we obtain

$$
\begin{equation*}
a_{\lambda}(\underset{\sim}{u}, \underset{\sim}{u})=2 . \tag{11.3.16}
\end{equation*}
$$

Therefore, for $\lambda$ sufficiently large we have

$$
\begin{equation*}
a_{\lambda}\left(\underset{\sim}{u}-{\underset{\sim}{u}}_{h}^{\lambda}, \underset{\sim}{u}-{\underset{\sim}{u}}_{h}^{\lambda}\right) \leq 2 . \tag{11.3.17}
\end{equation*}
$$

It follows from (11.3.10) and (11.3.17) that

$$
\left.\left.\begin{array}{rl}
\sqrt{\lambda} \| \operatorname{div} \underset{\sim}{u}
\end{array}{ }_{h}^{\lambda} \|_{\sim^{2}(\Omega)}\right)=\sqrt{\lambda}\left\|\operatorname{div}\left(\underset{\sim}{u}-{\underset{\sim}{u}}_{h}^{\lambda}\right)\right\|_{L^{2}(\Omega)}\right)
$$

for sufficiently large $\lambda$, which implies that

$$
\lim _{\lambda \rightarrow \infty}\left\|\operatorname{div} \underset{\sim}{u}{ }_{h}^{\lambda}\right\|_{L^{2}(\Omega)}=0 .
$$

By (11.3.9) we therefore have

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty}\left\|\underset{\sim}{u}{ }_{h}^{\lambda}\right\|_{\sim}^{H^{1}(\Omega)}=0 . \tag{11.3.18}
\end{equation*}
$$

Finally, we obtain (cf. exercise 11.x.16)

$$
\begin{align*}
& =\frac{|\underset{\sim}{u}|_{\underset{\sim}{H^{1}}(\Omega)}}{\|\underset{\sim}{\operatorname{div}} \underset{\sim}{\sigma}(\underset{\sim}{u})\|_{\sim^{2}(\Omega)}}>0 . \tag{11.3.19}
\end{align*}
$$

This concludes our discussion of locking for this particular example. For more information on locking we refer the reader to (Babuška \& Suri 1992).

### 11.4 A Robust Method for the Pure Displacement Problem

Roughly speaking, the reason behind the locking phenomenon described in the previous section is the following. The finite element space $\stackrel{\circ}{\sim}_{h}$ is a poor choice for approximating nearly incompressible material because the set $\left\{\underset{\sim}{v} \in{\underset{\sim}{V}}_{h}: \operatorname{div} \underset{\sim}{v}=0\right\}=\{\underset{\sim}{0}\}$. Since $\operatorname{div} \underset{\sim}{u}=0$, for $a_{\lambda}(\underset{\sim}{u}-\underset{\sim}{u} h, \underset{\sim}{u}-\underset{\sim}{u})$ to be small, $\left\|\operatorname{div} \underset{\sim}{\underset{\sim}{u}}{ }_{h}^{\lambda}\right\|_{\sim^{2}(\Omega)}$ must be small. But then $\left\|\underset{\sim}{u}{ }_{h}^{\lambda}\right\|_{\sim}^{H^{1}(\Omega)}$ is small and hence $\underset{\sim}{u}{ }_{h}^{\lambda}$ cannot approximate $\underset{\sim}{u}$ very well in the $\underset{\sim}{H}{ }^{1}$-norm.

We will now show that locking can be overcome if we use a nonconforming piecewise linear finite element space. The key to its success lies in its extra freedom which allows good approximation of functions with divergence-zero constraints. We refer the readers to the papers (Arnold, Brezzi \& Douglas 1984), (Arnold, Douglas \& Brezzi 1984) and (Stenberg 1988) for more sophiscated robust finite element methods.

For simplicity we will consider (11.1.2) with homogeneous pure displacement boundary condition on a convex polygonal domain $\Omega$. (See (Falk
1991) for the treatment of the pure traction boundary condition.) Observe that the pure displacement problem can be written as

$$
\begin{equation*}
-\mu \Delta \underset{\sim}{u}-(\mu+\lambda) \underset{\sim}{\operatorname{grad}}(\operatorname{div} \underset{\sim}{u})=\underset{\sim}{f} \text { in } \Omega \tag{11.4.1}
\end{equation*}
$$

$$
\underset{\sim}{u}=\underset{\sim}{0} \quad \text { on } \partial \Omega,
$$

where $\underset{\sim}{f} \in \underset{\sim}{L^{2}}(\Omega)$. It has the following weak formulation:
(11.4.2) find $\underset{\sim}{u} \in \underset{\sim}{\underset{\sim}{H}}{ }^{1}(\Omega)$ such that $a^{s}(\underset{\sim}{u}, \underset{\sim}{v})=\int_{\Omega} \underset{\sim}{f} \underset{\sim}{v} d x \quad \forall \underset{\sim}{v} \in \underset{\sim}{\underset{\sim}{\underset{\sim}{r}}}{ }^{1}(\Omega)$, where the bounded bilinear form $a^{s}(\cdot, \cdot)$ on $\stackrel{\circ}{\sim}^{1}(\Omega)$ is defined by

$$
\begin{equation*}
a^{s}\left(\underset{\sim}{v},{\underset{\sim}{v}}_{2}\right):=\mu \int_{\Omega} \underset{\sim}{\operatorname{grad}} \underset{\sim}{u}: \underset{\sim}{\operatorname{grad}} \underset{\sim}{v} d x+(\mu+\lambda) \int_{\Omega}(\operatorname{div} \underset{\sim}{u})(\operatorname{div} \underset{\sim}{v}) d x . \tag{11.4.3}
\end{equation*}
$$

Note that $a(\cdot, \cdot)$ and $a^{s}(\cdot, \cdot)$ differ only in the corresponding natural boundary conditions. Thus, they are completely equivalent for the pure displacement problem.

The coercivity of $a^{s}(\cdot, \cdot)$ follows from Poincaré's inequality (5.3.5). Therefore, (11.4.2) has a unique solution which actually belongs to $\underset{\sim}{H}(\Omega) \cap$ ${\underset{\sim}{\dot{H}}}^{1}(\Omega)$ (cf. the discussion at the end of Sect. 11.2). Moreover, from (11.2.33) we have the elliptic regularity estimate

$$
\begin{equation*}
\|\underset{\sim}{u}\|_{\mathcal{H}^{2}(\Omega)}+\lambda\|\operatorname{div} \underset{\sim}{u}\|_{\mathcal{H}^{1}(\Omega)} \leq C\|\underset{\sim}{f}\|_{\mathcal{L}^{2}(\Omega)}, \tag{11.4.4}
\end{equation*}
$$

where the positive constant $C$ is independent of $(\mu, \lambda) \in\left[\mu_{1}, \mu_{2}\right] \times(0, \infty)$.
Let $\mathcal{T}^{h}$ be a non-degenerate family of triangulations of $\Omega$, and let $\underset{\sim}{V_{h}^{*}}:=V_{h} \times V_{h}$ where $V_{h}$ is defined in (11.3.2) based on the element depicted in Fig. 3.2, that is,

$$
\begin{equation*}
\underset{\sim}{V_{h}^{*}}=\left\{\underset{\sim}{v}: \underset{\sim}{v} \in \underset{\sim}{L^{2}}(\Omega),\left.\underset{\sim}{v}\right|_{T} \text { is linear for all } T \in \mathcal{T}^{h}, \underset{\sim}{v}\right. \text { is con- } \tag{11.4.5}
\end{equation*}
$$

tinuous at the midpoints of interelement boundaries and $\underset{\sim}{v}=\underset{\sim}{0}$ at the midpoints of edges along $\partial \Omega\}$.

Since $\underset{\sim}{V} \underset{\sim}{*} \nsubseteq{\underset{\sim}{r}}^{1}(\Omega)$ (i.e., ${\underset{\sim}{V}}_{h}^{*}$ is nonconforming), any differential operator on $\underset{\sim}{V}{ }_{h}^{*}$ must be defined piecewise. For $\underset{\sim}{v} \in \underset{\sim}{V}{ }_{h}^{*}$ we define ${\underset{\sim}{g r a d}}_{h}$ and $\operatorname{div}_{h}$ by

$$
\begin{equation*}
\left.\left(\underset{\sim}{\operatorname{grad}_{h}} \underset{\sim}{v}\right)\right|_{T}=\underset{\sim}{\operatorname{grad}}\left(\left.\underset{\sim}{v}\right|_{T}\right) \quad \text { and }\left.\quad\left(\operatorname{div}_{h} \underset{\sim}{v}\right)\right|_{T}=\operatorname{div}\left(\left.\underset{\sim}{v}\right|_{T}\right) \tag{11.4.6}
\end{equation*}
$$

for all $T \in \mathcal{T}^{h}$. The discretized problem is the following.
(11.4.7) Find $\underset{\sim}{u} u_{h} \in \underset{\sim}{V}{ }_{h}^{*}$ such that $a_{h}^{s}(\underset{\sim}{u} h, \underset{\sim}{v})=\int_{\Omega} \underset{\sim}{f} \underset{\sim}{v} d x \quad \underset{\sim}{v} \in \underset{\sim}{V}{ }_{h}^{*}$,
where the symmetric positive definite bilinear form $a_{h}^{s}(\cdot, \cdot)$ on $\underset{\sim}{V}{ }_{h}^{*}+\underset{\sim}{\underset{\sim}{H}}{ }^{1}(\Omega)$ is defined by

$$
\begin{align*}
a_{h}^{s}(\underset{\sim}{v}, \underset{\sim}{w}):= & \mu \int_{\Omega} \underset{\sim}{\operatorname{grad}_{h}} \underset{\sim}{v}:{\underset{\sim}{\operatorname{grad}}}_{h} \underset{\sim}{w} d x  \tag{11.4.8}\\
& +(\mu+\lambda) \int_{\Omega}\left(\operatorname{div}_{h} \underset{\sim}{v}\right)\left(\operatorname{div}_{h} \underset{\sim}{w}\right) d x .
\end{align*}
$$

Note this definition of the nonconforming bilinear form is identical to one given using sums of integrals over each $T \in \mathcal{T}^{h}$ (cf. (11.3.3)). Equation (11.4.7) has a unique solution because $a_{h}^{s}(\cdot, \cdot)$ is positive definite, which can be proved in a way similar to what was done in Chapter 10.

We define the nonconforming energy norm $\|\cdot\|_{h}$ on $\underset{\sim}{V_{h}^{*}}+\underset{\sim}{\stackrel{ }{r}^{1}}(\Omega)$ by

$$
\begin{equation*}
\|\underset{\sim}{v}\|_{h}=a_{h}^{s}(\underset{\sim}{v}, \underset{\sim}{v})^{1 / 2} . \tag{11.4.9}
\end{equation*}
$$

It is clear that

$$
\begin{equation*}
\left\|{\underset{\sim}{\operatorname{grad}}}_{h} \underset{\sim}{v}\right\|_{\underset{\sim}{L^{2}}(\Omega)} \leq \mu_{1}^{-1 / 2}\|\underset{\sim}{v}\|_{h} . \tag{11.4.10}
\end{equation*}
$$

Our goal is to show that the finite element method (11.4.7) is robust in the sense that the error estimates are uniform with respect to $(\mu, \lambda) \in$ $\left[\mu_{1}, \mu_{2}\right] \times(0, \infty)$. For this we need two ingredients. The first is the property of the divergence operator stated in Lemma 11.2.3, which holds in the case of polygonal domains by the results in (Girault \& Raviart 1986, Arnold, Scott \& Vogelius 1988). The other ingredient is an interpolation operator $\Pi_{h}: \underset{\sim}{H}{ }^{2}(\Omega) \cap \underset{\sim}{\underset{\sim}{ }}{ }^{1}(\Omega) \longrightarrow \underset{\sim}{V}{ }_{h}^{*}$ with the property that

$$
\begin{equation*}
\operatorname{div} \underset{\sim}{\phi}=0 \Longrightarrow \operatorname{div}_{h}\left(\Pi_{h} \underset{\sim}{\phi}\right)=0 \tag{11.4.11}
\end{equation*}
$$

We can define $\Pi_{h}$ by

$$
\begin{equation*}
\left(\Pi_{h} \phi \underset{\sim}{\phi}\right)\left(m_{e}\right):=\frac{1}{|e|} \int_{e} \underset{\sim}{\phi} d s, \tag{11.4.12}
\end{equation*}
$$

where $m_{e}$ is the midpoint of edge $e$. Then

$$
\begin{equation*}
\left.\operatorname{div}\left(\Pi_{h} \underset{\sim}{\phi}\right)\right|_{T}=\frac{1}{|T|} \int_{T} \operatorname{div} \underset{\sim}{\phi} d x \quad \forall T \in \mathcal{T}^{h} \tag{11.4.13}
\end{equation*}
$$

and there exists a positive constant $C$ independent of $h$ such that

$$
\begin{equation*}
\left\|\underset{\sim}{\phi}-\Pi_{h} \phi\right\|_{{\underset{\sim}{2}}^{2}(\Omega)}+h\left\|\underset{\sim}{\operatorname{grad}_{h}}\left(\phi \Pi_{h} \underset{\sim}{\phi}\right)\right\|_{{\underset{\sim}{2}}^{2}(\Omega)} \leq C h^{2}|\underset{\sim}{\phi}|_{\mathcal{N}^{2}(\Omega)} \tag{11.4.14}
\end{equation*}
$$

(cf. exercises 11.x. 18 and 11.x. 19 and Sect. 4.8).
(11.4.15) Theorem. There exists a positive constant $C$ independent of $h$ and $(\mu, \lambda) \in\left[\mu_{1}, \mu_{2}\right] \times(0, \infty)$ such that

$$
\begin{equation*}
\left\|\underset{\sim}{u}-{\underset{\sim}{u}}_{h}\right\|_{h} \leq C h\|\underset{\sim}{f}\|_{L^{2}(\Omega)} . \tag{11.4.16}
\end{equation*}
$$

Proof. In this proof, $C$ represents a generic constant independent of $h$ and $(\mu, \lambda) \in\left[\mu_{1}, \mu_{2}\right] \times(0, \infty)$. From (11.1.10) we have
(11.4.17) $\|\underset{\sim}{u}-\underset{\sim}{u}\|_{h}\left\|_{h} \inf _{\underset{\sim}{v} \in V_{h}}\right\| \underset{\sim}{u}-\underset{\sim}{v} \|_{h}+\sup _{\substack{v \\ \sim} V_{h} \backslash\{\underset{\sim}{x}\}} \frac{\left|a_{h}^{s}(\underset{\sim}{u}, \underset{\sim}{v})-\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x\right|}{\|\underset{\sim}{v}\|_{h}}$.

By the same techniques employed in the proof of Theorem 11.3.12 (i.e., using the Bramble-Hilbert Lemma and homogeneity arguments) we have

$$
\begin{align*}
& \left|\int_{\Omega} \underset{\sim}{\operatorname{grad}} \underset{\sim}{u}: \operatorname{grad}_{\sim}^{\operatorname{grad}} \underset{\sim}{v} d x+\int_{\Omega} \Delta \underset{\sim}{u} \cdot \underset{\sim}{v} d x\right|  \tag{11.4.18}\\
& \quad \leq C h|\underset{\sim}{u}|_{\sim_{\sim}^{2}(\Omega)}\left\|\mid \underset{\sim}{\operatorname{grad}_{h}} \underset{\sim}{v}\right\|_{{\underset{\sim}{2}}^{2}(\Omega)},
\end{align*}
$$

and

$$
\begin{gather*}
\left|\int_{\Omega} \operatorname{div} \underset{\sim}{u} \operatorname{div}_{h} \underset{\sim}{v} d x+\int_{\Omega} \underset{\sim}{\operatorname{grad}}(\operatorname{div} \underset{\sim}{u}) \cdot \underset{\sim}{v} d x\right|  \tag{11.4.19}\\
\leq C h|\operatorname{div} \underset{\sim}{u}|_{H^{1}(\Omega)}\left\|\mid \underset{\sim}{\operatorname{grad}_{h}} \underset{\sim}{v}\right\|_{{\underset{\sim}{2}}^{2}(\Omega)} .
\end{gather*}
$$

Combining (11.4.1), (11.4.8), (11.4.18), (11.4.19), (11.4.4) and (11.4.10) we have

$$
\begin{aligned}
& \left|a_{h}^{s}(\underset{\sim}{u}, \underset{\sim}{v})-\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x\right| \\
& \quad \leq C h\left\|\underset{\sim}{\operatorname{grad}_{h}} \underset{\sim}{v}\right\|_{\underset{\sim}{L^{2}}(\Omega)}\left(\mu|\underset{\sim}{u}|_{\sim^{H^{2}}(\Omega)}+(\mu+\lambda)|\operatorname{div} \underset{\sim}{u}|_{H^{1}(\Omega)}\right) \\
& \quad \leq C h\|\underset{\sim}{v}\|_{h}\|\underset{\sim}{f}\|_{\sim^{2}(\Omega)} .
\end{aligned}
$$

By an analog of Lemma 11.2.3 (cf. (Brenner \& Sung 1992)), there exists ${\underset{\sim}{u}}_{1} \in \underset{\sim}{H}{ }^{2}(\Omega) \cap \stackrel{\circ}{\sim}^{1}(\Omega)$ such that

$$
\begin{equation*}
\operatorname{div}{\underset{\sim}{u}}_{1}=\operatorname{div} \underset{\sim}{u} \tag{11.4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|{\underset{\sim}{u}}_{\underset{1}{u}}\right\|_{\mathcal{H}^{2}(\Omega)} \leq C\|\operatorname{div} \underset{\sim}{u}\|_{H^{1}(\Omega)} . \tag{11.4.22}
\end{equation*}
$$

Combining (11.4.22) and (11.4.4) we have

$$
\begin{equation*}
\left\|{\underset{\sim}{u}}_{1}\right\|_{\sim}^{H^{2}(\Omega)}, ~ \frac{C}{1+\lambda}\|\underset{\sim}{f}\|_{\mathcal{L}^{2}(\Omega)} . \tag{11.4.23}
\end{equation*}
$$

Note that (11.4.11) and (11.4.21) imply that

$$
\begin{equation*}
\operatorname{div}_{h} \Pi_{h} \underset{\sim}{u} 1=\operatorname{div}_{h} \Pi_{h} \underset{\sim}{u} \tag{11.4.24}
\end{equation*}
$$

Then

$$
\begin{align*}
& \inf _{\underset{v}{v \in V_{h}}}\|\underset{\sim}{u}-\underset{\sim}{v}\|_{h} \\
& \leq\left\|\underset{\sim}{u}-\Pi_{h} \underset{\sim}{u}\right\|_{h} \\
& =\left(\mu\left\|\operatorname{grad}_{\sim}{ }_{\sim}\left(\underset{\sim}{u}-\Pi_{h} \underset{\sim}{u}\right)\right\|_{\underset{\sim}{L^{2}(\Omega)}}^{2}+(\mu+\lambda)\left\|\operatorname{div}_{h}\left(\underset{\sim}{u}-\Pi_{h} \underset{\sim}{u}\right)\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2} \tag{11.4.25}
\end{align*}
$$

$$
\left.\begin{array}{rl}
= & \left(\mu\left\|\underset{\sim}{\operatorname{grad}}{ }_{h}\left(\underset{\sim}{u}-\Pi_{h} \underset{\sim}{u}\right)\right\|_{\underset{\sim}{L^{2}(\Omega)}}^{2}\right. \\
& +(\mu+\lambda) \| \operatorname{div}_{h}(\underset{\sim}{u} \\
\left.u_{1}-\Pi_{h} \underset{\sim}{u}\right)
\end{array} \|_{L^{2}(\Omega)}^{2}\right)^{1 / 2}, ~(1) \underset{\sim}{f} \|_{L^{2}(\Omega)} .
$$

The theorem now follows by combining (11.4.17), (11.4.20) and (11.4.25).

## 11.x Exercises

11.x. 1 Verify (11.1.1).

11.x. 3 Show that $\operatorname{rot} \underset{\sim}{v}=\underset{\sim}{\chi}: \underset{\sim}{\operatorname{grad}} \underset{\sim}{v}$.
11.x. 4 Show that $\operatorname{div} \underset{\sim}{v}=\underset{\sim}{\chi}: \underset{\sim}{\operatorname{curl}} \underset{\sim}{v}$.
11.x. 5 Show that $\int_{\Omega} \underset{\sim}{\operatorname{grad}} \underset{\sim}{v}: \underset{\sim}{\operatorname{curl}} \underset{\sim}{w} d x=0$ for $\underset{\sim}{v} \in \underset{\sim}{H}{ }^{1}(\Omega)$ and $\underset{\sim}{w} \in \underset{\sim}{H^{1}}(\Omega)$.
11.x. 6 Show that $\underset{\sim}{H}(\Omega)={\underset{\sim}{H}}^{1}(\Omega) \oplus \underset{\sim}{\text { RM. }}$. (Hint: use (11.2.18).)
11.x. 7 Let $A, B$ be closed subspaces of a Banach space $V$ such that $V=$ $A \oplus B$. Show that there exists a positive constant $C$ such that given any $v \in V$, we have $v=v_{1}+v_{2}$, where $v_{1} \in A, v_{2} \in B$ and $C\left(\left\|v_{1}\right\|+\right.$ $\left.\left\|v_{2}\right\|\right) \leq\|v\|$. (Hint: use the Open Mapping Theorem (Rudin 1987).)
11.x. 8 Show that the second Korn inequality follows from the Korn inequality.
11.x. 9 Show that if $\underset{\sim}{v} \in \underset{\sim}{R M}$ and $\underset{\sim}{v} \neq \underset{\sim}{0}$, then $\underset{\sim}{v}=\underset{\sim}{0}$ at at most one point.
11.x. 10 Establish the first Korn inequality (11.2.26) directly through integration by parts and Poincaré's inequality.
11.x. 11 Prove Theorem 11.2 .12 on $\underset{\sim}{\underset{\sim}{\mid}}{ }_{\perp}(\Omega):=\left\{\underset{\sim}{v} \in \underset{\sim}{H}{ }^{1}(\Omega):(\underset{\sim}{v} \underset{\sim}{v}){\underset{\sim}{L}}^{2}(\Omega)=\right.$ $0 \quad \forall \underset{\sim}{w} \in \underset{\sim}{\mathrm{R}} \mathrm{\sim}\}$.
11.x. 12 Does (11.3.7) contradict (11.3.4)? If not, what is the implication?
11.x. 13 Show that given any $\underset{\sim}{v} \in \underset{\sim}{{\underset{\sim}{H}}^{2}}(\Omega)$, there exists a $\underset{\sim}{v} \underset{\sim}{\in} \underset{\sim}{\widehat{V}}$ such that

$$
\left\|\underset{\sim}{v}-\underset{\sim}{v}{\underset{\sim}{x}}^{\|_{\mathcal{H}^{1}(\Omega)} \leq C h}\right\| \underset{\sim}{v} \|_{\sim^{2}(\Omega)},
$$

where the constant $C$ is independent of $h$. (Hint: use (11.2.18) to correct the standard interpolant.)
11.x. 14 Verify (11.3.8). (Hint: referring to Fig. 11.1, show that $\underset{\sim}{v}=\underset{\sim}{0}$ on $T_{1}$ and $\operatorname{div} \underset{\sim}{v}=0$ on $T_{2}$ and $T_{3}$ implies that $\underset{\sim}{v}=\underset{\sim}{0}$ on $T_{2}$ and $T_{3}$. Then repeat this argument.)
11.x. 15 Verify (11.3.12) and (11.3.16).
11.x. 16 Carry out the estimate of $\liminf _{\lambda \rightarrow \infty} L_{\lambda, h}$ in (11.3.19). (Hint: use (11.3.11), (11.3.14), and (11.3.18).)
11.x. 17 Show that equation (11.1.2) is equivalent to (11.4.1).
11.x. 18 Establish (11.4.13). Show that it implies (11.4.11).
11.x. 19 Prove the interpolation error estimate (11.4.14). (Hint: use the Bramble-Hilbert Lemma and a homogeneity argument. If necessary, consult (Crouzeix \& Raviart 1973).)
11.x. 20 Work out the details of the proofs of (11.4.18) and (11.4.19).
11.x. 21 Work out the details of (11.4.20).
11.x. 22 Use a duality argument to show that there exists a positive constant $C$ independent of $h$ and $(\mu, \lambda) \in\left[\mu_{1}, \mu_{2}\right] \times(0, \infty)$ such that

$$
\left\|\underset{\sim}{u}-{\underset{\sim}{u}}_{h}\right\|_{\mathcal{N}^{2}(\Omega)} \leq C h^{2}\|\underset{\sim}{f}\|_{\mathcal{L}^{2}(\Omega)} .
$$

(Hint: consult (Brenner \& Sung 1992).)
11.x. 23 Prove the following discrete version of Lemma 11.2.3. Let $\Omega$ be a convex polygonal domain. Given any $p \in L^{2}(\Omega)$ such that $\left.p\right|_{T}$ is a constant for all $T \in \mathcal{T}^{h}$ and $\int_{\Omega} p d x=0$, there exists a positive constant $C$ and $\underset{\sim}{v} \in{\underset{\sim}{V}}_{h}^{*}$ such that (i) $\operatorname{div}_{h} \underset{\sim}{v}=p$ and (ii) $\left\|\operatorname{grad}_{\underset{\sim}{r}}^{\underset{\sim}{v}}\right\|_{\underset{\sim}{L^{2}}(\Omega)} \leq C\|p\|_{L^{2}(\Omega)}$. (Hint: use Lemma 11.2.3, the interpolation operator $\Pi_{h}$ and (11.4.13).)
11.x. 24 Let $\underset{\sim}{\underset{\sim}{V}} \underset{h}{*}$ be defined by (11.4.5). The subspace $\underset{\sim}{\underset{\sim}{W}}:=\underset{\sim}{v} \underset{\sim}{v} \underset{\sim}{V} \underset{h}{*}$ : $\left.\operatorname{div}_{h} \underset{\sim}{v}=0\right\}$ of ${\underset{\sim}{V}}_{h}^{*}$ is useful for incompressible fluid flow problems. Denote by $\psi_{e}$ the piecewise linear function that takes the value 1 at the midpoint of the edge $e$ and 0 at all other midpoints. The first kind of basis functions of $\underset{\sim}{W}$ are associated with internal edges. Let $e$ be an internal edge of $\mathcal{T}^{h}$ and $t_{e}$ be a unit vector tangential to $e$, then $\phi_{e}:=\psi_{e} t_{e}$. The second kind of basis functions are associated with internal vertices. Let $p$ be an internal vertex and
let $e_{1}, e_{2}, \ldots, e_{l}$ be the edges in $\mathcal{T}^{h}$ that have $p$ as an endpoint, then $\underset{\sim}{\phi}:=\sum_{i=1}^{l} \frac{1}{\left|e_{i}\right|} \psi_{e_{i}} \underset{\sim}{n} e_{i}$, where ${\underset{\sim}{2}}_{e_{i}}$ is a unit vector normal to $e_{i}$ pointing in the counterclockwise direction with respect to $p$ (cf. Fig. 11.2). Show that a basis for $W_{h}$ is given by the union of the two sets

$$
\left\{\underset{\sim}{\phi_{e}}: e \text { is an internal edge of } \mathcal{T}^{h}\right\}
$$

and

$$
\left\{\phi_{p}: p \text { is an internal vertex of } \mathcal{T}^{h}\right\} .
$$

(Hint: if necessary, consult (Thomasset 1981).)


Fig. 11.2. basis function $\phi_{p}$
11.x. 25 Formulate and prove a convergence theorem for the piecewise linear approximation of the variational problem (11.2.1) in the general case $\emptyset \neq \Gamma_{1} \neq \partial \Omega$. (Hint: see Sect. 5.4.)

## Chapter 12

## Mixed Methods

The name "mixed method" is applied to a variety of finite element methods which have more than one approximation space. Typically one or more of the spaces play the role of Lagrange multipliers which enforce constraints. The name and many of the original concepts for such methods originated in solid mechanics where it was desirable to have a more accurate approximation of certain derivatives of the displacement. However, for the Stokes equations which govern viscous fluid flow, the natural Galerkin approximation is a mixed method.

One characteristic of mixed methods is that not all choices of finite element spaces will lead to convergent approximations. Standard approximability alone is insufficient to guarantee success. In fact, we will study mixed methods in the context of a variational crime.

We will focus on mixed methods in which there are two bilinear forms and two approximation spaces. There are two key conditions (cf. (Babuška 1971), (Brezzi 1974)) that lead to the success of a mixed method. Both are in some sense coercivity conditions for the bilinear forms. One of these will look like a standard coercivity condition, while the other, often called the inf-sup condition, takes a new form.

### 12.1 Examples of Mixed Variational Formulations

The Stokes equations for steady flow of a (very) viscous fluid are

$$
\begin{align*}
-\Delta \underset{\sim}{u}+\underset{\sim}{\operatorname{grad}} p & =\underset{\sim}{f}  \tag{12.1.1}\\
\operatorname{div} \underset{\sim}{u} & =0
\end{align*}
$$

in $\Omega \subset \mathbb{R}^{n}$, where $\underset{\sim}{u}$ denotes the fluid velocity and $p$ denotes the pressure. Here we use the "under-tilde" notation introduced in the previous chapter for vectors, vector operators and matrices. However, we also use the obvious extensions to three dimensions in some cases. To make the dimensionality clear in all cases, we use the notation $H^{s}(\Omega)^{n}$ instead of $\underset{\sim}{H}(\Omega), L^{2}(\Omega)^{n}$ instead of $\underset{\sim}{L^{2}}(\Omega)$, etc.

Equations (12.1.1) represent the limiting case of zero Reynolds' number for the Navier-Stokes equations (13.4.1) to be discussed subsequently. It is unusual to have a nonzero forcing term, $\underset{\sim}{f}$, but the linearity of these equations allow us to convert the more likely case of inhomogeneous boundary data to a homogeneous one. Thus, we assume, for example, that we have Dirichlet boundary conditions, $\underset{\sim}{u}=\underset{\sim}{0}$, on $\partial \Omega$.

Integrating by parts, we can derive a variational identity for suitable $\underset{\sim}{v}$ and $q$ :

$$
\begin{align*}
a(\underset{\sim}{u}, \underset{\sim}{v})+b(\underset{\sim}{v}, p) & =\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x,  \tag{12.1.2}\\
b(\underset{\sim}{u}, q) & =0, \tag{12.1.3}
\end{align*}
$$

where the forms $a(\cdot, \cdot)$ and $b(\cdot, \cdot)$ are defined as

$$
\begin{align*}
a(\underset{\sim}{u}, \underset{\sim}{v}) & :=\int_{\Omega} \sum_{i=1}^{n} \underset{\sim}{\operatorname{grad}} u_{i} \cdot \underset{\sim}{\operatorname{grad}} v_{i} d x  \tag{12.1.4}\\
b(\underset{\sim}{v}, q) & :=-\int_{\Omega}(\operatorname{div} \underset{\sim}{v}) q d x . \tag{12.1.5}
\end{align*}
$$

Let $\underset{\sim}{V}=\stackrel{\circ}{H}^{1}(\Omega)^{n}$ and $\Pi=\left\{q \in L^{2}(\Omega): \int_{\Omega} q d x=0\right\}$. It is well known (Girault \& Raviart 1979 \& 1986, Temam 1984) that the following has a unique solution.

Given $F \in \underset{\sim}{V}$, find functions $\underset{\sim}{u} \in \underset{\sim}{V}$ and $p \in \Pi$ such that

$$
\begin{aligned}
a(\underset{\sim}{u}, \underset{\sim}{v})+b(\underset{\sim}{v}, p) & =F(\underset{\sim}{v}) \quad \forall \underset{\sim}{v} \in \underset{\sim}{V}, \\
b(\underset{\sim}{u}, q) & =0 \quad \forall q \in \Pi .
\end{aligned}
$$

The well-posedness of this problem follows in part from the coercivity of $a(\cdot, \cdot)$ on $H^{1}(\Omega)^{n}$ (see exercise 12.x.1).

A model for fluid flow in a porous medium occupying a domain $\Omega$ takes the form (5.6.6), namely,

$$
\begin{equation*}
-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x) \frac{\partial p}{\partial x_{j}}(x)\right)=f(x) \text { in } \Omega \tag{12.1.7}
\end{equation*}
$$

where $p$ is the pressure (again we take an inhomogeneous right-hand-side for simplicity). Darcy's Law postulates that the fluid velocity $\underset{\sim}{u}$ is related to the gradient of $p$ by

$$
\sum_{j=1}^{n} a_{i j}(x) \frac{\partial p}{\partial x_{j}}(x)=u_{i}(x) \quad \forall i=1, \ldots, n .
$$

The coefficients $a_{i j}$, which we assume form a symmetric, positive-definite system (almost everywhere), are related to the porosity of the medium. Of course, numerous other physical models also take the form (12.1.7).

A variational formulation for (12.1.7) of the form (12.1.6) can be derived by letting $\underset{\sim}{A}(x)$ denote the (almost everywhere defined) inverse of the coefficient matrix $\left(a_{i j}\right)$ and by writing $\underset{\sim}{\operatorname{grad}} p=\underset{\sim}{A} \underset{\sim}{A}$. Define

$$
\begin{equation*}
a(\underset{\sim}{u}, \underset{\sim}{v}):=\int_{\Omega} \sum_{i, j=1}^{n} A_{i j} u_{i} v_{j} d x \tag{12.1.8}
\end{equation*}
$$

with $b(\cdot, \cdot)$ as before. Then the solution to (12.1.7) solves

$$
\begin{align*}
a(\underset{\sim}{u}, \underset{\sim}{v})+b(\underset{\sim}{v}, p) & =0 \quad \forall \underset{\sim}{v} \in \underset{\sim}{V},  \tag{12.1.9}\\
b(\underset{\sim}{u}, q) & =F(q) \quad \forall q \in \Pi
\end{align*}
$$

where $\Pi=L^{2}(\Omega)$ and

$$
\underset{\sim}{V}:=\left\{\underset{\sim}{v} \in L^{2}(\Omega)^{n}: \operatorname{div} \underset{\sim}{v} \in L^{2}(\Omega)\right\} .
$$

The latter space, called $H$ (div), has a natural norm given by

$$
\begin{equation*}
\|\underset{\sim}{v}\|_{H(\operatorname{div})}^{2}=\|\underset{\sim}{v}\|_{L^{2}(\Omega)^{n}}^{2}+\|\operatorname{div} \underset{\sim}{v}\|_{L^{2}(\Omega)}^{2} \tag{12.1.10}
\end{equation*}
$$

(see exercise 12.x.2). Unlike the previous problem, the bilinear form $a(\cdot, \cdot)$ is not coercive on all of $\underset{\sim}{V}$. However, it is coercive on the critical subspace of divergence-zero functions. The role of this subspace will be made clear in the abstract setting to which we now turn our attention.

### 12.2 Abstract Mixed Formulation

We now abstract the key features of the above two problems. We have two Hilbert spaces $V$ and $\Pi$ and two bilinear forms $a(\cdot, \cdot): V \times V \rightarrow \mathbb{R}$ and $b(\cdot, \cdot): V \times \Pi \rightarrow \mathbb{R}$. It is natural to assume that these forms are continuous:

$$
\begin{align*}
a(u, v) & \leq C\|u\|_{V}\|v\|_{V}  \tag{12.2.1}\\
b(v, p) & \leq C\|v\|_{V}\|p\|_{\Pi} \quad \forall v \in V, p \in \Pi
\end{align*}
$$

but for the moment we postpone discussion of the appropriate notion of coercivity for either form.

There is no unique relationship between $V$ and $\Pi$, but there is an operator between them that provides a link. We will assume that $\mathcal{D}: V \rightarrow$ $\Pi$ is continuous,

$$
\begin{equation*}
\|\mathcal{D} v\|_{\Pi} \leq C\|v\|_{V} \tag{12.2.2}
\end{equation*}
$$

and, moreover, we make the simplifying assumption that

$$
\begin{equation*}
b(v, p)=(\mathcal{D} v, p)_{\Pi} \tag{12.2.3}
\end{equation*}
$$

We consider the variational problem to find $u \in V$ and $p \in \Pi$ such that

$$
\begin{align*}
a(u, v)+b(v, p) & =F(v) & \forall v \in V  \tag{12.2.4}\\
b(u, q) & =G(q) & \forall q \in \Pi
\end{align*}
$$

where $F \in V^{\prime}$ and $G \in \Pi^{\prime}$.
We note that alternative formulations exist (Ciarlet \& Lions 1991) in which there is an operator $\mathcal{D}^{\prime}: \Pi \rightarrow V$ and $b(v, p)=\left(v, \mathcal{D}^{\prime} p\right)_{V}$.

Define a closed subspace of $V$ via

$$
\begin{equation*}
Z=\{v \in V: b(v, q)=0 \quad \forall q \in \Pi\} \tag{12.2.5}
\end{equation*}
$$

Suppose for the moment that $G=0$ in (12.2.4). Then the way (12.2.4) determines $u$ is equivalent to the following: find $u \in Z$ such that

$$
\begin{equation*}
a(u, v)=F(v) \quad \forall v \in Z \tag{12.2.6}
\end{equation*}
$$

This is well-posed provided $a(\cdot, \cdot)$ is coercive, namely

$$
\begin{equation*}
\alpha\|v\|_{V}^{2} \leq a(v, v) \tag{12.2.7}
\end{equation*}
$$

for all $v \in Z$, in view of the Lax-Milgram Theorem 2.7.7.
The coercivity condition (12.2.7) holds for both problems considered in the previous section. For the Stokes formulation based on the form $a(\cdot, \cdot)$ in (12.1.4), it holds for all $v \in V$, although for other formulations (see exercise 12.x.3) it will hold only on the subset $Z$ of divergence zero functions. For the scalar elliptic problem it is essential that we are allowed to restrict to $z \in Z$ where in this case

$$
Z=\{\underset{\sim}{v} \in H(\operatorname{div}): \operatorname{div} \underset{\sim}{v}=0\} .
$$

For $\underset{\sim}{v} \in Z,\|\underset{\sim}{v}\|_{H(\text { div) }}=\|\underset{\sim}{v}\|_{L^{2}(\Omega)^{n}}$ and coercivity follows from the fact that the coefficients $a_{i j}$ are bounded.

If $G$ in (12.2.4) is not zero, we can reduce to the case $G=0$ as follows. Suppose $u_{0} \in V$ is any solution to $b\left(u_{0}, q\right)=G(q) \quad \forall q \in \Pi$. For the examples considered previously, this amounts to solving $\operatorname{div}{\underset{\sim}{u}}_{0}^{u}=g$ which can be done in a variety of ways (cf. Lemma 11.2.3 and (Arnold, Scott \& Vogelius 1988)). Then the solution $u$ to (12.2.4) is of the form $u=u_{1}+u_{0}$ where $u_{1} \in Z$ satisfies

$$
a\left(u_{1}, v\right)=F(v)-a\left(u_{0}, v\right) \quad \forall v \in Z
$$

which is again of the form (12.2.6). Thus, for the remainder of the section we will focus on the problem

$$
\begin{align*}
a(u, v)+b(v, p) & =F(v) \quad \forall v \in V  \tag{12.2.8}\\
b(u, q) & =0 \quad \forall q \in \Pi
\end{align*}
$$

where $F \in V^{\prime}$. We return to the general case in Sect. 12.5.

With $u$ well defined by (12.2.6), we then determine $p \in \Pi$ such that

$$
\begin{equation*}
b(v, p)=-a(u, v)+F(v) \quad \forall v \in V \tag{12.2.9}
\end{equation*}
$$

The well-posedness of this problem follows from a new kind of coercivity. To motivate the new coercivity condition, let us re-examine the use of conditions such as (12.2.7). Such a condition implies

$$
\alpha\|v\|_{V} \leq \sup _{w \in V} \frac{a(w, v)}{\|w\|_{V}} \quad \forall v \in V
$$

(take $w=v$ ), and the latter condition is sufficient for the types of estimates where we have employed a coercivity condition. Applying this idea to $b(\cdot, \cdot)$, we consider the condition (cf. (Babuška 1971), (Brezzi 1974))

$$
\begin{equation*}
\beta\|p\|_{\Pi} \leq \sup _{w \in V} \frac{b(w, p)}{\|w\|_{V}} \quad \forall p \in \Pi \tag{12.2.10}
\end{equation*}
$$

Problem (12.2.9) is of the form

$$
\begin{equation*}
b(v, p)=\widetilde{F}(v) \quad \forall v \in V \tag{12.2.11}
\end{equation*}
$$

where $\widetilde{F}(v)=0$ for all $v \in Z$. Condition (12.2.10) (with $\beta>0$ ) implies uniqueness of a solution. Existence of a solution also follows from (12.2.10), but this requires a bit more explanation.
(12.2.12) Lemma. Suppose that (12.2.1) and (12.2.10) hold with $\beta>0$. Then (12.2.11) has a unique solution.

Proof. Let $Z^{\perp}$ denote the orthogonal complement (Sect. 2.2) of $Z$ in $V$ (recall $V$ is a Hilbert space). Since the behavior of $b(\cdot, \cdot)$ is trivial on $Z$, we may as well restrict our attention to $v \in Z^{\perp}$ in (12.2.11). Recall (Proposition 2.2.4) that we can consider $Z^{\perp}$ as a Hilbert space with the inner-product $(\cdot, \cdot)_{V}$ inherited from $V$. Given $p \in \Pi$, the linear form $v \rightarrow b(v, p)$ is continuous on $Z^{\perp}$, so the Riesz Representation Theorem 2.4.2 guarantees the existence of $T p \in Z^{\perp}$ such that

$$
\begin{equation*}
(T p, v)_{V}=b(v, p) \quad \forall v \in Z^{\perp} \tag{12.2.13}
\end{equation*}
$$

Moreover, part of Theorem 2.4.2 assures that $T$ is linear, and (2.4.4) implies

$$
\|T p\|_{V}=\sup _{v \in Z^{\perp}} \frac{b(v, p)}{\|v\|_{V}} \leq C\|p\|_{\Pi}
$$

where the inequality is the assumption (12.2.1). Let $R$ denote the image of $T$ in $Z^{\perp}$. If we can show that $R=Z^{\perp}$, then another application of the Riesz Representation Theorem completes the proof, since it implies we can always represent $\widetilde{F}$ as

$$
\widetilde{F}(v)=(u, v)_{V} \quad \forall v \in Z^{\perp}
$$

for some $u \in Z^{\perp}$. We simply pick $p$ such that $T p=u$.
To show that $R$ is all of $Z^{\perp}$, we begin by showing it to be closed. Suppose that $p_{j} \in \Pi$ is a sequence with the property that $T p_{j} \rightarrow w$ in $Z^{\perp}$. Then $\left\{T p_{j}\right\}$ is Cauchy in $Z^{\perp}$, and

$$
\begin{align*}
\beta\left\|p_{j}-p_{k}\right\|_{\Pi} & \leq \sup _{w \in Z^{\perp}} \frac{b\left(w, p_{j}-p_{k}\right)}{\|w\|_{V}}  \tag{by12.2.10}\\
& =\sup _{w \in Z^{\perp}} \frac{\left(w, T p_{j}-T p_{k}\right)_{V}}{\|w\|_{V}}  \tag{by12.2.13}\\
& =\left\|T p_{j}-T p_{k}\right\|_{V} \tag{exercise2.x.16}
\end{align*}
$$

so that $\left\{p_{j}\right\}$ is Cauchy in $\Pi$. Let $q=\lim _{j \rightarrow \infty} p_{j}$. By the continuity of $T$, $T q=w$, so $R$ is closed. If $R \neq Z^{\perp}$, pick $0 \neq v \in R^{\perp}$. Then $b(v, q)=$ $(v, T q)_{V}=0$ for all $q \in \Pi$. But this implies that $v \in Z$, a contradiction. So $R=Z^{\perp}$ and the proof is complete.

Condition (12.2.10) holds for the problems introduced in the previous section, and the proof is similar in both cases. It follows from the fact (Lemma 11.2.3) that one can solve the underdetermined system $\operatorname{div} \underset{\sim}{w}=p$ for $\underset{\sim}{w} \in H^{1}(\Omega)^{n}$ with

$$
\|\underset{\sim}{w}\|_{H^{1}(\Omega)^{n}} \leq(1 / \beta)\|p\|_{L^{2}(\Omega)}
$$

by taking $\beta=1 / C$ where $C$ is the constant in Lemma 11.2.3. If further $\int_{\Omega} p d x=0$, then we may take $\underset{\sim}{w} \in \dot{H}^{1}(\Omega)$, that is, we may assume $\underset{\sim}{w}$ vanishes on the boundary (cf. (Arnold, Scott \& Vogelius 1988)). Thus, in either of the cases studied in the previous section, there is a $\underset{\sim}{w} \in \underset{\sim}{V}$ such that

$$
\beta\|p\|_{L^{2}(\Omega)}=\beta \frac{b(\underset{\sim}{w}, p)}{\|p\|_{L^{2}(\Omega)}} \leq \frac{b(\underset{\sim}{w}, p)}{\|\underset{\sim}{w}\|_{H^{1}(\Omega)^{n}}} \leq \sqrt{n} \frac{b(\underset{\sim}{w}, p)}{\|\underset{\sim}{w}\|_{H(\text { div })}},
$$

and this verifies condition (12.2.10) for both cases.

### 12.3 Discrete Mixed Formulation

Now let $V_{h} \subset V$ and $\Pi_{h} \subset \Pi$ and consider the variational problem to find $u_{h} \in V_{h}$ and $p_{h} \in \Pi_{h}$ such that

$$
\begin{align*}
a\left(u_{h}, v\right)+b\left(v, p_{h}\right) & =F(v) \quad \forall v \in V_{h},  \tag{12.3.1}\\
b\left(u_{h}, q\right) & =0 \quad \forall q \in \Pi_{h} .
\end{align*}
$$

(The case of an inhomogeneous right-hand side in the second equation is considered in Sect. 12.5.) Similarly, define

$$
\begin{equation*}
Z_{h}=\left\{v \in V_{h}: b(v, q)=0 \quad \forall q \in \Pi_{h}\right\} . \tag{12.3.2}
\end{equation*}
$$

Then (12.3.1) is equivalent to the following. Find $u_{h} \in Z_{h}$ such that

$$
\begin{equation*}
a\left(u_{h}, v\right)=F(v) \quad \forall v \in Z_{h} \tag{12.3.3}
\end{equation*}
$$

and then determine $p_{h} \in \Pi_{h}$ such that

$$
\begin{equation*}
b\left(v, p_{h}\right)=-a\left(u_{h}, v\right)+F(v) \quad \forall v \in V_{h} . \tag{12.3.4}
\end{equation*}
$$

If $Z_{h} \subset Z$, we can apply Céa's Theorem 2.8.1 to obtain

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{V} \leq \frac{C}{\alpha} \inf _{v \in Z_{h}}\|u-v\|_{V} \tag{12.3.5}
\end{equation*}
$$

If $Z_{h} \not \subset Z$, then we have a variational crime and must apply the theory developed in Sect. 10.1. We find from Lemma 10.1.1 that

$$
\left\|u-u_{h}\right\|_{V} \leq\left(1+\frac{C}{\alpha}\right) \inf _{v \in Z_{h}}\|u-v\|_{V}+\frac{1}{\alpha} \sup _{w \in Z_{h} \backslash\{0\}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{V}}
$$

provided (12.2.7) holds as well on $Z_{h}$. We now identify the latter term. For $w \in Z_{h}$

$$
\begin{array}{rrr}
a\left(u-u_{h}, w\right)=a(u, w)-F(w) & (\text { by } 12.3 .3) \\
& =-b(w, p) &  \tag{12.3.6}\\
\quad=-b(w, p-q) & \forall q \in \Pi_{h} . & (\text { by } 12.2 .8 \text { since } w \text { is in } V) \\
& \left(w \text { is in } Z_{h}\right)
\end{array}
$$

But inequality (12.2.1) implies

$$
|b(w, p-q)| \leq C\|w\|_{V}\|p-q\|_{\Pi} .
$$

Since $q$ was arbitrary, we find

$$
\left|a\left(u-u_{h}, w\right)\right| \leq C\|w\|_{V} \inf _{q \in \Pi_{h}}\|p-q\|_{\Pi}
$$

Thus, we have proved the following result (cf. (Brezzi 1974, Remark 2.1)).
(12.3.7) Theorem. Let $V_{h} \subset V$ and $\Pi_{h} \subset \Pi$, and define $Z$ and $Z_{h}$ by (12.2.5) and (12.3.2), respectively. Suppose that (12.2.7) holds for all $z \in$ $Z \cup Z_{h}$. Let $u$ and $p$ be determined by (12.2.8), and let $u_{h}$ be determined equivalently by (12.3.1) or (12.3.3). Then

$$
\left\|u-u_{h}\right\|_{V} \leq\left(1+\frac{C}{\alpha}\right) \inf _{v \in Z_{h}}\|u-v\|_{V}+\frac{C}{\alpha} \inf _{q \in \Pi_{h}}\|p-q\|_{\Pi}
$$

where $C$ is given in (12.2.1).
The main point of this theorem is that the error $u-u_{h}$ depends only on approximability of the spaces $Z_{h}$ and $\Pi_{h}$ and the coercivity condition (12.2.7). Bounds regarding $p_{h}$ require more, in fact $p_{h}$ may not even be stably determined. We note that the approximation properties of $Z_{h}$ may
not be very good, but nevertheless, $u_{h}$ is at least stably determined if (12.2.7) holds.

### 12.4 Convergence Results for Velocity Approximation

As the first application of the above theory, we consider families of spaces for approximating the Stokes equations (12.1.1) in two dimensions. Condition (12.2.7) holds for the form (12.1.4) for all $\underset{\sim}{z} \in \underset{\sim}{V}$, so we only need to prove approximability.

Let $V_{h}^{k}$ denote $C^{0}$ piecewise polynomials of degree $k$ on a nondegenerate triangulation of a polygonal domain $\Omega \subset \mathbb{R}^{2}$ of maximum triangle diameter $h$. Let

$$
\begin{equation*}
\underset{\sim}{V}=\left\{\underset{\sim}{v} \in V_{h}^{k} \times V_{h}^{k}: \underset{\sim}{v}=0 \text { on } \partial \Omega\right\} \tag{12.4.1}
\end{equation*}
$$

and let $\Pi_{h}$ be any subset of $\Pi=\left\{q \in L^{2}(\Omega): \int_{\Omega} q(x) d x=0\right\}$ which satisfies

$$
\begin{equation*}
\inf _{q \in \Pi_{h}}\|p-q\|_{L^{2}(\Omega)} \leq C h^{s}\|p\|_{H^{s}(\Omega)}, \quad \forall p \in \Pi \cap H^{s}(\Omega) \tag{12.4.2}
\end{equation*}
$$

for all $0 \leq s \leq k$. One family of such spaces is the Taylor-Hood family of pressure spaces (Brezzi \& Falk 1991), as described in the following result.
(12.4.3) Lemma. Condition (12.4.2) holds for

$$
\begin{equation*}
\Pi_{h}=\left\{q \in V_{h}^{k-1}: \int_{\Omega} q(x) d x=0\right\} \tag{12.4.4}
\end{equation*}
$$

Proof. From Corollary 4.4.24 (also see Theorem 4.8.12), we have

$$
\inf _{q \in V_{h}^{k-1}}\|p-q\|_{L^{2}(\Omega)} \leq C h^{s}\|p\|_{H^{s}(\Omega)}, 0 \leq s \leq k
$$

The infimum is achieved by $P_{V_{h}^{k-1}} p$, the $L^{2}(\Omega)$ projection of $p$ onto $V_{h}^{k-1}$. Since constant functions are contained in $V_{h}^{k-1}$, we have $\int_{\Omega} P_{V_{h}^{k-1}} p(x) d x=$ $\int_{\Omega} p(x) d x=0$, so that $P_{V_{h}^{k-1}} p \in \Pi_{h}$.
(12.4.5) Theorem. Let ${\underset{\sim}{V}}_{h}$ be as given in (12.4.1) and let $\Pi_{h}$ satisfy (12.4.2). Let $\underset{\sim}{u}$ and $\underset{\sim}{u}$ be as in Theorem 12.3.7. Suppose that $k \geq 4$. Then for $0 \leq$ $s \leq \widetilde{k}$

$$
\|\underset{\sim}{u}-\underset{\sim}{u} h\|_{H^{1}(\Omega)^{2}} \leq C h^{s}\left(\|\underset{\sim}{u}\|_{H^{s+1}(\Omega)^{2}}+\|p\|_{H^{s}(\Omega)}\right)
$$

provided the solution $(\underset{\sim}{u}, p)$ to (12.1.6) satisfies $(\underset{\sim}{u}, p) \in H^{s+1}(\Omega)^{2} \times H^{s}(\Omega)$. Proof. In view of (12.4.2) and Theorem 12.3.7, we only need to show that

$$
\begin{equation*}
\inf _{\underset{\sim}{v} \in Z_{h}}\|\underset{\sim}{u}-\underset{\sim}{v}\|_{H^{1}(\Omega)^{2}} \leq C h^{s}\|\underset{\sim}{u}\|_{H^{s+1}(\Omega)^{2}} . \tag{12.4.6}
\end{equation*}
$$

Observe that $\underset{\sim}{u} \in Z$ implies that $\underset{\sim}{u}=\underset{\sim}{\operatorname{curl}} \psi$ for $\psi \in H^{s+2}(\Omega) \cap \dot{H}^{2}(\Omega)$ (Arnold, Scott \& Vogelius 1988), where curl was defined in Sect. 10.1. Using the Argyris element ((3.2.10) and following) on $\mathcal{T}^{h}$ (also see (Morgan $\&$ Scott 1975)), there is a $C^{1}$ piecewise polynomial, $\psi_{h} \in \stackrel{\circ}{H^{2}}(\Omega)$, of degree $s+1$ such that

$$
\left\|\psi-\psi_{h}\right\|_{H^{2}(\Omega)} \leq C h^{s}|\psi|_{H^{s+2}(\Omega)}
$$

Since $\underset{\sim}{\operatorname{curl}} \psi_{h} \in Z_{h}\left(\underset{\sim}{V} V_{h} \cap Z \subset Z_{h}\right.$ always $)$, we have completed the proof. Note that $|\psi|_{H^{s+2}(\Omega)^{2}} \leq C|\underset{\sim}{u}|_{H^{s+1}(\Omega)^{2}}$ since $\underset{\sim}{u}=\left(\psi_{x},-\psi_{y}\right)$.
(12.4.7) Remark. In the next section, we prove the result for $k=2$. The case $k=3$ is treated by (Brezzi \& Falk 1991).

To approximate the scalar elliptic problem (12.1.7) by a mixed method, we have to contend with the fact that the corresponding form $a(\cdot, \cdot)$ is not coercive on all of $\underset{\sim}{V}$, as it was in the case of the Stokes problem. It is clearly coercive on the space

$$
Z=\{\underset{\sim}{v} \in H(\operatorname{div}): \operatorname{div} \underset{\sim}{v}=0\}
$$

so that (12.2.6) is well-posed. However, some care is required to assure that it is well-posed as well on $Z_{h}$, as given in (12.3.2). One simple solution is to insure that $Z_{h} \subset Z$ and we will present one way this can be done.

Returning to the general notation of the previous section, we note that $\Pi_{h}$ is naturally paired with $\mathcal{D} V_{h}$ (in both of the examples studied so far, $\mathcal{D}=-\operatorname{div})$. If we take $\Pi_{h}=\mathcal{D} V_{h}$, then the definition (12.3.2) of $Z_{h}$ guarantees $Z_{h} \subset Z$, and this, in turn, guarantees coercivity. For example, we could take $\underset{\sim}{V}=V_{h}^{k} \times V_{h}^{k}$ (cf. (12.4.1)), and the proof of (12.4.6) shows that

$$
\begin{equation*}
\inf _{\underset{\sim}{v} \in Z_{h}}\|\underset{\sim}{u}-\underset{\sim}{v}\|_{H^{1}(\Omega)^{2}} \leq C h^{k}\|\underset{\sim}{u}\|_{H^{k+1}(\Omega)^{2}} \tag{12.4.8}
\end{equation*}
$$

since this holds with $Z_{h}$ replaced by $\left.\underset{\sim}{V} \cap \underset{\sim}{v} \in H^{1}(\Omega)^{2}: \operatorname{div} \underset{\sim}{v}=0\right\}$, and the latter is a subset of $Z_{h}$. In the next chapter we will study algorithms that allow one to compute using $\Pi_{h}=\mathcal{D} V_{h}$ without having explicit information about the structure of $\Pi_{h}$. As a corollary to (12.3.5) and (12.4.8), we have the following result.
(12.4.9) Theorem. Consider the mixed-method for the scalar elliptic problem (12.1.7) for $n=2$, where the form $a(\cdot, \cdot)$ is given in (12.1.8). Let (cf. (12.4.1))

$$
\underset{\sim}{V_{h}}=V_{h}^{k} \times V_{h}^{k}
$$

and let $\Pi_{h}=\operatorname{div} \underset{\sim}{V}$. Suppose that $k \geq 4$. Then for $0 \leq s \leq k$

$$
\left\|\underset{\sim}{a} \underset{\sim}{\operatorname{grad}} p-{\underset{\sim}{u}}_{h}\right\|_{L^{2}(\Omega)^{2}} \leq C h^{s+1}\|\underset{\sim}{a \operatorname{arad}} p\|_{H^{s+1}(\Omega)^{2}}
$$

provided the solution $p$ to (12.1.7) satisfies $\underset{\sim}{a} \underset{\sim}{\operatorname{grad}} p \in H^{s+1}(\Omega)$.
Similarly, the following result is a consequence of (12.3.5) and (12.4.6).
(12.4.10) Theorem. Let $\underset{\sim}{V_{h}}$ be as given in (12.4.1) and let $\Pi_{h}=\operatorname{div} \underset{\sim}{V}$. Let $\underset{\sim}{u}$ and $\underset{\sim}{u}{ }_{h}$ be as in Theorem 12.3.7. Suppose that $k \geq 4$. Then for $0 \leq s \leq k$

$$
\left\|\underset{\sim}{u}-{\underset{\sim}{u}}_{h}\right\|_{H^{1}(\Omega)^{2}} \leq C h^{s}\|\underset{\sim}{u}\|_{H^{s+1}(\Omega)^{2}}
$$

provided the solution $\underset{\sim}{u}$ to (12.1.6) satisfies $\underset{\sim}{u} \in H^{s+1}(\Omega)^{2}$.
The above theory can also be developed for nonconforming finite element approximation of the Stokes equations. Define (cf. (11.4.6))

$$
\begin{aligned}
& a_{h}(\underset{\sim}{u}, \underset{\sim}{v}):=\sum_{T \in \mathcal{T}^{h}} \int_{T} \underset{\sim}{\operatorname{grad}_{h} \underset{\sim}{v}}: \underset{\sim}{\operatorname{grad}_{h}} \underset{\sim}{w} d x \\
& b_{h}(\underset{\sim}{v}, q):=-\sum_{T \in \mathcal{T}^{h}} \int_{T} \operatorname{div}_{h} \underset{\sim}{v} q d x
\end{aligned}
$$

and let $\|\underset{\sim}{v}\|_{h}:=\sqrt{a_{h}(\underset{\sim}{v}, \underset{\sim}{v})}$. Let $\underset{\sim}{V}{ }_{h}^{*}$ be the space defined in (11.4.5), that is, $V_{h}^{*}:=V_{h} \times V_{h}$ where $V_{h}$ is the space defined in (10.3.2). Let $\Pi_{h}$ denote piecewise constant functions, $q$, on $\mathcal{T}^{h}$ satisfying $\int_{\Omega} q d x=0$. Define $\underset{\sim}{u} \in$ ${\underset{\sim}{V}}_{h}^{*}$ and $p_{h} \in \Pi_{h}$ by

$$
\begin{align*}
a_{h}\left({\underset{\sim}{u}}_{h}, \underset{\sim}{v}\right)+b_{h}\left(\underset{\sim}{v}, p_{h}\right) & =\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{v} d x \quad \forall \underset{\sim}{v} \in{\underset{\sim}{V}}_{h}^{*},  \tag{12.4.11}\\
b_{h}(\underset{\sim}{u}, q) & =0 \quad \forall q \in \Pi_{h} .
\end{align*}
$$

(12.4.12) Theorem. If $\underset{\sim}{u} \in H^{2}(\Omega)^{2}$ and $p \in H^{1}(\Omega)$, then

$$
\|\underset{\sim}{u}-\underset{\sim}{u}\|_{h} \leq C h\left(\|\underset{\sim}{u}\|_{H^{2}(\Omega)^{2}}+\|p\|_{H^{1}(\Omega)}\right) .
$$

Proof. Let $Z_{h}=\left\{\underset{\sim}{v} \in \underset{\sim}{\underset{V}{V}} \underset{\sim}{*}: b_{h}(\underset{\sim}{v}, q)=0 \quad \forall q \in \Pi_{h}\right\}$. From (10.1.10) we have

$$
\left\|\underset{\sim}{u}-{\underset{\sim}{u}}_{u}^{u}\right\|_{h} \leq \inf _{\sim}^{v} \in Z_{h} \quad\|\underset{\sim}{u}-\underset{\sim}{v}\|_{h}+\sup _{\underset{\sim}{w} \in Z_{h} \backslash\{0\}} \frac{\left|a_{h}\left(\underset{\sim}{u}-{\underset{\sim}{u}}_{h}, \underset{\sim}{w}\right)\right|}{\|\underset{\sim}{w}\|_{h}} .
$$

Note that $a_{h}(\cdot, \cdot)$ is coercive on $\underset{\sim}{V}=H^{1}(\Omega)^{2}$ since $a_{h}(\cdot, \cdot)=a(\cdot, \cdot)$ on $\underset{\sim}{V}$. It is non-degenerate on ${\underset{\sim}{V}}_{h}^{*}$ since $a_{h}(\underset{\sim}{v}, \underset{\sim}{v})=0$ implies $\underset{\sim}{v}$ is piecewise constant, and the zero boundary condition together with continuity at midpoints imply $\underset{\sim}{v} \equiv \underset{\sim}{0}$. Then

$$
\begin{align*}
a_{h}(\underset{\sim}{u}-\underset{\sim}{u} h, \underset{\sim}{w}) & =a_{h}(\underset{\sim}{u}, \underset{\sim}{w})-\int_{\Omega} \underset{\sim}{f} \cdot \underset{\sim}{w} d x  \tag{by12.4.11}\\
& =a_{h}(\underset{\sim}{u}, \underset{\sim}{w})-\int_{\Omega}(-\Delta \underset{\sim}{u}+\underset{\sim}{\operatorname{grad}} p) \cdot \underset{\sim}{w} d x  \tag{by12.1.1}\\
& =\sum_{e} \int_{e} \sum_{i=1,2} \frac{\partial u_{i}}{\partial \underset{\sim}{\nu}}\left[w_{i}\right]-p[\underset{\sim}{w} \cdot \underset{\sim}{v}] d s-b_{h}(\underset{\sim}{w}, p)
\end{align*}
$$

after integrating by parts, where for simplicity of notation we make the convention that $\underset{\sim}{w}$ is defined to be zero outside $\Omega$, so that the "jump" $[\underset{\sim}{w}]$ is the same as $\underset{\sim}{w}$ on the boundary edges. From Lemmas 10.3 .7 and 10.3.9, we find

$$
\left|\sum_{e} \int_{e} \sum_{i=1,2} \frac{\partial u_{i}}{\partial \underset{\sim}{\nu}}\left[w_{i}\right]-p[\underset{\sim}{w} \cdot \underset{\sim}{\nu}] d s\right| \leq C h\left(\|\underset{\sim}{u}\|_{H^{2}(\Omega)^{2}}+\|p\|_{H^{1}(\Omega)}\right)\|\underset{\sim}{w}\|_{h} .
$$

Following the derivation of Theorem 12.3.7, we find that

$$
\begin{aligned}
\left|b_{h}(\underset{\sim}{w}, p)\right| & \leq \sqrt{2}\|\underset{\sim}{w}\|_{h} \inf _{q \in \Pi_{h}}\|p-q\|_{L^{2}(\Omega)} \\
& \leq C h\|\underset{\sim}{w}\|_{h}\|p\|_{H^{1}(\Omega)}
\end{aligned}
$$

for all $\underset{\sim}{w} \in Z_{h}$. Thus, we only need to show that

$$
\inf _{\sim}^{v \in Z_{h}} \mid\|\underset{\sim}{u}-\underset{\sim}{v}\|_{h} \leq C h\|\underset{\sim}{u}\|_{H^{2}(\Omega)^{2}} .
$$

Let $M_{h}$ denote the Morley space depicted in Fig. 10.5. Then $\underset{\sim}{\sim} \underset{\sim}{\sim} M_{h} \subset Z_{h}$ (exercise 12.x.11). Choosing $\underset{\sim}{v}=\underset{\sim}{\operatorname{curl}} \mathcal{I}^{h} \phi$ where $\underset{\sim}{u}=\underset{\sim}{\operatorname{curl}} \phi$ (as in the proof of Theorem 12.4.5) completes the proof.

### 12.5 The Discrete Inf-Sup Condition

In the previous section, we saw that error estimates could be derived for the (velocity) error, $u-u_{h}$, in terms of approximation properties of the spaces $Z_{h}$ and $\Pi_{h}$. We now consider the well-posedness of the problem for $p_{h}$, (12.3.4). As a by-product, we will simplify the approximation problem for $Z_{h}$, reducing it to one for $V_{h}$. In Theorems 12.4.5, 12.4.9 and 12.4.12, the approximation problem for $Z_{h}$ was easy to resolve, but in other instances it is far more complex. We show that a counterpart of (12.2.10) restricted to $\left(V_{h}, \Pi_{h}\right)$ is crucial both to approximability for $Z_{h}$ and to solvability for $p_{h}$, starting with the latter.
(12.5.1) Lemma. (Inf-Sup Condition) In order for (12.3.4) to have a unique solution, it is necessary and sufficient that

$$
\begin{equation*}
0<\beta:=\inf _{q \in \Pi_{h}} \sup _{v \in V_{h}} \frac{|b(v, q)|}{\|v\|_{V}\|q\|_{\Pi}} \tag{12.5.2}
\end{equation*}
$$

Proof. If $\beta=0$, then the finite-dimensionality of $\Pi_{h}$ would imply that there is a $q \in \Pi_{h}$ such that $b(v, q)=0$ for all $v \in V_{h}$ (exercise 12.x.7). This proves the necessity of the inf-sup condition.

On the other hand, $\beta>0$ implies uniqueness for (12.3.4) since (12.5.2) is equivalent to

$$
\begin{equation*}
\beta\|q\|_{\Pi} \leq \sup _{v \in V_{h}} \frac{|b(v, q)|}{\|v\|_{V}} \quad \forall q \in \Pi_{h} \tag{12.5.3}
\end{equation*}
$$

We now consider the solvability of (12.3.4).
The right-hand side of (12.3.4) vanishes for all $v \in Z_{h}$. Thus, (12.3.4) is equivalent to

$$
\begin{equation*}
b\left(v, p_{h}\right)=-a\left(u_{h}, v\right)+F(v) \quad \forall v \in Z_{h}^{\perp} \tag{12.5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{h}^{\perp}:=\left\{v \in V_{h}:(v, z)_{V}=0 \quad \forall z \in Z_{h}\right\} \tag{12.5.5}
\end{equation*}
$$

Once we see that $\operatorname{dim} Z_{h}^{\perp}=\operatorname{dim} \Pi_{h}$, then (12.5.4) represents a square system, and uniqueness implies existence. But we may view $Z_{h}$ as the kernel of the mapping

$$
T: V_{h} \rightarrow \mathbb{R}^{\operatorname{dim} \Pi_{h}} \text { where }(T v)_{i}:=b\left(v, q_{i}\right)
$$

and $\left\{q_{i}: i=1, \ldots, \operatorname{dim} \Pi_{h}\right\}$ is a basis for $\Pi_{h}$. If $T$ were not onto, then there would be a nontrivial vector of coefficients, $\left(c_{i}\right)$, such that

$$
\sum_{i=1}^{\operatorname{dim} \Pi_{h}} c_{i}(T v)_{i}=0
$$

for all $v \in V_{h}$. Define $0 \neq q \in \Pi_{h}$ by $q=\sum_{i=1}^{\operatorname{dim} \Pi_{h}} c_{i} q_{i}$. Then $b(v, q)=0$ for all $v \in V_{h}$, contradicting $\beta>0$. Thus, $T$ must be onto, and consequently
$\operatorname{dim} Z_{h}=\operatorname{dim}$ kernel $T=\operatorname{dim} V_{h}-\operatorname{dim}$ image $T=\operatorname{dim} V_{h}-\operatorname{dim} \Pi_{h}$.
Of course, $\operatorname{dim} V_{h}=\operatorname{dim} Z_{h}+\operatorname{dim} Z_{h}^{\perp}$ since $V_{h}=Z_{h} \oplus Z_{h}^{\perp}$. Therefore, $\operatorname{dim} Z_{h}^{\perp}=\operatorname{dim} V_{h}-\operatorname{dim} Z_{h}=\operatorname{dim} \Pi_{h}$.

Let us introduce a solution operator related to the problem (12.3.4). Define $M: Z_{h}^{\perp} \rightarrow \Pi_{h}$ by

$$
\begin{equation*}
b(v, M u)=(u, v)_{V} \quad \forall v \in V_{h} \tag{12.5.6}
\end{equation*}
$$

It is easy to see (exercise 12.x.8) that

$$
\|M\|_{V \rightarrow \Pi}:=\sup _{0 \neq u \in V_{h}} \frac{\|M u\|_{\Pi}}{\|u\|_{V}} \leq \frac{1}{\beta}
$$

where $\beta$ is the constant in (12.5.2).
There is an operator $L: \Pi_{h} \rightarrow Z_{h}^{\perp}$ (see (12.5.5)) defined by

$$
\begin{equation*}
b(L p, q)=(p, q)_{\Pi} \quad \forall q \in \Pi_{h} \tag{12.5.7}
\end{equation*}
$$

since (12.5.7) represents a square system (see the proof of Lemma 12.5.1), and uniqueness is guaranteed by the fact that $Z_{h} \cap Z_{h}^{\perp}=\{0\} . L$ is adjoint to $M$ in the sense that

$$
\begin{equation*}
(p, M u)_{\Pi}=b(L p, M u)=(u, L p)_{V} \quad \forall u \in V_{h}, p \in \Pi_{h} \tag{12.5.8}
\end{equation*}
$$

The norms of $M$ and $L$ are related by

$$
\begin{array}{rlr}
\|L\|_{\Pi \rightarrow V} & :=\sup _{0 \neq p \in \Pi_{h}} \frac{\|L p\|_{V}}{\|p\|_{\Pi}} \\
& =\sup _{0 \neq p \in \Pi_{h}} \sup _{0 \neq u \in V_{h}} \frac{(u, L p)_{V}}{\|u\|_{V}\|p\|_{\Pi}} \quad \text { (exercise 2.x.16) } \\
& =\sup _{0 \neq p \in \Pi_{h}} \sup _{0 \neq u \in V_{h}} \frac{(M u, p)_{\Pi}}{\|u\|_{V}\|p\|_{\Pi}} \quad \text { (by 12.5.8) }  \tag{by12.5.8}\\
& =\sup _{0 \neq u \in V_{h}} \frac{\|M u\|_{\Pi}}{\|u\|_{V}} & \text { (exercise 2.x.16) } \\
& =\|M\|_{V \rightarrow \Pi}
\end{array}
$$

We can characterize $L p$ as the minimum-norm solution to the underdetermined problem to find $v \in V_{h}$ such that

$$
b(v, q)=(p, q)_{\Pi} \quad \forall q \in \Pi_{h}
$$

More precisely, $L p \in Z_{h}^{\perp}$ implies (see exercise 12.x.9) that

$$
\begin{equation*}
\|L p\|_{V}=\min _{v \in Z_{h}^{p}}\|v\|_{V} \tag{12.5.9}
\end{equation*}
$$

where $Z_{h}^{p}:=\left\{v \in V_{h}: b(v, q)=(p, q)_{\Pi} \forall q \in \Pi_{h}\right\}$. Therefore,

$$
\begin{align*}
\frac{1}{\|L\|_{\Pi \rightarrow V}} & =\inf _{0 \neq p \in \Pi_{h}} \frac{\|p\|_{\Pi}}{\|L p\|_{V}} \\
& =\inf _{0 \neq p \in \Pi_{h}} \sup _{0 \neq v \in Z_{h}^{p}} \frac{\|p\|_{\Pi}}{\|v\|_{V}} \tag{by12.5.9}
\end{align*}
$$

$$
\begin{aligned}
& =\inf _{0 \neq p \in \Pi_{h}} \sup _{0 \neq v \in Z_{h}^{p}} \frac{(p, p)_{\Pi}}{\|p\|_{\Pi}\|v\|_{V}} \\
& =\inf _{0 \neq p \in \Pi_{h}} \sup _{0 \neq v \in Z_{h}^{p}} \frac{b(v, p)}{\|p\|_{\Pi}\|v\|_{V}} \quad\left(\text { definition of } Z_{h}^{p}\right) \\
& \leq \inf _{0 \neq p \in \Pi_{h}} \sup _{0 \neq v \in V_{h}} \frac{b(v, p)}{\|p\|_{\Pi}\|v\|_{V}} \quad\left(Z_{h}^{p} \subset V_{h}\right)
\end{aligned}
$$

which implies that $\|L\|_{\Pi \rightarrow V} \geq 1 / \beta$. We summarize the above results in the following.
(12.5.10) Lemma. Condition (12.5.2) is equivalent to the existence of operators $L$ and $M$, defined in (12.5.7) and (12.5.6) respectively, that satisfy $\|L\|_{\Pi \rightarrow V}=\|M\|_{V \rightarrow \Pi}=1 / \beta$.

Proof. The existence of $L$ and $M$ together with evaluation of their norms has just been demonstrated. The converse is left to the reader in exercise 12.x. 10 .

Error estimates for $p-p_{h}$ are derived as follows. By subtracting the first equations in each of (12.2.8) and (12.3.1) we find the relation

$$
\begin{equation*}
b\left(v, p-p_{h}\right)=-a\left(u-u_{h}, v\right) \quad \forall v \in V_{h} \tag{12.5.11}
\end{equation*}
$$

For any $q \in \Pi_{h}$, we find

$$
\begin{align*}
\beta\left\|q-p_{h}\right\|_{\Pi} & \leq \sup _{v \in V_{h}} \frac{\left|b\left(v, q-p_{h}\right)\right|}{\|v\|_{V}}  \tag{by12.5.3}\\
& =\sup _{v \in V_{h}} \frac{\left|b\left(v, p-p_{h}\right)+b(v, q-p)\right|}{\|v\|_{V}} \\
& =\sup _{v \in V_{h}} \frac{\left|-a\left(u-u_{h}, v\right)+b(v, q-p)\right|}{\|v\|_{V}}  \tag{by12.5.11}\\
& \leq C\left(\left\|u-u_{h}\right\|_{V}+\|q-p\|_{\Pi}\right) . \tag{by12.2.1}
\end{align*}
$$

The following result is then a consequence of the triangle inequality.
(12.5.12) Theorem. Let $V_{h} \subset V$ and $\Pi_{h} \subset \Pi$. Let $u$ and $p$ be determined equivalently by (12.2.8) or (12.2.6) and (12.2.9), and let $u_{h}$ be determined equivalently by (12.3.1) or (12.3.3). Suppose that $\beta>0$ in (12.5.2). Then there is a unique solution, $p_{h}$, to (12.3.4) which satisfies

$$
\left\|p-p_{h}\right\|_{\Pi} \leq \frac{C}{\beta}\left\|u-u_{h}\right\|_{V}+\left(1+\frac{C}{\beta}\right) \inf _{q \in \Pi_{h}}\|p-q\|_{\Pi}
$$

where $C$ is given in (12.2.1).
Combining Theorems 12.5.12 and 12.3.7, we obtain the following.
(12.5.13) Corollary. Under the conditions of Theorems 12.5 .12 and 12.3.7,

$$
\left\|p-p_{h}\right\|_{\Pi} \leq c \inf _{v \in Z_{h}}\|u-v\|_{V}+(1+c) \inf _{q \in \Pi_{h}}\|p-q\|_{\Pi}
$$

where $c:=\frac{C}{\beta}\left(1+\frac{C}{\alpha}\right)$.
We now show how (12.5.2) is involved in the approximability of $Z_{h}$. In doing so, we return to the full problem (12.2.4), and we consider the approximation of it by the following.

For $V_{h} \subset V$ and $\Pi_{h} \subset \Pi$, and $F \in V^{\prime}$ and $G \in \Pi^{\prime}$, find $u_{h} \in V_{h}$ and $p_{h} \in \Pi_{h}$ such that

$$
\begin{align*}
a\left(u_{h}, v\right)+b\left(v, p_{h}\right) & =F(v)  \tag{12.5.14}\\
b\left(u_{h}, q\right) & =G(q)
\end{align*} \quad \forall q \in V_{h} .
$$

Observe that $u_{h}$ lies in the affine set

$$
\begin{equation*}
Z_{h}^{G}:=\left\{v \in V_{h}: b(v, q)=G(q) \quad \forall q \in \Pi_{h}\right\} . \tag{12.5.15}
\end{equation*}
$$

In particular, $Z_{h}^{0}=Z_{h}$. Similarly, we can define

$$
\begin{equation*}
Z^{G}:=\{v \in V: b(v, q)=G(q) \quad \forall q \in \Pi\} \tag{12.5.16}
\end{equation*}
$$

If ( $u, p$ ) denotes the solution to (12.2.4), then $u \in Z^{G}$, and $Z^{0}=Z$.
We now study the relation between approximation of $u$ from $Z_{h}^{G}$ and the full space $V_{h}$. For any $v \in V_{h}$, let $w \in V_{h}$ satisfy

$$
b(w, q)=b(u-v, q) \quad \forall q \in \Pi_{h}
$$

Thus, $w=L P_{\Pi_{h}} \mathcal{D}(u-v)$ (see 12.5.7), and Lemma 12.5.10 and (12.2.2) imply

$$
\|w\|_{V} \leq \frac{1}{\beta}\|\mathcal{D}(u-v)\|_{\Pi} \leq \frac{C}{\beta}\|u-v\|_{V}
$$

By the definition of $w$ we have $v+w \in Z_{h}^{G}$, provided $u \in Z^{G}$. Moreover,

$$
\begin{aligned}
\|u-(v+w)\|_{V} & \leq\|u-v\|_{V}+\|w\|_{V} \\
& \leq\left(1+\frac{C}{\beta}\right)\|u-v\|_{V} .
\end{aligned}
$$

Thus, we have proved the following.
(12.5.17) Theorem. Let $V_{h} \subset V$ and $\Pi_{h} \subset \Pi$, and define $Z^{G}$ and $Z_{h}^{G}$ by (12.5.16) and (12.5.15), respectively. Suppose that $\beta>0$ in (12.5.2). Then for all $u \in Z^{G}$

$$
\inf _{z \in Z_{h}^{G}}\|u-z\|_{V} \leq\left(1+\frac{C}{\beta}\right) \inf _{v \in V_{h}}\|u-v\|_{V}
$$

(12.5.18) Corollary. Let $(u, p)$ denote the solution to (12.2.4), and let $\left(u_{h}, p_{h}\right)$ denote the solution to (12.5.14). There is a constant $c$ depending only on the constants $C$ in (12.2.1), $\alpha$ in (12.2.7) and $\beta$ in (12.5.2) such that

$$
\left\|u-u_{h}\right\|_{V}+\left\|p-p_{h}\right\|_{\Pi} \leq c\left(\inf _{v \in V_{h}}\|u-v\|_{V}+\inf _{q \in \Pi_{h}}\|p-q\|_{\Pi}\right) .
$$

Proof. Modifying the proof of Lemma 10.1.1 (cf. exercise 12.x.13), we find

$$
\begin{align*}
\left\|u-u_{h}\right\|_{V} \leq & \left(1+\frac{C}{\alpha}\right) \inf _{v \in Z_{h}^{G}}\|u-v\|_{V} \\
& +\frac{1}{\alpha} \sup _{0 \neq w \in Z_{h}^{0}} \frac{\left|a\left(u-u_{h}, w\right)\right|}{\|w\|_{V}} . \tag{12.5.19}
\end{align*}
$$

From the proof of Theorem 12.3.7, we have

$$
\left|a\left(u-u_{h}, w\right)\right| \leq C\|w\|_{V} \inf _{q \in \Pi_{h}}\|p-q\|_{\Pi}
$$

for all $w \in Z_{h}^{0}$. Thus, the estimate for $u-u_{h}$ follows from Theorem 12.5.17. The estimate for $p-p_{h}$ follows from Theorem 12.5.12.

There is no universal way to verify (12.5.2), but there is one simple situation that we indicate here. Suppose that the following assumption holds.

$$
\text { There is an operator } T_{h}: V \rightarrow V_{h} \text { with the properties that }
$$

$$
\begin{equation*}
\mathcal{D} T_{h} v=P_{\Pi_{h}} \mathcal{D} v \quad \text { and } \quad\left\|T_{h} v\right\|_{V} \leq B\|v\|_{V} \quad \forall v \in V \tag{12.5.20}
\end{equation*}
$$

for some constant $B<\infty$, where $P_{\Pi_{h}}$ denotes the projection onto $\Pi_{h}$ with respect to the inner product $(\cdot, \cdot)_{\Pi}$. Suppose further that $\mathcal{D}$ is boundedly invertible, that is,

$$
\begin{align*}
& \text { for any } p \in \Pi \text { there exists } v \in V \text { such that } \\
& \qquad \mathcal{D} v=p \quad \text { and } \quad\|v\|_{V} \leq C\|p\|_{\Pi} . \tag{12.5.21}
\end{align*}
$$

Then for any $p \in \Pi_{h}$ we find

$$
\begin{align*}
(p, p)_{\Pi} & =(p, \mathcal{D} v)  \tag{from12.5.21}\\
& =\left(p, P_{\Pi_{h}} \mathcal{D} v\right)  \tag{h}\\
& =\left(p, \mathcal{D} T_{h} v\right)  \tag{from12.5.20}\\
& =b\left(T_{h} v, p\right) . \tag{from12.2.3}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\|p\|_{\Pi} & =\frac{b\left(T_{h} v, p\right)}{\|p\|_{\Pi}} \\
& \leq C \frac{b\left(T_{h} v, p\right)}{\|v\|_{V}}  \tag{by12.5.21}\\
& \leq C B \frac{b\left(T_{h} v, p\right)}{\left\|T_{h} v\right\|_{V}} \tag{by12.5.20}
\end{align*}
$$

Thus, we have proved the following result.
(12.5.22) Lemma. Suppose conditions (12.5.20) and (12.5.21) hold. Then (12.5.2) holds with $\beta=\frac{1}{C B}$.

In the next section, we give an example of the construction of the required operator $T_{h}$. Such a construction is not obvious in the general case, but we now indicate that (12.5.2) implies such a $T_{h}$ must always exist. Given $u \in V$, define $u_{h}=T_{h} u$ by solving

$$
\begin{aligned}
a\left(u_{h}, w\right)+b\left(v, p_{h}\right) & =a(u, v) \quad \forall v \in V_{h} \\
b\left(u_{h}, q\right) & =b(u, q) \quad \forall q \in \Pi_{h}
\end{aligned}
$$

which corresponds to the approximation of (12.2.4) with $F(v):=a(u, v)$ and $G(q):=b(u, q)$. The second equation is simply the statement that $\mathcal{D} u_{h}=P_{\Pi_{h}} \mathcal{D} u$ in view of (12.2.3). The solution to (12.2.4) with this data is of course the pair $(u, 0)$, so Corollary 12.5.18 implies that

$$
\left\|u-u_{h}\right\|_{V} \leq c\|u\|_{V}
$$

so that (12.5.20) holds with $B=1+c$ by the triangle inequality. Therefore, we have proved the following theorem.
(12.5.23) Theorem. Suppose that (12.5.21) holds. Then conditions (12.5.2) and (12.5.20) are equivalent.

### 12.6 Verification of the Inf-Sup Condition

We now derive (12.5.2) for the particular case of the Taylor-Hood spaces, that is, $V_{h}$ given by (12.4.1) and $\Pi_{h}$ as in (12.4.4), for approximating the Stokes equations. We limit our discussion to the case $k=2$. We use a general technique that reduces the problem to local estimates.

Let $p \in \Pi_{h}$. Since $\Pi_{h} \subset H^{1}(\Omega)$ in this case, we have

$$
b(\underset{\sim}{v}, p)=\int_{\Omega} \underset{\sim}{v} \cdot \underset{\sim}{\operatorname{grad}} p d x .
$$

For each edge $e$ of a triangle in $\mathcal{T}^{h}$, let $\tau_{\sim}$ denote a unit vector tangential to $e,{\underset{\sim}{\nu}}$ denote a unit normal and $m_{e}$ denote the edge midpoint. For each interior edge, choose

$$
\begin{aligned}
& \underset{\sim}{v}\left(m_{e}\right) \cdot \underset{\sim}{\tau_{e}}=\left(\left|T_{e, 1}\right|+\left|T_{e, 2}\right|\right)\left[{\underset{\sim}{\tau}}_{e} \cdot \underset{\sim}{\operatorname{grad}} p\left(m_{e}\right)\right], \\
& \underset{\sim}{v}\left(m_{e}\right) \cdot \underset{\sim}{\nu}=0,
\end{aligned}
$$

where $T_{e, 1}$ and $T_{e, 2}$ are the two triangles in $\mathcal{T}^{h}$ having $e$ as a common edge. Note that $\tau_{e} \cdot \operatorname{grad} p\left(m_{e}\right)$ is unambiguous, since the tangential component of $\underset{\sim}{\operatorname{grad}} p$ is continuous across the edge. We set $\underset{\sim}{v}=\underset{\sim}{0}$ at all vertices and all boundary edge midpoints. Let $r_{T}$ denote the number of interior edges of $T \in \mathcal{T}^{h}$, that is, $r_{T}=3$ if $T$ is in the interior and $r_{T}=2$ if one edge lies on $\partial \Omega$. We assume that no triangle in $\mathcal{T}^{h}$ has two edges on $\partial \Omega$. For a given $T \in \mathcal{T}^{h}$, let $e^{i}\left(1 \leq i \leq r_{T}\right)$ denote the interior edges. Then we have

$$
\begin{array}{rlr}
\int_{T} \underset{\sim}{v} \cdot \underset{\sim}{\operatorname{grad}} p d x=\frac{|T|}{3} \sum_{i=1}^{r_{T}}(\underset{\sim}{v} \cdot \underset{\sim}{\operatorname{grad} p})\left(m_{e^{i}}\right) & \text { (from exercise 6.x.11) }  \tag{fromexercise6.x.11}\\
& =\frac{|T|}{3} \sum_{i=1}^{r_{T}}\left(\sum_{j=1}^{2}\left|T_{e^{i}, j}\right|\left|\tau_{\sim} e^{i} \cdot \underset{\sim}{\operatorname{grad}} p\left(m_{e^{i}}\right)\right|^{2}\right) & \quad \text { (definition of } \underset{\sim}{v}) \\
& =\frac{|T|}{3} \sum_{i=1}^{r_{T}}\left(\sum_{j=1}^{2}\left|T_{e^{i}, j}\right|\left|\tau_{e^{i}} \cdot\left(\left.\underset{\sim}{\operatorname{grad}} p\right|_{T}\right)\right|^{2}\right) & (\underset{\sim}{\operatorname{grad} p} \text { is constant on } T) \\
& \geq|T|^{2} c_{\rho}\left|\left(\left.\underset{\sim}{\operatorname{grad}} p\right|_{T}\right)\right|^{2} & (T \text { is non-degenerate) } \\
& =c_{\rho}|T| \int_{T}|\underset{\sim}{\operatorname{grad}} p|^{2} d x .
\end{array}
$$

Summing over $T \in \mathcal{T}^{h}$ yields

$$
\begin{equation*}
b(\underset{\sim}{v}, p) \geq c_{\rho} \sum_{T \in \mathcal{T}^{h}}|T||p|_{H^{1}(T)}^{2} \tag{12.6.1}
\end{equation*}
$$

The definition of $\underset{\sim}{v}$ also implies (cf. exercise 12.x.15)

$$
\begin{equation*}
\|\underset{\sim}{v}\|_{H^{1}(\Omega)^{2}} \leq C\left[\sum_{T \in \mathcal{T}^{h}}|T||p|_{H^{1}(T)}^{2}\right]^{1 / 2} \tag{12.6.2}
\end{equation*}
$$

Let $K>0$ be an arbitrary constant (to be chosen later), and define

$$
\Pi_{h}^{K}=\left\{q \in \Pi_{h}:\|q\|_{L^{2}(\Omega)} \leq K\left[\sum_{T \in \mathcal{T}^{h}}|T||q|_{H^{1}(T)}^{2}\right]^{1 / 2}\right\}
$$

For $p \in \Pi_{h}^{K}$ and with $\underset{\sim}{v}$ defined as above,

$$
\begin{array}{rlrl}
\frac{b(\underset{\sim}{v}, p)}{\|\underset{\sim}{v}\|_{H^{1}(\Omega)^{2}}} & \geq c_{\rho} \frac{\sum_{T \in \mathcal{T}^{h}}|T||p|_{H^{1}(T)}^{2}}{\|\underset{\sim}{v}\|_{H^{1}(\Omega)^{2}}} & \quad \text { (by } 12.6 .1) \\
& \geq \frac{c_{\rho}}{K} \frac{\left[\sum_{T \in \mathcal{T}^{h}}|T||p|_{H^{1}(T)}^{2}\right]^{1 / 2}\|p\|_{L^{2}(\Omega)}}{\|\underset{\sim}{v}\|_{H^{1}(\Omega)^{2}}} \\
& \geq \frac{c_{\rho}}{C K}\|p\|_{L^{2}(\Omega)} . & \quad\left(p \in \Pi_{h}^{K}\right)  \tag{by12.6.2}\\
& \quad \text { (by } 12.6 .2)
\end{array}
$$

This proves (12.5.3) for $p \in \Pi_{h}^{K}$ for a given $K$.
For $p \notin \Pi_{h}^{K}$, we proceed as follows. From Lemma 11.2.3 or (Girault \& Raviart 1986, Arnold, Scott \& Vogelius 1988) we may pick $\underset{\sim}{u} \in \stackrel{\circ}{H}^{1}(\Omega)^{2}$ such that

$$
\begin{align*}
-\operatorname{div} \underset{\sim}{u} & =p \text { in } \Omega \\
\|\underset{\sim}{u}\|_{H^{1}(\Omega)^{2}} & \leq \tilde{C}\|p\|_{L^{2}(\Omega)} . \tag{12.6.3}
\end{align*}
$$

Let $\underset{\sim}{u}{ }_{h} \in \underset{\sim}{V}$ satisfy

$$
\begin{equation*}
\|\underset{\sim}{u} h\|_{H^{1}(\Omega)^{2}}+\left[\sum_{t \in \mathcal{T}^{h}}|T|^{-1} \| \underset{\sim}{u}-\underset{\sim}{u}{\underset{\sim}{x}}_{h}^{\|_{L^{2}(T)^{2}}^{2}}\right]^{1 / 2} \leq C^{*}\|\underset{\sim}{u}\|_{H^{1}(\Omega)^{2}} \tag{12.6.4}
\end{equation*}
$$

(see Sect. 4.8 for a construction). Then

$$
\begin{array}{rlr}
b(\underset{\sim}{u} h, p) & =\|p\|_{L^{2}(\Omega)}^{2}-b(\underset{\sim}{u}-\underset{\sim}{u} h, p) & \quad(\text { since }-\operatorname{div} \underset{\sim}{u}=p) \\
& \geq\|p\|_{L^{2}(\Omega)}^{2}-\left[\sum_{T \in \mathcal{T}^{h}}|T|^{-1}\|\underset{\sim}{u}-\underset{\sim}{u}\|^{u} \|_{L^{2}(T)^{2}}^{2}\right]^{1 / 2}\left[\sum_{T \in \mathcal{T}^{h}}|T||p|_{H^{1}(T)}^{2}\right]^{1 / 2}
\end{array}
$$

$$
\begin{equation*}
\geq\|p\|_{L^{2}(\Omega)}^{2}-\tilde{C}^{*} C\|p\|_{L_{2}(\Omega)}\left[\sum_{T \in \mathcal{T}^{h}}|T||p|_{H^{1}(T)}^{2}\right]^{1 / 2} \tag{by2.1.5}
\end{equation*}
$$

(by 12.6.3 \& 12.6.4)

$$
\begin{array}{lr}
\geq\|p\|_{L^{2}(\Omega)}^{2}\left(1-\frac{\tilde{C} C^{*}}{K}\right) & \left(\text { since } p \notin \Pi_{h}^{K}\right) \\
\geq\|p\|_{L^{2}(\Omega)}\left(\frac{1}{\tilde{C} C^{*}}-\frac{1}{K}\right)\|\underset{\sim}{u}\|_{H^{1}(\Omega)^{2}} . & (\text { by } 12.6 .3 \& 12.6 .4)
\end{array}
$$

Thus, for $K$ sufficiently large, we have proved (12.5.3) for $p \notin \Pi_{h}^{K}$.
Combining the two cases, we have proved the following.
(12.6.6) Theorem. Suppose $\mathcal{T}^{h}$ is non-degenerate and has no triangle with two edges on $\partial \Omega$. Let ${\underset{\sim}{V}}_{h}$ be as in (12.4.1) and let $\Pi_{h}$ be as in (12.4.4). Then condition (12.5.3), namely

$$
\beta\|q\|_{L^{2}(\Omega)} \leq \sup _{\underset{\sim}{v} \sim V_{h}} \frac{|b(\underset{\sim}{v}, q)|}{\|\underset{\sim}{v}\|_{H^{1}(\Omega)^{2}}} \quad \forall q \in \Pi_{h},
$$

(or the equivalent version 12.5.2) holds with $\beta>0$ independent of $h$ for the case $k=2$.

As a consequence of this and Corollary 12.5.18, we have the following result.
(12.6.7) Theorem. Suppose $\mathcal{T}^{h}$ is non-degenerate and has no triangle with two edges on $\partial \Omega$. Let $V_{h}$ be as in (12.4.1) and let $\Pi_{h}$ be as in (12.4.4) for $k=2$. Let $(\underset{\sim}{u}, p)$ be the solution to (12.1.6). Let $\left(\underset{\sim}{u} h, p_{h}\right)$ solve (12.3.1) with the forms given in (12.1.4) and (12.1.5). Then for $0 \leq s \leq 2$

$$
\|\underset{\sim}{u}-\underset{\sim}{u} h\|_{H^{1}(\Omega)^{2}}+\left\|p-p_{h}\right\|_{L^{2}(\Omega)} \leq C h^{s}\left(\|\underset{\sim}{u}\|_{H^{s+1}(\Omega)^{2}}+\|p\|_{H^{s}(\Omega)}\right)
$$

provided $(\underset{\sim}{u}, p) \in H^{s+1}(\Omega)^{2} \times H^{s}(\Omega)$.
Theorems 12.6.6 and 12.6.7 hold for all $k \geq 2$ (cf. Brezzi \& Falk 1991). The case $k \geq 4$ is a consequence of Theorem 12.6 .10 below under some mild restrictions on the mesh. Similar techniques work for other choices of spaces $\underset{\sim}{V}$ and $\Pi_{h}$. The basic philosophy is to pick $\operatorname{div} \underset{\sim}{v}$ to match $p$ for "local" $p \in \Pi_{h}^{K}$ and then use the general argument (12.6.5) for $p \notin \Pi_{h}^{K}$ (Scott \& Vogelius 1985a).

Because of the natural pairing of div $V_{h}$ with $\Pi_{h}$, it is interesting to ask whether the choice $\Pi_{h}=\operatorname{div} \underset{\sim}{V}$ would always satisfy (12.5.2). In Sect. 13.1, we show how (12.5.14) can be solved efficiently without the need for an explicit basis for $\Pi_{h}=\operatorname{div} V_{h}$, greatly simplifying the solution process. Since any $p \in \Pi_{h}$ is of the form $p=\operatorname{div} \underset{\sim}{w}$ for some $\underset{\sim}{w} \in \underset{\sim}{V} h$, choosing $\underset{\sim}{v}=\underset{\sim}{v}$ in (12.5.2) leads to the conclusion that $\tilde{\beta}>0$ for $\underset{\sim}{V_{h}}$ finite dimensional, by a compactness argument. However, what is more critical to ask is whether $\beta$ may be chosen independently of $h$. This turns out to depend strongly on the degree $k$ of piecewise polynomials.

Let $\underset{\sim}{V}$ denote the spaces defined in (12.4.1) for $k \geq 1$ and let $\Pi_{h}=\operatorname{div}{\underset{h}{h}}$. For verification of the following results, we refer to (Scott \& Vogelius 1985b). For $k=1$ on quite general meshes, the corresponding $Z_{h}$ consists only of the function identically zero (cf. (11.3.8)). Comparison with Theorem 12.5.17 shows that $\beta$ must tend to zero at least as fast as $h$, since the results of Chapter 4 yield

$$
\|\underset{\sim}{u}\|_{H^{1}(\Omega)^{2}}=\inf _{\sim}^{v \in Z_{h}}\|\underset{\sim}{u}-\underset{\sim}{v}\|_{H^{1}(\Omega)^{2}} \leq\left(1+\frac{1}{\beta}\right) C h\|\underset{\sim}{u}\|_{H^{2}(\Omega)^{2}} .
$$

Other examples where $\beta \rightarrow 0$ for $k=2$ and 3 are given in (Scott \& Vogelius 1985b). On the other hand, (Scott \& Vogelius 1985a) showed that $\beta$ may be chosen independent of $h$ as soon as $k \geq 4$ under very mild restrictions on the mesh which we now recall.

An interior vertex in a triangulation at which four triangles meet is called singular if the corresponding edges that meet there lie on two straight lines. If we label the angles $\theta_{j}$ formed by consecutive edges at such a vertex, we can rephrase the condition by saying that $\theta_{i}+\theta_{i+1}=\pi$ for $i=1,2,3$. Similarly, we say a vertex on the boundary is singular if $r \leq 4$ triangles meet there and $\theta_{i}+\theta_{i+1}=\pi$ for $i=1, \ldots, r-1$. (Four triangles can only meet at the vertex of a slit.) The case $r=1$ is somewhat special and the condition must be modified; it occurs when one triangle has two edges on the boundary. In such a case, any piecewise polynomial vanishing on the boundary will have its gradient vanish at such a vertex. For this and other reasons, we will ban such vertices from our triangulations. With the exception of triangles with two edges on the boundary, singularity of vertices poses no problem. However, if a family of triangulations has a sequence of vertices which are nonsingular but tend toward being singular, there is a theoretical possibility of a deterioration of the constant $\beta$.
(12.6.8) Definition. We say a family of triangulations $\mathcal{T}^{h}$ has no nearly singular vertices if there is a $\sigma>0$ independent of $h$ such that

$$
\begin{equation*}
\sum_{i=1}^{r-1}\left|\theta_{i}+\theta_{i+1}-\pi\right| \geq \sigma \tag{12.6.9}
\end{equation*}
$$

holds for all nonsingular vertices in the interior where four triangles meet ( $r=4$ in this case) and all nonsingular vertices on the boundary where $2 \leq r \leq 4$ triangles meet.

The following is a consequence of the results in (Scott \& Vogelius 1985a). In the case $V_{h}=V_{h}^{k} \times V_{h}^{k}$, no restriction is needed regarding nearly singular vertices on the boundary, nor is any difficulty caused by having triangles with two edges on the boundary, but we ignore this distinction from the case of Dirichlet conditions.
(12.6.10) Theorem. Suppose $\mathcal{T}^{h}$ is non-degenerate, has no triangle with two edges on the boundary, and has no nearly singular vertices. Let ${\underset{\sim}{V}}_{h}$ be either $V_{h}^{k} \times V_{h}^{k}$ or as in (12.4.1), and let $\Pi_{h}:=\operatorname{div} \underset{\sim}{V_{h}}$. Then condition (12.5.3), namely

$$
\beta\|q\|_{L^{2}(\Omega)} \leq \sup _{\underset{\sim}{v} \in V_{h}} \frac{|b(\underset{\sim}{v}, q)|}{\|\underset{\sim}{v}\|_{H^{1}(\Omega)^{2}}} \quad \forall q \in \Pi_{h},
$$

(or the equivalent version (12.5.2)) holds with $\beta>0$ independent of $h$ for $k \geq 4$.

In the next chapter we will study algorithms that allow one to compute using $\Pi_{h}=\mathcal{D} V_{h}$ without having explicit information about the structure of $\Pi_{h}$. The only obstacle to this choice of $\Pi_{h}$ is to know that a condition such as (12.4.2) holds. When no Dirichlet boundary conditions are imposed on the functions in ${\underset{\sim}{V}}_{h},(12.4 .2)$ is a simple consequence of approximability results for $\underset{\sim}{V}$, as we now show.
(12.6.11) Lemma. Condition (12.4.2) holds for $\Pi_{h}:=\operatorname{div}\left(V_{h}^{k}\right)^{n}$.

Proof. Let $B$ be a ball containing $\Omega$, and let $E p$ be an extension of $p$ (i.e. $\left.E p\right|_{\Omega}=p$ ) to $B$ so that (see Theorem 1.4.5)

$$
\|E p\|_{H^{s}(B)} \leq C\|p\|_{H^{s}(\Omega)}
$$

Define $\phi$ by solving $\Delta \phi=E p$ in $B$ with Dirichlet boundary conditions, $\phi=0$ on $\partial B$. From elliptic regularity (Sect. 5.5),

$$
\|\phi\|_{H^{s+2}(B)} \leq C\|E p\|_{H^{s}(B)} \leq C^{\prime}\|p\|_{H^{s}(\Omega)}
$$

Write $\underset{\sim}{w}=\underset{\sim}{\operatorname{grad}} \phi$ and note that $\|\underset{\sim}{w}\|_{H^{s+1}(\Omega)^{n}} \leq C\|p\|_{H^{s}(\Omega)}$. Then $p=\operatorname{div} \underset{\sim}{w}$ in $\Omega$ and

$$
\begin{array}{rlr}
\inf _{q \in \Pi_{h}}\|p-q\|_{L^{2}(\Omega)} & =\inf _{\underset{\sim}{v} \in V_{h}}\|\operatorname{div} \underset{\sim}{w}-\operatorname{div} \underset{\sim}{v}\|_{L^{2}(\Omega)} & \left(\Pi_{h}=\operatorname{div} \underset{\sim}{V}\right) \\
& \leq \inf _{\underset{\sim}{v} \in V_{h}} \sqrt{n}\|\underset{\sim}{w}-\underset{\sim}{v}\|_{H^{1}(\Omega)^{n}} & \\
& \leq C h^{s}\|\underset{\sim}{w}\|_{H^{s+1}(\Omega)^{n}} & (\text { by 4.4.25) }  \tag{by4.4.25}\\
& \leq C h^{s}\|p\|_{H^{s}(\Omega)} . &
\end{array}
$$

Condition (12.4.2) for $\Pi_{h}=\operatorname{div} \underset{\sim}{V}$ does not appear to follow directly from approximability results for $V_{h}$ when Dirichlet boundary conditions are imposed on functions in $\underset{\sim}{V}$. However, for spaces like (12.4.1), (Scott \& Vogelius 1985a) identified $\operatorname{div} \underset{\sim}{V}$ and these results allow one to prove (12.4.2) for $\Pi_{h}=\operatorname{div} V_{h}$ for $k \geq 4$. The following is a simple corollary of those results.
(12.6.12) Lemma. Suppose that $\mathcal{T}^{h}$ is a triangulation of a polygonal domain $\Omega \subset \mathbb{R}^{2}$ having no triangles with two edges on the boundary. Let $k \geq 4$. Then

$$
V_{h}^{k-1} \subset \operatorname{div}\left(V_{h}^{k} \times V_{h}^{k}\right)
$$

and

$$
\left\{q \in V_{h}^{k-1}: \int_{\Omega} q(x) d x=0\right\} \subset \operatorname{div} \underset{\sim}{V} h
$$

where $\underset{\sim}{V}$ is given by (12.4.1).

In particular, Lemma 12.6.12 implies that condition (12.4.2) holds for $\Pi_{h}:=\operatorname{div} \underset{\sim}{V}$ in both of these cases. Applying this result yields the following in view of Corollary 12.5.13 and the velocity approximation results in Sect. 12.4.
(12.6.13) Theorem. Suppose $\mathcal{T}^{h}$ is non-degenerate, has no triangle with two edges on the boundary, and has no nearly singular vertices. For $\underset{\sim}{V}$ as in (12.4.1) with $k \geq 4$ and $\Pi_{h}:=\operatorname{div} \underset{\sim}{V}$, the error in the pressure approximation to the solution $(\underset{\sim}{u}, p)$ of (12.1.6) satisfies

$$
\left\|p-p_{h}\right\|_{L^{2}(\Omega)} \leq C h^{s}\left(\|\underset{\sim}{u}\|_{H^{s+1}(\Omega)^{2}}+\|p\|_{H^{s}(\Omega)}\right), 0 \leq s \leq k
$$

provided $(\underset{\sim}{u}, p) \in H^{s+1}(\Omega) \times H^{s}(\Omega)$. For $\underset{\sim}{V} V_{h}=V_{h}^{k} \times V_{h}^{k}$ with $k \geq 4$ and $\Pi_{h}:=\operatorname{div} \underset{\sim}{V}$, the error in the pressure approximation to the scalar elliptic problem (12.1.7) satisfies

$$
\left\|p-p_{h}\right\|_{L^{2}(\Omega)} \leq C h^{s+1}\|\underset{\sim}{a \operatorname{arad}} p\|_{H^{s+1}(\Omega)^{2}}+C h^{s}\|p\|_{H^{s}(\Omega)}, 0 \leq s \leq k
$$

provided $\underset{\sim}{a} \underset{\sim}{\operatorname{grad}} p \in H^{s+1}(\Omega)$ and $p \in H^{s}(\Omega)$.
Recall that corresponding results for the velocity error were proved in Theorems 12.4.10 and 12.4.9, respectively. Thus, for high degree approximations, convergence criteria become simplified and provide few restrictions, whereas low degree approximation can yield widely differing results.

We finish the section by considering the nonconforming method introduced prior to Theorem 12.4.12. We note that $\mathcal{D}=-\operatorname{div}_{h}$ in this case satisfies (12.5.20) in view of (11.4.13), (11.4.14) and the techniques of Sect. 4.8. Therefore, the following can be proved (see exercise 12.x.14).
(12.6.14) Theorem. The solution to (12.4.11) satisfies

$$
\left\|p-p_{h}\right\|_{L^{2}(\Omega)} \leq C h\left(\|\underset{\sim}{u}\|_{H^{2}(\Omega)^{2}}+\|p\|_{H^{1}(\Omega)}\right)
$$

provided $\underset{\sim}{u} \in H^{2}(\Omega)^{2}$ and $p \in H^{1}(\Omega)$.

## 12.x Exercises

12.x. 1 Prove that the form defined in (12.1.4) is coercive on $\dot{H}^{1}(\Omega)$. (Hint: apply (5.3.4).)
12.x. 2 Prove that $H$ (div) is a Hilbert space with inner-product given by

$$
(\underset{\sim}{u}, \underset{\sim}{v})_{H(\operatorname{div})}=(\underset{\sim}{u}, \underset{\sim}{v})_{L^{2}(\Omega)^{n}}+(\operatorname{div} \underset{\sim}{u}, \operatorname{div} \underset{\sim}{v})_{L^{2}(\Omega)} .
$$

(Hint: see the proof of Theorem 1.3.2.)
12.x. 3 Define a variational form for the Stokes equations by

$$
a(\underset{\sim}{u}, \underset{\sim}{v}):=2 \int_{\Omega} \sum_{i, j=1}^{n} e_{i j}(\underset{\sim}{u}) e_{i j}(\underset{\sim}{v}) d x
$$

where $e_{i j}(\underset{\sim}{u}):=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right)$. Prove that this is equal to (12.1.4) for $\underset{\sim}{u}, \underset{\sim}{v} \in Z$. (Hint: $\sum_{i=1}^{n} v_{i, i}=0$ for $\underset{\sim}{v} \in Z$.)
12.x. 4 Prove that the variational form defined in exercise 12.x. 3 is coercive on $Z$. (Hint: see Korn's inequality in Chapter 11.)
12.x. 5 Show that the nonconforming version of the variational form defined in exercise 12.x. 3 is not coercive (independent of $h$ ) on the space $V_{h}^{*}$ defined in (11.4.5) (see Theorem 12.4.12). (Hint: consider a regular mesh on $\mathbb{R}^{2}$ and look for $\underset{\sim}{u}$ having a repetitive pattern such that $a(\underset{\sim}{u}, \underset{\sim}{v})=0$ for all $\underset{\sim}{v} \in \underset{\sim}{V}{ }_{h}^{*}$ having compact support.)
12.x. 6 Show that the results of Sect. 12.2 can be applied using the variational form defined in exercise 12.x.3. (Hint: see exercise 12.x.4.)
12.x. 7 Suppose $\Pi_{h}$ is finite dimensional. Prove that $\beta=0$ in (12.5.2) implies that there is a $q \in \Pi_{h}$ such that $b(v, q)=0$ for all $v \in V_{h}$. (Hint: use the fact that $\left\{q \in \Pi_{h}:\|q\|_{\Pi} \leq 1\right\}$ is compact.)
12.x. 8 Prove that the operator $M$ defined in (12.5.6) is bounded, with norm bounded by $1 / \beta$, where $\beta$ is defined in (12.5.2). (Hint: apply (12.5.3) with $q=M u$ and use (12.5.6).)
12.x. 9 Prove (12.5.9). (Hint: show that any $w \in Z_{h}^{p}$ satisfies $L p-w \in Z_{h}$ and hence $(L p, L p-w)_{V}=0$.)
12.x. 10 Prove that if the operator $L$ in (12.5.7) is well defined, then (12.5.2) holds with $\beta=1 /\|L\|_{\Pi \rightarrow V}$. (Hint: choose $v=L q$ in (12.5.2).)
12.x. 11 Prove that the curl operator maps the Morley space depicted in Fig. 10.5 into the nonconforming piecewise linear space in Theorem 12.4.12. (Hint: the tangential derivative of the Morley elements is continuous at the edge midpoints because the jump across an edge is a quadratic that vanishes at the two vertices.)
12.x. 12 Determine a bound for the constant, $c$, in Corollary 12.5.18 in terms of $C, \alpha$ and $\beta$.
12.x. 13 Prove (12.5.19).
12.x. 14 Prove Theorem 12.6.14.
12.x. 15 Prove (12.6.2).

## Chapter 13

## Iterative Techniques for Mixed Methods

Equations of the form (12.3.1) or (12.5.14) are indefinite and require special care to solve. We will now consider one class of algorithms which involve a penalty method to enforce the second equation in (12.3.1) or (12.5.14). These algorithms transform the linear algebra to positive-definite problems in many cases. Moreover, the number of unknowns in the algebraic system can also be significantly reduced.

We begin with the case when $\Pi_{h}=\mathcal{D} V_{h}$, which naturally arises from the iterated penalty method. One benefit of this approach is that the degrees of freedom of $\Pi_{h}$ do not enter the solution procedure directly, making the linear-algebraic problem smaller. In fact, it is not necessary even to have a basis of $\Pi_{h}$; the iterated penalty method produces $p_{h}=\mathcal{D} w_{h}$ for some $w_{h} \in V_{h}$.

Subsequently, we consider the general case $\Pi_{h} \neq \mathcal{D} V_{h}$. We show that the augmented Lagrangian method (Fortin \& Glowinski 1983, Glowinski 1984) can be analyzed in a way analogous to the special case $\Pi_{h}=\mathcal{D} V_{h}$. We give some examples of the use of these techniques in the solution of the Navier-Stokes equations.

### 13.1 Iterated Penalty Method

Consider a general mixed method of the form (12.2.4) studied in the previous chapter, namely,

$$
\begin{align*}
a\left(u_{h}, v\right)+b\left(v, p_{h}\right) & =F(v) \quad \forall v \in V_{h}  \tag{13.1.1}\\
b\left(u_{h}, q\right) & =(g, q)_{\Pi} \quad \forall q \in \Pi_{h}
\end{align*}
$$

where $F \in V^{\prime}$ and $g \in \Pi$. Here $V$ and $\Pi$ are two Hilbert spaces with subspaces $V_{h} \subset V$ and $\Pi_{h} \subset \Pi$, respectively. We assume that the bilinear forms satisfy the continuity conditions

$$
\begin{align*}
a(u, v) & \leq C_{a}\|u\|_{V}\|v\|_{V}  \tag{13.1.2}\\
b(v, p) & \leq C_{b}\|v\|_{V}\|p\|_{\Pi}
\end{align*} \quad \forall v \in V, p \in \Pi
$$

and the coercivity conditions

$$
\begin{gather*}
\alpha\|v\|_{V}^{2} \leq a(v, v) \quad \forall v \in Z \cup Z_{h} \\
\beta\|p\|_{\Pi} \leq \sup _{v \in V_{h}} \frac{b(v, p)}{\|v\|_{V}} \quad \forall p \in \Pi_{h} \tag{13.1.3}
\end{gather*}
$$

Here $Z$ and $Z_{h}$ are defined by (12.2.5) and (12.3.2), respectively. Also recall that we are assuming (12.2.3), namely $b(v, p)=(\mathcal{D} v, p)_{\Pi}$.

Let $r \in \mathbb{R}$ and $\rho>0$. The iterated penalty method defines $u^{n} \in V_{h}$ and $p^{n}$ by

$$
\begin{align*}
a\left(u^{n}, v\right)+r\left(\mathcal{D} u^{n}-g, \mathcal{D} v\right)_{\Pi} & =F(v)-b\left(v, p^{n}\right) \quad \forall v \in V_{h} \\
p^{n+1} & =p^{n}+\rho\left(\mathcal{D} u^{n}-P_{\Pi_{h}} g\right) \tag{13.1.4}
\end{align*}
$$

where $P_{\Pi_{h}} g$ denotes the $\Pi$-projection of $g$ onto $\Pi_{h}$. Note that the second equation in (13.1.1) says that

$$
\begin{equation*}
P_{\Pi_{h}} \mathcal{D} u_{h}=P_{\Pi_{h}} g \tag{13.1.5}
\end{equation*}
$$

The algorithm does not require $P_{\Pi_{h}} g$ to be computed, only $b\left(v, P_{\Pi_{h}} g\right)=$ $\left(\mathcal{D} v, P_{\Pi_{h}} g\right)_{\Pi}=\left(P_{\Pi_{h}} \mathcal{D} v, g\right)_{\Pi}$ for $v \in V_{h}$.

The key point of the iterated penalty method is that the system of equations represented by the first equation in (13.1.4) for $u^{n}$, namely

$$
a\left(u^{n}, v\right)+r\left(\mathcal{D} u^{n}, \mathcal{D} v\right)_{\Pi}=F(v)-b\left(v, p^{n}\right)+r(g, \mathcal{D} v)_{\Pi} \quad \forall v \in V_{h}
$$

will be symmetric if $a(\cdot, \cdot)$ is symmetric, and it will be positive definite if $a(\cdot, \cdot)$ is coercive and $r>0$.

If $g=0$ and we begin with, say, $p^{0}=0$, then $p^{n} \in \mathcal{D} V_{h}$ for all $n$. In particular $p^{n}=\mathcal{D} w^{n}$ where $w^{n} \in V_{h}$ satisfies

$$
\begin{aligned}
a\left(u^{n}, v\right)+r\left(\mathcal{D} u^{n}, \mathcal{D} v\right)_{\Pi} & =F(v)-\left(\mathcal{D} v, \mathcal{D} w^{n}\right)_{\Pi} \quad \forall v \in V_{h} \\
w^{n+1} & =w^{n}+\rho u^{n}
\end{aligned}
$$

Thus, the iterated penalty method implicitly produces an approximation closely connected with the choice of $\Pi_{h}=\mathcal{D} V_{h}$. If we can show that $u^{n} \rightarrow$ $u_{h} \in V_{h}$ and $p^{n} \rightarrow p_{h} \in \Pi_{h}$, then it follows that $\mathcal{D} u^{n} \rightarrow 0$ and that $\left(u_{h}, p_{h}\right)$ solves (13.1.1). Note that $w^{n}=\rho \sum_{i=0}^{n-1} u^{i}$ will not in general converge to anything. See (Scott, Ilin, Metcalfe \& Bagheri 1996) for the case of $g \neq 0$.

To study the convergence properties of (13.1.4), let us introduce $e^{n}:=$ $u^{n}-u_{h}$ and $\epsilon^{n}:=p^{n}-p_{h}$ where $\left(u_{h}, p_{h}\right)$ solves (13.1.1). We assume that $\Pi_{h}=\mathcal{D} V_{h}$, in which case (13.1.5) simplifies to $\mathcal{D} u_{h}=P_{\Pi_{h}} g$. Then

$$
\begin{equation*}
a\left(e^{n}, v\right)+r\left(\mathcal{D} e^{n}, \mathcal{D} v\right)_{\Pi}=-b\left(v, \epsilon^{n}\right) \quad \forall v \in V_{h} \tag{13.1.6}
\end{equation*}
$$

by subtracting (13.1.1) from (13.1.4), and

$$
\begin{equation*}
\epsilon^{n+1}=\epsilon^{n}+\rho\left(\mathcal{D} u^{n}-P_{\Pi_{h}} g\right)=\epsilon^{n}+\rho \mathcal{D} e^{n} . \tag{13.1.7}
\end{equation*}
$$

Note that $e^{n} \in \widetilde{Z}_{h}^{\perp}$ where we use the tilde to distinguish the space

$$
\begin{equation*}
\widetilde{Z}_{h}^{\perp}=\left\{v \in V_{h}: a(v, w)=0 \quad \forall w \in Z_{h}\right\} \tag{13.1.8}
\end{equation*}
$$

from the space $Z_{h}^{\perp}$ defined in (12.5.5) based on the inner-product $(\cdot, \cdot)_{V}$. Observe that $Z_{h}=\left\{v \in V_{h}: \mathcal{D} v=0\right\}$ since $\Pi_{h}=\mathcal{D} V_{h}$. Thus, we can characterize $e^{n} \in \widetilde{Z}_{h}^{\perp}$ by

$$
\begin{equation*}
a\left(e^{n}, v\right)+r\left(\mathcal{D} e^{n}, \mathcal{D} v\right)_{\Pi}=-b\left(v, \epsilon^{n}\right) \quad \forall v \in \widetilde{Z}_{h}^{\perp} \tag{13.1.9}
\end{equation*}
$$

We can then relate the new error to the old by

$$
\begin{array}{rrr}
a\left(e^{n+1}, v\right)+r\left(\mathcal{D} e^{n+1}, \mathcal{D} v\right)=-b\left(v, \epsilon^{n+1}\right) & (13.1 .9 \text { for } n+1) \\
& =-b\left(v, \epsilon^{n}\right)-\rho b\left(v, \mathcal{D} e^{n}\right) & (\text { from 13.1.7) } \\
& =-b\left(v, \epsilon^{n}\right)-\rho\left(\mathcal{D} v, \mathcal{D} e^{n}\right)_{\Pi} & (\text { from 12.2.3) } \\
& =a\left(e^{n}, v\right)+r\left(\mathcal{D} e^{n}, \mathcal{D} v\right)_{\Pi}-\rho\left(\mathcal{D} v, \mathcal{D} e^{n}\right)_{\Pi} & (13.1 .9 \text { for } n) \\
& =a\left(e^{n}, v\right)+(r-\rho)\left(\mathcal{D} e^{n}, \mathcal{D} v\right)_{\Pi} . &
\end{array}
$$

Dividing by $r$, choosing $v=e^{n+1}$ and applying Schwarz' inequality (2.1.5) and the assumptions (13.1.2) we find

$$
\begin{align*}
\left\|\mathcal{D} e^{n+1}\right\|_{\Pi}^{2}+ & \frac{1}{r} a\left(e^{n+1}, e^{n+1}\right) \leq \frac{C_{a}}{r}\left\|e^{n+1}\right\|_{V}\left\|e^{n}\right\|_{V} \\
& +\left|1-\frac{\rho}{r}\right|\left\|\mathcal{D} e^{n+1}\right\|_{\Pi}\left\|\mathcal{D} e^{n}\right\|_{\Pi}  \tag{13.1.11}\\
\leq & \left(\frac{C_{a}}{r}+C_{b}^{2}\left|1-\frac{\rho}{r}\right|\right)\left\|e^{n+1}\right\|_{V}\left\|e^{n}\right\|_{V}
\end{align*}
$$

The key point (which we will make precise shortly) is that the bilinear form $(\mathcal{D} v, \mathcal{D} v)_{\Pi}$ is coercive on $\widetilde{Z}_{h}^{\perp}$, provided (12.5.2) holds. Thus, for any $\rho$ in the interval $0<\rho<2 r$, we find that $e^{n} \rightarrow 0$ as $n \rightarrow \infty$. From (13.1.6) it follows that $\epsilon^{n} \rightarrow 0$ as $n \rightarrow \infty$ as well, provided (12.5.2) holds.

For $\Pi_{h}=\mathcal{D} V_{h}$ (as we are assuming), the second condition in (13.1.3) is equivalent (see Lemma 12.5.10 and Scott \& Vogelius 1985a) to the existence of a right-inverse, $L: \Pi_{h} \rightarrow V_{h}$, for the operator $\mathcal{D}$, that is

$$
\begin{equation*}
\mathcal{D}(L q)=q \quad \forall q \in \Pi_{h}, \tag{13.1.12}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\|L q\|_{V} \leq \frac{1}{\beta}\|q\|_{\Pi} \quad \forall q \in \Pi_{h} \tag{13.1.13}
\end{equation*}
$$

We now consider the coerciveness of $(\mathcal{D} w, \mathcal{D} w)_{\Pi}$ on $w \in \widetilde{Z}_{h}^{\perp}$. Note that since we have defined $\widetilde{Z}_{h}^{\perp}$ using the bilinear form $a(\cdot, \cdot)$ instead of $(\cdot, \cdot)_{V}$, we cannot use Hilbert-space properties. Thus, we must re-examine our definitions. Firstly, $\widetilde{Z}_{h}^{\perp}$ is a closed linear subset of $V_{h}$, since $a(\cdot, \cdot)$ is bilinear and continuous. Secondly, $\widetilde{Z}_{h}^{\perp} \cap Z_{h}=\{0\}$, since $a(\cdot, \cdot)$ is coercive on $Z_{h}$.

Finally, any $w \in V_{h}$ can be decomposed into $w=z+z^{\perp}$, with $z \in Z_{h}$ and $z^{\perp} \in \widetilde{Z}_{h}^{\perp}$, as follows. Let $z \in Z_{h}$ solve

$$
a(z, v)=a(w, v) \quad \forall v \in Z_{h},
$$

which exists in view of Cea's Theorem 2.8.1. Then $z^{\perp}:=w-z$ satisfies $a\left(z^{\perp}, v\right)=0$ for all $v \in Z_{h}$, that is, $z^{\perp} \in \widetilde{Z}_{h}^{\perp}$. Therefore, $V_{h}=Z_{h} \oplus \widetilde{Z}_{h}^{\perp}$.

Define $L_{a}: \Pi_{h} \rightarrow V_{h}$ as follows. For $q \in \Pi_{h}$, let $z_{q} \in Z_{h}$ solve

$$
a\left(z_{q}, v\right)=a(L q, v) \quad \forall v \in Z_{h}
$$

and set $L_{a} q=L q-z_{q}$. We have from Cea's Theorem 2.8.1 that

$$
\left\|z_{q}\right\|_{V} \leq \frac{C_{a}}{\alpha}\|L q\|_{V}
$$

using the coercivity and continuity of $a(\cdot, \cdot)$. Thus,

$$
\begin{equation*}
\left\|L_{a} q\right\|_{V} \leq\left(1+\frac{C_{a}}{\alpha}\right)\|L q\|_{V} \leq\left(1+\frac{C_{a}}{\alpha}\right) \frac{1}{\beta}\|q\|_{\Pi} \tag{13.1.14}
\end{equation*}
$$

for all $q \in \Pi_{h}$, from the triangle inequality and (13.1.13). Observe that

$$
\begin{equation*}
\mathcal{D} L_{a} q=\mathcal{D} L q=q \quad \forall q \in \Pi_{h} \tag{13.1.15}
\end{equation*}
$$

from the definition of $L_{a}$ and (13.1.12).
Now we claim that for $w \in \widetilde{Z}_{h}^{\perp}, w=L_{a} \mathcal{D} w$. For

$$
a\left(L_{a} \mathcal{D} w, v\right)=a\left(L q-z_{q}, v\right)=0 \quad \forall v \in Z_{h}
$$

(here $q:=\mathcal{D} w$ ) so that $L_{a} \mathcal{D} w \in \widetilde{Z}_{h}^{\perp}$. Therefore, $w-L_{a} \mathcal{D} w \in \widetilde{Z}_{h}^{\perp}$. But (13.1.15) implies

$$
\mathcal{D}\left(w-L_{a} \mathcal{D} w\right)=0
$$

This implies $w-L_{a} \mathcal{D} w \in Z_{h}$. Since $Z_{h} \cap \widetilde{Z}_{h}^{\perp}=\{0\}$, we conclude that $w=L_{a} \mathcal{D} w$. From (13.1.14), it follows that

$$
\begin{equation*}
\|w\|_{V}=\left\|L_{a} \mathcal{D} w\right\|_{V} \leq\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)\|\mathcal{D} w\|_{I} \tag{13.1.16}
\end{equation*}
$$

for all $w \in \widetilde{Z}_{h}^{\perp}$.
Applying this to (13.1.11) and using (13.1.2)-(13.1.3), we find

$$
\begin{equation*}
\left(1+\frac{c_{1}}{r}\right)\left\|\mathcal{D} e^{n+1}\right\|_{\Pi} \leq\left(\left|1-\frac{\rho}{r}\right|+\frac{c_{2}}{r}\right)\left\|\mathcal{D} e^{n}\right\|_{\Pi} \tag{13.1.17}
\end{equation*}
$$

Thus, for $0<\rho<2 r$ and for $r$ sufficiently large, $\mathcal{D} e^{n} \rightarrow 0$ geometrically as $n \rightarrow \infty$. From (13.1.10), it follows that $e^{n} \rightarrow 0$ as well (see exercise 13.x.1). On the other hand, using the coercivity of $a(\cdot, \cdot)$, we find

$$
\begin{equation*}
\left(\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)^{-2}+\frac{\alpha^{2}}{r}\right)\left\|e^{n+1}\right\|_{V} \leq\left(\frac{C_{a}}{r}+C_{b}^{2}\left|1-\frac{\rho}{r}\right|\right)\left\|e^{n}\right\|_{V} \tag{13.1.18}
\end{equation*}
$$

Collecting the above results, we have
(13.1.19) Theorem. Suppose that the form (13.1.1) satisfies (13.1.2) and (13.1.3). Suppose that $V_{h}$ and $\Pi_{h}=\mathcal{D} V_{h}$ satisfy (13.1.3). Then the algorithm (13.1.4) converges for any $0<\rho<2 r$ for $r$ sufficiently large. For the choice $\rho=r$, (13.1.4) converges geometrically with a rate given by

$$
C_{a}\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)^{2} / r .
$$

Note that (with $r=\rho$ ) (13.1.18) implies convergence ( $e^{1} \rightarrow 0$ as $r \rightarrow \infty)$ of the standard penalty method. However, the expression (13.1.6) for $\epsilon^{1}$ deteriorates as $r \rightarrow \infty$ so we cannot conclude anything about $\epsilon^{1}$. Thus, the iterated penalty method is needed to insure convergence of the $p$ approximation.

### 13.2 Stopping Criteria

For any iterative method, it is of interest to have a good stopping criterion based on information that is easily computable. For the iterated penalty method, this is extremely simple. We will assume that $P_{\Pi_{h}} g$ can be easily computed by some means. In many applications, $g=0$ so that this becomes trivial. However, in others it would require some additional work. We show subsequently how this can be avoided.

The error $e^{n}=u^{n}-u_{h}$ is bounded by

$$
\begin{align*}
\left\|u^{n}-u_{h}\right\|_{V} & =\left\|e^{n}\right\|_{V}  \tag{by13.1.16}\\
& \leq\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)\left\|\mathcal{D} e^{n}\right\|_{\Pi}  \tag{13.2.1}\\
& =\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)\left\|\mathcal{D} u^{n}-P_{\Pi_{h}} g\right\|_{\Pi} \tag{by13.1.5}
\end{align*}
$$

The error $\epsilon^{n}=p^{n}-p_{h}$ is bounded by

$$
\begin{align*}
\beta\left\|p^{n}-p_{h}\right\|_{\Pi} & =\beta\left\|\epsilon^{n}\right\|_{\Pi} \\
& \leq \sup _{v \in V_{h}} \frac{\left|b\left(v, \epsilon^{n}\right)\right|}{\|v\|_{V}}  \tag{by13.1.3}\\
& =\sup _{v \in V_{h}} \frac{\left|a\left(e^{n}, v\right)+r\left(\mathcal{D} e^{n}, \mathcal{D} v\right)_{\Pi}\right|}{\|v\|_{V}}  \tag{by13.1.6}\\
& \leq C_{a}\left\|e^{n}\right\|_{V}+r C_{b}\left\|\mathcal{D} e^{n}\right\|_{\Pi}  \tag{by13.1.2}\\
& =C_{a}\left\|u^{n}-u_{h}\right\|_{V}+r C_{b}\left\|\mathcal{D} u^{n}-P_{\Pi_{h}} g\right\|_{\Pi} \tag{by13.1.5}
\end{align*}
$$

Combining the previous estimates, the following theorem is proved.
(13.2.2) Theorem. Suppose that the form (13.4.9) satisfies (13.1.2) and (13.1.3). Suppose that $V_{h}$ and $\Pi_{h}=\mathcal{D} V_{h}$ satisfy (13.1.3). Then the errors in algorithm (13.1.4) can be estimated by

$$
\begin{equation*}
\left\|u^{n}-u_{h}\right\|_{V} \leq\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)\left\|\mathcal{D} u^{n}-P_{\Pi_{h}} g\right\|_{\Pi} \tag{13.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|p^{n}-p_{h}\right\|_{\Pi} \leq\left(\frac{C_{a}}{\beta}+\frac{C_{a}^{2}}{\alpha \beta}+r C_{b}\right)\left\|\mathcal{D} u^{n}-P_{\Pi_{h}} g\right\|_{\Pi} \tag{13.2.4}
\end{equation*}
$$

By monitoring $\left\|\mathcal{D} u^{n}-P_{\Pi_{h}} g\right\|_{\Pi}$ as the iteration proceeds, we can determine the convergence properties of the iterated penalty method. Once $\left\|\mathcal{D} u^{n}-P_{\Pi_{h}} g\right\|_{\Pi}$ is sufficiently small, the iteration can be terminated.

The main drawback with this approach is that $P_{\Pi_{h}} g$ has to be computed to determine the error tolerance. Since $\mathcal{D} u^{n} \in \Pi_{h}$,

$$
\left\|\mathcal{D} u^{n}-P_{\Pi_{h}} g\right\|_{\Pi}=\left\|P_{\Pi_{h}}\left(\mathcal{D} u^{n}-g\right)\right\|_{\Pi} \leq\left\|\mathcal{D} u^{n}-g\right\|_{\Pi}
$$

and the latter norm may be easy to compute (or bound) in some cases, avoiding the need to compute $P_{\Pi_{h}} g$. We formalize this observation in the following result.
(13.2.5) Corollary. Under the conditions of Theorem 13.2 .2 the errors in algorithm (13.1.4) can be estimated by

$$
\begin{equation*}
\left\|u^{n}-u_{h}\right\|_{V} \leq\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)\left\|\mathcal{D} u^{n}-g\right\|_{I} \tag{13.2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|p^{n}-p_{h}\right\|_{\Pi} \leq\left(\frac{C_{a}}{\beta}+\frac{C_{a}^{2}}{\alpha \beta}+r C_{b}\right)\left\|\mathcal{D} u^{n}-g\right\|_{\Pi} \tag{13.2.7}
\end{equation*}
$$

(13.2.8) Remark. As the above estimates indicate, it can be expected that taking $r$ arbitrarily large will affect the $p$ approximation adversely, although it may have minimal effect on the $u$ approximation.

The results of this and the previous section can be applied directly to several of the mixed methods in Chapter 12. For example, with $\underset{\sim}{V}$ as in Theorem 12.6.13 (and $\Pi_{h}:=\operatorname{div} \underset{\sim}{V}$ ), the algorithm (13.1.4) converges for both the Stokes problem (12.1.6) (see exercise 13.x.3) and for the scalar elliptic problem (12.1.7) (see exercise 13.x.4).

### 13.3 Augmented Lagrangian Method

In the case of general $V_{h}$ and $\Pi_{h} \neq \mathcal{D} V_{h}$, the equations (13.1.1) have the matrix representation

$$
\begin{aligned}
& \underset{\sim}{A} \underset{\sim}{U}+\underset{\sim}{B}{ }^{t} \underset{\sim}{P}=\underset{\sim}{P} \\
& \underset{\sim}{B} \underset{\sim}{U}=\underset{\sim}{G},
\end{aligned}
$$

where $\underset{\sim}{U}$ (resp. $\underset{\sim}{P}$ ) denote the coefficients of $u_{h}$ (resp. $p_{h}$ ) expanded with respect to a basis for $V_{h}$ (resp. $\Pi_{h}$ ). The (iterative) augmented Lagrangian method (Fortin \& Glowinski 1983, Glowinski 1984) consists of solving

$$
\begin{align*}
& \underset{\sim}{A}{\underset{\sim}{U}}^{n}+r \underset{\sim}{B}{ }^{t}\left(\underset{\sim}{B} \underset{\sim}{B} U^{n}-\underset{\sim}{G}\right)=\underset{\sim}{F}-\underset{\sim}{B} \underset{\sim}{P}{ }_{\sim}^{n} \\
& {\underset{\sim}{P}}^{n+1}={\underset{\sim}{P}}^{n}+\rho\left(\underset{\sim}{B} \underset{\sim}{U}{\underset{\sim}{n}}^{n}-\underset{\sim}{G}\right) \tag{13.3.1}
\end{align*}
$$

for $r$ and $\rho$ non-negative parameters. When $\Pi_{h}=\mathcal{D} V_{h}$, (13.3.1) reduces to the iterated penalty method (13.1.4).

The augmented Lagrangian method requires an explicit basis for $\Pi_{h}$ in order to construct $\underset{\sim}{B}$, unlike the iterated penalty method. However, it can be used more generally, viz., when $\Pi_{h} \neq \mathcal{D} V_{h}$. Like the iterated penalty method, the augmented Lagrangian method reduces the linear-algebraic system to be solved by eliminating the degrees of freedom associated with $\Pi_{h}$, potentially leading to considerable savings in terms of time and storage. Moreover, $\underset{\sim}{A}+r \underset{\sim}{B} \underset{\sim}{t} \underset{\sim}{B}$ is symmetric if $a(\cdot, \cdot)$ is symmetric, and it will be


To analyze the convergence properties of (13.3.1), we reformulate it variationally. Let $P_{\Pi_{h}}$ denote the $\Pi$-projection onto $\Pi_{h}$. Then (13.3.1) is equivalent (exercise 13.x.7) to

$$
\begin{align*}
a\left(u^{n}, v\right)+r b\left(u^{n}-g, P_{\Pi_{h}} \mathcal{D} v\right) & =F(v)-b\left(v, p^{n}\right) \quad \forall v \in V_{h} \\
p^{n+1} & =p^{n}-\rho P_{\Pi_{h}}\left(\mathcal{D} u^{n}-g\right), \tag{13.3.2}
\end{align*}
$$

where $g$ is represented by the coefficients $\underset{\sim}{G}$ in the basis for $\Pi_{h}$ and similarly $F$ denotes a linear form in (13.3.2) with coefficients $\underset{\sim}{F}$ in the representation (13.3.1). Note that

$$
b\left(w, P_{\Pi_{h}} \mathcal{D} v\right)=\left(\mathcal{D} w, P_{\Pi_{h}} \mathcal{D} v\right)=\left(P_{\Pi_{h}} \mathcal{D} w, P_{\Pi_{h}} \mathcal{D} v\right)
$$

is a symmetric bilinear form on $V_{h}$. We now show it is coercive on $\widetilde{Z}_{h}^{\perp}$ (see (13.1.8)), provided (13.1.3) holds.

Recall the operator $L: \Pi_{h} \rightarrow Z_{h}^{\perp}$ given by (12.5.7). We can rephrase (12.5.7) as $P_{\Pi_{h}}(\mathcal{D} L q)=q$ (exercise 13.x.5). Define $L_{a}$ as in the previous section satisfying (13.1.14). Note that $P_{\Pi_{h}}\left(\mathcal{D} L_{a} q\right)=q$ since $z \in Z_{h}$ is equivalent to $P_{\Pi_{h}}(\mathcal{D} z)=0$ (exercise 13.x.6). Similarly, for any $w \in \widetilde{Z}_{h}^{\perp}$, $w=L_{a}\left(P_{\Pi_{h}}(\mathcal{D} w)\right)$. Therefore,

$$
\begin{align*}
\|w\|_{V} & =\left\|L_{a} P_{\Pi_{h}} \mathcal{D} w\right\|_{V} \\
& \leq\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)\left\|P_{\Pi_{h}} \mathcal{D} w\right\|_{\Pi} \tag{13.3.3}
\end{align*}
$$

for all $w \in \widetilde{Z}_{h}^{\perp}$. Analogous to (13.1.10), we have

$$
\begin{align*}
a\left(e^{n+1}, v\right)+ & r\left(P_{\Pi_{h}} \mathcal{D} e^{n+1}, P_{\Pi_{h}} \mathcal{D} v\right)_{\Pi}  \tag{13.3.4}\\
& =a\left(e^{n}, v\right)+(r-\rho)\left(P_{\Pi_{h}} \mathcal{D} e^{n}, P_{\Pi_{h}} \mathcal{D} v\right)_{\Pi}
\end{align*}
$$

Using the same techniques in the previous section, the following is proved.
(13.3.5) Theorem. Suppose that the form (13.4.9) satisfies (13.1.3) and (13.1.2). Suppose that $V_{h}$ and $\Pi_{h}$ satisfy (13.1.3). Then the algorithm (13.3.1) converges for any $0<\rho<2 r$ for $r$ sufficiently large. For the choice $\rho=r$, (13.3.1) converges geometrically with a rate given by

$$
C_{a}\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)^{2} / r .
$$

(13.3.6) Remark. The matrix $\underset{\sim}{B}{ }^{t} \underset{\sim}{B}$ has a large null space (all of $Z_{h}$ ), but (13.3.3) shows that it is positive definite when restricted to $\widetilde{Z}_{h}^{\perp}$. However, a lower bound for the minimal eigenvalue on this subspace depends precisely on the complementary space $\widetilde{Z}{ }_{h}^{\perp}$ and is not an invariant dependent only on $\underset{\sim}{B}$.

Stopping criteria can also be developed as in the previous section, based on the following result.
(13.3.7) Theorem. Suppose that the form (13.4.9) satisfies (13.1.3) and (13.1.2). Suppose that $V_{h}$ and $\Pi_{h}$ satisfy (13.1.3). Then the error in algorithm (13.1.4) can be estimated by

$$
\begin{align*}
\left\|u^{n}-u_{h}\right\|_{V} & \leq\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)\left\|P_{\Pi_{h}}\left(\mathcal{D} u^{n}-g\right)\right\|_{\Pi}  \tag{13.3.8}\\
& \leq\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)\left\|\mathcal{D} u^{n}-g\right\|_{\Pi}
\end{align*}
$$

and

$$
\begin{align*}
\left\|p^{n}-p_{h}\right\|_{\Pi} & \leq\left(C\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)+r C_{b}\right)\left\|P_{\Pi_{h}}\left(\mathcal{D} u^{n}-g\right)\right\|_{\Pi}  \tag{13.3.9}\\
& \leq\left(C\left(\frac{1}{\beta}+\frac{C_{a}}{\alpha \beta}\right)+r C_{b}\right)\left\|\mathcal{D} u^{n}-g\right\|_{\Pi}
\end{align*}
$$

Exercise 13.x. 7 implies that

$$
\left\|P_{\Pi_{h}}\left(\mathcal{D} u^{n}-g\right)\right\|_{\Pi}^{2}=\left(\underset{\sim}{B} \underset{\sim}{U}{ }^{n}-\underset{\sim}{G}\right)^{t}\left(\underset{\sim}{B} \underset{\sim}{B}{ }^{n}-\underset{\sim}{G}\right),
$$

where $\underset{\sim}{U}{ }^{n}$ (resp. $\underset{\sim}{G}$ ) denotes the coefficients of $u^{n}$ (resp. $P_{\Pi_{h}} g$ ) with respect to the given basis, so the expressions in Theorem 13.3.7 are easily computed.

The results of this section can be applied directly to the Taylor-Hood methods in Chapter 10 for the Stokes problem. With $V_{h}$ as in (12.4.1) and $\Pi_{h}$ as in (12.4.4), the algorithm (13.3.2) (or equivalently (13.3.1)) converges for the Stokes problem (12.1.6) for all $k \geq 2$ (see exercise 13.x.9).

### 13.4 Application to the Navier-Stokes Equations

We now consider a more complex application of the theory developed in the previous sections, regarding time-stepping schemes for the Navier-Stokes equations. The Navier-Stokes equations for the flow of a viscous, incompressible, Newtonian fluid can be written

$$
\begin{align*}
-\Delta \underset{\sim}{u}+\nabla p & =-R\left(\underset{\sim}{u} \cdot \nabla \underset{\sim}{u}+{\underset{\sim}{u}}_{t}^{u}\right)  \tag{13.4.1}\\
\operatorname{div} \underset{\sim}{u} & =0 .
\end{align*}
$$

in $\Omega \subset \mathbb{R}^{d}$, where $\underset{\sim}{u}$ denotes the fluid velocity and $p$ denotes the pressure. The expression $\underset{\sim}{u} \cdot \nabla \underset{\sim}{v}$ is the vector function whose $i$-th component is $\underset{\sim}{u} \cdot \nabla v_{i}$. These equations describe both two- and three-dimensional flows ( $d=2$ and 3 , respectively); in the case of two dimensions, the flow field is simply independent of the third variable, and the third component of $\underset{\sim}{u}$ is correspondingly zero. These equations must be supplemented by appropriate boundary conditions, such as the Dirichlet boundary conditions, $\underset{\sim}{u}=0$ on $\partial \Omega$.

The parameter $R$ in (13.4.1) is called the Reynolds number. When this is very small, the equations reduce to the Stokes equations studied earlier. Numerical techniques for solving (13.4.1) often involve different issues relating separately to the solution of the Stokes (or Stokes-like) equations and to the discretization of the advection term that $R$ multiplies. We will focus here on particularly simple time-stepping schemes, putting emphasis on the affect this has on the particular form of the corresponding Stokes-like equations. More complex time-stepping schemes yield similar Stokes-like equations. For more information, we refer to the survey of (Glowinski \& Pironneau 1992).

A complete variational formulation of (13.4.1) takes the form

$$
\begin{align*}
a(\underset{\sim}{u}, \underset{\sim}{v})+b(\underset{\sim}{v}, p)+R\left(c(\underset{\sim}{u}, \underset{\sim}{u}, \underset{\sim}{v})+(\underset{\sim}{u}, \underset{\sim}{v})_{{\underset{\sim}{2}}^{2}}\right) & =0 \quad \forall \underset{\sim}{v}
\end{aligned} \in V, \quad \begin{aligned}
b(\underset{\sim}{u}, q) & =0 \quad \forall q \in \Pi, \tag{13.4.2}
\end{align*}
$$

where e.g. $a(\cdot, \cdot)$ and $b(\cdot, \cdot)$ are given in (12.1.4) and (12.1.5), respectively, $(\cdot, \cdot)_{L^{2}}$ denotes the $L^{2}(\Omega)^{d}$-inner-product, and

$$
\begin{equation*}
c(\underset{\sim}{u}, \underset{\sim}{v} \underset{\sim}{w}):=\int_{\Omega}(\underset{\sim}{u} \cdot \nabla \underset{\sim}{v}) \cdot \underset{\sim}{w} d x . \tag{13.4.3}
\end{equation*}
$$

The spaces $V$ and $\Pi$ are the same as for the Stokes equations, as defined in the paragraph following (12.1.5).

One of the simplest time-stepping schemes for the Navier-Stokes equations (13.4.1) is implicit with respect to the linear terms and explicit with respect to the nonlinear terms. Expressed in variational form, it is

$$
\begin{align*}
a\left({\underset{\sim}{u}}^{\ell}, \underset{\sim}{v}\right)+b\left(\underset{\sim}{v}, p^{\ell}\right) & +R c\left({\underset{\sim}{u}}^{\ell-1},{\underset{\sim}{u}}^{\ell-1}, \underset{\sim}{v}\right) \\
& +\frac{R}{\Delta t}\left({\underset{\sim}{u}}^{\ell}-{\underset{\sim}{u}}^{\ell-1}, \underset{\sim}{v}\right)_{{\underset{\sim}{2}}^{2}}=0,  \tag{13.4.4}\\
b\left({\underset{\sim}{u}}^{\ell}, q\right) & =0,
\end{align*}
$$

where, here and below, $\underset{\sim}{v}$ varies over all $V\left(\right.$ or $\left.V_{h}\right)$ and $q$ varies over all $\Pi$ (or $\Pi_{h}$ ) and $\Delta t$ denotes the time-step size. At each time step, one has a problem to solve of the form (13.1.1) for $\left(\underset{\sim}{u}, p^{\ell}\right)$ but with the form $a(\cdot, \cdot)$ more general, namely

$$
\begin{equation*}
\tilde{a}(\underset{\sim}{u}, \underset{\sim}{v}):=a(\underset{\sim}{u}, \underset{\sim}{v})+\tau(\underset{\sim}{u}, \underset{\sim}{v})_{\underset{\sim}{v}} \tag{13.4.5}
\end{equation*}
$$

where the constant $\tau=R / \Delta t$. Numerical experiments will be presented in the next section for such a problem. Note that the linear algebraic problem problem to be solved at each time step is the same.

Equation (13.4.4) may now be written as a problem for $\left(\underset{\sim}{u}, p^{\ell}\right)$ of the form (13.1.1):

$$
\begin{aligned}
\tilde{a}\left({\underset{\sim}{u}}^{\ell}, \underset{\sim}{v}\right)+b\left(\underset{\sim}{v}, p^{\ell}\right) & =-R c\left({\underset{\sim}{u}}^{\ell-1},{\underset{\sim}{u}}^{\ell-1}, \underset{\sim}{v}\right)+\tau\left({\underset{\sim}{u}}^{\ell-1}, \underset{\sim}{v}\right)_{{\underset{\sim}{L}}^{2}}, \\
b\left({\underset{\sim}{u}}^{\ell}, q\right) & =0 .
\end{aligned}
$$

The iterated penalty method (with $r=\rho$ ) for (13.4.4) thus takes the form

$$
\begin{align*}
& \tilde{a}\left(\underset{\sim}{u}{\underset{\sim}{u}}^{\ell, n}, \underset{\sim}{v}\right)+r\left(\operatorname{div} \underset{\sim}{u}{\underset{\sim}{\ell, n}}_{\sim}^{\ell}, \operatorname{div} \underset{\sim}{v}\right)_{L^{2}}=-R c\left({\underset{\sim}{u}}^{\ell-1}, \underset{\sim}{u}{ }^{\ell-1}, \underset{\sim}{v}\right) \\
& +\tau\left(\underset{\sim}{u}{ }^{\ell-1}, \underset{\sim}{v}\right)_{{\underset{\sim}{2}}^{2}}-b\left(\underset{\sim}{v}, p^{\ell, n}\right)  \tag{13.4.6}\\
& p^{\ell, n+1}=p^{\ell, n}-r \operatorname{div}{\underset{\sim}{\underset{\sim}{\ell}}}^{\ell, n} .
\end{align*}
$$

This would be started with, say, $p^{\ell, 0}=0$ and $n=0$, and continued until a stopping criterion, such as in Sect. 13.2, is met. At this point we set ${\underset{\sim}{u}}^{\ell}={\underset{\sim}{u}}^{\ell, n}$ and increment $\ell$, going on to the next time step. For purposes of definiteness, we can set $p^{\ell}=p^{\ell, n}$, but this does not figure in the advancement of the time step.

With the choice $p^{\ell, 0}=0$, (13.4.6) can be written

$$
\begin{align*}
& \tilde{a}\left({\underset{\sim}{u}}_{u^{\ell, n}}^{\underset{\sim}{v}} \underset{\sim}{)}+r\left(\operatorname{div} \underset{\sim}{u},{ }^{\ell, n}, \operatorname{div} \underset{\sim}{v}\right)_{L^{2}}=-R c\left({\underset{\sim}{u}}^{\ell-1},{\underset{\sim}{u}}^{\ell-1}, \underset{\sim}{v}\right)\right. \tag{13.4.7}
\end{align*}
$$

$$
\begin{aligned}
& {\underset{\sim}{w}}^{\ell, n+1}={\underset{\sim}{w}}^{\ell, n}+r{\underset{\sim}{u}}^{\ell, n}
\end{aligned}
$$

where $\underset{\sim}{w}{ }^{\ell, 0}=0$. If for some reason $p^{\ell}=p^{\ell, n}=-\operatorname{div} \underset{\sim}{w}{ }^{\ell, n}$ were desired, it could be computed separately.

A more complex time-stepping scheme could be based on the variational equations

$$
\begin{align*}
a\left({\underset{\sim}{u}}^{\ell}, \underset{\sim}{v}\right)+b\left(\underset{\sim}{v}, p^{\ell}\right) & +R c\left(\underset{\sim}{u}{ }^{\ell-1}, \underset{\sim}{u}, \underset{\sim}{v}\right) \\
& +\frac{R}{\Delta t}\left({\underset{\sim}{u}}^{\ell}-{\underset{\sim}{u}}^{\ell-1}, \underset{\sim}{v}\right)_{{\underset{\sim}{2}}^{2}}=0,  \tag{13.4.8}\\
b\left({\underset{\sim}{u}}^{\ell}, q\right) & =0,
\end{align*}
$$

in which the nonlinear term has been approximated in such a way that the linear algebraic problem changes at each time step. It takes the form (13.1.1) with a form $\tilde{a}(\cdot, \cdot)$ given by

$$
\begin{equation*}
\tilde{a}(\underset{\sim}{u}, \underset{\sim}{v} ; \underset{\sim}{U})=a(\underset{\sim}{u}, \underset{\sim}{v})+\int_{\Omega} \tau \underset{\sim}{u} \cdot \underset{\sim}{v}+\underset{\sim}{U} \cdot \nabla \underset{\sim}{u} \cdot \underset{\sim}{v} d x \tag{13.4.9}
\end{equation*}
$$

where $\underset{\sim}{U}=R \underset{\sim}{u}{ }^{n}$ arises from linearizing the nonlinear term. The iterated penalty method (with $r=\rho$ ) for (13.4.8) takes the form

$$
\begin{align*}
\tilde{a}\left(\underset{\sim}{u}, \stackrel{\ell}{\ell, n}, \underset{\sim}{v} ; R \underset{\sim}{u}{\underset{\sim}{\ell-1}}_{\ell-1}\right)+r\left(\operatorname{div} \underset{\sim}{u}{ }_{\sim}^{\ell, n}, \operatorname{div} \underset{\sim}{v}\right)_{L^{2}} & =\tau(\underset{\sim}{u} \\
& \left.-b\left(\underset{\sim}{v}, p^{\ell, n}\right) \underset{\sim}{v}\right)  \tag{13.4.10}\\
p^{\ell, n+1} & =p^{\ell, n}-r \operatorname{div} \underset{\sim}{u}{\underset{\sim}{u}}^{\ell, n}
\end{align*}
$$

with $p^{\ell, 0}$ initialized in some way and $\underset{\sim}{u^{\ell}}={\underset{\sim}{u}}^{\ell, n}$ for appropriate $n$. If $p^{\ell, 0}=0$, then (13.4.10) becomes

$$
\begin{align*}
& \tilde{a}\left({\underset{\sim}{u}}^{\ell, n}, \underset{\sim}{v} ; R \underset{\sim}{u}{ }^{\ell-1}\right)+r\left(\operatorname{div} \underset{\sim}{u}{ }^{\ell, n}, \operatorname{div} \underset{\sim}{v}\right) L_{L^{2}}=\tau\left({\underset{\sim}{u}}^{\ell-1}, \underset{\sim}{v}{\underset{\sim}{L^{2}}}\right. \\
& +\left(\operatorname{div} \underset{\sim}{v}, \operatorname{div} \underset{\sim}{\underset{\sim}{w}}{ }^{\ell, n}\right)_{L^{2}}  \tag{13.4.11}\\
& {\underset{\sim}{w}}^{\ell, n+1}={\underset{\sim}{w}}^{\ell, n}+r{\underset{\sim}{u}}^{\ell, n}
\end{align*}
$$

where ${\underset{\sim}{w}}^{\ell, 0}=0$.
Even though the addition of the $\underset{\sim}{U}$ term makes it non-symmetric, $\tilde{a}(\cdot, \cdot)$ will be coercive for $\tau$ sufficiently large (i.e., for $\Delta t$ sufficiently small, cf. the proof of Gårding's inequality, Theorem 5.6.8), as we now assume:

$$
\begin{equation*}
\alpha\|\underset{\sim}{v}\|_{V}^{2} \leq \tilde{a}(\underset{\sim}{v}, \underset{\sim}{v}) \quad \forall \underset{\sim}{v} \in V \tag{13.4.12}
\end{equation*}
$$

for $\alpha>0$. Of course, $a(\cdot, \cdot)$ is continuous:

$$
\begin{equation*}
\tilde{a}(\underset{\sim}{v}, \underset{\sim}{w}) \leq C_{a}\|\underset{\sim}{v}\|_{V}\|\underset{\sim}{w}\|_{V} \quad \forall \underset{\sim}{v}, \underset{\sim}{w} \in V \tag{13.4.13}
\end{equation*}
$$

but now $C_{a}$ depends on $\tau$ and $\underset{\sim}{U}$. Applying the theory in Sect. 13.1, we prove the following.
(13.4.14) Theorem. Let $V_{h}$ and $\Pi_{h}$ be as in Theorem 12.6.13. Suppose that (13.4.12) and (13.4.13) hold. Then the algorithms (13.4.6) (or 13.4.7) and (13.4.10) (or 13.4.11) converge geometrically for $r$ sufficiently large. The error can be estimated by

$$
\left\|p^{\ell, n}-p^{\ell}\right\|_{L^{2}(\Omega)}+\left\|{\underset{\sim}{u}}^{\ell, n}-{\underset{\sim}{u}}^{\ell}\right\|_{H^{1}(\Omega)^{2}} \leq C\left\|\operatorname{div}{\underset{\sim}{u}}^{\ell, n}\right\|_{L^{2}(\Omega)} .
$$

(13.4.15) Remark. If the constant $\tau$ in (13.4.9) is very large, then the ratio $C_{a} / \alpha$ will be as well (more precisely, $C_{a}$ will be comparable to $\tau$ for $\tau$ large, while $\alpha$ will stay fixed). Computational experience (Bagheri, Scott \& Zhang, 1994) indicates that it is necessary to take $r$ comparable to $\tau$ for large $\tau$, whereas the estimate in Theorem 13.1.19 suggests that it might be necessary to take $r$ much larger. It is unclear whether the constant in (13.1.16) is sharp with regard to the dependence on $C_{a} / \alpha$.

We will leave the formulation of algorithms and convergence results regarding other discretizations as exercises. In particular, we formulate the use of augmented Lagrangian methods for the Taylor-Hood spaces as exercises 13.x. 10 and 13.x.11.

### 13.5 Computational Examples

We give here the results of some computational experiments which indicate the performance of the iterated penalty method. In keeping with the results described at the end of Sect. 12.6, we consider $V_{h}$ as defined in Theorem 12.4.5 for $k=4$ and 6 . We pick a problem for which the solution is nontrivial yet can be computed by independent means, namely, Jeffrey-Hamel flow in a converging duct (Bagheri, Scott \& Zhang, 1994). This similarity solution is of the form

$$
\begin{equation*}
\underset{\sim}{u}(x, y):=\frac{u(\operatorname{atan}(y / x))}{x^{2}+y^{2}} \underset{\sim}{x}, \quad \underset{\sim}{x}=(x, y) \in \Omega \tag{13.5.1}
\end{equation*}
$$

where the (scaled) radial velocity $u$ satisfies

$$
\begin{equation*}
u^{\prime \prime}+4 u+u^{2}=C_{\mathrm{JH}}, \quad u(0)=u(\theta)=0 \tag{13.5.2}
\end{equation*}
$$

where differentiation is with respect to the polar angle $\phi$ and $\theta$ is the angle of convergence of the channel. We have taken $\Omega$ to be the segment of the wedge depicted in Fig. 13.1, namely the quadrilateral with vertices
$\{(1,0),(2,0),(1,1),(2,2)\}$, and we have used (13.5.1) to provide Dirichlet boundary conditions on all of $\partial \Omega$. Fig. 13.1 shows the velocity field for Jeffrey-Hamel flow in $\Omega$ with $C_{\mathrm{JH}}=10^{4}$ (normalizing by the maximum velocity yields a Reynolds number of approximately 600). Depicted is the velocity field calculated with two different meshes and with $k=4$ on the finer mesh and $k=6$ on the coarser mesh. These yield an error in $L^{2}(\Omega)$ norm of less than 0.028 (resp. 0.038) times $\|u\|_{L^{2}(\Omega)}$ for $k=4$ (resp. $k=6$ ).


Fig. 13.1. Jeffrey-Hamel flow computed using fourth- and sixth-degree piecewise polynomials

The equations (13.4.1) were approximated by the time-stepping scheme (13.4.4) (Bagheri, Scott \& Zhang, 1994) which involves solving, at each time step, a problem of the form (13.1.1) with $\tilde{a}(\cdot, \cdot)$ as in (13.4.5) with $\tau=10^{5}$. Note that the maximum velocity $\|\underset{\sim}{u}\|_{L^{\infty}(\Omega)^{2}}$ is approximately 600 in these calculations, and this may be taken as a good measure of the Reynolds number. If the equations were scaled so that the maximum velocity were unity, then the corresponding time-step would be increased by a factor of approximately 600 , and $\tau$ would be decreased to less than 200 . However, the coercivity constant $\alpha$ would be correspondingly decreased, with the ratio $\tau / \alpha$ being invariant.

We are particularly interested in the number of penalty iterations
needed to reduce $\left\|\mathcal{D}{\underset{\sim}{u}}^{n}\right\|_{a} /\left\|\underset{\sim}{u}{ }^{n}\right\|_{a}$ to be, say, less than $10^{-10}$, for different values of the penalty parameter $r=\rho$ (these are taken equal for simplicity). Typically, the number of penalty iterations was the same for each time step, after the initial step. Table 13.1 indicates the results by giving this "typical" number of penalty iterations for each case.

Table 13.1. Typical number of penalty iterations per solution of (13.1.1), with $r=\rho$, needed to make $\left\|\operatorname{div}{\underset{\sim}{u}}^{n}\right\|_{a} /\left\|{\underset{\sim}{u}}^{n}\right\|_{a}<10^{-10}$.

|  | $r=10^{4}$ | $r=10^{5}$ | $r=10^{6}$ | $r=10^{7}$ |
| :---: | :---: | :---: | :---: | :---: |
| $k=4$ | 46 | 6 | 5 | 4 |
| $k=6$ | 51 | 11 | 6 | 4 |

In view of the estimate for the pressure error in Theorem 13.2.2, we are also interested in the number of penalty iterations needed to reduce $\left\|\operatorname{div} \underset{\sim}{u}{ }^{n}\right\|_{a} /\left\|\underset{\sim}{\underset{\sim}{x}}{ }^{n}\right\|_{a}$ to be less than a fixed parameter times $r$ for different values of $r$. Again, the number of penalty iterations was the same for each time step, after the initial step. Table 13.2 indicates the results by giving this "typical" number of penalty iterations for each case.

Table 13.2. Typical number of penalty iterations per solution of (13.1.1), with $r=\rho$, needed to make $\left\|\operatorname{div}{\underset{\sim}{u}}^{n}\right\|_{a} /\left\|{\underset{\sim}{u}}^{n}\right\|_{a}<10^{-5} / r$.

|  | $r=10^{4}$ | $r=10^{5}$ | $r=10^{6}$ | $r=10^{7}$ | $r=10^{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $k=4$ | 38 | 6 | 6 | 5 | 4 |
| $k=6$ | 43 | 11 | 6 | 5 | 4 |

In both experiments, note that the higher-degree approximation can require a larger number of iterations. This is consistent with the fact that $\beta$ decreases as $k$ increases (Jensen \& Vogelius 1990) since Theorem 13.1.19 predicts a convergence rate proportional to $\beta^{2}$. In view of Theorem 13.2.2, it might be appropriate to require $\left\|\operatorname{div}{\underset{\sim}{u}}^{n}\right\|_{a} /\left\|{\underset{\sim}{u}}^{n}\right\|_{a}$ to be even smaller for larger $k$ (to guarantee the same accuracy), leading possibly to a slightly larger number of iterations.

The main conclusion to be drawn from the experiments is that the iterated penalty method is extremely robust and efficient, for $r=\rho$ sufficiently large.
(13.5.3) Remark. We note the strong similarity, for large $\tau$, between the form $\tilde{a}(\cdot, \cdot)$ defined in (13.4.5) and $\tau a(\cdot, \cdot)$ where $a(\cdot, \cdot)$ is the form defined in (12.1.8) for $\left(a_{i j}\right)$ (and hence $\underset{\tilde{\sim}}{A}$ ) being the identity matrix. Thus, we can expect convergence properties $\widetilde{\text { for }}$ the iterated penalty method applied to the problem (12.1.8-12.1.9) similar to the experiments described here.

## 13.x Exercises

13.x. 1 Prove that $\left\|\mathcal{D} e^{n}\right\|_{\Pi} \leq C \gamma^{n}$ for some $C<\infty$ and $0<\gamma<1$ implies $e^{n} \rightarrow 0$ using (13.1.10). (Hint: pick $v=e^{n+1}-e^{n}$ in (13.1.10) and show that $\left\{e^{n}\right\}$ is a Cauchy sequence in $V$.)
13.x. 2 Prove that the iterated penalty method (13.1.4), for suitable $\rho$, converges geometrically even with $r=0$ in the case $a(\cdot, \cdot)$ is symmetric. (Hint: show that for suitable $\rho$, there is a $\gamma<1$ such that

$$
|a(u, v)-\rho(\mathcal{D} u, \mathcal{D} v)|^{2} \leq \gamma a(u, u) a(v, v)
$$

See Appendix III of (Glowinski 1984).)
13.x. 3 Suppose $\mathcal{T}^{h}$ satisfies the conditions of Theorem 12.6.13. For $\underset{\sim}{V}{ }_{h}$ as in (12.4.1) with $k \geq 4$, prove that the iteration (13.1.4) with $r=\rho$ sufficiently large converges to the solution of the mixed formulation of the Stokes equations, cf. (12.1.6). Show that the linear system that needs to be solved in (13.1.4) is symmetric, positive definite. Describe stopping criteria for the iteration and give error estimates.
13.x. 4 Suppose $\mathcal{T}^{h}$ satisfies the conditions of Theorem 12.6.13. For $\underset{\sim}{V_{h}}=$ $V_{h}^{k} \times V_{h}^{k}$ with $k \geq 4$, prove that the iteration (13.1.4) with $r=\tilde{\rho}$ sufficiently large converges to the solution of the mixed formulation of the scalar elliptic problem, cf. (12.1.9). Show that the linear system that needs to be solved in (13.1.4) is symmetric, positive definite. Describe stopping criteria for the iteration and give error estimates.
13.x. 5 Prove that (12.5.7) implies $P_{\Pi_{h}}(\mathcal{D} L p)=p$ for any $p \in \Pi_{h}$. (Hint: recall that $\left.b(v, q)=(\mathcal{D} v, q)_{\Pi}.\right)$
13.x. 6 Prove that $z \in Z_{h}$ is equivalent to $P_{\Pi_{h}}(\mathcal{D} z)=0$. (Hint: recall that $\left.b(v, q)=(\mathcal{D} v, q)_{\Pi}.\right)$
13.x. 7 Prove that (13.3.1) and (13.3.2) are equivalent. (Hint: let $W$ denote the coefficients of $v$ with respect to the given basis of $V_{h}$ and show that $W^{t} B^{t} B U^{n}=b\left(u^{n}, P_{\Pi_{h}} \mathcal{D} v\right)$.)
13.x. 8 Prove that the augmented Lagrangian method (13.3.1), for suitable $\rho$, converges geometrically even with $r=0$ in the case $a(\cdot, \cdot)$ is symmetric. (Hint: show that for suitable $\rho$, there is a $\gamma<1$ such that

$$
\left|a(u, v)-\rho\left(P_{\Pi_{h}} \mathcal{D} u, P_{\Pi_{h}} \mathcal{D} v\right)\right|^{2} \leq \gamma a(u, u) a(v, v)
$$

as in 13.x.2.)
13.x. 9 Let ${\underset{\sim}{V}}_{h}$ be as in (12.4.1) and $\Pi_{h}$ as in (12.4.4), for $k \geq 2$. Prove that the algorithm (13.3.2) (or equivalently (13.3.1)) converges to the solution of the mixed formulation of the Stokes equations, cf. (12.1.6). Show that the linear system that needs to be solved in (13.1.4) is symmetric, positive definite.
13.x. 10 Formulate the augmented Lagrangian method for solving the equations associated with the Taylor-Hood discretization (see Theorem 12.6.6) of the time-stepping scheme (13.4.4). State and prove the corresponding convergence result.
13.x. 11 Formulate the augmented Lagrangian method for solving the equations associated with the Taylor-Hood discretization (see Theorem 12.6.6) of the time-stepping scheme (13.4.8). State and prove the corresponding convergence result.

## Chapter 14

## Applications of Operator-Interpolation Theory

Interpolation spaces are useful technical tools. They allow one to bridge between known results, yielding new results that could not be obtained directly. They also provide a concept of fractional-order derivatives, extending the definition of the Sobolev spaces used so far. Such extensions allow one to measure more precisely, for example, the regularity of solutions to elliptic boundary value problems.

There are several ways to define interpolation spaces, and hence several (not necessarily equivalent) definitions of fractional order Sobolev spaces. Two of these are the "real" and "complex" methods. For the special case of Hilbert spaces, there is also a technique based on fractional powers of an operator. Finally, for Sobolev spaces, there are intrinsic norms that can be defined. For $s$ a real number in the interval $(0,1)$, for $1 \leq p<\infty$ and for $k$ a non-negative integer, we define

$$
\begin{equation*}
\|u\|_{W_{p}^{k+s}(\Omega)}^{p}:=\|u\|_{W_{p}^{k}(\Omega)}^{p}+\sum_{|\alpha|=k} \int_{\Omega} \int_{\Omega} \frac{\left|u^{(\alpha)}(x)-u^{(\alpha)}(y)\right|^{p}}{|x-y|^{n+s p}} d x d y \tag{14.0.1}
\end{equation*}
$$

Furthermore, in the case of special domains (e.g. $\left.\mathbb{R}^{n}\right)$ it is possible to give alternate characterizations of Sobolev norms using the Fourier transform (Adams 1975).

It is known (Adams 1975) that the real and complex methods of interpolation yield different spaces when applied to the Sobolev spaces with $p \neq 2$. Some of the possible relationships are discussed in (Bergh \& Löfstrom 1976).

### 14.1 The Real Method of Interpolation

Given two Banach spaces, $B_{0}$ and $B_{1}$, we will define Banach spaces that "interpolate" between them. For simplicity, we will make the assumption that $B_{1} \subset B_{0}$. For example, one can think of $B_{0}=W_{p}^{k}(\Omega)$ and $B_{1}=$ $W_{p}^{m}(\Omega)$ where $k \leq m$. For any $u \in B_{0}$ and $t>0$, define

$$
K(t, u):=\inf _{v \in B_{1}}\left(\|u-v\|_{B_{0}}+t\|v\|_{B_{1}}\right) .
$$

In a sense, $K$ measures how well $u$ can be approximated by $B_{1}$ with a penalty factor $t$ times the $B_{1}$-norm of the approximant.

Some simple behavior for $K(t, u)$ can be deduced immediately. For $u \in B_{1}$, we conclude that $K(t, u) \leq t\|u\|_{B_{1}}$ by choosing $v=u$. On the other hand, $K(t, u) \leq\|u\|_{B_{0}}$ by choosing $v=0$. For $0<\theta<1$ and $1 \leq p<\infty$, define a norm

$$
\begin{equation*}
\|u\|_{\left[B_{0}, B_{1}\right]_{\theta, p}}:=\left(\int_{0}^{\infty} t^{-\theta p} K(t, u)^{p} \frac{d t}{t}\right)^{1 / p} \tag{14.1.1}
\end{equation*}
$$

When $p=\infty$, we define

$$
\|u\|_{\left[B_{0}, B_{1}\right]_{\theta, \infty}}:=\sup _{0<t<\infty} t^{-\theta} K(t, u) .
$$

The set

$$
\left[B_{0}, B_{1}\right]_{\theta, p}=B_{\theta, p}:=\left\{u \in B_{0}:\|u\|_{\left[B_{0}, B_{1}\right]_{\theta, p}}<\infty\right\}
$$

forms a Banach space with norm (14.1.1) (Bergh \& Löfstrom 1976).
Some simple properties can be deduced immediately from the definition. First, suppose that $A_{i}$ and $B_{i}$ are two pairs of Banach spaces as above, and that $B_{i} \subset A_{i}(i=0,1)$. Then $B_{\theta, p} \subset A_{\theta, p}$ (see exercise 14.x.1). An application of this is the following. Let $\Omega \subset \tilde{\Omega}$. Then

$$
\begin{equation*}
\left[W_{p}^{k}(\tilde{\Omega}), W_{p}^{m}(\tilde{\Omega})\right]_{\theta, p} \subset\left[W_{p}^{k}(\Omega), W_{p}^{m}(\Omega)\right]_{\theta, p} \tag{14.1.2}
\end{equation*}
$$

together with the corresponding norm inequality (see exercise 14.x.2).
The interpolation spaces form a "scale" because of our simplifying assumption that $B_{1} \subset B_{0}$ : we always have $B_{1} \subset B_{\theta, p} \subset B_{0}$ (cf. exercise 14.x.4). The second of these inclusions follows in part from the estimate (cf. exercise 14.x.3)

$$
\begin{equation*}
K(t, u) \leq C_{\theta, p} t^{\theta}\|u\|_{B_{\theta, p}} \tag{14.1.3}
\end{equation*}
$$

This can be interpreted as saying that $u \in B_{\theta, p}$ implies that $u$ can be approximated to order $t^{\theta}$ in $B_{0}$. In fact, if $p<\infty$, then $u \in B_{\theta, p}$ implies (exercise 14.x.5) that

$$
\begin{equation*}
K(t, u)=o\left(t^{\theta}\right) \tag{14.1.4}
\end{equation*}
$$

An application of this more-refined approximation estimate will be given in the section on finite element applications.

One immediate consequence of (14.1.3) is that $B_{\theta, p} \subset B_{\theta, \infty}$ for all $1 \leq p \leq \infty$. Further, it is known (Bergh \& Löfstrom 1976) that $B_{\theta, 1} \subset B_{\theta, p}$ for all $1 \leq p \leq \infty$. If $\theta_{1} \leq \theta_{2}$ then $B_{\theta_{2}, p} \subset B_{\theta_{1}, p}$ for all $1 \leq p \leq \infty$, and if $p \leq q$ then $B_{\theta, p} \subset B_{\theta, q}$ for all $0<\theta<1$ (Bergh \& Löfstrom 1976).

The key result of interpolation theory concerns operators on Banach spaces.
(14.1.5) Proposition. Suppose that $A_{i}$ and $B_{i}$ are two pairs of Banach spaces as above, and that $T$ is a linear operator that maps $A_{i}$ to $B_{i}(i=0,1)$. Then $T$ maps $A_{\theta, p}$ to $B_{\theta, p}$. Moreover,

$$
\begin{equation*}
\|T\|_{A_{\theta, p} \rightarrow B_{\theta, p}} \leq\|T\|_{A_{0} \rightarrow B_{0}}^{1-\theta}\|T\|_{A_{1} \rightarrow B_{1}}^{\theta} \tag{14.1.6}
\end{equation*}
$$

Proof. Let $M_{i}:=\|T\|_{A_{i} \rightarrow B_{i}}$. For any $v \in A_{1}$,

$$
\begin{aligned}
K_{B}(t, T u) & \leq\|T u-T v\|_{B_{0}}+t\|T v\|_{B_{1}} \\
& \leq M_{0}\|u-v\|_{A_{0}}+t M_{1}\|v\|_{A_{1}} .
\end{aligned}
$$

Taking the infimum over $v \in A_{1}$, we find

$$
K_{B}(t, T u) \leq M_{0} K_{A}\left(t M_{1} / M_{0}, u\right)
$$

Integrate this and make the change of variables $s=t M_{1} / M_{0}$ in the integral on the right-hand side of the inequality.

There are two additional results regarding the real method of interpolation that we require but will not prove. For proofs, see (Bergh \& Löfstrom 1976). The first, called the "reiteration" theorem, says that

$$
\begin{equation*}
\left[\left[B_{0}, B_{1}\right]_{\theta_{0}, p_{0}},\left[B_{0}, B_{1}\right]_{\theta_{1}, p_{1}}\right]_{\lambda, q}=\left[B_{0}, B_{1}\right]_{(1-\lambda) \theta_{0}+\lambda \theta_{1}, q} \tag{14.1.7}
\end{equation*}
$$

for any $0 \leq \theta_{0}<\theta_{1} \leq 1,1 \leq p_{0}, p_{1}, q \leq \infty$ and $0<\lambda<1$. The second relates to dual spaces. Let us assume that $B_{1}$ is dense in $B_{0}$. Then

$$
\begin{equation*}
\left[B_{0}, B_{1}\right]_{\theta, p}^{\prime}=\left[B_{1}^{\prime}, B_{0}^{\prime}\right]_{1-\theta, p^{\prime}} \tag{14.1.8}
\end{equation*}
$$

for any $0<\theta<1$ and $1 \leq p<\infty$, where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Applications of these results will be given in the next section with regard to negative-index Sobolev spaces.

Finally, we note that the restriction $B_{1} \subset B_{0}$ is unnecessary. In general, it is only necessary that sums $v_{0}+v_{1}$ be well defined for $v_{i} \in B_{i}$. It then holds that $\left[B_{0}, B_{1}\right]_{\theta, p}=\left[B_{1}, B_{0}\right]_{1-\theta, p}$. Thus, the duality theorem can be written $\left[B_{0}, B_{1}\right]_{\theta, p}^{\prime}=\left[B_{0}^{\prime}, B_{1}^{\prime}\right]_{\theta, p^{\prime}}$.

### 14.2 Real Interpolation of Sobolev Spaces

The most basic interpolation result, the Riesz convexity theorem, relates Lebesgue spaces. In our setting, this is just the result that

$$
\begin{equation*}
L^{p}(\Omega)=\left[L^{1}(\Omega), L^{\infty}(\Omega)\right]_{1-\frac{1}{p}, p} \quad \forall 1<p<\infty \tag{14.2.1}
\end{equation*}
$$

(cf. Bergh \& Löfstrom 1976 and Stein \& Weiss 1971). This also extends to the Sobolev spaces:

$$
\begin{equation*}
W_{p}^{k}(\Omega)=\left[W_{1}^{k}(\Omega), W_{\infty}^{k}(\Omega)\right]_{1-\frac{1}{p}, p} \quad \forall 1<p<\infty \tag{14.2.2}
\end{equation*}
$$

with equivalent norms, cf. (DeVore \& Scherer 1979). So far, we have only interpolated in the $p$ variable, with $k$ fixed. Now we consider keeping $p$ fixed and varying $k$.

Another possible definition of fractional-order Sobolev space is given by interpolation. We will prove the following result which shows their equivalence.
(14.2.3) Theorem. Let $0<s<1$. If $\Omega$ has a Lipschitz boundary, then

$$
W_{p}^{k+s}(\Omega)=\left[W_{p}^{k}(\Omega), W_{p}^{k+1}(\Omega)\right]_{s, p}
$$

and the norms are equivalent.
Proof. When $\Omega=\mathbb{R}^{n}$, it is known that the two definitions yield identical spaces and equivalent norms. For example, this is proved in (Adams 1975) using an interpolation method (method of traces) that is equivalent (Bergh \& Löfstrom 1976) to the " $K$ " method described earlier. Also see Theorem 6.4.5, item (4), together with exercise 7 of Chapter 6, in (Bergh \& Löfstrom 1976).

From the extension result (1.4.5) of Stein mentioned earlier, we know that there is an operator $E_{S}: W_{p}^{k}(\Omega) \longrightarrow W_{p}^{k}\left(\mathbb{R}^{n}\right)$ for all $k$. Interpolating this operator, we find

$$
\begin{array}{rlr}
\|u\|_{W_{p}^{k+s}(\Omega)} & =\left\|E_{S} u\right\|_{W_{p}^{k+s}(\Omega)} \\
& \leq\left\|E_{S} u\right\|_{W_{p}^{k+s}\left(\mathbb{R}^{n}\right)} & \text { (by 14.0.1) } \\
& \leq C\left\|E_{S} u\right\|_{\left[W_{p}^{k}\left(\mathbb{R}^{n}\right), W_{p}^{k+1}\left(\mathbb{R}^{n}\right)\right]_{s, p}} & \text { (using the } \mathbb{R}^{n} \text { case) } \\
& \leq C\|u\|_{\left[W_{p}^{k}(\Omega), W_{p}^{k+1}(\Omega)\right]_{s, p}} & \text { (by 14.1.5). } \tag{by14.1.5}
\end{array}
$$

Note that it is important to know that the operator $E_{S}$ is defined for both $W_{p}^{k}(\Omega)$ and $W_{p}^{k+1}(\Omega)$ in this argument, otherwise operator interpolation would not be applicable.

Conversely, in (Grisvard 1985), it is stated that there exists an extension operator, $E_{G}$, that maps $W_{p}^{k+s}(\Omega)$ to $W_{p}^{k+s}\left(\mathbb{R}^{n}\right)$ such that $\left.E_{G} u\right|_{\Omega}=u$, provided that $\Omega$ is a Lipschitz domain, where, the definition of fractionalorder Sobolev norm is as given in (14.0.1). See (DeVore \& Sharpley 1993) for a proof. Then

$$
\begin{array}{rlr}
\|u\|_{\left[W_{p}^{k}(\Omega), W_{p}^{k+1}(\Omega)\right]_{s, p}} & =\left\|E_{G} u\right\|_{\left[W_{p}^{k}(\Omega), W_{p}^{k+1}(\Omega)\right]_{s, p}} & \\
& \leq\left\|E_{G} u\right\|_{\left[W_{p}^{k}\left(\mathbb{R}^{n}\right), W_{p}^{k+1}\left(\mathbb{R}^{n}\right)\right]_{s, p}} \text { (by 14.1.2 \& 14.x.2) } \\
& \leq C\left\|E_{G} u\right\|_{W_{p}^{k+s}\left(\mathbb{R}^{n}\right)} \quad \text { (using the } \mathbb{R}^{n} \text { case) } \\
& \leq C\|u\|_{W_{p}^{k+s}(\Omega) .} \quad
\end{array}
$$

Note that we can allow $E_{G}$ to depend on $s$. Thus, we conclude that the intrinsic norm (14.0.1) is equivalent to the one obtained by real interpolation in the case of a Lipschitz domain.

For more complex domains, it is not clear that the spaces considered in Theorem 14.2.3 would necessarily be equivalent.

The spaces $W_{p}^{k+1}(\Omega)$ and $\left[W_{p}^{k}(\Omega), W_{p}^{k+2}(\Omega)\right]_{\frac{1}{2}, p}$ are not the same, unless $p=2$, although they are known (Bergh \& Löfstrom 1976) to be very close, in that

$$
\left[W_{p}^{k}(\Omega), W_{p}^{k+2}(\Omega)\right]_{\frac{1}{2}, 1} \subset W_{p}^{k+1}(\Omega) \subset\left[W_{p}^{k}(\Omega), W_{p}^{k+2}(\Omega)\right]_{\frac{1}{2}, \infty}
$$

However, the proof of Theorem 14.2.3 also shows that

$$
\begin{equation*}
\left[W_{p}^{m}(\Omega), W_{p}^{k}(\Omega)\right]_{\theta, p}=W_{p}^{(1-\theta) m+\theta k}(\Omega) \tag{14.2.4}
\end{equation*}
$$

provided that $(1-\theta) m+\theta k$ is not an integer. Moreover, the reiteration theorem (14.1.7) allows us to conclude that (14.2.4) holds even if $m$ and $k$ are not integers.

We can define Sobolev spaces for negative, fractional indices by duality as was done in the integer case, that is, $W_{p}^{-s}(\Omega):=W_{p^{\prime}}^{s}(\Omega)^{\prime}$. The duality theorem (14.1.8) allows us to conclude that (14.2.4) holds as well for negative indices.

We emphasize that the relation (14.2.4) does hold without restriction when $p=2$, that is

$$
\begin{equation*}
\left[H^{m}(\Omega), H^{k}(\Omega)\right]_{\theta, 2}=H^{(1-\theta) m+\theta k}(\Omega) \tag{14.2.5}
\end{equation*}
$$

The proof of Theorem 14.2.3 demonstrates this, once we know the result is true for the case $\Omega=\mathbb{R}^{n}$. The latter can be shown by using another, equivalent definition of the $H^{s}\left(\mathbb{R}^{n}\right)$ norm, namely

$$
\begin{equation*}
\|u\|_{H_{F}^{s}\left(\mathbb{R}^{n}\right)}:=\left(\int_{\mathbb{R}^{n}}\left(1+|\xi|^{2}\right)^{s}|\widehat{u}|^{2} d \xi\right)^{1 / 2} \tag{14.2.6}
\end{equation*}
$$

where $\widehat{u}$ denotes the Fourier transform of $u$. Using this as an intermediary (cf. exercises 14.x. 6 and 14.x.7), one completes the equivalence.

Finally, we observe that (14.2.5) actually holds without the assumption that $m$ and $k$ have the same sign. To begin with

$$
\left[H^{-k}(\Omega), H^{k}(\Omega)\right]_{1 / 2,2}=L^{2}(\Omega)=H^{0}(\Omega)
$$

(cf. Bergh \& Löfstrom 1976). Using the reiteration theorem (14.1.7), the following is obtained.
(14.2.7) Theorem. If $\Omega$ has a Lipschitz boundary, then (14.2.5) holds for arbitrary real numbers $m$ and $k$, and the norms are equivalent.

### 14.3 Finite Element Convergence Estimates

Consider a situation in which the solutions $u \in H^{m}(\Omega)$ and $u_{h} \in V_{h}$ to a variational problem and its approximation satisfy (cf. Cea's Theorem 2.8.1)

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{H^{m}(\Omega)} \leq c_{0} \inf _{v \in V_{h}}\|u-v\|_{H^{m}(\Omega)} \tag{14.3.1}
\end{equation*}
$$

Provided there is an interpolant $\mathcal{I}^{h} u \in V_{h}$ (as in Theorem 4.4.20) such that

$$
\left\|u-\mathcal{I}^{h} u\right\|_{H^{m}(\Omega)} \leq C h^{k-m}\|u\|_{H^{k}(\Omega)}
$$

and $u$ is sufficiently smooth, this implies

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{H^{m}(\Omega)} \leq c_{1} h^{k-m}\|u\|_{H^{k}(\Omega)} . \tag{14.3.2}
\end{equation*}
$$

However, if $u$ is less smooth, say such that $\mathcal{I}^{h} u$ is not well defined, we might not be able to conclude anything. For example, the standard Hermite cubic interpolant is not defined on functions in $H^{2}(\Omega)$ in two dimensions, yet the above holds for $m=1$ and $k=4$. The Argyris element gives rise to an example with $m=2$ and $k \geq 6$, yet its standard nodal interpolant is undefined on $H^{3}(\Omega)$. Since the data of the problem may not guarantee a smooth solution, these restrictions can be a serious concern. However, we can use Banach-space interpolation to extend (14.3.2) to apply for values of $k$ unrelated to a given interpolant. (Alternatively, the techniques in Section 4.8 could also be used.)
(14.3.3) Theorem. Suppose that (14.3.1) holds for any $u \in H^{m}(\Omega)$ and (14.3.2) holds for any $u \in H^{k}(\Omega)$. Let $m<s<k$. Then for any $u \in H^{s}(\Omega)$,

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{H^{m}(\Omega)} \leq C h^{s-m}\|u\|_{H^{s}(\Omega)} . \tag{14.3.4}
\end{equation*}
$$

Proof. Let us define an operator, $T$, that maps $u$ to the error $u-u_{h}$, that is,

$$
T u:=u-u_{h} .
$$

Estimate (14.3.2) implies that $T$ maps $H^{k}(\Omega)$ to $H^{m}(\Omega)$, with

$$
\|T\|_{H^{k}(\Omega) \rightarrow H^{m}(\Omega)} \leq c_{1} h^{k-m}
$$

In addition, (14.3.1) implies (take $v=0$ )

$$
\|T\|_{H^{m}(\Omega) \rightarrow H^{m}(\Omega)} \leq c_{0} .
$$

Thus, we have the setting of Banach-space interpolation: $A_{0}=H^{m}(\Omega)$, $A_{1}=H^{k}(\Omega)$, and $B_{0}=B_{1}=H^{m}(\Omega)$. We conclude that

$$
\|T\|_{H^{s}(\Omega) \rightarrow H^{m}(\Omega)} \leq C h^{s-m}
$$

for any $m<s<k$. This is equivalent to (14.3.4).
Note that we have assumed in this result that (14.3.1) holds for any $u \in H^{m}(\Omega)$ and (14.3.2) holds for any $u \in H^{k}(\Omega)$. This is true, for example, when solving a Neumann problem with a bilinear form that is coercive on all of $H^{1}(\Omega)$. In that case, the variational space $V=H^{1}(\Omega)$. For Dirichlet problems, a result similar to Theorem 14.3 .3 would be more complex, since it would require interpolation between spaces that satisfy boundary conditions (Lions \& Magenes 1972, Grisvard 1985).

It is important to know that the constant, $C$, in (14.3.4) does not depend on $h$ or $V_{h}$ in any way. A key to this is the fact that the constant in inequality (14.1.6) is equal to one. However, there is an additional technicality regarding the constants involved. Proposition 14.1.5 implies that

$$
\|T\|_{\left[H^{m}(\Omega), H^{k}(\Omega)\right]_{\theta, 2} \rightarrow H^{m}(\Omega)} \leq c_{0}^{1-\theta} c_{1}^{\theta} h^{s-m}, \quad s=m+\theta(k-m) .
$$

Of course, $\left[H^{m}(\Omega), H^{k}(\Omega)\right]_{\theta, 2}=H^{s}(\Omega)=W_{2}^{s}(\Omega)$, but if the norm of the latter is given by (14.0.1), the norm of $\left[H^{m}(\Omega), H^{k}(\Omega)\right]_{\theta, 2}$ will not be identical, only equivalent. Thus, the constant, $C$, in (14.3.4) depends on the constant in the equivalence of norms in Theorem 14.2.3. How this constant depends on $k, s, p$ and $\Omega$ is beyond the scope of this book. However, it is easy to see that $C$ in (14.3.4) can be taken to be a continuous function of $s$ in the open interval $m<s<k$.

Estimates such as (14.3.2), which relate to the order of approximation of piecewise polynomial spaces, are sharp, that is $\left\|u-\mathcal{I}^{h} u\right\|_{H^{m}(\Omega)}$ would not in general go to zero faster than $\mathcal{O}\left(h^{k-m}\right)$, as can be seen by applying the interpolant to a polynomial of higher order. However, when the function $u$ being approximated is less smooth, the degree of smoothness no longer determines the order of approximation so precisely (Scott 1977b).
(14.3.5) Theorem. Suppose that (14.3.1) holds for any $u \in H^{m}(\Omega)$ and (14.3.2) holds for any $u \in H^{k}(\Omega)$. Let $m<s<k$. Then for any $u \in H^{s}(\Omega)$,

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{H^{m}(\Omega)}=o\left(h^{s-m}\right) \tag{14.3.6}
\end{equation*}
$$

Proof. Recall the definition of $T$ in the proof of Theorem 14.3.3. For any $v \in H^{k}(\Omega)$,

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{H^{m}(\Omega)} & =\|T u\|_{H^{m}(\Omega)} \\
& \leq\|T u-T v\|_{H^{m}(\Omega)}+\|T v\|_{H^{m}(\Omega)} \\
& \leq c_{0}\|u-v\|_{H^{m}(\Omega)}+c_{1} h^{k-m}\|v\|_{H^{k}(\Omega)}
\end{aligned}
$$

Taking the infimum over all $v \in H^{k}(\Omega)$, we find

$$
\left\|u-u_{h}\right\|_{H^{m}(\Omega)} \leq c_{0} K\left(\left(c_{1} / c_{0}\right) h^{k-m}, u\right)
$$

Applying (14.1.4), we conclude that (14.3.6) holds.
Such techniques are not restricted to the Hilbert spaces. In Chapter 8, estimates of the form

$$
\begin{equation*}
\left\|u_{h}\right\|_{W_{p}^{1}(\Omega)} \leq C\|u\|_{W_{p}^{1}(\Omega)} \tag{14.3.7}
\end{equation*}
$$

are proved for $p \neq 2$. From this it follows that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{W_{p}^{1}(\Omega)} \leq C h^{k-1}\|u\|_{W_{p}^{k}(\Omega)} \tag{14.3.8}
\end{equation*}
$$

provided $u$ is sufficiently smooth, again using an interpolant. Via Banachspace interpolation as above, this result can be extended to hold as follows:

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{W_{p}^{1}(\Omega)} \leq C h^{s-1}\|u\|_{W_{p}^{s}(\Omega)}, \quad 1<s<k . \tag{14.3.9}
\end{equation*}
$$

Moreover, for $u \in W_{p}^{s}(\Omega)$, we also conclude that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{W_{p}^{1}(\Omega)}=o\left(h^{s-1}\right) . \tag{14.3.10}
\end{equation*}
$$

So far we have considered estimates of $u-u_{h}$ in the case that $u$ lies in an intermediate (interpolation) space. Banach-space interpolation can also be applied to obtain estimates of $u-u_{h}$ in intermediate spaces. Recall that in deriving estimates for the biharmonic problem in Sect. 5.9, an estimate in $H^{1}(\Omega)$ was not obtained, only estimates in $H^{2}(\Omega)$ and $H^{-s}(\Omega)$ for $s \geq 0$. Moreover, the techniques of proof, say for Theorem 5.9.9, require an approximation result of the sort discussed above for functions with less than maximal regularity. Thus, we may only know that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{H^{-r}(\Omega)} \leq C h^{r+k}\|u\|_{H^{k}(\Omega)} . \tag{14.3.11}
\end{equation*}
$$

The following captures this situation.
(14.3.12) Theorem. Suppose that (14.3.2) and (14.3.11) hold for all $u \in$ $H^{k}(\Omega)$. Let $-r<s<m$. Then

$$
\left\|u-u_{h}\right\|_{H^{s}(\Omega)} \leq C h^{k-s}\|u\|_{H^{k}(\Omega)}
$$

Proof. We apply (14.1.6) to the operator, $T$, defined in the proof of Theorem 14.3.3 that maps $u$ to the error $u-u_{h}$, except that we now take $A_{0}=A_{1}=$ $H^{k}(\Omega)$, and $B_{0}=H^{m}(\Omega)$ and $B_{1}=H^{-r}(\Omega)$.

### 14.4 The Simultaneous Approximation Theorem

There have been several instances in the book, and numerous more in the literature, where it is essential to know that a particular approximant (such as an interpolant) has appropriate orders of approximation in two different norms simultaneously. Assumption (8.1.7) is just one such example. It turns out that in many cases, such an assumption is redundant, with the simultaneous approximability being a consequence of approximability in a single norm. We give a simple example of this and refer to (Bramble \& Scott 1978) for the general theory.

Let us suppose that we have a family of spaces $V_{h} \subset H^{m}(\Omega)$ with the property that, for all $u \in H^{k}(\Omega)$ and $0<h \leq 1$,

$$
\begin{equation*}
\inf _{v \in V_{h}}\|u-v\|_{H^{m}(\Omega)} \leq C h^{k-m}\|u\|_{H^{k}(\Omega)} \tag{14.4.1}
\end{equation*}
$$

The following result can be found in (Bramble \& Scott 1978).
(14.4.2) Theorem. Suppose that condition (14.4.1) holds, and let $s<m$ and $m \leq r \leq k$. Then there is a constant $C$ such that

$$
\inf _{v \in V_{h}}\left(h^{s}\|u-v\|_{H^{s}(\Omega)}+h^{m}\|u-v\|_{H^{m}(\Omega)}\right) \leq C h^{r}\|u\|_{H^{r}(\Omega)}
$$

provided $u \in H^{r}(\Omega)$. If $r<k$ and $u \in H^{r}(\Omega)$, then

$$
\inf _{v \in V_{h}}\left(h^{s}\|u-v\|_{H^{s}(\Omega)}+h^{m}\|u-v\|_{H^{m}(\Omega)}\right) / h^{r} \rightarrow 0 \quad \text { as } \quad h \rightarrow 0 .
$$

Note that $s$ can be negative in the theorem, and the result can easily be extended to any finite sum of norms instead of just two. Corresponding results for other Sobolev spaces $(p \neq 2)$ can be derived from (Bramble \& Scott 1978). However, a condition such as (8.1.7) would not follow so easily, as it involves a family of weighted norms where the weights depend on the approximation parameter $h$.

### 14.5 Precise Characterizations of Regularity

So far, the second interpolation index has not been used in a significant way. However, it allows precise characterizations of various regularity properties. Examples of this are sharp Sobolev inequalities and trace theorems (Scott 1977b). For $1<p<\infty$, functions in $\left[L^{p}(\Omega), W_{p}^{1}(\Omega)\right]_{1 / p, q}$ are all continuous for $q=1$ but not for $q>1$; corresponding trace theorems also hold (Scott 1977b).

Another example is that piecewise smooth functions (Scott 1979) lie in the space $\left[L^{2}(\Omega), H^{1}(\Omega)\right]_{1 / 2, \infty}$ but do not lie in any smaller space (e.g.,
functions with discontinuities across an internal boundary do not lie in $H^{1 / 2}$ ), cf. exercise 14.x.8. If such a function, $f$, is the data for a variational problem as discussed in Chapter 5 , then the solution $u$ will lie in a corresponding interpolation space. For example, suppose that a regularity estimate

$$
\begin{equation*}
\|u\|_{H^{k+2 m}(\Omega)} \leq C\|f\|_{H^{k}(\Omega)} \tag{14.5.1}
\end{equation*}
$$

holds for some $k>1 / 2$ (cf. Dauge 1988) for the solution to

$$
a(u, v)=(f, v) \quad \forall v \in V
$$

where $a(\cdot, \cdot)$ is continuous and coercive on $V \subset H^{m}(\Omega)$. Recall that (cf. exercise 2.x.9) we also have $\|u\|_{H^{m}(\Omega)} \leq C\|f\|_{H^{m}(\Omega)^{\prime}} \leq C\|f\|_{H^{-m}(\Omega)}$. Interpolating the solution operator $f \rightarrow u$ we find

$$
\begin{equation*}
\|u\|_{\left[H^{2 m}(\Omega), H^{2 m+1}(\Omega)\right]_{1 / 2, \infty}} \leq C\|f\|_{\left[H^{0}(\Omega), H^{1}(\Omega)\right]_{1 / 2, \infty}} \tag{14.5.2}
\end{equation*}
$$

Combining this regularity result with the techniques used to prove Theorem 14.3.3, we obtain the following.
(14.5.3) Theorem. Suppose that $f$ is piecewise smooth (Scott 1979), that (14.5.1) holds for some $k>1 / 2$ and that (14.3.2) holds for $k \geq 2 m+1$. Then

$$
\left\|u-u_{h}\right\|_{H^{m}(\Omega)} \leq C h^{m+\frac{1}{2}}
$$

## 14.x Exercises

14.x. 1 Suppose that $A_{i}$ and $B_{i}$ are two pairs of Banach spaces as above, and that $B_{i} \subset A_{i}$ where the embeddings are continuous $(i=0,1)$. Prove that $B_{\theta, p} \subset A_{\theta, p}$. (Hint: let $C$ be such that $\|v\|_{A_{i}} \leq C\|v\|_{B_{i}}$ and prove that $\left.K_{A}(t, u) \leq C K_{B}(t, u)\right)$.
14.x. 2 Prove that the norm of the inclusion operator (14.1.2) is 1.
14.x. 3 Prove (14.1.3). (Hint: observe that $\min \{1, s / t\} K(t, u) \leq K(s, u)$ and integrate this inequality.)
14.x. 4 Given that $B_{1} \subset B_{0}$, prove that $B_{1} \subset B_{\theta, p} \subset B_{0}$, where all inclusions are continuous. (Hint: suppose that $\|v\|_{B_{0}} \leq C\|v\|_{B_{1}}$ and show that $\|u\|_{B_{0}} \leq K(C, u)$, then use exercise 14.x. 3 to verify the second inclusion. To prove the first, show that $K(t, u) \leq \min \{C, t\}\|u\|_{B_{1}}$ using the choices for $v$ given just prior to (14.1.1).)
14.x. 5 Prove (14.1.4). (Hint: observe that $t^{-\theta} K(t, u)$ is in $L^{p}(0, \infty ; d t / t)$ and hence must go to zero as $t \rightarrow 0$.)
14.x. 6 Prove (14.2.6) is an equivalent norm for $H^{s}(\Omega)$ in the case $s$ is an integer. (Hint: recall that $\widehat{D^{\alpha} u}=(i \xi)^{\alpha} \widehat{u}$ and that the Fourier transform is an isomorphism in $L^{2}$. Note that $|\xi|^{r} \leq 1+|\xi|^{s}$ if $0<r<s$.)
14.x. 7 Prove (14.2.6) is equivalent to (14.0.1) in the case $s$ is fractional. (Hint: use Plancherel's and Fubini's Theorems to write

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|u(x+r)-u(x)|^{2}}{|r|^{d+2 s}} d x d r \\
= & \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\left|\hat{u}(\xi)\left(e^{i r \cdot \xi}-1\right)\right|^{2} d \xi \frac{d r}{|r|^{d+2 s}}
\end{aligned}
$$

and prove that

$$
\int_{\mathbb{R}^{n}} \frac{\left|e^{i r \cdot \xi}-1\right|^{2}}{|r|^{d+2 s}} d r \leq C\left(1+|\xi|^{2}\right)^{s}
$$

for $\xi \in \mathbb{R}^{n}$ and $0<s<1$.)
14.x. 8 Let $\Omega$ denote the interval $[-1,1]$ and let $f$ be the Heavyside function: $f \equiv 0$ for $x<0$ and $f \equiv 1$ for $x>0$. Prove that $f \in\left[L^{2}(\Omega), H^{1}(\Omega)\right]_{1 / 2, \infty}$. (Hint: for each $1>t>0$, let $v$ be the continuous, piecewise linear function that satisfies $v \equiv 0$ for $x<-t$ and $v \equiv 1$ for $x>t$ and is linear on $[-t, t]$. Use this function to show that $K(t, f) \leq\|f-v\|_{L^{2}(\Omega)}+t\|v\|_{H^{1}(\Omega)} \leq C t^{1 / 2}$.)
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traction boundary condition, (11.1.5), (11.3.2)
triangle inequality, (1.1.6)
triangulation, (3.3.11)
variational problem
nonsymmetric, 2.6
symmetric, 2.5
weak derivative, (1.2.4)
weak formulation, (0.1.3), 0.1
weight function, 8.1
weighted norm, 0.9
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