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Abstract

Behavioral Operations Management investigates new develop-
ments around behavioral components — “people issues” — in oper-
ations management (OM). While these “people issues” are not new,
OM has not dealt with them in a serious or consistent manner until
the last 10 years or so. What is new is the emergence of a set of meth-
ods and structured areas of study that allow researchers to study these
issues within the OM paradigm. The authors provide a definition of
Behavioral OM and survey a number of relevant behavioral issues and
their applications to the existing OM research. Finally, the authors pro-
pose that culture studies in OM may represent a promising direction
of future behavioral OM research.
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1

Introduction

The field of Operations Management (OM) “encompasses the design
and management of the transformation processes in manufacturing and
service organizations that create value for society. (. . . ) the search for
rigorous laws governing the behaviors of physical systems and orga-
nizations” [46, p. 8]. This is a broad definition, which leaves open
the study of many relevant characteristics of these physical and orga-
nizational systems. A broad view is appropriate, especially as the
editors of the “Operations and Supply Chain” department of Manage-
ment Science emphasize the “editorial philosophy to focus on senior
management issues” (ibid, p. 12). The above definition emphasizes
the use of “normative mathematical models,” as opposed to “positive
empirical findings in, e.g., the field of Organizational Behavior (OB)”
(ibid, p. 13).

And yet, in the process of applying OM methods in managerial
practice, members of the field have been left with disappointment and
frustration. In the mid-1990s, a well-known Operations Research (OR)
scholar remarked to one of the authors, “Of course, everyone knows
that people in organizations apply our methods only half of the time;
the other 50% of what they do is human foibles.” Although the OM
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2 Introduction

field has always acknowledged social considerations in principle, it has
shunned them de facto. This has led to calls for more emphasis on
“human foibles” in academic literature: “Many of our techniques and
theories ignore important characteristics of real systems and therefore
are perceived to be difficult to apply in practice. A common factor in
this breakdown is people. When it comes to implementation, the success
of operations management tools and techniques, and the accuracy of
its theories, relies heavily on our understanding of human behavior”
[17, p. 737].

Thus, the burst of activity since about the year 2000 on Behav-
ioral Operations Management stems from a long observed gap in OM,
“people issues” in a wide sense, coupled with the emergence of a set
of methods that promise the potential of being able to address such
people issues. The recognition of this gap is not new, nor does it rep-
resent a “revolution” of the field. The field of OM has been aware of
the relevance of people issues, and “danced around them,” ever since
the 1950s. What is perhaps new is the emergence of a set of methods,
and structured areas of study, that may allow us to study people issues
within the OM paradigm.

Another anecdote is helpful to illustrate this: Around the year 2000,
one of the authors discussed a behavioral issue with a colleague from
OB. The colleague remarked, “My friend, if you continue this work,
you’ll end up no longer an OM professor, but an OB professor! Want
to join our department?” The answer to this teasing challenge is no,
the purpose of Behavioral Operations is not to join the field of OB, its
intellectual heritage and set of positivistic empirical methods. There
is clearly an overlap in the phenomena studied, but the promise of
Behavioral Operations is a continuation of using rigorous mathematical
theory and scientific experimental methods to study a set of phenom-
ena that were perceived as too unstructured to be amenable to being
captured in models.

To emphasize the continuity of Behavioral Operations with OM,
we start with a short overview of the field of OM. Then, we attempt
a definition of Behavioral OM, and overview a number of important
relevant behavioral issues and their applications in the existing OM
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work. Finally, we propose that culture studies in OM may represent a
promising direction of future behavioral OM research.

1.1 A Short History of the Discipline of OM

“It is difficult to pinpoint the origins of our field” [46, p. 8]. Its origins
certainly go a long way back; some people trace them to Adam Smith’s
The Wealth of Nations [204], where he demonstrated division of labor
and productivity with his original pin-making example. Adam Smith’s
seminal work led to Charles Babbage’s On the Economy of Machinery
and Manufactures (1832), which “catalogued a vast wealth of opera-
tional details . . . a series of general principles . . . ” [139]. Many current
OM themes, such as planning and control, manufacturing policy, or pro-
cess technology, have easily identifiable antecedents in Babbage’s book.
However, applying scientific approaches to OM did not come into exis-
tence until the emergence of Frederick W. Taylor’s highly influential
ideas and techniques embodied in his term “scientific management”
[115].

One essential element of Taylor’s philosophy was “that scientific
laws govern how much a worker could produce per day and that it
is the responsibility of management (and staff) to discover and use
these laws in carrying out production” [43], where “scientific” meant
“based on proven fact (e.g., research and experimentation) rather than
on tradition, rule of thumb, guesswork, precedent, personal opinion, or
hearsay” [148]. During the early 20th century, Taylor and other pioneers
inspired (such as Harrington Emerson, Henry Gantt, and Frank and
Lillian Gilbreth) “fostered quantification of management” [106]. This
included some early attempts of optimization, for example, in Harris’
EOQ model [98].

However, scientific management did not make the step to causal
model-based theory. By the mid 20th century, the OM field was gen-
erally considered purely descriptive and synonymous with industrial
management or factory management [33, 43, 159]. As other func-
tional disciplines that had been considered part of industrial manage-
ment (finance, marketing, and personnel management) gradually found
ways of differentiating themselves and building their own methods and
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identities, what was left over for OM was “a nearly empty basket of
techniques: time and motion study, plant layout, Gantt’s production
control boards, the simple EOQ model, and simplistic descriptions of
how a production system worked” [33].

Meanwhile, in the 1940s and 1950s, the discipline of OR emerged
from World War II and was extensively developed. Mathematical OR
techniques were well-suited to the quantitative nature of OM problems
and “provided the scientific methodology that allowed us to develop
something akin to the ‘nature science’ or physics of operating sys-
tems;” the introduction of these techniques “rescued the field from
extinction” [33].

The 1960s and 1970s were hallmarked as the “golden age” of Oper-
ations Research/Management Science (OR/MS) with highly influen-
tial applications in management, especially in OM [157]. Significant
progress was made in the understanding of operations problems such
as scheduling, planning, and inventory control. The dominant approach
was to structure the problems as system optimizations with a single
objective subject to a set of constraints.

The high dependence of OM on OR finally resulted in an “identity
crisis” in the 1970s, that is, the definition of the field was challenged.
A key reason was that research was narrowly defined relative to man-
agement’s scope, making the more sophisticated quantitative models
difficult for managers to understand, and so they failed to follow the
evolution of business practices; models became mathematically more
sophisticated, exploring mathematically challenging problems rather
than providing pragmatic answers to support real-world decision-
making. An additional problem was that some OR/MS application
areas successfully moved into other functional fields, such as account-
ing, finance, and marketing, and were no longer considered as OM
[6, 33, 46].

Since the late 1970s, modern production and quality systems and
philosophies, such as material requirements planning (MRP), total
quality management (TQM), and the Toyota production system, par-
ticularly just-in-time production (JIT), have been introduced into
industries. The ascendancy of these systems not only had a signifi-
cant impact on business practice, but also “suggested that the locus of
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creativity had shifted away from academia” [46, p. 9]. These industry-
driven developments prompted OM to approach practice again, trying
to explain why, and when, different practices worked. In the early 1980s,
the discipline of OM was finally “emerging from the OR/MS phase into
a clear recognition of OM as a functional field of management. . . . the
field is a managerial one” [33]. The research focus increasingly shifted
toward practical management concerns, and the importance of manage-
rial implications of OM research was recognized more widely. OR/MS
methodologies remained as predominant research tool kits in the field.
However, the tactical issues examined by OR/MS started to become
building blocks for higher level system-wide problems. In the same
direction, operations strategy (earlier known as manufacturing strat-
egy, [202, 203]) became a recognized subfield of OM: operations should
not only reactively implement corporate strategy, but should also be
actively involved in developing corporate strategy.

In the same trend of moving from tactical implementation prob-
lems toward higher-level managerial problems, OM experienced another
expansion into a new sub-field in the early 1990s: as businesses evolved
from centralized to more decentralized and partner-oriented organiza-
tional forms, game-theoretic models of decentralized decision-making
and strategic interaction became prominent. An entire sub-area began
to focus on supply chain coordination contracts that align local incen-
tives of upstream and downstream parties [46, p. 10].

It is not surprising that an extrapolation of these trends of the field
[46, p. 13] led to the prediction of an increasing emphasis on strategic
issues (supply chain coordination and operations strategy) and intensi-
fying interfaces and collaborations with other disciplines: Finance, Mar-
keting, Services, R&D, and Organizational Behavior/Human Resource
Management (OB/HRM).

The interdisciplinary collaboration with OB, which relates to the
“people issues” that are mentioned in the opening paragraphs, is
of course intimately related to Behavioral Operations Management.
Expanding OM’s scope in the direction of people issues is clearly impor-
tant, worth devoting an entire monograph to, and promising for highly
relevant future work. However, this section should make one thing
clear: Behavioral Operations Management is not the only promising



6 Introduction

expansion of the OM field, it is not a new idea that OM should look
at people issues (see, for example, [99, p. 242]), and it will not turn
the fundamental premises of the field upside down. It is one of several
interesting avenues of expansion.

We conclude this section with one more anecdote: in 1996, the
Nobel laureate economist, Gary Becker, was asked about the weakness
of economics in acknowledging the psychological roots and complica-
tions of decision-making. He replied, “Obviously, economics as a field
has neglected psychology, and this needs to change. However, this does
not mean throwing out of the window the premises of neoclassical eco-
nomics; it provides a powerful paradigm of analysis which will be able
to incorporate the additional considerations of the psychological system
and provide stronger results.” The same holds for OM.

1.2 Behavioral Economics and Behavioral Operations

OM and OB studies have been progressing independently for a long
period of time, with distinct research questions and methodologies and
little interaction, although in real-world management OM and OB are
fundamentally intertwined (as every practicing manager knows): “OM
policies can only be carried out by people, and OB/HRM policies are
effective if they foster people doing organizational-critical tasks” [27].
Consistent with the trends identified in Section 1.1, Boudreau et al.
suggest that both OM and HRM studies can be better informed and
greatly enriched by incorporating behavioral principles from HRM and
operational principles from OM, respectively, and great research oppor-
tunities lie in an integrated OM/HRM area.

Until just a few years ago, human behavior had not received as
much attention as the connection to other functional fields:

. . . the research in our discipline has remained largely
disjointed from the social sciences literature on human
resource management and organizational behavior
(OB). . . . Operations management models have histor-
ically invoked oversimplified models of motivation,
learning, creativity, and other such aspects of human
behavior that are vital to the success of management
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policies in practice. Models that can maintain high lev-
els of rigor while incorporating these elements will be
richer and more realistic [46, p. 13].

Around the turn of the century, this began to change — human behav-
ior started attracting the attention of OM researchers. Several confer-
ences on behavioral research in OM were held at Harvard and Penn
State Universities, special issues appeared on behavioral topics in the
OM journals Decision Sciences (DS), Journal of Operations Manage-
ment (JOM) and Manufacturing and Service Operations Management
(MSOM). A new editorial department of Behavioral Operations has
been established in the journal Production and Operations Manage-
ment (POM), and the pipeline of research on behavioral operations
management is growing fast (discussed in the next section). “Behavioral
Operations Management” (Behavioral OM) has become something of
a buzzword capturing a potentially emerging field. However, no con-
sensus has (yet) been reached on defining the field; for example, it is
not clear what scope the term “behavioral” should denote.

Bendoly et al. [17, p. 3] emphasize people issues (as the open-
ing quote shows), but see behavioral OM, following experimental
economics, as focused on experimental studies: “The experimental eco-
nomics field has seen exponential growth every decade since 1960.
Through this evolution, the focus of experiments has expanded to
include an emphasis on developing new behavioral theory to explain
gaps between established economic theory and experimental results.”

The equation of Behavioral OM with experiments seems narrower
than the spirit of the attempt to expand OM to incorporate people
issues. A broader definition is offered by Gino and Pisano [86]: “the study
of attributes of human behavior and cognition that impact the design,
management,andimprovementofoperatingsystems,andoftheinteraction
between such attributes and operating systems and process.”

The pitting of “experimental” versus “behavioral” is not new and
reflects a similar conflict in economics. For example, in 2002, Daniel
Kahneman co-received the Nobel Prize in Economic Sciences for “for
having integrated insights from psychological research into economic
science, especially concerning human judgment and decision-making
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under uncertainty” (behavioral), while Vernon Smith co-received it for
“having established laboratory experiments as a tool in empirical eco-
nomic analysis, especially in the study of alternative market mecha-
nisms” (experimental).1

We believe that, in line with Chopra et al.’s broad definition of OM,
we should not restrict Behavioral OM to one methodological approach,
we should strive for both modeling (theory) and empirical methods
(experimental and others). Both are necessary for the successful devel-
opment of the field (discussed in Section 1.4). While experimental eco-
nomics has established laboratory methods in studying human behavior
and economic theories, behavioral economics attempts to incorporate
psychological considerations into the neo-classic economics paradigm:

Because economics is the science of how resources are
allocated by individuals and by collective institutions
like firms and markets, the psychology of individual
behavior should underlie and inform economics. How-
ever, economists routinely — and proudly — use models
that are grossly inconsistent with findings from psy-
chology. A recent approach, “behavioral economics,”
seeks to use psychology to inform economics, while
maintaining the emphases emphasis on mathematical
structure and explanation of field data that distinguish
economics from other social sciences. In fact, behav-
ioral economics represents a reunification of psychology
and economics, rather than a brand new synthe-
sis, because early thinking about economics was shot
through with psychological insight. For example, in his
Theory of Moral Sentiments, Adam Smith described all
the ways in which people care about the interests of
others [36, p. 10575].

Camerer’s explanation of why psychology and economics evolved
separately from each other during the 20th century is instructive:
“Economists worked hard at formalizing economics mathematically,

1 See http://nobelprize.org/nobel prizes/economics/laureates/2002/.
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with physics as inspiration. Psychologists were also inspired by nat-
ural sciences — by experimental traditions rather than mathemati-
cal structure. As a result, to an economist, a theory is a body of
mathematical tools and theorems. To a psychologist, a theory is a
verbal construct or theme that organizes experimental regularity”
(p. 10575).

Behavioral economics challenges and relaxes the neoclassical
assumption that people are self-interested rational agents with stable
preferences. The “conviction is that increasing the realism of psycho-
logical underpinnings of economic analysis will improve economics on
its own terms — generating theoretical insights, making better predic-
tions of field phenomena, and suggesting better policy” [37]. Several
psychological observations of individual behavior have fundamentally
questioned mainstream economic models and, more importantly, pro-
vided useful suggestions for modifications of the traditional economic
framework, even without inventing methodologies beyond the scope of
mainstream economic analysis [181, 182]. Already over the last few
decades, behavioral economics has become influential in other fields,
such as Marketing and Finance, which leaves OM as perhaps the last
field of management studies to embrace behavioral issues.

Although OM has always acknowledged the importance of people in
principle, most OM researchers would agree that this has remained lip
service — the field has been heavily reliant on oversimplified assump-
tions essentially requiring that people be deterministic, predictable,
and emotionless [27]. Indeed, most OM studies implicitly assume that
people can be integrated into manufacturing or service systems like
machines. Even when strategic interactions were incorporated into the
field in the early 1990s, the core assumptions of neoclassical economics
were used: decision-makers act solely to optimize measures of dis-
counted future wealth. In the case of strategic interactions, decision-
makers choose their responses to other parties’ actions in the same
way, driven by discounted future payoffs. Evidence has mounted that
a view of man as an aloof trader is distorted in many, if not most,
cases [70].

Camerer’s diagnosis of incompleteness of economics and both
its complementarity with and separatedness from psychology closely
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parallels the history of OM and OB [36]. Camerer’s definition holds
useful insights for a conceptualization of behavioral OM that comple-
ments and broadens the definitions above. Camerer even provided addi-
tional mathematical structures for how insights from psychology might
be translated into parsimonious modifications of economic utilities:

1. Reference-point-dependent utility (prospect theory) and loss
aversion extend expected utility. People evaluate payoffs from
the status quo and view gains differently from losses.

2. Hyperbolic discounting, or a preference for immediacy,
extends consistent exponential discounting. People react
more strongly to salient and immediate events than to events
in the future, thus causing time reversal of preference incon-
sistencies and myopic behavior.

3. The consideration of equilibria in the theory of strategic
interaction (game theory) is extended by transient analysis,
informed by reinforcement learning (simple rules of updating
information rather than full Bayesian updating).

4. Social utility, or the consideration of the effect of
one’s actions on others, extends self-interested payoff
maximization.

In other words, Camerer proposes that the key extension of neoclassical
behavior lies in systematic individual “decision biases,” or deviations
from normative decision theory (in particular, loss aversion and imme-
diacy) and in social preferences that prompt people to intrinsically
care about what happens to other people (independent of effects on
the self); in addition, the path of a group toward equilibrium matters,
not only the equilibrium itself (which may never be reached). Note
that these extensions represent important extensions of the definitions
by Bendoly et al. [17] and by Gino and Pisano [86], both of which
focus on individual decision biases (not social utility), and the first two
definitions are also restricted to empirical or experimental work rather
than on the combination of data with mathematical theory. With these
insights, we can now attempt to propose a definition of behavioral
operations.
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1.3 Behavioral Operations: An Attempt of a Definition

We have seen that some approaches to the emerging field of Behavioral
Operations stress an “experimental” emphasis, proposing, “let’s add
experimental investigations to our OM models to see whether they are
realistic.” This seems insufficient — it should be no more than good
scientific practice to attempt empirical tests of mathematical theory,
and it falls squarely within the broad definition of OM, as laid out by
Chopra et al. [46].

Several definitions emphasize the “individual decision biases” exten-
sion of OM [17, 86]. However, when we recall that the purpose of behav-
ioral operations is to “bring people issues back into the discipline” and
provide an interface to Organizational Behavior and Human Resource
Management, we should encompass both individual decision psychology
(and the associated deviations from normative decision theory) and
the influence of group dynamics, emotions, and culture on interactions
among actors in processes.

The efforts of reunifying psychology and economics [36, 181, 182]
give us a good start to define behavioral operations. However, we need
to first find appropriate application areas for behavioral studies in OM,
and then acknowledge that the vision of “bringing people issues into
OM” requires including not only human psychology, but also human
culture.

Let’s first recall that OM is about the “design and management of
the transformation processes in manufacturing and service organiza-
tions that create value for society” [46], and therefore requires more
operational and actionable studies (just as OM models have always
been detail-richer than economics models). Second, human behavior
that goes beyond maximizing payoffs can be classified into three dif-
ferent categories: individual decision biases due to cognitive limita-
tions, individual other-regarding behaviors in the context of social
interactions driven by social goals that are rooted in psychology, and
finally collective behaviors in a population as an outcome of cul-
ture transmission and evolution. All three behavior categories have
been examined with mathematical models as well as experimental
studies.
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The first category of OM-relevant behavior has been studied in lit-
erature on heuristics and biases in judgment and decision-making. Peo-
ple deviate from normative decision theory not only because they are
loss-averse and like immediacy (overly discount the future), but also
because they are boundedly rational (they overlook information when
they are occupied, they intuitively linearize complex causal connections
and extrapolate even when it is not justified), they are overconfident
(overestimate their ability of control in areas in which they feel con-
fident, and underestimate intervals of decision outcomes), they shun
ambiguity (unknown outcomes with unknown probabilities) and com-
plexity, and they are easily anchored and conformist (their estimates
are biased by previous information and by peer pressure).

The second behavior category is concerned with social interactions
in OM. The social utility aspect of behavioral operations reflects not
only psychology, but even more importantly, social psychology, evolu-
tionary psychology, and anthropology. Social preferences have a clear
structure that helps people to intuitively navigate the complexities of
social interactions based on emotional “heuristic” cues: people every-
where intrinsically value status and respect, relationships, fairness in
the relationships, and identify with a group that possesses a positive
image. We will overview the work that has established these social pref-
erences in Section 3; we can already state here that these preferences
have a great impact on the performance and motivation of workers
in the context of an operational process. The social preferences are,
in our opinion, an even more important part of behavioral operations
than cognitive biases — any operations manager who fails to be aware
that people do not care only for incentives and payoffs, and that they
deeply care about other aspects of social interactions as well, will not
succeed as a manager.

A third area that we think needs to be incorporated in the new
behavioral operations field in the future is culture, the knowledge and
skills that are acquired and transmitted through individual learning
and social learning in a given population. Culture consists of rules that
reflect the experience of a group over time, and has been “automated,”
accepted without question by the group’s members. Clearly, cultural
assumptions are relevant for decisions in operational processes. Culture
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has been “off limits” for operations management in the past, partially
because it is so difficult to make operational. However, it turns out that
mathematical theories of culture have been developed in anthropology
and sociology [28, 29, 156] that are amenable to OM-style models and
empirical tests of process design and performance. This research area
clearly represents an overlap with the field of OB. But that is pre-
cisely what “interfaces” between disciplines are about: the possibility
of studying OB “territory” with OM-style mathematical theory and
empirics or experiments, offers an opportunity of complementarities
with OB researchers and exciting new insights. We will discuss this
further in the last section.

In summary, we finally arrive at our proposal of a definition of
Behavioral Operations Management.

OM is concerned with the study of the design and man-
agement of transformation processes in manufacturing
and service organizations, building mathematical the-
ory of the phenomena of interest and testing the the-
ory with field data (derived from surveys, databases,
experiments, comparative case studies, ethnographic
observations, etc.). Behavioral Operations Management
is a multi-disciplinary branch of OM that explicitly
considers the effects of human behavior in process
performance, influenced by cognitive biases, social pref-
erences, and cultural norms.

1.4 On the Complementary Roles of Modeling
and Experiments

We have already alluded to the debate between advocates of experi-
ments and empirical work, and modelers. As one member of the “empir-
ical camp” commented, “the emergence of behavioral operations should
not be viewed as an opportunity to further complicate ‘toy models,’
but rather an opportunity to truly reflect upon some of the long held
assumptions on which much of operations research models have been
founded, and move forward from there. I don’t see real progress tak-
ing place in this area if a predominance of modelers jumping on the
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behavioral operations bandwagon are averse to conducting real-world
observations of behavior.” In this section, we argue for a combination
of theory and empirical approaches, only the combination adds up to
science.

In a 1995 study, Thomas Powell empirically examined whether
TQM methods represented a strategic resource of the firm [178]. He
found that of 12 TQM factors, the 9 formal process ones (adoption and
communication of TQM, customer relationships, supplier relationships,
benchmarking, training, zero-defects mentality, flexible manufacturing,
process improvement, and measurement) were not significantly associ-
ated with company performance, while the three “intangible” factors of
committed leadership, open organization and employee empowerment,
were significant performance drivers. Powell concluded that “rather
than merely imitating TQM procedures, firms should focus their efforts
on creating a culture within which these procedures can thrive. (. . .)
Perhaps TQM’s highest purpose, and its real contribution to American
business, is in providing a framework that helps firms understand and
acquire these resources as part of an integrated change program” [178,
pp. 29 and 31].

This study holds lessons for OM scholars on two dimensions. First,
it is part of mounting evidence that formal processes and optimization
of explicit goals, the traditional domains of OM, are insufficient to
explain organizational success. Complaints have long accumulated that
formal methods have had unsatisfactory impact in practice (e.g., [49,
146], but the field of OM largely ignored the explanatory gap until
recently. The emerging sub-field of Behavioral OM is precisely about
identifying additional factors (besides optimization and incentives) that
influence behavior, such as decision biases, emotions, and culture, which
constitute the main focus of this article.

Second, Powell’s study demonstrates the limits of empirical
research. The study’s results point to “intangible” factors, which
replaces one mystery (the insufficiency of formal methods) with
another — why would an “open” non-hierarchical organization, man-
agement commitment and empowerment explain the success of TQM
methods better than the processes? Is it because empowered decision-
making brings better information (at the front line) to bear? Is it
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because committed management is more flexible in dealing with uncer-
tainty? If the reasons are really better decision-making, why is that
“intangible” and not measurable as part of the processes? If the “cul-
ture” leads to more motivated employees who try harder, why can one
not measure and incentivize how hard employees try?

The problem lies not in the empirical (or experimental) approach
per se — the need for empirical testing of theory is plain and clear
for all to see. The problem lies in the fact that in the social sciences,
empirical work is predominantly based on verbal theory, or the quali-
tative description of phenomena with prose. As the term “behavioral”
in Behavioral OM seems to be often seen as synonymous with “exper-
imental,” which almost looks like an “anti-modeling” stance, we must
discuss this limitation in some more detail.

Verbal theory is limited simply because it is incapable of precisely
describing complex systems — emergent system-level phenomena that
require descriptions of the system elements as well as of interactions
require description with symbols. Prose simply cannot “keep all the
balls in the air” to allow sufficient precision; only mathematical charac-
terizations can quantitatively describe system behavior. Without quan-
titative description, we cannot measure and achieve progress.

In the words of Richerson and Boyd [185, p. 248], “models of
modestly general applicability and empirical generalizations of mod-
est scope are extremely valuable for two reasons. First, individuals are
quite stupid compared to the complexity of the problems we aspire to
solve. An isolated individual thinker has no chance against a problem of
any complexity. Well-studied models and well-tested empirical gener-
alizations embody the collective of one’s fellow scientists. (. . .) Second,
most concrete cases are so complex that no one investigator can hope
to study in detail every dimension of the problem; it is necessarily sim-
plified, often drastically. (. . .) Theories help to make this simplification
transparent.”

“When used properly, mathematics schools our intuition in ways
no other technique can. (. . .) Good models produce diamond-clear
deductive insights into the logic of evolutionary processes [and com-
plex systems, more generally]. (. . .) When it comes to subject areas
like evolution [or complex systems, more generally], one cannot think
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straight without them. You don’t have to be a modeler to appreciate
models. Much like in any other art form, educated connoisseurs can get
a lot out of them. However, in the end, data are the ultimate arbiter.”
[185, pp. 256–257].

The large conceptual breakthroughs in theoretical biology on the
question of altruism (rather than raw selfishness) of animals, start-
ing from the 1960s, were made with simple conceptual models, to
name a few important ones: [95] (altruism for relatives) and [96]
(group selection), [224] (reciprocal altruism), and recent models on
the safeguarding of cooperation in groups through punishment [167],
and finally, Boyd and Richerson’s methods of modeling cultural evo-
lution have been extended to explain many empirically observed
aspects of culture [28]. The same holds in Behavioral OM: well cho-
sen collections of simple models of decision biases as well as social
preferences hold the promise of sharpening the experimental work
[25, 42, 73, 108, 180, 197].

Simple models of partial phenomena that are modular and suffi-
ciently significant to explain important aspects of real phenomena (not
to be confused with “reality”) can then be used to put more complex
system, after the components have been understood, and to test spe-
cific implications quantitatively with more precision than verbal theory
allows.

In light of its fast growth in the last few years, we are convinced that
behavioral OM will bring tremendous research opportunities for OM.
OM is a field that is familiar with mathematical models and under-
stands their use, both as simple models and as “complete” decision
support models in well-understood situations with ample data avail-
ability. Thus, it seems surprising that there is even any discussion about
Behavioral OM shunning modeling. With appropriate extensions of tra-
ditional rational choice and game theory models to incorporate decision
biases, emotional or social preferences, and cultural norms, mathemat-
ical models can guide empirical testing in behavioral OM just as well
as in OM at large.

First, math models will produce OM theories and hypotheses for
experimental studies. Many traditional OM problems have been well
structured and analyzed in mathematical models, for example, the
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newsvendor problem, the bullwhip effect, and supply chain contract-
ing and coordination, all of which have elegant models that have been
experimentally tested. The models provide not only testable hypothe-
ses, but also simplified system structures that can be easily recreated
in the corresponding experiment designs. Attesting the need for behav-
ioral OM as an expansion of the field, empirical tests have clearly shown
that the traditional OM models are incomplete.

By now, a sufficient number of models has been published which
show that models of operations problems can be extended to include
decision biases, emotions and social preferences, and cultural norms.
Mathematical models of fundamental human behaviors ranging from
individual level to population were first developed in other fields, such
as economics and sociology. For example, reference-dependence and
time-preference have been formally modeled to capture the empirical
regularities that individual’s preference can be reversed by reference
point and time, respectively. Social preference models capture that
human behavior can be biased by social interactions, and that people
have a concern for others in addition to being self-interested. Finally,
cultural evolution models are used to study how social behaviors evolve
and are transmitted in a population. The modeling techniques are well
established and similar to methods already used in OM, and thus read-
ily adaptable.

The ability of models to analyze behavior of complex systems is
highly relevant for behavioral OM — most modern OM problems
involve complex decision-making in decentralized systems, and they
can quickly become too hard to study without the help of models.
There are simply too many interacting variables to control. Once the
models have produced predictions of emergent system behavior, we can
go back to experiments, or empirical studies, with a few controls. Of
course, the arbiter is data — we are not proposing that behavioral OM
should only be model driven; it should be model driven and experi-
mental or empirical. Models can guide experiments to test emergent
behavior that cannot be predicted otherwise.





2

Individual Decision-Making Biases

Behavioral OM represents the interface of OM with the social sciences,
in particular OB, decision science, and psychology. Thus, there is a huge
treasure of studies and insights available on human behavior, which can
be incorporated in understanding employee performance in operational
processes.

In contrast to the normative research, which is widespread in eco-
nomics and OM, and examines “what a decision-maker should ratio-
nally do,” research in decision science and psychology is primarily
descriptive and focuses on explaining “how real decisions are made.”
Indeed, a wide gap between experimental findings on decision-making
and normative decision theory has been found. The behavioral prin-
ciples discovered from descriptive research on decision-making are of
great importance to OM, in particular when it is evident that the nor-
mative models based on hyper-rationality assumptions, which are pop-
ular in OM research, may not help much in the complex reality.

Under the hyper-rationality assumption, decision-making requires
unlimited cognition and computation capability to identify all the
alternatives, determine all eventual consequences of each alternative,
and select the best according to the decision-makers’ preference [200].

19
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However, in many complex and uncertain situations, people fail to make
such rational decisions, and instead, undertake only limited search and
make satisficing rather than optimal decisions. This is because people
have only limited capability of formulating and solving complex prob-
lems (due to limited cognitive capacity, lack of information, and time
and cost constraints), are only partly or boundedly rational, and they
may sometimes even be irrational or emotional [200, 201].

However, dismissing emotional behavior as “irrational” is mislead-
ing. Psychologists have provided strong evidence that emotions guide
actions in situations of imperfect knowledge and multiple, conflicting
goals (bounded rationality); they make available repertoires of actions
that have previously been useful in similar circumstances [56, 163, 195].
In other words, emotions form the basis of our “rational” intelligence;
they do not contradict it (see also Section 3).

In addition to the concept of bounded rationality, detailed studies
of human decision-making processes in psychology continue to clarify
the human mental structures involved in decision-making. This section
overviews some important findings in these fields and then discusses
their relevance to OM, particularly process design. As we will see in
the rest of this section, the findings cannot only provide illuminating
inputs into OM models, but can also help develop more realistic decision
criteria, or objective functions, for mathematical models.

2.1 Reference Dependence and Prospect Theory

2.1.1 Foundations

Expected utility theory plays a central role in standard economic
analysis. It assumes that the decision-maker maximizes the expected
utility of the final state of his wealth. This theory and its applica-
tions rely on a small number of assumptions about human behavior
(formally called axioms). However, experimental studies on decision-
making under uncertainty have shown that people, when asked to
make real decisions, often violate the expected utility theory axioms
(for example, the Allais paradox represents a classic counterexample
to the independence axiom of expected utility theory). Therefore, the
explanatory power of expected utility theory is limited.
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As the first attempt to develop alternative theories to overcome the
limitations of expected utility theory, prospect theory proposes that
preferences are defined by the deviation from a reference point rather
than by the final state of the outcome: positive deviations are coded as
gains and negative deviations as losses [114]. Thus, the value function
(in prospect theory, “value” takes the place of “utility”) depends on a
reference point and is expressed mathematically by a kinked S-shaped
function. This value function is concave in the gains domain, reflecting
risk aversion, and convex in the loss domain, reflecting risk-seeking
behavior (Figure 2.1). People exhibit “loss aversion,” that is, losses
result in larger disutility than the value derived from the same size
of gains: for example, losing $50 causes more pain than gaining $50
produces pleasure.

Two cognitive biases, the endowment effect and the status quo bias,
are closely related to prospect theory and its associated loss aversion
[113]. The former refers to the fact that people place a higher value on
an object once they possess it than before they gained possession [221].
The latter refers to the situations when people exhibit a preference for
the status quo over alternatives that are attractive but may force a
change [124].

Fig. 2.1 A hypothetical value function in Prospect Theory [114].



22 Individual Decision-Making Biases

However, it seems premature to believe that our collective under-
standing of these cognitive biases is complete. Some new work has re-
examined the endowment effect using new methods aimed at more
thoroughly excluding subject misconceptions [174, 175]. This study
finds the gap between willingness-to-pay and willing-to-accept can be
“turned on and off” depending on the experimental procedures; thus,
the study puts into question the gap as supportive evidence for the
endowment effect. This implies that we must collect further evidence
on this bias.

Another important element of prospect theory is the idea that peo-
ple have decision weights rather than probabilities when evaluating
risky choices. The decision weight transforms the probability of out-
comes in a nonlinear manner, i.e., overweighting small probabilities and
underweighting medium probabilities. Such a nonlinear transformation
of probabilities is not unique to prospect theory; there are analogous
extensions of expected utility theory. For example, in the context of
subjectively weighted utility (SWU), Karmarkar developed a descrip-
tive model of transforming probabilities into subjective weights with
a specific functional form, in a way that is consistent with prospect
theory [116, 117].

The essential principles of prospect theory, reference dependence
and loss aversion, have been acknowledged in formal economics models.
Köszegi and Rabin developed a general model that includes both final
outcome utility and “gain–loss” utility in the following form [128]:

u(x|r) = m(x) + n(x|r),

where u(x|r) is the overall utility as a function of the final outcome x

and reference point r, m(x) is the utility derived from the final out-
come, and n(x|r) is the gain–loss utility defined over gains and losses
depending on the reference point. In prospect theory, the value func-
tion is defined solely based on the changes in the final outcome utility
in the form of v(x − r), whereas in the gain–loss utility of Köszegi and
Rabin, n(x|r) is defined by the changes in the final outcome utility, and
thus n(c|r) = µ(m(c) − m(r)). Loss aversion in this model is captured
by explicitly defining the properties of the gain–loss utility function,
e.g., the utility function on the losses domain is steeper than on the
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gains domain and kinked at 0 such that µ′+(0) < µ′−(0). Moreover, this
utility can be defined in multiple dimensions provided that the utility
function is additive over dimensions.

Kobberling and Wakker constructed the reference dependent utility
by explicitly introducing an index of loss aversion [126]. Their model
assumes a basic utility function of outcome u(y) defined in terms of
gains and losses and λ as the index of loss aversion in the following
form:

U(y) =
{

u(y) if y ≥ 0
λu(y) if y < 0.

Here, the basic utility function u(y) is smooth at 0, and thus the kink
of U(y) at 0 is caused by loss aversion, a psychological factor that exists
separately from outcome utility.

2.1.2 Applications in OM

Prospect theory describes a common mental process of how people
actually make choices when facing risk and uncertainty, as well as a
relatively simple mathematical basis for modeling utility functions for
economics analysis. The modeling approach and analysis of reference-
dependence and loss aversion are applicable to OM studies.

In many OM models, decision-makers are assumed to be risk-neutral
and loss-neutral and, moreover, to maximize profit (or the expected
profit in an uncertain environment, which allows them to act as if
there was one final outcome). However, as the rationality assump-
tion seems unrealistically restrictive and contradicting recent empir-
ical research, two general issues deserve further investigation. First,
how do optimal decisions change when decision-makers indeed have
reference-dependent preferences and are loss averse (as opposed to
having “absolute” reference-independent preferences). As we discussed
above, mathematical models of reference-dependent utility can capture
such behavior and, at the same time, maintain analytical tractability.
Schweitzer and Cachon develop a newsvendor model with loss aversion
but fail to find experimental support for loss aversion [197]. A loss-
averse newsvendor model is further developed by Wang and Webster,
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who analyze in greater detail how order decisions can be biased relative
to the standard newsvendor model [236].

The second example here presents how loss-aversion models can
explain “anomalies” in an empirical study of coordinating contracts
[104]. The authors investigate the coordinating contracts in a buyer–
seller dyad (two-part tariff and quantity discount contract) in labora-
tory experiments with human subjects, and find no support for the
theoretical (“rational”) predictions. They further find that reference-
dependence models of loss-averse buyers explain the empirical obser-
vations better. In this model, a buyer facing a two-part tariff contract
frames the upfront payment as a loss (a negative change from the status
quo) and frames the subsequent profit as a gain. Therefore, the buyer’s
preference is modeled as a function of profit from the transaction and a
“perceived” loss from the upfront payment in the contract design. The
equilibrium behavior is biased by the loss aversion, a prediction that is
supported by the empirical data from the laboratory experiment. This
study clearly rejects the standard “rational” supply chain coordinating
models.

The second issue with the standard hyper-rationality assumption
is concerned with optimal decisions when the decision-maker himself
or herself remains rational and seeks maximal profit, but reference-
dependence and loss-aversion preference occur in the surrounding busi-
ness environment. Clearly, the decision-maker should consider this in
his/her decision problem. In contrast to describing how decisions are
biased by loss aversion, the analysis in this case can be rather pre-
scriptive, suggesting what a rational decision-maker should do. We
summarize one example of such a situation in the context of revenue
management and dynamic pricing: the firm wants to maximize profits,
facing consumers who are “irrational” in the sense that their purchase
decisions are influenced by past prices through reference price effects
[177].

In this study, the rational firm wants to maximize long-term profit
by choosing optimal inter-temporal pricing policy. The demand of a cer-
tain period t, Dt, is a function of not only the current price Pt but also
the customers’ reference price Rt, which is formed based on past prices.
The demand is modeled by following the spirit of prospect theory, that
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is, customers’ purchase decisions are made by assessing price Pt as well
as gains (Pt < Rt) or losses (Pt > Rt) relative to the reference price Rt.
The model allows demand Dt to depend on (Pt − Rt) in the same man-
ner as in prospect theory, such that losses loom larger than gains. The
reference price Rt is updated by an exponential smoothing mechanism
Rt+1 = aRt + (1 − a)Pt. Thus, the firm’s current price affects future
reference prices, which, in turn, influence customers’ future purchase
decisions and demand. The analysis suggests that, in order to attain
the maximal long-term profit, the firm should price either constantly
below or constantly above the reference price over time, until the prices
converge to a constant price (the reference prices converge to this price
at the same time). In other words, the reference prices associated with
an optimal pricing strategy monotonically decrease or increase over
time (the prices themselves are not necessarily monotonic). Under such
a pricing strategy, customers continue to experience gains (or losses)
over time.

These examples suggest that prospect theory offers the opportunity
not only of extending OM research to more descriptive studies with
more explanatory power, but also of enriching prescriptive models with
greater realism. Although this comes at a price, as reference-dependent
preferences complicate the problem formulation (in particular, the kink
in the utility function may make the analysis harder), existing work
shows that the resulting more realistic models can still remain tractable,
and useful analysis can be done.

2.2 Immediacy, Salience, and Hyperbolic Discounting

2.2.1 Foundations

Time is an important dimension in decision-making, although time
itself is not necessarily a decision variable. First, problems are often
solved through a string of decisions made sequentially over time. Sec-
ond, even when a decision is made at a single moment, the resulting
costs and benefits might be realized at later points in time. These
time-related complications can be circumvented by adopting a dis-
counted utility framework, in which decisions are time-independent.
This means that the same choice would be made if exactly the same
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situation arose in the future. In discounted utility models, decision-
makers are assumed to have an exponentially discounted utility, which
implies that they trade-off inter-temporal costs and benefits by a con-
stant discounting rate [191]. The discounted utility at time t has the
form U t(ut,ut+1, . . . ,uT ) =

∑T
τ=t δ

τuτ , where 0 ≤ δ ≤ 1 is the discount
factor, and ut is the instantaneous utility at time t. The discount rate
δ remains constant over time. Discounted utility has been found to be
violated in many studies; one of the most widely discussed violations
is hyperbolic discounting.

The main characteristic of hyperbolic discounting is that the dis-
count rate declines over time. George Ainslie was the first to connect
“specious rewards” or “impulsiveness” to hyperbolic discounting [3],
and to observe that it leads to time reversal of preferences, which con-
stitutes a violation of “rationality” [80]. A simple and well-documented
example of preference reversal is the following: people quite commonly
prefer $110 in 31 days to $100 in 30 days, and at the same time prefer
$100 today to $110 tomorrow. That is “irrational” because it means
that I can influence your choice by shifting the decision backward and
forward in time.

Hyperbolic discounting reflects a mental tendency to value “a bird
in the hand” much higher than “two in the bush,” which reflects the
complexity and ambiguity of the environment relative to our abilities
of calculation and prediction. Thus, the difference between now and
any time in the future is more important than the difference between
soon and later in the future (leading to a decreasing discount rate) —
events at both future times are ambiguous. The salience of immedi-
ate rewards can cause people to make “short-sighted” decisions that
generate high immediate satisfaction but low long-term welfare. Peo-
ple tend to vastly undervalue future events. This is summarized by
Camerer and Loewenstein [37]: “People will make relatively far-sighted
decisions when planning in advance — when all costs and benefits
will occur in the future — but will make relatively short-sighted deci-
sions when some costs or benefits are immediate.” In other words,
I can indeed influence your choice by manipulating immediacy, as cer-
tain financial products and the sweets at the supermarket checkout
attest.
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The most widely used mathematical model of hyperbolic
discounting in economics literature is the (β,δ) preference, also called
the quasi-hyperbolic discounting model, originally developed by Phelps
and Pollak [171]. The model has two parameters (β,δ) to reflect the
declining discount rate, and is mathematically expressed as follows:

U t(ut,ut+1, . . . ,uT ) = δtut + β
T∑

τ=t+1

δτuτ ,

where 0 < β,δ ≤ 1. Compared with the exponential discounting model,
β < 1 implies that the immediate utility has a higher impact on the
overall utility. The hyperbolic discounting model has been used to
study consumption saving, procrastination, and addiction in economics
[133, 134, 164, 165, 166]. Based on the (β,δ) preference, a person
can be classified as “näıve” if she is completely unaware of her time-
inconsistency (and possible time-reversal of preference), as “sophisti-
cated” if she is fully aware of it, and as “partially näıve” if her awareness
lies in between the two extreme cases [166].

2.2.2 Applications in OM

Inter-temporal decision-making is also an important aspect of many
OM problems. For example, in project management and new product
development, critical decisions are made at sequential milestones over
time, such as project scheduling and payment, or go/no-go decisions
during product development. Widely used formal decision methods,
such as dynamic programming, are based on the discounted utility
framework with long-term profit maximization using a constant dis-
count factor. The output of such a formal method is an “optimal state-
contingent plan” that the decision-maker can follow all the way until
the end of the planning horizon, behaving consistently throughout. The
questions that arise are: Do decision-makers, in reality, follow such opti-
mal plans, and do they execute what they have planned?

Empirical evidence suggests that the answer is no — decision-makers
often do not follow their own plans, even without external forces (such as
uncertainty) to derail them. As an example, it is well-known in project
management that many projects are not completed within schedule and
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budget. This phenomenon is called “planning fallacy” in psychology,
referring to a systematic tendency to underestimate project duration.
The following simple immediacy bias (hyperbolic discounting) model
illustrates how plan and execution can become mismatched. Suppose a
project requires an amount of work W to be finished within T periods,
any delay costs P per unit time, and finishing earlier is rewarded by R

per unit time. Each period, the agent must choose the amount of work,
Et, knowing that he will suffer a quadratic effort cost, E2

t . The agent’s
period 1 decision is to minimize the remaining discounted cost by setting
the immediate effort E1 and planning for the future efforts E2, . . .,ET1,
with the plan foreseeing completion after period T1:

min δE2
1 + δβ

(
T1∑
t=2

E2
t + P (T1 − T )+ − R(T − T1)+

)

s.t.
T1∑
t=1

Et = W.

In each period, the decision-maker has the power to revise his plan
for the remaining periods. The decision-maker has an immediacy bias:
the immediate cost is more salient, and future costs are hyperbolically
discounted. It is easy to solve the optimal plan for this model, not only the
current plan but also the revised plans in all future periods (E2,E3, . . .).
At the beginning of period 2, the decision-maker reconsiders his current
effort and all future efforts. The cost salience makes his revised optimal
effort level less than the one originally scheduled in period 1. In other
words, the work that was planned in period 1 cannot be accomplished in
period 2 because the cost in period 2 is more painful when it becomes
immediate in period 2, as compared to the foresight during period 1,when
the original planwas set. The samemismatch betweenplan and execution
remains until the last period, which will, in this simple deterministic
model, be delayed as opposed to the originally planned T1. The point
here is that hyperbolic discounting provides a tractable explanation
for delays, common in project management practice, even without any
presence of project risks. Based on such models, we can design incentives
that help project managers to overcome immediacy bias [165].

An increasing application area of hyperbolic discounting is in the
area of dynamic pricing and revenue management, where it is crucial
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to correctly understand customer behavior. In most existing revenue
management studies, customers are assumed to be strategic, or capa-
ble of making rational inter-temporal choices. However, real consumers
often behave time-inconsistently when the costs and benefits of their
decisions occur at different points in time, either as immediate costs
with delayed benefits or immediate benefits with delayed costs [223].
Thus, hyperbolic discounting by consumers should be incorporated in
the firm’s pricing decisions.

Time-inconsistent customers have been studied in Marketing, for
example, in a study by Della Vigna and Malmendier on optimal pricing
for gym membership [60]. In the context of revenue management, Su
developed a model of “customer inertia” [217], in which a customer
overweighs the enjoyment of an immediate purchase (as opposed to
overweighing the immediate cost of effort, as in the project management
example above). A customer makes his/her purchase decision if the
immediate utility Ut exceeds the utility from a future purchase at time
t′ > t,U ′

t ,byanamountΓ, i.e.,Ut ≥ U ′
t + Γ(Γiscalled“triggertreatment”

in the review), whereas a rational customer would purchase when the
utility from buying now is highest, i.e., Ut ≥ U ′

t . This model suggests that
in the presence of customer hyperbolic discounting, the seller earns a
lower profit, and the model produces recommendations for how the seller
can counterbalance the customer’s biased purchase decision.

Models incorporating hyperbolic discounting offer great potential
to help develop more realistic OM models. There is much room for
further developing our understanding: “Even for a given delay, discount
rates vary across different types of inter-temporal choices: gains are
discounted more than losses, small amounts more than large amounts,
and explicit sequences of multiple outcomes are discounted differently
than outcomes considered singly” [80].

2.3 Ambiguity and Complexity Effects

2.3.1 Ambiguity Effect

In standard expected utility analyses, probabilities are clearly defined
and known to decision-makers, although in many real economic activ-
ities, decision-makers may be totally unaware of the probabilities
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they are facing. Knight made the distinction between risk (known
probabilities) and uncertainty (unknown or imperfectly known proba-
bilities), and also suggested, “There are far-reaching and crucial differ-
ences in the bearings of the phenomena depending on which of the two
is really present and operating [125].” This distinction seems unneces-
sary if one believes that, according to subjective expected utility theory
[192], decision-makers, if they do not have externally given probabili-
ties available, assign their own subjective beliefs to probabilities, which
thus become defined and known to them.

However, Ellsberg’s paradox [66] illustrated dramatic violations of
the sure-thing axiom of subjective expected utility theory, and iden-
tified the so-called “ambiguity effect.” This effect refers to people’s
tendency to avoid situations where probabilities are missing or impre-
cise. The famous Ellsberg paradox can be explained with the following
example. An urn contains 30 red balls and 60 balls with unknown pro-
portions of yellow and black. People are asked to choose between lottery
A (win $100 if a red ball is drawn) and B (win $100 if a black ball is
drawn). People are also given a choice between C (win $100 if a red
or yellow ball is drawn) and D (win $100 if a black or yellow ball is
drawn). The payoffs are identical across the four lotteries, but most
people prefer A to B and D to C. This combination of choices violates
the sure-thing principle of subjective expected utility theory (or the
axiom that adding yellow to both red and black should not influence
the choice between them). The winning probabilities are known with
exact numbers in A and D, but unknown in B and C. This example
demonstrates the impact of uncertainties of probabilities, and in this
case, people exhibit ambiguity aversion.

Ambiguity refers to the situation where probabilities are unknown
or probability information is incomplete, that is, there is uncertainty
about uncertainty. The ambiguity effect arises when people have to
choose between options with known probabilities and options with
unknown probabilities. Two types of ambiguity can be distinguished:
Ambiguity can be expressed as a “second-order probability” when one
can assign probability distributions to a set of conceivable probability
distributions; ambiguity can also be expressed as a set of probabil-
ity distributions when no probability distributions can be assigned to
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it [38]. In both cases, uncertain or incomplete information makes it
impossible to make a single probability distribution available to the
decision-maker.

Many studies in economics and psychology have investigated the
ambiguity effect and shown that people generally exhibit ambiguity
aversion (see an overview in [38]). However, studies also show that
ambiguity seeking can be elicited under certain conditions: For example,
people prefer vague options when they feel competent or knowledge-
able about the source of the uncertainty [101]; people prefer ambiguous
options when their needs are above the expected outcome of a known
distribution [187].

A number of economic models have been developed to incorpo-
rate the ambiguity effect; they have been applied mainly to economic
analyses of financial markets and insurance. For example, Gilboa and
Schmeidler proposed the Maxmin expected utility model [85], where
preferences are expressed as the minimal expected utility over a set of
prior additive probability distributions that a decision-maker can con-
sider. Schmeidler developed the Choquet expected utility (CEU) model
[196], in which the expected utility is calculated by a Choquet integral
with respect to a non-additive probability measure (called “capacity”
in CEU) that represents the decision-maker’s beliefs. We now briefly
discuss two representative ambiguity models: one descriptive model of
judgment under ambiguity using an anchoring-and-adjustment heuris-
tic, and one utility model capturing the ambiguity effect in a parsimo-
nious formulation.

Einhorn and Hogarth developed an anchoring-and-adjustment
model of ambiguity in order to reflect the mental processes involved
in decisions under ambiguity [65]. The decision-maker first assigns
an initial probability p as the anchor and then makes a subsequent
adjustment k, based on the amount of ambiguity θ and his attitude
toward ambiguity β. The adjustment k is determined by the difference
between an upward adjustment θ (1 − p) and a downward adjustment
θp weighted by a power of β. The adjusted probability has the following
form:

S(p) = p + θ(1 − p) − θpβ = (1 − θ)p + θ(1 − pβ).
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If an amount v of new information becomes available, it reduces the
amount of ambiguity, without affecting the anchor and ambiguity atti-
tude, in the following manner: S(p) = p + θ

v (1 − p − pβ). The final
adjustment direction (upward or downward) is determined by the ini-
tial anchor p and the attitude toward ambiguity β, and both ambiguity
seeking or ambiguity aversion can result.

The second model we review here is a special CEU model with neo-
additive capacity (non-extremal outcome additive capacity) axioma-
tized by Chateauneuf et al. [44]. This model is applied to studying
strategic games under ambiguity by Eichberger et al. [64]. The CEU
with neo-additive capacity is illustrated in the following example:∫

u(x)dv = γm + λM + (1 − γ − λ)Eπu(x),

where u(x) is the utility function of outcome x, Eπu(x) is the expected
utility with respect to probability measure π(x), m is the worst possible
outcome, m = min{u(x)}, and M is the best possible outcome, M =
max{u(x)}. Finally 0 ≤ γ,λ ≤ 1,γ + λ ≤ 1, together with the proba-
bility measure π(x), define the neo-capacity. It is easy to see that this
type of expected utility is a weighted average of the optimistic “max-
imum” outcome M , the pessimistic “minimum” outcome m, and the
expected utility with respect to a known probability distribution. The
essence of this model is that the decision-maker considers a proba-
bility distribution but is not fully confident about this distribution.
Therefore, the decision-maker also considers the best and worst cases
with importance weights of λ (ambiguity aversion) and γ (ambiguity
seeking), respectively. Finally, γ + λ captures the amount of ambiguity
in the decision-maker’s belief. This example shows that the Choquet
expected utility with neo-additive capacity is intuitively appealing and
has a parsimonious expression with rich implications.

2.3.2 The Complexity Effect

In addition to risk and ambiguity, complexity also leads to violations
of rational choice. In general, people have a tendency to avoid complex
tasks and prefer tasks with less complexity. In an experiment where
subjects were asked to make a choice between two lotteries, A and B,
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Sonsino et al. found that subjects were more likely to switch to a simple
lottery [208], A, when lottery B became more complicated by having
more possible outcomes, while A remained the same and inferior to
lottery B. Complexity aversion has also been observed in several other
studies, such as in lottery evaluation experiments by Mador et al. [152],
Huck and Weizsacker [109], and in an experimental examination of
Bayesian updating and reinforcement by Charness and Levin [41].

Complexity aversion can, under certain conditions, be offset by the
desire for flexibility. Sonsino and Mandelbaum [209] showed that when
uncertainty about outcomes was high, people preferred a more compli-
cated choice if the higher complexity implied a larger consideration set
and more flexibility — this choice was driven by a desire for flexibility
[130].

Tasks with higher complexity require a higher information pro-
cessing and computation capacity. Given that humans have only lim-
ited cognitive capability when handling complex tasks, decision-makers
tend to employ simple heuristics instead of performing a complete
optimal search. Tversky proposed a theory of choice called “elimina-
tion by aspects” (EBA), in which choice among multi-aspect alterna-
tives is described as a covert sequential elimination process [227]. The
EBA process starts with the selection of a particular (salient) aspect,
and then eliminates all alternatives that do not possess the selected
aspect. The process then moves to the second choice aspect, and elim-
inates alternatives not possessing it, and selection and elimination are
repeated until a single alternative remains. Payne [168] experimentally
examined information search strategies and found that when decision
tasks became more complicated, subjects’ strategy resembled the EBA
model. Thus, complexity is a determinant of the information processing
that leads to choice.

Game theorists also incorporate complexity considerations into their
models (for example, [1, 188]). This stream of research follows the
spirit of bounded rationality: complexity causes an implementation
cost in a player’s strategy space, and the player trades off repeated
game payoffs with complexity costs. Abreu and Rubinstein [1] showed
that when complexity considerations enter preferences, dramatically
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different equilibrium outcomes emerge, compared with repeated game
models without complexity considerations.

2.3.3 Applications in OM

Operations management is an area where many decisions are made
in ambiguous, uncertain, and complex environments. However, OM
research has a strong tradition of modeling problems in a way that
aims to accommodate uncertainty and complexity: Uncertainty is repre-
sented by probability distributions, and mathematical models, together
with computation power, are able to handle increasingly complicated
problems. Ambiguity and complexity considerations, themselves, are
not part of these models.

Thus, OM research on ambiguity and complexity is rare. Pich
et al. [172] made an attempt to acknowledge ambiguity and complex-
ity aspects of project management in a formal modeling exercise. They
modeled project performance as a function of the state of the world
and of activities that also interact with one another. They modeled
information as the knowledge of the project environment and interac-
tions between the environment and activities. They showed that classic
project planning assumes complete information about the state space
(the precise state of the world may be known only up to a probability,
but planning assumes that all the possible states are known) and causal
relationships among activities. If the project is affected by unforeseeable
uncertainty, because the state space and/or the causal relationships are
not known, project management may require the plan to “emerge” over
time (they call this “learning”) or several parallel alternatives to be pur-
sued, of which the best is chosen ex post (they call this “selectionism”).
Sommer and Loch show empirical evidence that these approaches are
beneficial in start-up projects with high uncertainty [207].

Instead of trying harder and harder to obtain optimal solutions in
an ambiguous and complex situation, this stream of research is more in
line with the bounded rationality approach, emphasizing limited search
and with satisfying solutions.

Ambiguity and complexity are prominent not only in project man-
agement related areas, such as new product development and R&D
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management, but also in areas such as supply chain management, where
decision-makers constantly face uncertain environments and complex
planning and coordination tasks.

Ambiguity and complexity clearly affect decision-making, not only
by making problems harder to solve, but also because attitudes toward
ambiguity and complexity bias perception; perception influences what
problems are chosen (what the decision-maker attempts to do in
the first place), problem formulation (what aspects of the problem
are emphasized), and finally the actual decisions made. This can
indeed be formally modeled in OM settings. For example, Wu et al.
[242] incorporate ambiguity aversion in a model of fair process (see
Section 4.4).

The little evidence we have from decision theory suggests that ambi-
guity and complexity bias our choices in subtle ways, which nevertheless
have a huge impact on OM decisions, causing, for example, avoidance,
postponing, an overly strong influence of what problem aspect happens
to be salient at the moment of the decision, etc. There is a tremendous
opportunity for the field to better understand the reality of decisions
in process contexts.

2.4 Regret Theory

In his typically analytic way, Bezos cast his decision in
what he calls the “regret-minimization framework”. He
imagined that he was 80 years old and looking back at
his life. And suddenly everything became clear to him.
When he was 80, he’d never regret having missed out
on a six-figure Christmas bonus; he wouldn’t even regret
having tried to build an online business and failed. “In
fact, I’d have been proud of that, proud of myself for
having taken that risk and tried to participate in that
thing called the Internet that I thought was going to be
such a big deal. It was like the wild, wild West, a new
frontier. And I knew that if I didn’t try this, I would
regret it. And that would be inescapable.” (Time, Dec.
27, 1999).
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Regret theory [15, 16, 149, 150] was developed as an alternative to
expected utility theory when the latter was being challenged by mount-
ing experimental evidence. Regret theory incorporates psychological
experience, regret and rejoicing into preferences. Its main assumption
is that people think ahead when making decisions, anticipating regret
or rejoicing, and the psychological experience of anticipation affects
current decision under uncertainty. In other words, people compare,
in hindsight, the consequences of a particular choice with those of
another choice that they could have made, experiencing regret or rejoic-
ing depending on the outcome of the comparison, and they anticipate
the possibility of a regret or rejoicing experience when they actually
make the choice.

It turns out that any incorporation of regret necessarily violates the
axioms of Von Neumann–Morgenstern expected utility theory. Some
decision theorists have attempted toprovide axiomatic preferencemodels
that just minimally loosen expected utility theory (for example, by
slightly generalizing the independence axiom, see [93]), and still be able
to explain the Allais paradox with a difference in regret. Other modelers
simply give up axiomatic preferences. Consider a formulation of a utility
function based on Looms and Sugden [149]. The decision-maker’s overall
utility consists of the utility from his choice and a utility from feeling
regret or rejoicing. The modified utility function is written as follows:

uij = ci,j + R(ci,j − ck,j).

ci,j is the utility derived from action i in state j, and R() is a regret–
rejoicing function which compares the utility with what “could have
been” (if action k had been taken). At decision time, the decision-maker
maximizes the expected utility (including the regret function) over the
probability distribution pi of the state of the world, with respect to the
alternative action k:

ui =
∑
pj

ci,j + R(ci,j − ck,j).

Schweitzer and Cachon [197] applied regret theory to the newsven-
dor problem, by modeling the newsvendor’s preference as minimiz-
ing ex post inventory error, that is, the deviation between the order
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quantity and the realized demand. A deviation in either direction
causes a revenue loss, and thus an experience of disappointment for the
newsvendor [16]. This model predicts that a regret-averse newsvendor
sets the order quantity “too high” for low-profit products and “too
low” for high-profit products, as compared with the optimal quanti-
ties set by a regretless newsvendor. Schweitzer and Cachon then found
experimental evidence that this effect did, indeed, occur (in addition to
anchoring on a prior and insufficient adjustment from it). Katok and
Wu [118] report results that are inconsistent with regret (in terms of
ex post inventory error). Engelbrecht-Wiggans and Katok find support
for regret in auctions [68]. These are interesting examples of OM work
that begins to examine decision-making by real people in real process
contexts rather than idealized hyper-rational people in idealized process
contexts.

“Regret” has also been used to study newsvendor problems with
partial information [169]: the newsvendor operates with partial infor-
mation about the demand distribution, such as moments. He min-
imizes regret as measured by the profit lost as compared to the
profit from the optimal order quantity under full demand information.
This is consistent with the Minimax Regret measure introduced by
Savage [192].

2.5 Heuristics and Biases

The discussion so far has shown numerous instances of empirical con-
tradictions to the standard “hyper-rationality” assumptions underly-
ing formal economics and OM research. Clearly, psychologists have a
lot more to say about how the human mind arrives at decisions than
the rational-agent assumption in economics. Stanovich and West [214]
established a distinction between two types of thinking systems: Sys-
tem 1 (intuition) and System 2 (reasoning), which have very different
characteristics, as shown in Figure 2.2.

System 1 corresponds to the intuitive thinking system, characterized
as fast, automatic, heuristic-based, effortless and difficult to control
and modify; System 2 corresponds to the reasoning thinking system,
characterized as slow, effortful, and deliberately controlled [111, 215].
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Fig. 2.2 The intuitive and reasoning systems [111].

Kahneman and his colleagues view intuitive judgments (judgments
directly reflecting impressions generated by System 1) as positioned
in between automatic perceptions and deliberate reasoning that is
involved in all explicit judgment [111]. Hogarth defines intuition as
follows [105, p. 14]:

An intuitive response or conclusion is one that is
reached with little apparent effort, and typically without
conscious awareness. It involves little or no conscious
deliberation.

The two-system mental structure suggests that the two thinking sys-
tems produce different responses, and the intuition system can some-
times override the reasoning system. The heuristics and biases literature
shows that people’s intuitive judgment tends to rely on a limited num-
ber of heuristics, which can lead to systematic biases deviating from
normative rational theory.1

1 In this review, we discuss only the heuristics and biases as popularized in decision theory

by Tversky and Kahneman [228]. Stanovich [212] identified what he called “fundamental
computational biases,” which may be different from the concepts here. Although biases
are all about cognitive errors in intuitive judgment, the fundamental computational biases

are more in line with the arguments of evolutionary psychology: they are believed to
exist because they are evolutionarily adaptive. The fundamental computational biases
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Tversky and Kahneman identified three heuristics commonly used
in probability judgments [228]. First, the representativeness heuris-
tic prompts people to base probabilistic judgments on the similarity
between objects. For example, if an unknown object is similar to a
known category, then the probability that the object belongs to the
known category is judged as high; otherwise, the probability is evalu-
ated as low. The representativeness heuristic can lead to decision biases
such as the gambler’s fallacy, the conjunction fallacy, and mispercep-
tions of randomness because people make predictions from the most
recent events (which may be spurious).

Second, the availability heuristic helps people to assess the fre-
quency or the probability of an event. The more “available” an event,
which means the more frequent the number of its occurrences in mem-
ory, the more likely the event is judged. The information’s availability,
retrievability, and vividness all affect the availability heuristic. This
leads, for example, to the general overestimation by most people of the
probability of catastrophic events that are highly visible in the news
(such as plane crashes).

The third heuristic is called anchoring and adjustment. When
making estimates, people spontaneously tend to start from an ini-
tial value (the anchoring point) and then make adjustments to reach
final estimates. The adjustments are often insufficient, and thus dif-
ferent anchoring points can lead to different estimates. This leads to
the fact that estimates are susceptible to manipulation. For example,
people (even professional experts) estimating the value of a house can
be “anchored” by being given a piece of paper with a printed value on
it. People’s estimates can be systematically and significantly influenced
by the value of this anchor point.

Several other intuitive decision heuristics have been identified.
We name two of them that are particularly relevant to management
decision-making. First, the framing effect shows that the way the prob-
lem is presented (framed) influences perception and judgment [229]. If

refer to the tendency to contextualize, socialize, and personalize a problem [212]. These

fundamental computational biases are related to our system 1 operation, and they may
be a product of the evolutionary biological heritage of human beings [213].
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the same problem is framed in terms of gains versus losses, the deci-
sions with respect to the same problem can be different, consistent
with prospect theory and the loss-aversion effect (see Section 2.1). Fur-
thermore, the same problem framed with different reference points can
receive very different responses. The second additional heuristic is the
so-called overconfidence effect. People are not well calibrated in mak-
ing estimates and are often overconfident about the accuracy. This
causes them to regularly assume excessively narrow confident intervals
for their estimates [31].

The full list of decision heuristics and biases is beyond the scope
of this review. The point is that people are subject to various types of
decision biases that make normative decision models fail. Experiments
in an OM context have a long history in demonstrating the relevance
of the decision heuristics. Rapoport [183, 184] found that decision-
makers in a stochastic multistage inventory task generally under-control
the system, and orders are correlated with past demand even when
demand draws are independent; these results are consistent with an
interpretation of anchoring with insufficient adjustment. More recently,
Schweitzer and Cachon [197] and Bolton and Katok [23] found anchor-
ing and adjustment behavior in their newsvendor experiments. Katok
and Wu [118] observed this behavior in their experiments testing whole-
sale price contract but not coordinating contracts including buy-back
and revenue-sharing contract.

Another set of applications of decision heuristics is in the area of the
supply chain bullwhip effect, which leads to forecast errors, excessive
inventories, and price fluctuation [136]. The bullwhip effect has estab-
lished operational causes, such as batching, information uncertainty
and delays, and gaming. In addition, the cause of the bull effect may
be behavioral. For example, Sterman [216] found that subjects were
still subject to a bullwhip effect because they underweighed the exist-
ing “on order” supply line, consistent with anchoring and insufficient
adjustment. Croson and Donohue [54] replicated and extended these
results when the demand distribution is stationary and known oper-
ational causes were removed in experimental settings. Moreover, the
bullwhip effect still remained in force even when the demand uncer-
tainty and operational causes were removed [55]. On the other hand,
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a recent study by Su [218] suggests with a model and some exper-
imental data that the bullwhip may also arise from pure bounded
rationality (imperfect optimization) even when no biases per se are
present. In other words, the state of knowledge is incomplete, as
is the case with the previously discussed biases. More research is
needed to fully understand the psychological drivers of the bullwhip
effect.

Decision biases have also been found in supply chain coordina-
tion problems, which causes failure of full coordination in experimen-
tal settings. For example, Katok and Wu [118] found that buy-back
contracts and revenue sharing contracts fail to achieve full efficiency
due to biased decisions by anchoring and adjustment. Ho and Zhang
[104] reported results of testing quantity discount and two-part tar-
iff contracts and show that loss aversion can explain the experimental
findings. Lim and Ho [140] tested two-block tariff and three-block tariff
contracts and show that retailer’s counterfactual thinking accounts for
their results. In both Ho and Zhang [104] and Lim and Ho [140], the
authors generalized standard models with behavioral factors that are
quantifiable by experimental data. The experimental study of supply
chain contracting problems is still in its early stage. More work is
required to test standard theories and to understand the behavior in
supply chain contracting problems.

Some experimental studies show that people may follow the same
form of the optimal decision policy but with parameterizations that are
biased as compared to the optimal ones. For example, Bearden et al. [14]
conduct an experiment on a variant of the secretary problem: subjects
sequentially see applicants and have to choose one, at which time the
sequence stops. The subjects’ stopping policy has the general form of
the optimal stopping policy, but they stop the search too early because
they overestimate the quality of the candidates they have seen, while
giving insufficient weight to the candidates yet to come. In another
experiment with subjects in a perishable goods revenue management
situation, Bearden et al. [13] found subjects behaved consistent with the
structure of the optimal policy, but parameterized incorrectly in selling
to cheaply when inventories were small and too expensively when stocks
were high.
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In an R&D context, Gino and Pisano [87] studied how resource allo-
cation heuristics and project termination heuristics influenced R&D
performance volatility. In their simulation study, decision-makers are
assumed to employ simple heuristics rather than optimal solutions,
reflecting the complexity and ambiguity of most companies’ R&D
portfolios.

Heuristics are mental shortcuts that produce fast, intuitive judg-
ments. In some situations, they can lead to errors that compromise the
decision-maker’s ability to achieve his/her goals. However, in many sit-
uations, they are good first cut approximates when other information
is insufficient. This is suggested by the view that decision heuristics are
useful adaptations, rules of thumb that balance intelligent choice with
limited computational capacity of the brain [57, 212]. Indeed, simple
heuristics are the best descriptors of actual behavior: In the context of
customer choice problems, Gans et al. [83] developed several customer
choice models, reflecting several choice heuristics including the repre-
sentativeness heuristic, myopic choice, and hot-hand behavior. They
experimentally tested how the choice models matched actual perfor-
mance and found that more analytically tractable models performed
best in tests of model fits, and the most complex model performed
poorly.

Summarizing Sections 2.1–2.5, we have seen how recent OM work
has incorporated decision biases in fuller, more realistic decision mod-
els. Thus, the conventional optimization methods in our field remain
effective and tractable, and at the same time, the models are greatly
enriched by the behavioral biases. If we retain the hyper-rationality
assumption, the practical value of our so-called “optimal solutions” will
be minimal, or relevant only under very structured circumstances that
leave little room for meaningful decision-making. Developing behavioral
models in line with the above discussed principles will be an important
step toward establishing the field of behavioral OM.

2.6 Emotions and the “Affect Heuristic”

Finally, it is by now established that decision heuristics do not oper-
ate “in cold blood,” but involve affect and emotions. In particular,
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research shows that people (unconsciously) use affective or emotional
evaluations in decision-making [11, 56]. All objects and events that we
recognize (from memory) have attached to them, in our mind, varying
degrees of affect; emotion-neural memories are much harder to form (“if
something does not concern me, I don’t need to remember it!”). When
making a decision, in addition to the representations, people also refer
to all the positive and negative affective feelings consciously or uncon-
sciously associated with the representations, and the associated affects
guide the decision-making. This is called the “affect heuristic” in psy-
chology. Emotions, in particular the “higher social emotions” [57, 92],
are discussed in much more detail in Section 3.

Thus, we have seen that our decisions are influenced not only by the
explicit “rational” analysis that happens in the reasoning system, but
also by the intuitive system (Figure 2.2), which includes the decision
heuristics and the emotional “coloring” of memory. This has important
implications for how we learn, how we build not only our explicit knowl-
edge but also our intuition in a way that is appropriate. Because our
perception is subject to biases (overconfidence, availability, represen-
tativeness, etc.), we may be building the wrong intuition in a “wicked
environment” that gives us misleading feedback.

For example [105, pp. 83–84], a waiter has figured out that the
better dressed customers give higher tips. What the waiter has not
noticed is that because of his expectations (which were perhaps ran-
domly triggered or based on prejudice a long time ago), he treats the
better dressed customers with more attention, which motivates them to
give larger tips. His expectations have become a self-fulfilling prophecy;
noticing a connection does not mean that we learn the correct causal
attributions. The waiter in our example may be overlooking a group
of even better tippers (say, deliberately low-dressed employees of the
successful start-up company around the corner).

Therefore, Hogarth [105] makes several recommendations for mak-
ing decisions in a way that increases the chances of using all the infor-
mation one has available, without falling into traps (summarized in
Figure 2.3). First, explicitly generate multiple alternatives, using input
from people and sources that disagree with you. Even if this is perhaps
uncomfortable, it exposes you to a wider range of information.
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Fig. 2.3 Educating intuition.

Second, use in the decision your causal knowledge (intuition as
well as explicit theories) and data that are available. Make explicit
to yourself what question you are trying to answer, which may help
you to avoid being too trapped by salience and availability. Respect
your prejudices (cultural rules) and emotions as relevant information —
if you feel negative about something, it may reflect a negative mem-
ory that you no longer have explicitly available. But do not become a
slave to your emotional reactions. Impose “circuit breakers” — force
yourself to step back from the decision for a little while, which calms
down your emotional reactions, and then look at it anew. (For exam-
ple, car salespeople want you to make a decision on the car now, as
long as they still have you in their grip. Once the customer leaves the
showroom, he/she will be able to reflect and escape the salesperson’s
arguments.

Third, test the ideas; in some situations, you can even test several
approaches and see what works best! And shape your environment to
get useful, not wicked, feedback. For example, the worst thing power-
ful people can do to themselves is to surround themselves with “yes-
men,” which is a recipe for wicked feedback (“Everything I do is great.
Everyone tells me so!”). Leaders who keep talking to diverse sources of
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independent people have a higher chance of keeping their feet on the
ground.

Finally, keep looking for disconfirming evidence — ask not, “Why
was I right?,” but ask yourself, “Why might this have been wrong, and
how might I have been able to see symptoms that I was wrong?” Ask
yourself about the assumptions that you made, and continue to seek
feedback from your environment, including an attempt to read their
emotional reactions.

This is the scientific method made a habit in your own decision-
making and learning. It is what OM scholars should hold themselves
up to, including questioning the comfortable and familiar rational mod-
els. This decision process can also be embedded in OM methods — for
example, there are some parallels to problem solving and quality circles
in Total Quality Management. There might be a fascinating research
program in evaluating operational decision methods in an organization
for their conformance to the above described “scientific method” and
examining whether this leads to higher decision quality and organiza-
tional learning.





3

Social Preferences

3.1 Are our Decisions Influenced by Emotions?

The economic, and thus OM, approach to social and economic inter-
actions has traditionally been one of rational actors: people who care
only about the expected risk-adjusted discounted value of future pay-
offs. People are “aloof traders” who care about others only to the extent
that “an investment in you pays me back later” and that “if I know you,
I can better predict what you will do later (trust).” There is, however,
increasing realization that this view is, although not entirely wrong,
significantly incomplete.

Behavior is significantly influenced by emotions. Emotions can be
seen as “complicated collections of chemical and neural responses, form-
ing a pattern; all emotions have some kind of regulatory role to play,
leading in some way or another to the creation of circumstances advan-
tageous to the organism. (. . .) Notwithstanding the reality that learning
and culture alter the expression of emotions, (. . .) they are biologically
determined processes. (. . .) The considerable amount of individual vari-
ation and the fact that culture plays a role in shaping some induc-
ers does not deny the fundamental stereotypicity, automaticity, and

47
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regulatory purpose of the emotions” ([57, p. 51]; a consistent definition
can be found in [195]).

In other words, emotions regulate our behavior as a system that
operates in parallel to our conscious rational intelligence. Cosmides
and Tooby [52] see emotions as domain-specific programs that have
evolved over the course of evolution to solve specific problems posed by
the environment. For example, fear helps us to run from a danger, and
anger helps us to mobilize energy to fight. We discussed emotions in the
context of individual decision biases already in Section 2.6. In addition,
emotions help us to navigate the complexities of social interactions.

In other words, emotional responses to events potentially affect-
ing the individual, operating alongside [194] or even coordinating
[52] mental functions, have an important role to play in explaining
human behavior, including social and economic transactions. Neurolo-
gists [56, 135] have shown that reasoning alone does not enable humans
to make good social/economic decisions if divorced from their emotions;
testifying to this importance are the intriguing accounts of individuals
who suffered damage to specific, emotion-processing, parts of the brain
[56, Chapter 3] and, while basic cognitive facilities remained intact, then
witnessed severe decision-making impairment and poor social and risk
judgment. Emotion matters partly because it can instantaneously influ-
ence cerebral activity and response, with our major emotion-processing
capacities residing in much older sections of the brain and with instant
access to stimuli [135]. While emotions do not merely execute stimulus-
response chains [194, p. 160], it is certainly possible “for your brain to
know that something is good or bad before it knows exactly what it is”
[135, p. 69].

Economics and OM have shared an overemphasis of the “rational”
with sociology, as the following quote shows:

Sociologists have unwisely elevated the rational over
the emotional in attempting to understand and explain
human behavior. It’s not that human beings are not
rational — we are. The point is that we are not
only rational. What makes us human is the addition
of a rational mind to a pre-existing emotional base.
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Sociology’s focus should be on the interplay between
rationality and emotionality [153, p. 2].

An important quality of emotions is that they can have an algorithmic
quality [135, pp. 69–70]; they tend to follow repeated patterns or rules,
conditioned over the long course of human development and engaging
(predictably) physiological reactions and various mental functions (e.g.,
attention, inference, memory) [57]. They operate as an unconscious,
“hard-wired” intelligence, which serve a regulatory or functional role
and proved (on average) adaptive in the past [173] — common and sim-
ple examples include the preparation for evasive or aggressive action
in threatening situations or cringing when encountering a bad smell
[57, 92]. These responses tend to exhibit automaticity and can by-pass
conscious reasoning in regulating behavior. In particular, social trans-
actions tend to prompt such automatic responses (although parame-
terized by the cultural environment), which have been called emotional
algorithms [144].

The emotional algorithms are summarized in Figure 3.1. They help
us to navigate (minute by minute) a fundamental dilemma that humans

Fig. 3.1 Emotional algorithms regulating economic transactions (Source: Loch et al. [144]).
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have been faced with for most of our history, which occur in relatively
small groups of 50–150 people [63]: the pursuit of self-interest versus
the pursuit of group interest.

Excessive self-interest could mean a lack of coordinated effort, and
so expose the group — and the individual — to greater environmental
risks, such as other tribes and non-human predators [206]. Excessive
cooperation, on the other hand — such as taking the vanguard position
during battles — could leave individuals exploited by fellow members,
and so face lower survival chances. Whether to cooperate or compete
remains a fundamental and important issue for employees, managers,
buyers, suppliers, or partners in any economic transaction: “Shall I try
to exploit the other side or genuinely cooperate?”

The view that emotions, and in particular the emotional “algo-
rithms,” are to be reckoned with as influences on decisions, is by no
means shared, either in Economics or in OM. In 2007, the mainstream
view is still, “emotions are interesting, but they sway us only in small
mundane situations; whenever something important is at stake, we can
push emotions aside and make rational decisions.” Thus, sociologists
argue that we pursue status only as “social capital,” as an investment
in future influence that will payoff then [141]; economists view a rela-
tionship as an investment that allows future profitable transactions (for
example, reputation strengthens one’s position in signaling games, see
Kreps [131, p. 629], and Bolton et al. [24]) and tapping into someone
else’s social capital (for example, see Davis and Greve’s [58] study of
networks of CEOs); and group identity is seen as a “quality label” that
enhances our influence outside (for example, Frank [79] calls this the
“high school reunion effect” of being able to brag about the organiza-
tion for which one now works).

The view adopted here is that, although “calculating” considera-
tions of social interactions do influence people’s decisions, the rational
view is incomplete, as the discussion at the beginning of this section
suggests. Evidence is mounting that people are also influenced by emo-
tional reactions, that these emotional influences are large enough to
matter, and that they may even “override” rational considerations in
important situations. In most situations, we must consider both ratio-
nal and emotional considerations in order to understand behavior.
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Robert Frank [79] showed how to incorporate status into utility func-
tions and termed the phrase “passions within reason”; and Barkow
[9, p. 129] spoke of “overrides” of emotions over reason. Horowitz [107,
Chapter 13] shows in detail how ethnic riots that involved mass killings
resulted from a mixture of passion and arousal resulting in a feeling of
justification, with a subtle calculation of risks and rewards.

The evidence that both calculation and emotions matter prompts us
to overview ways of how emotions can be added to our classic economic
optimization models. We structure the discussion by the four emotional
algorithms of social interactions.

The first algorithm, resource striving, acknowledges that economic
rationality is indeed a fact, and that people do seek to maximize their
own welfare, directly (e.g., in the form of a salary increase or bonus) and
indirectly (e.g., through the relationship with someone else). Resource
striving is, however, not entirely rational but also has emotional com-
ponents — this is what Section 2 of this review is about: we overly react
to salience and immediacy; we are loss- and ambiguity-averse (even for-
going great opportunities), etc. The remainder of this section gives an
overview of the other three emotional algorithms, status, reciprocation
(relationships and fairness), and identification with a group.

3.2 Status

“Men do not work to maximize their economic benefits,
any more than they try to maximize their physical com-
fort. What does a billionaire need a second billion for?
To be of higher rank than a fellow billionaire who only
has a single billion” [9, p. 196].

3.2.1 Foundations

Status structures are defined as rank-ordered relationships among
actors. “They describe the interactional inequalities formed from
actors’ implicit valuations of themselves and one another according
to some shared standard of value” [186, p. 281]. There is an argu-
ment whether people pursue status “rationally” (as an opener to future
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wealth) or emotionally. Although early social scientists were quite will-
ing to see status as an intrinsically valued emotional good [67, 235, 237],
sociologists have more recently emphasized status as a means to an end
[8, 20, 141, 176, 189]. However, there is substantial evidence in evolu-
tionary anthropology [9, 40, 59] and some agreement in sociology [121],
that status seeking is emotionally-driven and (the pleasure of status)
can operate as an end in itself.

For example, one experimental study demonstrates that subjects are
willing to trade real money for short-lived status recognition that has
no further benefits [108]. In a competitive bidding game with a proba-
bilistic outcome, participants were induced to consciously “leave money
on the table” by offering them a symbol of recognition (applause) by
strangers, so the signal carried no possible benefit for future interac-
tions. Research has also found that this pleasure corresponds to higher
serotonin levels, which are both a cause and an effect of higher status,
as demonstrated in studies of the relationship between serotonin levels
and social success within college fraternities [26].

Emotionally-driven status behavior has its roots in a general pri-
mate tendency toward social hierarchy, where evolution favors com-
petition among group members (for food, mates, nesting sites) to be
performed with efficiency and as little injury as possible. Determin-
ing which of two competing individuals would win an encounter, with-
out actually fighting, leads to a status hierarchy in primate groups.
Human prestige has developed from this primate status tendency, but
has become symbolic. Symbolic prestige can rest on a large number
of criteria that are, to a large extent, culturally determined, such as
skills and knowledge (that are relevant in a given environment), or the
control of resources [9]. People crave general respect and recognition,
though, in all cultures of the world. In other words, the striving for
status is hard-wired, utilizing basic emotions (such as anger, sadness,
happiness, pride), depending on whether status is achieved or not. The
criteria along which status is achieved and the symbols of status, how-
ever, are cultural. For example, men of the Ache tribe of Paraguay will
pursue risky hunting strategies — seeking particularly large game —
in order to have abundant meat, which they can then share and “show
off,” thus raising their status [35, p. 81].
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3.2.2 Applications in OM

The fact that status is relevant for incentives and performance in an
operations context is quite immediate. Offering status, often in non-
monetary forms, can be highly motivating without necessarily being
costly; for example, we have witnessed first-hand how a plant manager
who knows the names of the workers and treats them with respect
(for example, shakes their hands whenever passing by) is rewarded by
extreme loyalty.

Economists have observed the systematic effect of status striving,
and have modeled it. For example, Robert Frank [78, 79], the pioneer
of status research, showed that striving for status can be productive for
an organization if it rests on criteria that are connected to productivity.
Consider the following very simple model (taken from [79, p. 134]). Two
workers, Hatfield and McCoy, work together as carpenters and make
$20 per hour. Each cares about take-home pay, leisure (that is, they
dislike long hours), but also about relative pay: who makes more money
has higher status. Figure 3.2 shows how they value the combination of
leisure, pay, and status.

Both have the choice between working short shifts (8 hours) and
long shifts (12 hours). Both prefer the shorter working day with less
pay — the money does not make up for the lost time with their families.
However, both also value having more than the colleague. The situation

Fig. 3.2 Income/Leisure trade-off when relative income matters.
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thus becomes a prisoner’s dilemma: the short working day becomes an
unstable situation because each is willing to invest the extra time for a
combined reward of higher pay and higher status. The only stable sit-
uation (equilibrium) has both working harder than they would really
like to. This prisoner’s dilemma model captures some aspects of orga-
nizational dynamics — in certain professional organizations, employees
work long hours less, not because they want or need to, but because
of the “rat race” — peer pressure. Frank [79] draws the conclusion
that such employees will want a law limiting working hours in order
to help them to achieve the better situation with equal status and
less work.

Frank [79] also shows that status considerations may lead to wage
compression in some organizations: the high-status workers (who are
more productive and paid more) must “pay” the low-status workers
to remain there as low-status workers, rather than moving to a less
productive organization where they could, in fact, be higher status
(because they would be higher in the productivity ranking). Similarly,
job titles may be given to employees in lieu of pay; for example, a
company may have more vice presidents but pay them less [79, p. 91].

However, status can certainly be unproductive if the criteria lead
to time-wasting political posturing and gamesmanship when, for exam-
ple, people fight over the size of their office or company car, or other
status symbols. The key for our discussion here is that these effects are
amenable to OM-style modeling; we discuss one example [145].

Consider a team of professional workers who collaboratively produce
an output (a design, an analysis, etc.). People spend a fixed amount of
time in the office (i.e., total work effort is held constant), which they
allocate between productive problem solving (team member i works on
problems with a fraction ki of her time) and office politicking (the per-
son engages in impression management, gossiping, etc. with a fraction
(1 − ki) of her time). Problem solving produces value via a production
function πi = 1 − exp[−θ(ki + εi)], which means production has dimin-
ishing returns and is somewhat noisy: εi is a symmetrically distributed
random term that expresses the notion that problem solving produces
solutions of varying quality. Team production is simply the sum of the
individual products.
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The team members care about a combination of monetary benefits
and status, U = Um(i) + Ur(i).

Monetary Utility: Um(i) = δm[w + βΠ/n]
Prestige: Si(τi+1) = α[(1 − γ)(1 − ki + ηi) + γπi]

+(1 − α)Si(τi)
Status Utility: Ur(i) = δr[1 − (Ri(S) − 1)2/(n − 1)2].

Monetary pay is a salary plus team bonus β shared among the n team
members, and status is based on prestige: prestige rests on productivity
with the (cultural) “meritocracy” weight γ, and on office politicking
with the weight (1 − γ), it decays over time with speed (1 − α), and
it also exhibits some noise ηi (office politicking can backfire). In other
words, one can win prestige with pure problem performance, but also
with impression management and politicking, and one cannot rest on
one’s laurels (“When did you write your last Nature paper?”). Team
member i does not care about prestige per se, but about her prestige
rank Ri(S) in the context of the prestige vector S of the population;
the quadratic function for Ur captures convexity and normalization by
group size; the utility difference between the first and second ranks
is larger than between the last and second-to-last ranks. The team
members act myopically without “planning” their utility for the future;
this expresses the fact that status striving is at least partially emotional
and happens spontaneously.

This model captures the fact that people care about pay as well
as about status, and that status can be gained both by being produc-
tive and by other means. It exhibits interesting behavior: except under
special conditions,1 the team does not achieve equilibrium, and behav-
ior (allocation of effort between problem solving and politicking) and
group performance endlessly fluctuate. The “leaders of the pack” can
never rest and always have to watch their backs; therefore, the team
drifts in and out of preoccupation with political status competition and

1 The special conditions are that agents are indifferent between having a certain rank alone

or sharing it, i.e., “I am as happy about the gold medal alone or having two people sharing
first place,” and in addition, an absence of performance uncertainty (εi = hi = 0).
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exhibits waxing and waning performance. This behavior is indeed rem-
iniscent of observations of professional teams, which exhibit collective
“mood swings.”

Models of this type are consistent with Frank’s formulation [78].
Models in economics refer to social preferences or interdependent
preference [205], which extend self-interested model by incorporating
preferences for status, reciprocity, and fairness. The most widely used
representation of status in social preference models is simpler than the
one shown above; it does not construct a prestige measure which is
then ranked, but simply introduces a measure of relative pay into the
agent’s utility function: Ui = v(πi) + αw(Si), where πi is the monetary
payoff, and S is the status variable, defined as the difference between
the agent’s pay and the average pay in the population, S = πi − π̄ (see
[127]); this is also consistent with Frank’s view of status together with
absolute payoffs in a prisoner’s dilemma [78, 79].

Status models as the ones shown offer the possibility of combining
incentives with social preferences in explaining the performance of pro-
fessional teams. In the spirit of Behavioral OM’s ambition of combining
rigorous modeling with empirical tests, there are many opportunities
of testing and refining theories such as the one sketched above in oper-
ational contexts.

Bolton [21] developed a model of ultimatum bargaining that looked
like a status model for the player who received less; this player’s utility
increased in her relative share of the outcome until she achieved parity.
Above parity, however, the payoff share no longer influenced utility;
utility was driven only by absolute payoffs: the model’s primary con-
cern was with fairness. Bolton and Ockenfels [25] developed this model
further by having the players’ utilities decrease from deviations from
parity (fairness violations) toward either side; they named their the-
ory “ERC”: equity, reciprocity, and competition. We further discuss
fairness and equity in the next section.

3.3 Reciprocity and Relationships

“America is seen as transaction oriented, but when
I approached potential customers with the business
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proposal of my start-up, I found that if they didn’t know
you, they didn’t want to talk to you, not to mention
do business with you, outstanding business opportunity
or not” (personal conversation with a Silicon Valley
entrepreneur).

3.3.1 Foundations

Cooperation can be seen as a cold-blooded exchange of goods, with
all aspects of the transaction regulated by a contract in which each
side ensures that his/her needs are met. However, only the most trivial
transactions can be completely governed by contracts. In real trans-
actions, there are always loopholes and opportunities for free-riding
and opportunistic behavior. People have to “volunteer” their full coop-
eration; it represents a favor — that is, an act which aims to help
or benefit the other side, at some cost to the giver, but without
any immediate exchange implied. The motivation for such altruistic
acts has long puzzled researchers, and economists have attempted to
evoke incomplete contracts that influence behavior through a (possibly
implicit) promise of a future lucrative continuation of a relationship,
conditional on good behavior now. In other words, the traditional
economic explanation invokes reciprocity, that is, the expectation
that the favor will be returned at some unspecified point in the
future. This is, of course, the same principle that underlies any ratio-
nal transaction — I give you a good, and you give me another in
return.

A transactional perspective, however, raises a problem if the
returned favor is delayed: the temptation of free-riding is rampant in
economic transactions — not returning the favor or returning slightly
less in a way that cannot be captured by a contract. One ingredient to
mutually beneficial coordination is “trust,” or knowledge about what
the other side of the transaction is likely to do. In a trust-game exper-
iment in which anonymous players can share a benefit or attempt to
claim any surplus selfishly for themselves, Ho and Weigelt [103] showed
that trust building happens partially “rationally” — some players are
willing to “experiment” with sharing behavior and then adjust their
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behavior depending on the “fitness value” of trust, that is, on whether
the other side reciprocates or not.

Bust again, there is evidence that trust and cooperation has, in
addition to its “rational” side, also an emotional side. There is mounting
evidence that people refrain from free-riding, not because of the threat
of future consequences but because they want to like the other side. As
an example, consider a study of buyers and suppliers in the NY fashion
industry by Uzzi [231, p. 43]:

One CEO distinguished close ties from arm’s length
ties: “You become friends with those people — busi-
ness friends. You trust them and their work. You have
an interest in what they’re doing outside business.”
(. . .) In such trust-based relationships, extra effort was
voluntarily given and reciprocated. These efforts, often
called “favors”, might entail giving an exchange part-
ner preferred treatment in a job queue, offering over-
time on a last-minute rush, or placing an order before
it was needed, so as to help a network partner through
a slow period. These exchanges are noteworthy because
no formal devices were used to enforce reciprocation
(e.g., contracts, fines, sanctions).

Trust did break down in cases of protracted history of abuse of the part-
ner. This shows that “rational” tracking of reciprocation is present, but
it cannot explain how reliably people volunteered not to take advantage
of the situation. Both rational expectations of future return favors and
emotional desires to help the other side are at work in parallel.

Biologist Robert Trivers [224] identified the origin of an emotional
desire to help the other side by showing that reciprocity can arise in
evolution, even when the parties cannot foresee or commit to a returned
favor. He showed in a simple game-theoretic model that cooperation
emerges as a stable (programmed) strategy, in which individuals want
to give a favor, even without respecting a return. This can happen
if a repeated exchange of favors does, in fact, represent a mutually
beneficial arrangement. But the individuals do not need to realize it; the
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intelligence is in the programmed behavioral algorithm, not in conscious
decision-making by the individual.

The conditions under which such “reciprocal altruism” can arise by
evolution as a stable strategy in a population are as follows: the mem-
bers of a population are mutually dependent such that they typically
benefit from altruistic acts (the acts create sufficient value) and can
productively return an altruistic act; they meet repeatedly over their
lifetime (that is, they live in relatively small, concentrated groups, as
would have been true in our ancestral environment); and cooperators
have sufficiently complex memories and senses to be able to detect,
remember, and punish cheaters [162]. Empirical studies have since con-
firmed that populations that fulfil these conditions tend to exhibit the
exchange of favors [50, 51, 224, 225].

The reciprocity algorithm helps us because we may not be able to
see the future benefits from reciprocation or take them into account
with our rational intelligence alone. What role do emotions play? They
seem to be evident in this case in the immediate aftermath of receiv-
ing a cooperative act. Trivers [224] proposed that the mechanism that
implements reciprocity and the punishment of cheats in humans runs
through the arousal of emotions (see Figure 3.3).

If someone does something for me, I feel gratitude, and I tend to
like that person. As a result, it makes me feel happy, and I even feel
an obligation [154] to do something for him/her, which then appears
as “returning” the favor (even if I do not see a future return). While
these positive emotions represent additional benefits of reciprocating
(they are pleasurable as ends in themselves), they also deter free-riding:
if I fail to reciprocate, I feel guilty, and the other side feels indigna-
tion. Indeed, it has been shown experimentally that when expectations
of reciprocity are breached, strong negative emotions are experienced
(anger, indignation) and retribution is sought, even at personal cost
that defies economic logic [71].

Moreover, Trivers [224] predicted that the emotional system should
include a need, and an enabling alertness, to detect and punish cheat-
ing in others, which is beneficial to the group. Such a mechanism for
detecting cheating has been identified [50, 51, 84].
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Fig. 3.3 Emotions as intrinsic motivation to maintain a reciprocal relationship.

An experimental study has shown that these emotions — positive
and/or negative — are indeed triggered in the course of social exchanges
[230], just by the interaction dynamics themselves, even when no tangi-
ble benefits are at stake. Moreover, these algorithmic (hard-wired) emo-
tional responses can explain the observations cited above from Uzzi’s
study of fashion buyers and suppliers [231]: once a positive experience
between the supply chain partners had been established, emotions cre-
ated an additional desire to cooperate, which, over time, enforced a
positive relationship and cooperative behavior. Over time, the relation-
ships between the individuals transformed from economic transactions
to relationships based on “friendship and altruistic attachments” [231].
Motivations changed from economic considerations to doing something
nice for my collaborator. Uzzi called this phenomenon “social embed-
dedness.”

Interestingly, the nature of the interactions strayed so far from
the initial economic rationale that a very high level of embeddedness
reduced the survival probability of firms, as the relationships became
so “self absorbed” that they strayed too far from economic efficiency.
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Here, we see that emotional algorithms, although generally helpful,
may, be harmful in some situations. Thus, the emotional relationship
algorithm is not infallible; it may go too far and cause cronyism and
illegitimate influence circles. But without it, we are unable to func-
tion — Damasio’s studies show that brain patients [56], who have their
unimpaired intelligence but lost the ability to connect their everyday
experiences to the emotional system and memory, are unable to resist
the temptation of short-term opportunism; they “cheat, lie, and steal”
and cannot continue a normal life because they are unable to be reliable
social partners. Emotions are the foundation of wisdom; our rational
intelligence is but the icing on the cake.

3.3.2 Applications in OM

Relationships, like status, powerfully influence behavior in economic
transactions, but they encourage collaboration rather than competi-
tion. Relationships transform the way we look at people and infor-
mation in ways that we are not aware of and cannot (easily) control.
Evidence of this abounds.

Take as a first example “Allen’s Law” (sometimes also referred to as
the “law of propinquity”). Tom Allen [4] was the first to observe that
communication frequency falls off steeply with the physical distance
between two colleagues; in fact, communication shrinks by a factor of
five over a distance of 40 meters. Moreover, this pattern is qualitatively
remarkably stable: regardless of whether people are on the same team
or the same project, or in the same department, communication falls
off exponentially, only from a different starting point (see Figure 3.4,
adapted from [5]).

Although communication technology has an effect on communi-
cation over long distances (e.g., telephone for far-away contacts and
e-mail, as an asynchronous medium, overcoming time differences, see
[210], communication effects are very stable: when it is harder for us to
see one another, we communicate less, but relationships have a stable
improvement effect on communication.

Work on communication in technology management has focused
on technical communication as influenced by work interdependencies.
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Fig. 3.4 Communication frequency as a function of distance and work relationship.

If communication is driven by relationships, one should be able to sys-
tematically influence communication, modifying Allen’s law by system-
atically seeding an organization with friendship ties. This prediction
can be empirically tested.

The broader implication of the relationship emotional algorithm is
that relationships have a stable influence on who we talk to, indepen-
dent of work requirements. Indeed, relationships deeply “color” how
we look at people and at information that we are exposed to. Our
hard-wiring for relationships underlies the ubiquitous (Organizational
Behavior) observation that networks matter with respect to informa-
tion flows as well as influence: we are hard-wired to collaborate with
people with whom we have a relationship and dismiss, mistreat or dis-
trust everyone else. Sociologists have treated networks largely from a
“rational” perspective: network relationships are useful because they
increase influence and information access; a person benefits from a
broad network (with many ties), a network of people with whom one has
close ties, a network in which one connects disconnected actors (because
one can act as an “information broker”), a network of high-status peo-
ple (because one benefits from this status like a “halo”) [7, 34, 170].
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This rational view cannot be complete (as the quote by Massey in
the introduction to Section 3 attests) — if I engage in networks only to
benefit from them, why should I let others benefit from me? Why should
I network with anyone from whom I cannot see receiving an advantage?
If it is a “give-and-take,” why should I ever network with people who
seem to not be able to give me more than I give them? The rational
view of networks can be put into perspective by empirically measuring
how much less effective people become who behave “rationally,” that
is, selfishly and calculatingly, in a network.

In addition, the emotional algorithm view of relationships predicts
that they can go “too far,” by over-emphasizing the personal dimension
over economic benefit. For example, in two automotive companies that
we have worked with, new management changed buyers in the pur-
chasing organization because they had become “too close” with their
supplier counterparts, and prices were no longer as low as possible.
On the other hand, an engineering manager from a third company
commented, “By cutting the buyer–supplier relationship, they have
reduced their access to innovations — when a supplier has an inno-
vation, they need to go out on a limb to make it work before they get
money, and that’s risky. So they offer it first to the customers with
whom they have good relationships because they trust them. By sup-
pressing relationships, these guys gained [short term] efficiency but lost
innovativeness.”

Again, this observation can be rigorously tested in empirical work:
more and closer ties may not always be beneficial to a person; the net-
work can become dysfunctional because the relationships have “gone
too far.” Moreover, relationships “going too far” can again be modeled
in OM style, using Aghion and Tirole’s “delegation theory” [2]. In this
theory, agents receive “private benefits” from engaging in a project.
Private benefits are not shared with the firm or other agents. Dele-
gation theory can be used to analyze a relationship as follows: if the
two partners generate a private benefit from their relationship, which
they share with each other but not with anyone else, two effects result:
on the one hand, the additional benefit makes them committed and
allows them to engage in economically valuable activities that require
mutual trust and risk taking. On the other hand, if achieving the private
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relationship benefit requires just some activities which are not fully
aligned with the economic interest of the organization, the relationship
turns into “cronyism” that is harmful overall.

A final aspect of relationships that has been modeled is people’s
strong desire for fairness, or equity of outcomes. If fairness is violated,
subjects in experiments (most famously, the ultimatum game, see Güth
et al. [94] and an overview in Sigmund et al. [199]) are willing to forgo
own benefits in order to “punish” the other side. Indeed, as we discussed
in Section 3.3.1, the willingness to punish cheats is necessary in order
to maintain collaborative equilibria against the temptation to free-ride
in groups [167].

The striving for fairness has been modeled in economics by utility
functions with an aversion to payoff difference. Bolton [21] and Rabin
[180] were the first fairness models in economics; Bolton with a utility
model (see the discussion at the end of Section 3.2), and Rabin with
a game theory model that considered subjects’ attribution of intention
to the other player in comparing payoffs. We illustrate a typical utility
model of fairness here: Suppose that two players obtain payoffs of x =
(x1,x2), then an inequality-averse utility function is ([73, p. 822]; see
also [25]):

Ui(x ) = xi − αi max[xj − xi,0] − βi max[xi − xj ,0], i 6= j.

αi measures the utility loss gradient from disadvantageous inequality
and βi the utility loss gradient from advantageous inequality. The desire
for retaliation can be modeled in the following way: An inequality and
relative payoff sensitive utility function of the form Ui(x ) = xi + αixj +
βi[xi − xj ] can be summarized with a “social preference parameter θ as:
Ui(x ) = xi + θixj , where θi represents a “caring” about the other side’s
payoff and is updated based on relative standing and behavior [147]:

θi(t) = θi(t − 1) + aipj,t−1 − bi(xi,t−1 − xj,t−1),

where pj,t−1 is the other party’s action in the interaction the previous
time, so the effect is: “If you treat me nice, I feel good about you and
care about you, but if you treat me rough, I care less about you and
retaliate.” (xi,t−1 − xj,t−1) is the relative payoff difference the last time,
which prompts the player to want more status this time and thus care
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less about the other side. In an experiment, Loch and Wu [147] found
empirical evidence for this kind of updating of mutual attitudes. This
will be discussed further in Section 4.4.

The point here is that, again, the desire for relationships and fair-
ness can be modeled in ways that are relevant to Behavioral OM, and
important questions of performance of employees in processes can be
examined: What are the conditions under which peer pressure can be
used to police shirking and effort in groups? When do relationships
among employees in groups become so strong that they distract and
reduce performance? The combination of modeling and empirical inves-
tigation promises novel and relevant insights.

3.4 Group Identity

The ease and accuracy with which an idea like xeno-
phobia strikes the next replica of itself on the template
of human memory may depend on the preparation made
for it there by selection. (. . .) I confess a bias toward dis-
covering the patterns of coalitions, warfare, language,
contempt and so on, that are documented in certain
remote peoples of the present day [96, p. 134 and 147].

3.4.1 Foundations

There is ample evidence that group-identification compels individuals
to sometimes sacrifice their own interests for the benefit of the group —
strong feelings are aroused, such as fondness, caring, sentimentality, and
love, which may be sufficiently strong for a group member to altruis-
tically give up benefits for peers. There is some insight into how this
algorithm plays out. In an experiment [61], the identification with the
group is so strong that events happening to a fellow group member are
appraised and trigger emotions as if these events happened to the self
(empathy) [89]. This may happen even if nothing whatsoever is at stake
for the individual feeling the emotion [230]. This represents a power-
ful emotional trigger by which individuals are motivated to perform
altruistic acts on behalf of fellow group members.
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It is not surprising that people should sacrifice their own inter-
ests for members of their family — “inclusive fitness” based on shared
genes can explain this behavior [95]. However, altruistic behavior is not
restricted to family members. Even arbitrarily defined groups can ben-
efit from intense feelings toward in-group members and equally intense
hostility toward out-group members. Psychologists have long known
that it is easy to create group identity by channeling human inter-
action [198, 219]. Groups are spontaneously defined by any socially
relevant criteria, especially status-relevant ones. Group identity helps
create a positive attitude toward in-group members and a negative dis-
position toward out-group members; in-group members are viewed as
differentiated individuals while out-group members tend to be viewed
anonymously, often as a stereotyped “category”; and there is a ten-
dency toward minimizing in-group differences while maximizing the
differentiation with the out-group. Individuals are more likely to hold
feelings of liking, fondness or pride for in-group members (i.e., iden-
tifying strongly with these others), which may result in greater help
offered to in-group members [220] and to view them as trustworthy
and cooperative [45, 129].

Sociologists have explained such remarkable group identity largely
through proximate causes, such as material or self-esteem benefits [129].
Evolutionary approaches can offer an alternative (ultimate) cause, group
selection, or more precisely, multi-level selection [29, 96, 206]. Group
selection pressures — the survival of entire groups (and their genes) over
others because of some inherent property of the group — is likely to
favor altruistic instincts. Individuals who were better equipped by nature
with emotional states and concomitant social desires that improved their
ability to cooperate, placed their group in advantageous positions with
respect to other groups. If this advantage allowed cooperative groups to
out-compete less cooperative ones — for example, by sharing food during
hard times, or by collaborating during hunts and battles — individuals
with cooperative desires, constructing cohesive groups, could spread
(procreate) faster than those who are less cooperative, and in spite of
being vulnerable to exploitation within the group.

Of course, since the early 1960s, biologists have believed that
group selection cannot occur because it is overridden by individual
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selection [155, 240]. Ever present free-rider problems mean that altruists
are exploited by selfish individuals; even if a group has successfully
established a “pure” altruist identity, it is vulnerable to migration
from other groups. The slightest migration would dilute altruism and
place free-riders at an advantage, making group-oriented behavior
unstable [96].

However, large variation across groups as compared to in-groups
can be maintained (against migration) if individuals with similar char-
acteristics or behaviors assort into groups with like others. In this case,
the benefit of altruism to the group accrues disproportionately to indi-
viduals with that characteristic or behavior [96, 206]. Moreover, culture
can be the source of such assortment by two different mechanisms: the
punishment of social cheats [167], and by conformist behavior (the ten-
dency to copy the behavior of the majority in the group) [30].

As individuals are socialized into a group, the group can main-
tain its altruistic behavior in spite of migration from other groups
(where individualistic free-riding may be the norm) because incom-
ing migrants adapt to the norm via conformist imitation, and because
opportunism is punished. This may explain how one group, or tribe,
can be conquered by another group, and the members of the losing
group successfully assimilated into the winning group and assume its
values [120]. Analogously, managers today are able to move from a
company to its competitor and shift their allegiance, without being or
feeling dishonest. Thus, we are cognitively and emotionally prepared to
identify with a new group with intense emotional force [9, 90, 132] —
the capacity for culturally defined group identification is designed
into us, while group allegiance itself is dynamic and allows groups
to maintain their identity. Thus, group selection can be an important
force [30].

Group identification is a powerful psychological motivation that
underlies racism [132] and can drive professional identity, discords
between different sites of an organization, or departmental conflicts.
Like the other emotional algorithms, it is a motivation that helps groups
to develop solidarity and cohesion over conflict, and thus get things
done. On the other hand, excessive cohesion can cause groupthink [110]
and prompt teams to isolate themselves from the outside world, being
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unable to transfer what they do to others. And, wherever there is an
“in-group,” there must also be an “out-group” — strong departments
are cohesive, but information, ideas and proposals may no longer move
across departmental boundaries, inhibiting organizational collaboration
and creativity.

3.4.2 Applications in OM

In the early 1980s, Yamaha challenged Honda’s market leader position
in motorcycles by announcing a new factory which, when full, would
make it the world’s largest producer of motorcycles — a position of
prestige held by Honda. Honda had not responded to a gradual gain
of market share by Yamaha so far because of its focus on the rapidly
developing car business. But now, they chose to counterattack, gal-
vanizing their organization with the war cry, “Yamaha wo tsubusu!”
This phrase roughly translates into “We will crush, squash, slaughter
Yamaha!” Honda moved on to bury Yamaha under a wave of new prod-
ucts which made motorcycles fashionable and made Yamaha’s products
look old and outdated; two years later, Yamaha had 12 months’ of
unsold inventory in its showrooms and surrendered (this example is
taken from [211, pp. 58–59]). Honda used a challenge by an outsider
to mobilize and solidarize the organization, literally using a war cry
(and then executing brilliantly). Similarly, Pepsi’s sales meetings, in
which Coca Cola was painted as the evil enemy, are legendary. Orga-
nizations have often used outside groups to overcome internal conflicts
and mobilize themselves.

However, as we said in Section 3.3.1, wherever there is an in-group,
there is also an out-group, with whom communication and collabora-
tion will become harder. Fostering strong group identity in a team poses
a trade-off between motivation and solidarity on the one hand and isola-
tion from the outside on the other hand. This trade-off can be examined
with OM-style methods, and we can imagine models that consider mod-
erating variables: the higher the technical uncertainty and, therefore,
commitment and expertise required, the more important might group
identity be; the more complex interdependent or political the problem,
the more diverse outside resources are required, and the higher might
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be the risk from groupthink. Producing empirically supported theories
of the group identity trade-off would be very useful for organizations
setting up project teams.

Group identification also influences the dynamic evolution of project
teams over time. It has long been observed that teams go through
“life cycles,” which have been referred to as the “norming–storming–
performing–adjourning” framework in OB [226]. Katz and Allen [119]
empirically examined team performance over time and found support
for this framework: team performance initially decreases, which may
culminate in a crisis; teams that work through the crisis increase in
performance, but eventually reach a peak and then deteriorate (see
Figure 3.5, adapted from [119]). Peak performance was reached, on
average, after 3 years’ team life in their study, but this period can vary
(lengthen) with project size and complexity.

The team life cycle has a “rational” explanation: initially, the team
members must find a common “protocol” of interaction in order to
learn how to efficiently divide up work, share information, and arrive
at decisions. Once a protocol has been found, the team starts to per-
form. As time goes on, the team members share so much experience

Fig. 3.5 The team life cycle.
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that they become “clones” in their thinking and lose diversity of prob-
lem solving, which reduces problem solving creativity and performance
[76, 241].

However, there is again an emotional level of interaction that oper-
ates in parallel with the rational problem solving level: initially, team
members do not have relationships and, therefore, do not trust or open
up to one another. This hampers collaboration. Once a team has devel-
oped relationships, performance improves, because the members are
willing to make themselves vulnerable and take risks (for example, in
trying out novel ideas, even if they fail, or in sharing preliminary, not
yet mature, thoughts). Ultimately, however, a strong group identity
evolves, which divides the world into “us” (the team) against “them”
(everyone else on the outside). The team loses its ability to listen to
external ideas, tends to be less willing to compromise in response to
external demands, and may even become paranoid about the inten-
tions of outside constituencies. Such teams may spiral away from the
outside and run into dead-ends against all outside parties, with devas-
tating results. Such teams have been repeatedly documented in studies
[138]. Such disasters are caused not by cognitive “running dry,” as the
rational view suggests, but by an emotional turning hostile toward the
outside.

Rules of thumb used by practitioners are to break up the team at
regular intervals, bringing in not just one person, who would quickly be
socialized by the dominant team culture, but a significant amount of
“fresh blood,” in spite of the short-term inefficiencies that a personnel
change causes.

However, if the emotional component of groupthink is real, other
remedies should be available: explicit work to establish a strong team
identity early would accelerate the performing phase, and an explicit
emphasis on weakening group identity (for example, by encounters
with the outside, by emphasis on being interdependent with other con-
stituents, by becoming more dependent on approval and resources from
an outside party) could at least slow down the group think process.
OM-style empirical studies could test whether these predictions are
supported, and thus, whether the social preferences are relevant for
team performance over time.
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3.5 Motivation and Group Performance

3.5.1 The Significance of Social Preferences for Group
Performance

Status, relationships, and group identity significantly influence perfor-
mance in economic and operational transactions. This is tested by Loch
and Wu [147] in a supply chain interaction experiment. Two human
subjects interact repeatedly and anonymously; in each round, player A
(the first mover) chooses his/her margin pA, and then player B (the sec-
ond mover) chooses pB with the knowledge of player A’s decision. The
two margins jointly determine the market price, p = pA + pB. Demand
q is a linear function of the market price, q = 16 − p. Thus, player
A’s profit from a single decision round is πA = pA(16 − pA − pB), and
player B’s is πB = pB(16 − pA − pB). The parameters and payoffs are
known to both players, and the game is held constant across all three
experimental conditions discussed below. The unique Nash equilibrium
under self-interested rationality assumption is p∗A = 8, and the sec-
ond mover’s equilibrium response p∗B = 4, thus p∗ = p∗A + p∗B = 12, and
realized demand q = 4. The first mover has Stackelberg-leader power
and earns twice as much in equilibrium, π∗A = 32, versus π∗B = 16. The
decentralized decision-making in this game leads to classic double-
marginalization, with a channel efficiency of 75%. Subjects earn a
reward proportional to their total profit over 15 rounds of play.

In the control condition, two randomly matched subjects play the
game anonymously for 15 rounds. Two experimental manipulations
introduce relationships and status:2 in the first, the subjects are given a
chance to meet each other briefly (e.g., exchanging names and shaking
hands) and are cued into a relationship with the following written para-
graph handed to each participant before the game starts: “You have
already met the person with whom you will play the game. Now the per-
son is no longer a stranger to you. You can imagine that the other player
is a good friend. You have a good relationship and like each other.” This
relationship perception is not associated with any economic benefits,

2 In a game of two subjects, group identity has the same effect as a concern for the other
side, so group identity is not tested in a separate experimental condition.
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and the players make their subsequent decisions separately and without
further communication, so the game does not represent an opportunity
to invest in a beneficial future relationship.

The second condition makes status salient. A participant is declared
the “winner” of a given round if he/she earns a higher profit than
his/her partner (the computer screens indicate everyone’s payoffs after
each round, and the status condition includes a column “winner,” in
which the participant with the higher profit is highlighted). In tie situa-
tions, both are ranked as winners. Again, there are no economic benefits
to being a winner, and no one other than the two participants knows
who the winner is. Similar to the control condition, the two players are
separated throughout the study.3

The observed experimental results are shown in Figure 3.6. The
curves represent averages per experimental condition (28 pairs per con-
dition, between-subject design); the differences across the curves are
highly statistically significant. In the status condition, player A raises
his/her price (versus the control), and player B responds not by lower-
ing his/her price (as the rational best response function would require),

Fig. 3.6 Pricing behavior depending on presence of status and relationship concerns.

3 In the control condition, player B acts more aggressively than expected from the rational

economic analysis; as a result, A’s and B’s prices are closer than predicted. The reason is
that even in the control, the players see, and respond to, relative outcomes, and compete

(player B is the first to see the other person’s action and to respond, thus, player B is
more aggressive). The status condition intensifies this competitive effect. The only way to
reduce any competition is to not show the other person’s profits in the exercise.
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but by also raising it. Both profits are lowered (versus the control); both
players are willing to forgo profits in the fight for status (“winner”).

In the relationship condition, player A reduces his/her price, and
player B responds not by “moving into the gap to exploit player A”
but also by reducing his/her price. Overall, profits and economic per-
formance in this condition go up; the collaborative behavior, prompted
by relationship concerns, lead to higher performance. Moreover, the
price dynamics over time support reciprocation (“if you treat me nice,
I respond to it, independently of what that does to my profit”) and sta-
tus pursuit, as modeled in the utility function sketched at the end of
Section 4.2.2. The differences are economically largethe average profit
difference between the relationship condition and the status condition
is 21% for player A and 29% for player B. We can conclude that social
preferences are systematic influences that can have as much of an effect
on economic performance as rational optimization does.

The implication of this finding for OM is significant — this gives
operations managers a solid base for looking for ways of incorporating
constructive appeals to social preferences in their management meth-
ods, that is, using them systematically, not haphazardly “depending
on how they feel.” Of course, appeals to social preferences cannot be
“given and taken away” like financial incentives (sometimes) can; the
manager must be consistent over time and sincere rather than cynical,
otherwise they backfire.

3.5.2 The Balance Among Social Preferences

We have now seen that social preferences can have a marked effect on
the way in which economic transactions are conducted. However, the
experiment in Loch and Wu [147] manipulates one social preference at a
time; we have not yet seen how they interact. The experiment seems to
imply that status striving is bad for team performance, and emphasiz-
ing relationships is good. But this is too simple; there is evidence that
both social preferences may be needed somehow for high performance
in some kind of balance.

To give an anecdotal example, soccer coaches know that in order
to tease the highest performance out of a team, they need to
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simultaneously work on status and competition (“Do you want to let
him be a better striker than you?”) and friendship (“You owe it to him
to give your best effort, you can’t let him down.”). Anecdotal evidence
from coaches suggests that if one emphasizes only status, performance
suffers because there is not enough collaboration. If the coach empha-
sizes only friendship, relationships may become so cozy that perfor-
mance is lost out of sight and decreases.

Indeed, Loch et al. [144] hypothesize that such a balance is needed
for management teams as well. Figure 3.7 [144, p. 226] summa-
rizes interdep-endencies among the social preferences from evidence
in anthropology and evolutionary psychology. The exogenous environ-
ment has an impact: resource scarcity and a large group size heighten
the potential for conflicts of interest and decrease reciprocity. The pres-
ence of external threats and strong mutual dependence, in contrast,
heighten the benefit of cooperation, and tight-knit group cohesiveness,
in turn, increases the tendency to perceive the environment as a threat
[12, 62].

Resource striving and status tend to reinforce each other: holders of
high status usually manage to secure high compensation for themselves,
and money itself represents a status symbol, so the recipients of large
compensation, more often than not, also carry status. Relationships

Fig. 3.7 Interdependencies among the social preferences.
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and group identity also tend to strengthen each other: people with
strong relationships sooner or later identify with one another (indeed
Barkow [10] speculated that relationships among the rich in the first
agricultural societies formed the seeds of social stratification), and a
strong group identity facilitates positive relationships.

However, there seem to exist inhibitive interdependencies across the
competitive versus cooperative social preferences: members of an orga-
nization with very different status levels will find it harder to socialize
(“king and servant can’t be true friends”), and a high-status member
may find it easier to identify with a high-status member of a different
group than with the lowest member of his/her own group. Conversely,
if people are friends or share a strong group identity, it is harder for
them to adopt very different status levels.

The reinforcing loops on the right- and left-hand sides of Figure 3.7,
combined with the inhibition across, can lead to a group spiraling to
an extreme. This may mean extreme status behavior (imagine an abso-
lute king with servants, or a CEO losing touch with the organization)
or selfishness (imagine mercenaries), or extreme friendship and identity
sharing (think of a fanatical religious sect capable of committing collec-
tive suicide). Neither extreme may be best for long-term performance;
we come back to the balance of the soccer anecdote: a balance of status
competition and relationship/identity-based collaboration may be best.

This balance has not been thoroughly examined in organizational
literature. A classic paper by Blau [19] compared two groups of inter-
viewers in an employment agency. The two groups had different cul-
tures, one being more competitive and less cohesive than the other.
The study found what Blau called a “paradox”: the cohesive group
exhibited higher productivity overall, and at the same time, the most
competitive individual in the competitive group was one of the most
productive. This study is clearly related to our question, but does not
provide an answer.

Goffee and Jones [88] examine culture as the driver of “what holds
the modern company together.” We turn to culture in more depth in
Section 4 of this review; we discuss Goffee and Jones here because they
focus on the “social interaction” aspect of culture, which is precisely the
focus of this section (Goffee and Jones leave aside the “problem solving
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Fig. 3.8 Culture as organization of social interactions.

knowledge” aspect of culture, which we discuss below). Figure 3.8 cat-
egorizes cultures in terms of their social interactions, with respect to
whether members share economic objectives (for example, through
strong financial incentives) and what types of relationships members
of the organization have.

The shaded region of Figure 3.8 summarizes Goffee and Jones’ cul-
tural classification: a fragmented organization has low shared incentives
and low relationships, and can work well with professionals who are
highly competent and weakly interdependent. A mercenary organiza-
tion works when goals are unambiguous (take as an example investment
banks). A networked organization is interactive, entrepreneurial and
flexible but does not well pull together. The communal organization
combines shared incentives and relationships and is typically a small
start-up or family firm.

Figure 3.8 can be viewed as a simplification of the system dynam-
ics diagram in Figure 3.7. The status and group identity dimensions
are missing: first, a networked organization may be egalitarian or
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characterized by high-status leaders. Second, there are organizations
where a strong group identity (along with a perception of high status
of the group versus other organizations) is the driving force of being in
one firm (the “elite” box in Figure 3.8): employees may not necessarily
like one another, nor share strong incentives, but they do share the
pride of being the “best company in the world with the best product
anyone can buy.” We have worked with such a company, an automotive
manufacturer — employees bicker and fight, but as soon as an egg-head
professor from the outside attempts to raise some issues about their
management, they immediately solidarize and “gang up on” the pro-
fessor, trying to prove him wrong. In discussions, they raise the pride
of working for this great company as the main reason for wanting to
be there. But they are not tremendously enjoying themselves.

Thus, Goffee and Jones’ view is incomplete. But in addition, this
view does not examine the interactions between the sociality dimen-
sions; it assumes that each of the extreme cases can be equally pow-
erful if the circumstances are right. But most companies are not the
“pure types” from Figure 3.8. Therefore, it would be interesting to have
guidelines to know when a “pure type” is desirable, and when a bal-
ance of resource incentives, status, relationships, and group identity is
required.

Other sociologists have observed that the social aspect of culture,
the organization of living together, seems to be guided by a small
number of principles. Prominently, Fiske [74, 75] classified cultures
by four elementary forms of human relations: market pricing, which
is characterized by self-interested exchange within a price-regulated
market; authority ranking, which is characterized by linear hierarchies
and differences in social importance; equality matching, which is char-
acterized by egalitarian exchange and in-kind reciprocity; and com-
munal sharing, which is characterized by unconditional sharing within
a group regardless of contribution. These strongly resemble our four
social preferences we describe (respectively, resource striving, status
seeking, reciprocation, and group identity seeking). Fiske, like Goffee and
Jones, does not address the question of how the four modes of cohab-
itation co-exist, and what combination or balance among them helps
a group.
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Using the extended utility formulations that have been discussed in
this section and combining them in agent models, OM-style research
again has the potential of attacking these questions head on. Experi-
mental work on the performance benefit of the combination of status
and relationships is under way by the authors. The social preferences
theory that this section has summarized can also be used to formulate
empirical studies of real cultures with new questions and hypotheses
on organizational performance.

3.6 Fair Process

3.6.1 Outcome Justice Versus Procedural Justice

One aspect of relationships that we have discussed so far is fairness,
or the fact that people care not only about the absolute size of their
payoffs, but also about how their payoff compares to those of rele-
vant people around them. This is called distributive fairness or out-
come justice. We have seen how this can be modeled by using a utility
function that contains differences between payments of different actors
(Section 3.2.2). In that model, people exhibit inequity aversion with
respect to outcomes; they experience a disutility from getting either less
or more than what is considered fair. Empirical evidence on outcome
fairness concern is abundant. The best-known example is an experiment
referred to as the ultimatum game [94, 102]. In this experiment, partic-
ipants reject sizable amounts of money to punish the other player when
the split of the pie is uneven. Kahneman et al. [112] found that even in
market interactions, customers and workers have fairness concerns over
price and wage changes, respectively, and the fairness concerns affect
firms’ behavior. Fehr et al. [72] experimentally investigated the impact
of fairness concerns on contract choice. They found that when there
are fair-minded players in the experiments, the majority of the people
playing the “manager” (the “principal” in game theory terms) chose a
contract offering voluntary and unenforceable payment for satisfactory
performance; moreover, this induced greater efforts from the subjects
playing the “employees” (the “agents” in game theory terms) than an
incentive contract.
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However, there is additional consistent evidence that people care
not only about the fairness of payoffs, or outcomes, but also about the
fairness of the process through which the outcome is determined: this
is referred to as fair process. Thibault and Walker [222] discovered that
procedures which provide opportunities for “voice” (for being heard),
may bolster someone’s acceptance of the outcome, even if it is unfa-
vorable.4 Lind and Tyler (1988) demonstrated in their research the
power of fair process across diverse cultures and social settings. Kim
and Mauborgne [122] observed better compliance with strategic deci-
sions descending from corporate headquarters to regional subsidiaries
when fairness of the decision procedure was followed.

Experimental economists have also found evidence of the impor-
tance of fair process [81]. Bolton et al. [22] introduced procedural jus-
tice into ultimatum game experiments by determining the split of the
“pie” via a lottery rather than via a choice of the proposer (which is
then accepted or refused by the decider). The authors observed a sim-
ple combination of distributive and procedural fairness: subjects were
willing to accept an offer if either the split was fair (close to 50–50) or
the lottery was fair (probability close to 50%); offers that violated both
were refused.

The empirically derived concept of fair process in the context of
decision-making in organizational hierarchies has focused on asking
when employees might be sufficiently motivated so as to fully cooperate
in the execution of a decision. This literature has defined fair process
by six characteristics that engender a perception of fairness on the side
of those affected by a decision process [123, 137, 142]: (i) consistency
of procedure (across persons and time); (ii) suppression of bias by the
decision-maker; (iii) transparency (explanation of the decision logic and
accuracy of information given); (iv) engagement of the persons affected
(being listened to with the possibility of affecting the decision, and the
possibility of “correction” through, for example, appeal procedures); (v)
representativeness (consideration of the views of all parties involved);
and (vi) ethicality (compatibility of the procedure with moral values).

4 Thibault and Walker [222] focused their attention on legal settings, examining what makes

people trust a legal system and comply with laws without being coerced. Hence, the term
“procedural justice.”
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Studies have shown that perceptions of procedural fairness not only
positively affect individual satisfaction of acceptance of outcomes, but
also generate greater compliance with the resulting decisions. They thus
support the generation of trust and commitment [91, 122, 123, 222].

Fair process is highly relevant to OM: it determines the ability
of an organization to execute. Execution performance rests not only
on knowing what decision to take (analysis and optimization), but
also on being able to motivate employees to accept and enact the
decision. And this motivation depends not only on incentives (“I get
payoff x if I comply”), but also on outcome fairness and on fair
process.

Fair process is closely related to social preferences: consistency of the
decision procedure appeals to outcome fairness (“I don’t give person B
something different from you.”). Transparency and explanation of how
the decision came about avoids suspicion and triggering the “cheating
detection mechanism” that we discussed in Section 3.2. Engagement
and listening to the voice of the persons affected expresses respect for
them and their opinions, appealing to their desire for status. Therefore,
the application of fair process prompts people to look for an excuse
to cooperate (to some degree, even if against their narrow interest),
while violation of fair process prompts people to look for an excuse
to resist, even if they are not necessarily against the decision per se.
Fair process works because it triggers a similar emotional cycle as a
reciprocating relationship in Figure 3.3: people feel satisfied if they are
treated fairly (even if the outcome is not what they hoped for), and
people feel indignation and anger if they think they are treated with
disdain.

3.6.2 An Operationalization of Fair Process

Existing studies of fair process have struggled to empirically demon-
strate that it makes a difference to performance. However, this litera-
ture has not described what an organization or a manager actually does
to make a decision procedure fair, nor has this literature examined the
limits of fair process — when does it work, and when is it applicable?
Describing the “process” of fair process is clearly of interest to OM.
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Van der Heyden et al. [233] and Van der Heyden and Limberg
[234] conceptualized how a decision process can be made fair, based
on decision-making literature that describes the iterative steps of a
decision-making process [190]. Decision-making can be described with
the high level steps of framing, gathering intelligence, coming to con-
clusions, learning from experience. This is described in more detail in
Figure 3.9 [232].

If the steps of decision-making are carried out with consistency
(avoidance of arbitrariness and personal bias), transparency (open-
ness about the situation and rationale), engagement (listening to peo-
ple’s suggestions and allowing them to appeal), and clear expectations
(a clear understanding of how everyone is affected and can reasonably
continue afterward), the resulting decisions are of higher quality, and
compliance better.

It is important to emphasize that this decision process is not the
same as “democracy” or “being nice.” Fairness may well have to be

Fig. 3.9 The “process” of fair process.
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tough. What it requires is that the manager has the guts to go to the
employees and tell them the truth, even when it involves job losses,
explain why, listen to concerns, be willing to consider reasonable sug-
gestions and even act upon them if they are good, and explain what
is next.

Van der Heyden and Limberg [234] developed measures for the fair-
ness of each step of the decision process, and empirically found a posi-
tive association between the thus measured level of fairness and process
performance in 41 departments from 15 companies. Thus, fair process
can be made operational, and its effect on performance measured.

Indeed, fair process, described in this operational way, has a connec-
tion to TQM. The three principles of TQM are customer orientation,
continuous improvement, and participation, and teamwork. “When
managers give employees the tools to make good decisions and the free-
dom and encouragement to make contributions, they virtually guaran-
tee that better quality products and production processes will result”
[69, p. 106]. The effects of TQM, in implementation forms such as
quality circles, Kaizen projects, improvement workshops, suggestion
systems, etc., can be as much as over 5% annual productivity improve-
ments, or the equivalent of the improvements from investments in new
technology [143]. Usually, discussions focus on the tools and train-
ing/knowledge aspects of TQM. However, there is also an important
motivation aspect of TQM: by treating employees with transparency
and respect and listening to them, they are motivated to share the
knowledge they have. In other words, the three principles of TQM
as mere tools, without the fair process aspects included, will not be
effective.

This is consistent with observations by strategy scholars that indi-
vidual TQM programs (such as SPC, benchmarking, or continuous
improvement programs) represent imitable tools. Only three behav-
ioral, tacit and intangible resources seem non-imitable: top manage-
ment commitment, an open culture, and empowerment [178]. Powell
saw only these as true sources of sustainable advantage, independent
of the implementation of formal TQM tools. But these results were
not very operational, and their evidence was weak. Powell [179] con-
cluded that “the resource-based view remains essentially theoretical,
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and would benefit from a deeper empirical base to support its claims.”
The connection of an operationalized and measured fair process frame-
work with TQM tools is one example of the potential of Behavioral
OM in the future — it may offer opportunities to go further in under-
standing organizational performance.

3.6.3 Limits of Fair Process

This section, thus far, has sung the praise of fair process and its power
in improving performance. However, fair process is often not used [123],
and in addition, several studies find no effect or even observe reduced
performance due to the use of fair process [32, 48, 47]. Moreover, empir-
ical observations on the power of fair process have not been followed
by analytical models based on preferences and decision-making prin-
ciples. We do not understand the trade-offs involved. When does fair
process work, and when does it not? When should a manager follow
fair process?

One answer is that applying fair process simply takes time and
effort — informing and engaging people takes time. However, this is
not a sufficient answer, because the effort should be seen as a good
investment if fair process really enhances performance. A more subtle
answer lies in the fact that transparency and engagement may prevent
the manager from pursuing “private side benefits” from a decision.
Analytical Behavioral OM models hold the promise of improving our
understanding of fair process.

Wu et al. [242] develop a principal-agent model of fair process, in
which the underlying social preferences are acknowledged. Imagine a
manager who has the authority of choosing between alternative projects
i = 1,2. He can choose himself (and then order the agent to execute),
or he can apply fair process by engaging the agent, allowing him to
influence the choice (this is modeled, for simplicity, as a dichotomous
decision variable θ = 1 if the manager lets the agent choose, and θ = 0
if the manager chooses and then orders execution). In stage two, the
agent is responsible for execution and must decide how much effort,
E, to spend; because of moral hazard, effort is not contractible, so it
remains at the agent’s discretion.
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Project i produces economic profit Πi(E), a (noisy) function of the
agent’s effort E with decreasing returns. The profit is shared with a
standard linear performance contract βΠi for the agent. In addition to
economic profit, project i also produces private benefit VP,i(E) for the
principal, and VA,i(E) for the agent. Examples of private benefits are
reputation, externalities for other projects, future career opportunities
arising from the current project, and intrinsic interests. For example,
an employee may prefer a project because it will give him a new skill
relevant for future jobs. A manager may prefer a different project that
is more easily represented as a “victory” to his peers. The key feature
of private benefits is that they are not shared by the two parties and
are not contractible [2]. Then the two parties’ payoffs, if project i is
chosen, are:

UA(θ, i,E) = βΠi(E) + VA,i(E) − C(E)/(1 + τθ)

−(1 − λθ)(VP,i(E) − VA,i(E)),

UP (θ, i,E) = (1 − β)Πi(E) + VP,i(E).

The agent receives his payoff bonus, plus his private benefit from the
project chosen, minus his effort costs, C(E), minus a fairness viola-
tion disutility. This disutility combines outcome fairness (VP,i(E) −
VA,i(E)) if the manager receives a higher private benefit (imagine
employees getting upset when they find out that managers are choos-
ing projects in order to play politics); the demotivation from this out-
come inequality is mitigated by some fraction λ if the agent is engaged
(θ = 1) and can influence project choice. The manager’s utility consists
of economic profit residual and private benefit; as the manager has the
project choice authority in the first place, his concern for fairness is less
pronounced.5

The results of this model can be summarized as follows. Without any
conflict of interests (no private benefits), fair process is a “no-brainer”:
it motivates the agent to work hard and enhances economic perfor-
mance as well as both sides’ utility.

5 Extensions of the model are possible to explore situations in which the ego of the manager
in fighting with employees is on the line as well.
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The limit of fair process lies in conflict of interests, most damag-
ingly in private benefits on the side of management. The effect is non-
monotone and non-intuitive: If management’s private benefit is small,
it does not distort the engagement decision; the benefit from the agent’s
motivation produced by engagement outweighs management’s private
agenda. If the private benefit is very large, the manager should forgo
it and engage the employee anyway, even if the employee does not
choose the manager’s “pet” project: the demotivating effect of impos-
ing a project on the agent, who would then see the other side obtain
a huge private benefit, would crush execution performance. This cor-
responds to subtle sabotage and outright resistance behavior observed
in empirical studies, such as Brockner [32].

It is in the medium range of private benefits where a manager may
rationally decide not to use fair process, but rather to impose a project:
the demotivation effect is not sufficient to negate the value of the pri-
vate benefits. Whenever engagement is not used, an increase in the pri-
vate agenda destroys economic profit because it further demotivates the
employee and dulls execution effort. The broader implication is that it
is precisely the everyday organizational politics of medium stake that
may hamper, if not devastate, execution performance, because they
tempt management to forgo the motivational and performance benefits
of fair process.

Models of this type can generate predictions that can then be empir-
ically tested: for example, is the use of fair process indeed related to
the existence of side agendas? This is only a beginning, which does,
however, open new areas of examination, which OM has traditionally
left to other fields, which have not used mathematical theory and have
therefore not examined important operational questions.
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Further Research Avenues: Behavioral OM
Models of Culture

Our discussion so far has focused on characteristics of the human psy-
chological system that cause us to behave differently in the context
of organizational processes and structures than prescribed by the neo-
classic economic paradigm, which has dominated OM since the 1980s.
Behavioral economists refer to this as “re-unifying economics with
psychology.”

We believe that this program promises to remain fruitful for a
while, offering excellent potential for interesting and high-impact fur-
ther work. In particular, we disagree with a widely held view that indi-
vidual “decision biases” and social preferences represent the “frozen
psychology of a cave man who has stumbled too quickly into the infor-
mation age” (this view is voiced, for example, by Cosmides and Tooby
[52] and Nicholson [161]). On the contrary, we have summarized evi-
dence in this review that these “heuristic algorithms” of our psycho-
logical system represent rules of thumb that help us to solve everyday
problems which are (a) too large in number and (b) too complex to be
“rationally solved” by our romanticized intelligence.

Yes, because the rules of thumb are algorithmic, they can go wrong,
even badly wrong, sometimes. And yes, some of them may not fit
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our current environment as well as they might have done 20,000
years ago — but even the most widely cited “pathology,” the crav-
ing for fatty foods, represents a disadvantage only for the minority of
affluent (and obese) people in the Western and newly industrialized
world today. Would you dare to berate a poor herder in the Asian
Steppes that s/he should be avoiding dangerous cholesterol contain-
ing foods? Who knows how long the affluence in the Western world
will last anyway? On balance, the evidence is that even the most
highly intelligent people, if without intuition and without emotions,
end up in a mental institution, not as career high-flyers like Star Trek’s
Mr Spock.

At the same time, we believe that the program of researching the
effect of individual decision biases and social preferences on behavior in
processes is incomplete. If we want to understand behavior in OM (and
economics), we must also include sociology, particularly the influence
of culture. Culture surrounds us in ways that we are not even aware
of (we “swim in it” like fish in water), and fundamentally influences
what we do. OM models of culture represent a very significant research
opportunity that has not yet been identified by the OM community, an
opportunity that complements decision biases and social preferences
and holds enormous potential for impact.

Recently, a sociologist commented to us, “Yes, I agree that psycho-
logical biases such as social preferences do influence human behavior,
but they do so only in obvious and trivial ways. All the interesting
action is in the cultural conventions, which have nothing to do with
the underlying psychology.” There is evidence that this is wrong: cul-
ture is not separate from the underlying biology and psychology but
is deeply channeled and constrained by them. In the words of William
Hamilton [96, p. 134]:

The following critique seems to be invited by the suppo-
sition that cultural evolution is independent of evolution
in its biological substratum: to come to our notice, cul-
tures too have to survive and will hardly do so when,
by their nature, they undermine the viability of their
bearers. Thus, we would expect the genetic system to
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have various inbuilt safeguards and to provide not a
blank sheet for individual cultural development but a
sheet at least lightly scrawled with certain tentative
outlines.

On the other hand, there is no doubt that our cultural surroundings
deeply influence how we act and perform in the operating environment
of the organization; again, if we want to understand behavior in OM,
we must understand culture. As Nelson and Winter [160, Chapter 5.1]
put it, “Organizations perform routines, or repetitive activities, in per-
forming their businesses. (. . .) Routines are the most important forms
of storing knowledge, organizations ‘remember by doing.’ (. . .) There
is no need for anyone [individual] to be able to articulate or conceptu-
alize the routines employed by the organization as a whole.” This gives
a sense of the power of culture: it exists beyond any individual, as a
system that none of its elements fully understands.

We overview several definitions of culture, insofar as they are rele-
vant for potential work in Behavioral OM, and then outline where we
think a huge research opportunity exists.

4.1 A Definition of Culture and Its Effect
on Human Groups

What is culture? In a way, the statement by Nelson and Winter above is
a kind of definition, but it is still vague. Indeed, sociologists and ethno-
graphers have resisted precise definitions (or rather, have produced over
250 different definitions) to respect the richness of observed cultures in
the field: “Concrete descriptions of particular cultures are best served
by vague definitions of culture in general. Ethnography is, after all, an
inductive endeavor” [238, p. 54].

Our approach, however, is not that of an ethnographer or histo-
rian, who is interested in reporting maximum variety, but that of
an OM researcher who is interested in discovering systematic pat-
terns of how cultural norms and conventions influence behavior in pro-
cesses, and in producing mathematical theory and empirical tests of
such theory. Therefore, we leave the 250 definitions of sociologists and
ethnographers aside and start with an approach from anthropology, or
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evolutionary psychology:

Culture can be defined as information (skills, attitudes,
beliefs, values) capable of affecting individuals’ behav-
ior, which they acquire from others by teaching, imita-
tion, and other forms of social learning [29, p. 105].

Thus, culture is information, which may be embedded in minds and
words (“in this organization, we NEVER lie”), behaviors (a subordi-
nate never makes a decision without asking the superior — or, on the
contrary, the subordinate never asks unless certain conditions are ful-
filled, or a behavior of mutual help in the face of a challenge by another
group: see [120]), or artifacts (logarithmic tables for calculation, tem-
plates for analyzing the structure of an industry, vehicles for traveling
to branches of the organization), as long as the information influences
behavior and is socially transferred.

Let us actually cite one sociological definition of culture, which com-
plements well Boyd and Richerson’s definition:

Culture is a pattern of shared basic assumptions that
the group learned as it solved its problems of exter-
nal adaptation [how to survive] and internal integration
[how to get along and stay together], that have worked
well enough to be considered valid, and, therefore, to be
taught to new members as the correct way to perceive,
think, and feel in relation to those problems [193, p. 12].

Again, this definition emphasizes the socially transferred aspect of cul-
tural knowledge, the group (the relevant group will depend on the prob-
lem that is encountered — this group may be larger or smaller than
the organization), and it allows the knowledge to be implicit and not
recognized as cultural by the individual.

With these definitions, we can start modeling culture, using math-
ematical theory developed by Boyd and Richerson [28, 29]. Having
mathematical models at our disposal will allow us to formulate rele-
vant research questions and outline a promising research avenue for
Behavioral OM.
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4.2 Modeling Culture

Cultural evolution occurs not only via inheritance along lines of genetic
parents, but also horizontally among peers, through cultural transmis-
sion; cultural evolution is Lamarckian in addition to Darwinian. Let us
consider the simplest possible model of cultural transmission (modified
from Boyd and Richerson [28, pp. 64–67]).

4.2.1 Example 1

We consider not an individual, but a cultural variant of some behavior.
As an illustration, the behavior is smoking, and there exist two vari-
ants: smoking (s) and non-smoking (t). Suppose also that the current
faction of smokers in the population is p. A “näıve” (unsocialized) per-
son acquires this behavior once, upon arrival, by randomly choosing n

subjects from the population as “role models,” and by imitating one
person randomly chosen among the role models (or equivalently, by
counting how many of them, i, smoke, or exhibit variant s, and then
choosing smoking with probability i/n). Indeed, this is not quite as
unrealistic as it sounds; there is substantial evidence that individuals
do imitate other individuals, and that our choice mechanisms for whom
to imitate are noisy at best.

Analyzing cultural evolution means tracking the relative frequency
of behaviors in a population over time. Can we say how the prevalence
of smoking evolves in this model? We are interested in p′, the probabil-
ity of smoking of the new individual (and thus the frequency of smoking
in this population in the next period, after people change their behavior
from social interaction). We can say p′ = Prob{the individual chooses
smoking} =

∑n
i=1

i
n Pr{the individual encounters i smokers}. By the

setup of the example, the number of smokers encountered is a bino-
mially distributed random variable from n trials with success chance p

in each trial; this binomial random variable has an expectation of pn.
Thus, we can write that p′ = (1/n)pn = p. In other words, the model
tells us that the proportion of smokers will remain constant over time;
cultural transmission of the trait has no influence.

This result is, actually, quite general. It continues to hold when
different role models have different importance weights, even when the
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traits randomly mutate one into the other (as long as there is no “drift,”
that is, as long as smokers become non-smokers with the same proba-
bility as the other way round), and even when we do not have dichoto-
mous traits (smoking versus non-smoking) but traits with continuous
values (how much people smoke). As long as there is no spontaneous
drift, no performance selection, and no non-random group association
biasing choice, the cultural transmission just “mixes” the traits around
without any impact on aggregate frequencies; it is evolution-neutral.

4.2.2 Example 2

Now, after this warm up, let us introduce performance, learning, and
imitation into the model. Suppose that there are two habitats with
different characteristics, and two behaviors (or sets of behavior), labeled
s and t as before (imagine the behaviors are s =“fundraising from
businesses” and t =“fundraising from rich philanthropic individuals”).
s offers differential performance (or “fitness” in anthropology jargon)
D in habitat 1 (imagine Europe) but 0 in habitat 2 (imagine the US),
while t offers differential fitness D in habitat 2 and 0 in habitat 1 (see
Figure 4.1; this example is simplified from Boyd and Richerson [29,
pp. 21–24]).

Now suppose that a fraction α of the population is capable of
analyzing the behaviors and correctly choosing the high-performance
behavior with probability q, while the remaining people, accounting
for fraction (1 − α), are devoid of ideas and simply imitate; thus, they
choose the high-performance behavior with probability p. Suppose we
start looking at European fundraisers (habitat 1), of whom a fraction
p is using behavior s (targeting businesses). Then, based on the above
assumptions, in the next period, the fraction using behavior s becomes

Fig. 4.1 Performance associated with two behaviors.
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p′ = αq + (1 − α)p. Over time, the fraction of high-performance behav-
ior approaches q with rate α. We can assume q ≥ 1/2; q = 1/2 would
mean random guessing; any even weakly informative analysis would
have q > 1/2.

Two observations are noteworthy here. (1) The quality of individ-
ual problem-solving and learning, q, determines how high the perfor-
mance of the population can become; (2) imitation represents inertia;
the larger the imitation rate (1 − α) in the population, the slower is
the progress toward the potential performance.

Now suppose there is migration in the population: a percentage m

of fundraisers moves from Europe to the United States (and the same
analysis holds for movements in the other direction). The m people
come into the United States with their equilibrium behavior of q%
using s. But the high-performance behavior in habitat 2 is behavior
t (targeting individuals). The migrants can either proceed on their
own, which means that a fraction α of the migrants do the analysis
and the others stay where they are, or they can imitate the exist-
ing local US population. If the migrants are left to their own devices,
we give them credit for getting αq right by their own analysis, and
a fraction (1 − q) of the (1 − α) others used t (the low-performance
behavior before, which is now the high-performance behavior). If, how-
ever, the migrants imitate the locals, they get the benefit of the local
knowledge:

Fitness from staying alone: (1 − α)(1 − q)D + αqD,

Fitness from imitating locals: (1 − α)qD + αqD.

As q > 1/2, the migrating population benefits from imitating. This for-
malizes the notation of “when in Rome, do as the Romans do,” that is,
tap into the expertise that the locals have accumulated — just the fact
that they are still around and are doing things a certain way contains
useful information for you.

With population level recursion models, of which we have explained
two simple examples, Boyd and Richerson (Building on Cavalli-Sforza
and Feldman [39], and Lumsden and Wilson [151] before them) have
developed a modeling technology that explicitly approaches culture as
an evolutionary system, which evolves as driven by selection pressures
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and by the microstructure of individual behavior and interactions
among behaviors and actors (the transmission). The level of analy-
sis is at the population level — what matters is the relative frequency
of cultural variants. Boyd and Richerson rarely use utility function for-
mulations at the level of individuals; they criticize utilities for having
a too indirect relationship with reproductive success (of individuals)
or fitness (of cultural variants) [28, p. 242]. The connection between
utility function models and population level accounts of cultural vari-
ants seems underdeveloped, and may offer an attractive opportunity
for further research.

Boyd and Richerson showed with extensions of recursive models of
the type sketched above that the key feature on which the power of
culture rests is its cumulativeness: “When an individual learner dies,
its offspring must begin again at the genetically given initial guess.
In contrast, an imitator can acquire its [natural or cultural] parents’
behavior after their behavior has been improved by learning. Therefore,
it will start its search closer to the optimal behavior. (. . .) Imitators
have higher fitness at evolutionary equilibrium in this model as long as
(1) the environment does not change too often compared to the rate at
which a population of imitators [with a low rate α] converges toward
the optimum, and (2) learners suffer substantially greater learning costs
than imitators” [29, p. 43].

In other words, culture has accumulated so much knowledge that
every one of us is a dwarf compared to it, and all of us learn 99% of what
we know from others (versus figuring things out on our own through
experience and experimentation). Throwing away what our elders know
is wise only when the environment changes dramatically (although the
early baby boomers in the 1960s thought this was the case, it now looks
questionable!). Besides, learning from example, being taught by others,
and learning through education is much cheaper than trying to gather
all the experience yourself.

4.2.3 Transmission of Cultural Traits

Cumulativeness is the source of the incredible power of culture. What
interests us most for the purpose of modeling culture in behavioral OM
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is how cultural traits spread. Boyd and Richerson identified four modes
of how behaviors spread [28, p. 135]:

1. Individual Learning. (Boyd and Richerson called it “direct
bias”): the traits that an individual can invent or mod-
ify/improve by trial and error. This is costly and time con-
suming; few people do it, and even a “researcher” in the
population build mostly on others and produces little that is
genuinely novel. In other words, the potential for individual
learning today is limited.

2. Social Learning. Through observation or teaching, we
acquire behaviors from others, for example, our parents,
spouses, and friends. We encountered the simple “unbiased”
imitation in Examples 1 and 2 above. It is characterized by
random choice of the role models.

3. Indirect Bias. Choose a model for the behavior in ques-
tion (e.g., how to study in high school to make it to college)
by other salient characteristics of potential role models (e.g.,
how cool are the different guys in my class?). This way of
choosing models may use additional information (as opposed
to random matching), for example, by choosing people who
are, in general, successful. Imagine in hunter-and-gatherer
tribes, whom would you want to observe for learning how
to sharpen the arrows? Perhaps choosing the best “macho”
hunter is not a bad idea. But in high school, this strategy
may be very noisy — maybe the coolest guy gets into college
by making the football team, which is not a good strategy
for me, at height 5’9”, 158 pounds and horn-rimmed glasses.
But people frequently do use indirect bias. We know several
mid-level managers who started smoking cigars after observ-
ing that the biggest guys in the company (the CEO and
surrounding investment bankers) smoked cigars.

4. Frequency dependent bias. This is also referred to as
“conformism”: do what the majority of people do. In mod-
eling terms, the probability that an individual acquires a
behavior variant depends nonlinearly on the frequency of
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the variant among the set of role models (for example,
probability 1 if it is the most widely spread variant and 0
otherwise). Conformism is useful if other processes (such as
the presence of individual learning) ensure that what the
majority does is of high fitness. On the other hand, con-
formism may trap in a population in using behaviors that
have become maladaptive.

We discuss these transmission biases in some detail because they are
highly relevant to what comes next: they allow us to make much more
precise what it means for a culture to combine “problem-solving” char-
acteristics with “getting along” characteristics (see Schein’s above def-
inition of culture). The evolution of cultural traits is influenced by our
individual decision-making power and the individual biases it is subject
to, by the artifacts that support problem-solving, as well as by the social
preferences which influence our choice of role models (e.g., high-status
people, see Section 3.3.1), whom we listen to (e.g., friends in a network,
see Section 3.2.1), and who our group peers are (Section 3.3.1).

Another important implication of the transmission biases is related
to the observation that frequency-dependent bias is closely related to
a non-random assortment of people — we may not choose our role
models randomly but choose those people who are already similar to
us. This “assortment” is what allows group selection to happen ([96],
see Section 3.3). Group selection is the force that has allowed sponta-
neous (voluntary) altruistic behavior, which helps others, at a cost to
us, without benefit, to emerge in human populations. Culture makes
group selection and altruism possible, and the related manifestations of
conformism, suspicion and punishment of cheats and tribalism (strong
group identities) are pervasive in all cultures.

The structure of the biased transmission mechanisms immediately
implies that maladaptive cultural traits should be common, and they
are. Cultures teem with norms, habits and routines that are, at best,
neutral, or do not make any sense at all. Think of runaway status con-
tests, or formalized analysis procedures that have become obsolete but
cannot be changed in the light of “established practice.” In addition,
selection of cultural traits is often weak (“it may not be known for
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years whether the introduction of TQM has helped our manufacturing
organization”), and therefore, randomness and individual errors are the
“equivalents of mutation and drift in genetic transmission” [29, 400].

Finally, the transmission biases are related to frameworks of memes,
the small-scale units of culture, as independent replicators that spread
as a function of their own fitness, (almost) unrelated to the fitness of
the human group that harbors them: “brains are the hosts, and memes
the viruses that inhabit them [18, 239].1 Indeed, some cultural variants
may be maladaptive, as a result of biased transmission, or random drift.
However, seeing culture as a collection of memes, which are, like viruses,
independent of their hosts as long as they remain compatible enough
to feed on them without killing them, may be going too far. What we
need are models, building on the seminal work by Cavalli-Sforza and
Feldman, Lumsden and Wilson, and Boyd and Richerson, combined
with detailed studies in the context of processes, to see which influence
on the evolution of cultural traits has how much influence, under what
circumstances. This is what we turn to in the last section.

4.3 Micro-Models of Culture for Behavioral OM

Imagine a group of workers in a manufacturing plant who are engaged in
a Kaizen improvement project that aims to produce a better operating
procedure. What drives the quality of the outputs that they produce?
Different fields have emphasized different aspects of the influences.

1. The OM View. Is the solution an “optimal policy” that
reflects a certain problem structure? This view is broader
than classic OM constrained optimization, as it also includes
search theory that examines the effects of complexity and
uncertainty on how to search — incrementally or with “long
jumps” through creativity, influences from other specializa-
tion fields, or diverse teams [77].

2. The “memetics view.” Is the operating procedure a meme, a
replicating mode of thought and action, that may become

1 Boyd and Richerson [29, p. 378] criticize the meme concept because it has remained a
metaphor and is too distantly related to actual cultural transmission mechanisms.
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accepted based on its attractiveness to individual people,
even when it does not help the group to achieve “best” per-
formance [18, 239]? Memes may be attractive because they
are easy to remember, because they appeal to some inherent
preferences (e.g., be attention grabbing or appeal to favorite
cultural themes of friendship, love, power, etc. see [100]). If
we want to build micro-models and understand the impor-
tance of such a view in the development or emergence of
a specific organizational routine, we need to split this view
into parts: it has to do with psychology (cognitive heuristics
and intrinsic preferences) and with the cultural surrounding
(the cultural concepts and rules that influence what is seen
as attractive). Thus, in specific studies, maybe the memetics
view splits into views (3) and (4).

3. The Evolutionary Psychology (or behavioral economics) view.
The acceptance and spread of the new procedure to be devel-
oped depends on individual decision biases (Is its success
ambiguous, is the impact salient or far in the future?) and
our intrinsic social preferences (Will the procedure change
the status and power structure, for example, by eliminating
the role of the leader? Does it naturally tap into the relation-
ship bonding in male groups, such as the platoon structure
in an army [82, p. 37]?

4. The sociology view. Is the solution to the Kaizen project a
cultural rule that is determined by the surrounding cultural
rules — culture turns on itself, the cultural rules themselves
determine what is “best” in the first place (“in this company,
safety goes over profits”).

5. The Organizational Behavior (OB) view. Or is the solution a
result of the transmission of knowledge, of the team dynam-
ics, leadership, role assignments, and social contracts, which
allow distributed knowledge to be combined?

6. The technology and economic history view. We have already
pointed to Nelson and Winter’s path-breaking work on
evolutionary models of economic change [160]. Technol-
ogy historians have accumulated detailed case histories
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that pay attention to the stochastic, individual historical
contingencies that make the actual unfolding of history
unpredictable, and yet, have identified that technology is
an evolutionary system that evolves under identifiable con-
straints and (at least stochastic) laws [97, 158].

Of course, the six views overlap; we have exaggerated and separated
them here for clarity of relative emphasis. The point is that every one
of these fields has a piece of the action, but we have not had tools
to combine these views. With the tools of cultural evolution, such a
toolbox might be in reach. Boyd and Richerson write [29, pp. 287–288]:

Darwinian theory is both scientific and historical. The
history of any evolving lineage or culture is a sequence of
unique, contingent events. Similar environments often
give rise to different evolutionary trajectories, even
among initially similar taxa or societies. Nonetheless,
these historical features of organic and cultural evolu-
tion can result from a few microevolutionary processes.
A proper understanding of the relationship between the
historical and the scientific is important for progress in
the social and biological sciences. There is (or ought
to be) an intimate interplay between the study of the
unique events of given historical sequences and the gen-
eralizations about processes constructed by studying
many cases in a comparative and synthetic framework.

The proposed research program, then, is to study the emergence of cul-
tural variants, of processes, procedures, artifacts, values and ideas, as
an evolutionary system. This has to be done using many comparative
“case studies” of detailed observations. However, this does not mean
we have to engage in purely inductive ethnography, but the observa-
tions should be informed by models. Mathematical models have been
developed in economics, OM, biology, anthropology, and mathemati-
cal sociology (and we probably forget a few sources), all of which are
potentially relevant to the problem. Empirical frameworks have been
developed in all the disciplines named above.
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This is precisely the spirit of Behavioral OM, as defined at the begin-
ning: rooted in mathematical theory with ample empirical testing. As
this requires searching in multiple disciplines (especially anthropology,
economics, and OB, including its psychology and sociology sides), the
spirit of this program is truly interdisciplinary. At the same time, we
are not proposing to solve all ills of the world, but to focus on behavior,
and its effect on performance, in operating (process) environments.

How can one model something as complex as the evolution of cul-
ture, with all the influences listed above? It is not very useful to propose
insufficiently detailed “models of everything.” The physicist Wolfgang
Pauli, when a collaborator prematurely released a model that was not
yet fully developed, wrote an angry letter [53, p. 411], in which he
quipped (Figure 4.2):

Fig. 4.2 Pauli’s model of the world.

The lesson for us is that models need focus, within which they
can really illuminate trade-offs. Therefore, we are not proposing highly
complex models to study culture “all at once.” Rather, we propose a
sequence of simple models, each studying a trade-off between a few
things at a time. If every model can be fully analyzed and understood,
and its predictions tested, the models in their entirety will add up to
an increasingly complex understanding (in this, we agree with Boyd
and Richerson [29, chapter 19]).

This research program is already under way, as we speak. Boyd
and Richerson’s models are already telling us quite a lot about when
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imitation is important (when personal learning is costly and error
prone, for example, when the problems are ambiguous and ill under-
stood, while the environment does not change too quickly). We know
from search theory models that trial-and-error is useful when the prob-
lems to be solved are highly complex and ambiguous; trial-and-error can
be produced by sampling behaviors from a number of unrelated role
models. How are the two linked? We know from decision theory models
and experiments that intuition building is fast and of good quality if
feedback from the environment is relatively quick and not misleading
(How is this related to the level of selection pressure present in the
environment?).

We can take a number of existing, tested, models from the various
disciplines and identify robust commonalities before going into com-
parative case studies of how cultural variants in an operating environ-
ment evolve. This will require an investment in learning enough about
the relevant disciplines in order to be able to identify the key models
and insights they have produced for the cases at hand. But the spirit
of Behavioral OM, the use of rigorous mathematical theory combined
with empirical testing in order to understand the evolution of behavior
in (execution processes of) organizations, seems promising. The oppor-
tunity is huge, and those who are willing to explore it might strike gold.
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