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Dedication

To the HVAC engineers of the 21 century who will set new standards for efficient and sophisticated
design of our buildings.
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Preface

During the past 20 years, design and operation of the comfort systems for buildings have been transformed
because of energy conservation imperatives, the use of computer-based design aids, and major advances
in intelligent management systems for buildings. In the 1970s, rules of thumb were widely used by
designers. Today, a strong analytical basis for the design synthesis process is standard procedure. This
handbook describes the latest methods for design and operation of new and existing buildings. In addition,
the principles of life cycle economics are used routinely in design selections and tradeoffs. The information
in this handbook is presented in a practical way that building systems engineers will find useful.
The book is divided into eight sections:

Introduction to the buildings sector
Fundamentals

Economic aspects of buildings
HVAC equipment and systems
Controls

HVAC design calculations
Operation and maintenance
Appendices

PN R

Because of ongoing and rapid change in the HVAC industry, new material will be developed prior to
the standard handbook revision cycle. By link to the CRC Web site, the author will be periodically posting
new material that owners of the handbook can access.

Jan F. Kreider, Ph.D., P.E.
Boulder, Colorado
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Editor

Jan F. Kreider, Ph.D., P.E. is Professor of Engineering and Foun-
ding Director of the University of Colorado’s (CU) Joint Center for Energy
Management. He is co-founder of the Building Systems Program at CU
and has written ten books on building systems, alternative energy, and
other energy related topics, in addition to more than 200 technical papers.
For ten years he was a technical editor of the ASME Transactions.
During the past decade Dr. Kreider has directed more than $10,000,000
in energy-related research and development. His work on thermal analysis
of buildings, building performance monitoring, building diagnostics, and
renewable energy-research is known all over the world. Among his major
accomplishments with his colleagues are the first applications of neural
networks to building control, energy management and systems identifica-
tion, and of applied artificial intelligence approaches for building design
and operation. He also has worked for many years to involve women in
the graduate program that he founded. More than 20 women have grad-

uated with advanced degrees in his program.

Dr. Kreider has assisted governments and universities worldwide in establishing renewable energy and
energy efficiency programs and projects since the 1970s. He is a fellow of the American Society of
Mechanical Engineers and a registered professional engineer and member of several honorary and
professional societies. Dr. Kreider recently received ASHRAE’s E.K. Campbell Award of Merit and the
Distinguished Engineering Alumnus Award, the College’s highest honor.

Dr. Kreider earned his B.S. degree (magna cum laude) from Case Institute of Technology, and his M.S.
and Ph.D. degrees in engineering from the University of Colorado. He was employed by General Motors
for several years in the design and testing of automotive heating and air conditioning systems.
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Introduction to the
Buildings Sector

1.1 Energy Use Patterns in Buildings in the U.S

Commercial Buildings + Industrial Processes

Jan F. Kreider and Buildings * Residential Buildings
Kreider & Associates, LLC 1.2 What Follows
Introduction

Buildings account for the largest sector of the U.S. economy. Construction, operation, and investment in
buildings are industries to which every person is exposed daily. One of the major expenditures in the life
cycle of a building is the operation of its space conditioning systems — heating, ventilation, and air
conditioning (HVAC) — dwarfing the initial cost of these systems or of even the entire building itself.
Therefore, it is important to use the best, most current knowledge from the design phase onward through
the building life cycle to minimize cost while maintaining a productive and comfortable indoor environment.

HVAC systems are energy conversion systems — electricity is converted to cooling or natural gas is
converted to heat. Because it is important to understand from the outset the nature of energy demands
placed on HVAC systems, that subject is discussed immediately below. The chapter closes with a short
outline of the rest of the book with its coverage of HVAC design, commissioning, operation, and
problem diagnosis.

1.1 Energy Use Patterns in Buildings in the U.S.

It is instructive to examine building energy use, sector by sector, to get an idea of the numbers and to
clarify the differences between large and small buildings as well as between industrial and office buildings.
The next several sections discuss each.

1.1.1 Commercial Buildings

In 1997, there were 4.6 million commercial buildings, occupying 58.8 billion square feet of floor space
(PNNL, 1997). These buildings consumed 126.5 thousand Btu of delivered energy use (or 252.4 thousand
Btu of primary energy) per square foot of space. Figure 1.1 shows that of the four main census regions,
the South contains the highest percentage of commercial buildings, 38%, and the Northeast contains the
least, 16%.

Commercial Buildings Disaggregated by Floor Space

Sixty percent of U.S. commercial buildings range between 5,000 and 100,000 square feet, 82% range
between 1,000 and 200,000 square feet. The size class with the largest membership is the 10,000-25,000
square foot range. Table 1.1 shows the size distribution in the U.S.
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FIGURE 1.1 Commercial building geographical distribution. (From the 1995 Commercial Buildings Energy Con-
sumption Survey.)

TABLE 1.1 Size Distribution of U.S. Commercial Building Space

Commercial Building Size as of 1995
(percent of total floor space)

Square Foot Range Percent
1,001 to 5,000 10.80%
5,001 to 10,000 12.80%
10,001 to 25,000 19.80%
25,001 to 50,000 13.10%
50,001 to 100,000 13.60%
100,001 to 200,000 11.50%
200,001 to 500,000 9.40%
Over 500,000 9.00%

100%

Commercial Energy Consumption and Intensity by Square Footage (1995)

Total consumption is fairly evenly distributed across building size categories; only the largest size
category (over 500,000 square feet per building) showed a significant difference from any of the other
categories. Buildings in the 10,001-25,000 square feet per building category have the lowest energy
intensity of all categories.

Commercial Buildings Disaggregated by Building Type and Floor Space

The usage to which building space is put is a key influence on the type and amount of energy needed.
Of the total square footage of commercial office space, 67% is used for mercantile and service, offices,
warehouses and storage places, or educational facilities. The average square footage for all building types
ranges between 1,001 and 25,000 square feet. The largest building types, between 20,000 and 25,000 square
feet, are lodging and health care facilities. Medium sized building types, between 10,000 and 20,000
square feet, are public order and safety, offices, mercantile and service, and public assembly. Small building
types, less than 10,000 square feet, include warehouse and storage facilities, education facilities, food
service, and sales. Table 1.2 summarizes sector sizes and typical floor sizes.

Commercial End-Use Consumption

Mercantile and service, and office buildings consume almost 40% of total commercial energy, in terms
of Btu per square foot. Education and health care facilities, lodging, and public assemblies also consume

© 2001 by CRC Press LLC



Olntensity MConsumption

Over 500,000

o 200,001 to 500,000

n

100,001 to 200,000
50,001 to 100,000
25,001 to 50,000
10,001 to 25,000

Square Feet per Build

5,001 to 10,000

1,001 to 5,000

12010080 60 40 20 O 200 400 600 800
1,000 Btu/sq. ft. Trillion Btu

FIGURE 1.2 Energy consumption and usage intensity for eight commercial building size categories. (From the 1995
Commercial Buildings Energy Consumption Survey.)

TABLE 1.2 Commercial Building Sector Size and Typical Floor Area

1995 Average and Percent of Commercial Building by Principal Building Type (1)

Average
Floor Space  Floor Space/Building

Building Type (%) (SF)

Mercantile and Service 22% 11260
Office 18% 12870
Warehouse/Storage 14% 6670
Education 13% 1770
Public Assembly 7% 12110
Lodging 6% 22900
Health Care 4% 22220
Food Service 2% 4750
Food Sales 1% 4690
Public Order and Safety 2% 14610
Vacant (2) 9% 18480

Other 2% —

a large amount of energy, making up another 40% of total commercial energy consumption. Table 1.3
summarizes the energy use intensities for the 12 most important categories.

End Use Consumption by Task

Finally, one must know the end use category — space heating, cooling, water heating, and lighting. Space
heating and lighting are generally the largest energy loads in commercial office buildings. In 1995, energy
consumed for lighting accounted for 31% of commercial energy loads. Space heating consumed 22%, and
space cooling consumed 15% of commercial energy loads. On average, water heating is not high at 7%;
actual load varies greatly according to building category. Health care facilities and lodging are unique in
their high water heating loads; however, offices, mercantile and service facilities, and warehouses require
minimal hot water. Figure 1.3 shows the distribution of energy end use by sector for 1995. Another way of
considering the data in Figure 1.3 is to consider the end uses aggregated over all buildings but further
disaggregated over the nine main end uses in commercial buildings. Figure 1.4 shows the data in this way.

Commercial Energy Consumption and Intensity by Principal Building Activity (1995)

Commercial buildings were distributed unevenly across the categories of most major building charac-
teristics. For example, in 1995, 63.0 percent of all buildings and 67.1 percent of all floor space were in
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TABLE 1.3 End Use Consumption Intensity by Building Category

1995 Commercial Delivered End-Use Energy Consumption Intensities by Principal Building Type' (1000 Btu/SF)

Percent of
Space Space Water Total
Building Type Heating Cooling Heating Lighting Total? Consumption

Office 24.3 9.1 8.7 28.1 97.2 19%
Mercantile and Service 30.6 5.8 5.1 23.4 76.4 18%
Education 32.8 4.8 17.4 15.8 79.3 12%
Health Care 55.2 9.9 63 39.3 240.4 11%
Lodging 22.7 8.1 51.4 23.2 127.3 9%
Public Assembly 53.6 6.3 17.5 21.9 113.7 8%
Food Service 30.9 19.5 27.5 37 245.5 6%
Warehouse and Storage 15.7 0.9 2 9.8 38.3 6%
Food Sales 27.5 13.4 9.1 33.9 213.5 3%
Vacant? 38 1.4 5.5 4.5 30.1 3%
Public Order and Safety 27.8 6.1 234 16.4 97.2 2%
Other* 59.6 9.3 15.3 26.7 172.2 3%
All Buildings 29 6 13.8 20.4 90.5 100%

Notes: ! Parking garages and commercial buildings on multibuilding manufacturing facilities are excluded from CBECS 1995.
2 Includes all end-uses.
3 Includes vacant and religious worship.
* Includes mixed uses, hangars, crematoriums, laboratories, and other.

Source: EIA, Commercial Building Energy Consumption and Expenditures 1995, April 1998, Table EU-2, p. 311.

four building types: office, mercantile and service, education, and warehouse. Total energy consumption
also varied by building type. Three of these — health care, food service, and food sales — had higher
energy intensity than the average of 90.5 thousand Btu per square foot for all commercial buildings.
Figure 1.5 shows the 13 principal building types and their total consumption and intensity.

Commercial Building Energy Consumption by Fuel Type

Five principal energy types are used in U.S. commercial buildings:

Natural gas

Fuel oil

Liquefied petroleum gas (LPG)
Other and renewables

On-site electric

Table 1.4 shows the relation between end use type in Figure 1.5 and the corresponding energy sources.
Space heating, lighting, and water heating are the three largest consumers of energy. Natural gas and
electricity directly competed in three of the major end uses — space heating, water heating, and cooking.
In each of these three, natural gas consumption greatly exceeded electricity consumption.

Table 1.5 shows expected commercial sector energy use growth in the U.S.

1.1.2 Industrial Processes and Buildings

The industrial sector consists of more than three million establishments engaged in manufacturing,
agriculture, forestry, fishing, construction, and mining. In 1997, these buildings occupied 15.5 billion
square feet of floor space and 37% (34.8 quadrillion Btus) of total U.S. primary energy consumption.
After the transportation sector, the manufacturing sector consumes the most energy in the U.S. Of
the 37% of primary energy consumption in the industrial sector in 1997, 33% was used for manufacturing
purposes and 4% was used for nonmanufacturing purposes. Thus, manufacturing establishments con-
sume the majority of the energy in the industrial sector even though they are far outnumbered by
nonmanufacturing establishments. Because there is a lack of information regarding nonmanufacturing
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FIGURE 1.3 End use categories for commercial buildings.
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FIGURE 1.4 Commercial building energy end uses aggregated over all building types.
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FIGURE 1.5 Energy usage and usage intensity by building type. (From the 1995 Commercial Buildings Energy
Consumption Survey.)
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TABLE 1.4 Fuel Type Usage in Commercial Buildings

Natural Fuel LPG Renw. Site Site Primary

Gas QOil (2) Fuel (3) Other  En. (4) Electric Total Percent Total
Space Heating (8) 1.58 0.37 0.11 0.16 2.22 29.10% 0.53
Space Cooling (7) 0.02 0.34 0.35 4.60% 1.08
Ventilation 0.17 0.17 2.20% 0.53
Water Heating (8) 0.75 0.07 0.02 0.09 0.93 12.10% 0.29
Lighting 1.22 122 1590% 3.9
Refrigeration 0.18 0.16 2.40% 0.59
Cooking 0.23 0.02 0.25 3.30% 0.07
Office Equipment 0.4 0.4 5.30% 1.3
Other (9) 0.21 0.04 0.08 0.03 0 0.25 0.61 8.00% 0.81
Miscellaneous (10) 0.59 0.12 0.61 1.32 17.20% 1.95
Total 3.37 0.6 0.08 0.14 0.02 3.44 7.65 100% 11.03

Space Heating _ l l |
Lighting

Water Heating
Cooling

Office Equipment

Cooking
Refrigeration

Ventilation mm Electricity
Other l:ll NaturallGas

0 0.2 0.4 0.6 0.8 1 1.2 1.4
Quadrillion Btu

FIGURE 1.6 Gas and electric consumption in commercial buildings by task. (From the 1995 Commercial Buildings
Energy Consumption Survey.)

sectors and the majority of energy is consumed in manufacturing, the manufacturing sector is the main
focus in this section.

Standard industrial classification (SIC) groups are established according to their primary economic
activity. Each major industrial group is assigned a two-digit SIC code. The SIC system divides manufac-
turing into 20 major industry groups and nonmanufacturing into 12 major industry groups. In 1991, six
of the 20 major industry groups in the manufacturing sector accounted for 88% of energy consumption
for all purposes and for 40% of the output value for manufacturing:

Food and kindred products
Paper and allied products
Chemical and allied products
Petroleum and coal products
Stone, clay, and glass products
Primary metals

I

Table 1.6 summarizes the key characteristics of the energy using SIC categories with an overview of
each. Table 1.7 shows the floor space inventory by SIC.
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TABLE 1.5 Expected Future Consumption Trends for Commercial Buildings

Commercial Primary Energy Consumption by Year and Fuel Type (quads and percents of total)?
Growth Rate,

Year  Natural Gas Petroleum! Coal Renewable? Electricity TOTAL 1980-Year
1980 267 25% 1.29 12% 0.09 1% NA 6.55 62% 10.59 —
1990 27 21% 0.91 7% 0.09 1% NA 9.12 71% 12.82 1.90%
1997 337 22% 0.73 5% 0.08 1% 0.02 0% 11.03 72% 15.24 2.20%
2000 355 22% 0.6 4% 0.09 1% 0.03 0% 11.76 73% 16.02 2.10%
2010 384 22% 0.57 3% 0.1 1% 0.03 0% 12.73 74% 17.27 1.60%
2020 4 22% 0.55 3% 0.1 1% 0.04 0% 13.4 74% 18.08 1.30%

Notes: ! Petroleum induces distillate and residual fuels, liquid petroleum gas, kerosene, and motor gasoline.
2 Includes site marketed and nonmarketed renewable energy.
3 1997 site-to-source electricity conversion = 321.
Sources: EIA, State Energy Data Report 1996, Feb. 1999, Table 13, p. 28 for 1980 and 1990; EIA, AEO 1999, Dec. 1998,
Table A2, p. 113-115 for 1997-2020 and Table A18, p. 135 for nonmarketed renewable energy.

Sector Share of Total U.S. Electricity Sector Share of U.S. Primary Energy
Consumption in 1997 (Total = 10.7 Quads) Consumption in 1997 (Total = 94.1 Quads)
. ; Residential
Industrial Residential Transzp;;tanon 20%
33% 35% °
Commercial
16%
Commercial Industrial
32% 37%

FIGURE 1.7 Primary energy and electrical consumption in the U.S. (1997).

Of a total of 15.5 billion square feet of manufacturing space, 17% is used for office space, and 83% is
used for nonoffice space. Six groups account for 50% of this space: industrial machinery, food, fabricated
metals, primary metals, lumber, and transportation (PNNL, 1997).

Manufacturers use energy in two major ways:

+ To produce heat and power and to generate electricity

+ As raw material input to the manufacturing process or for some other purpose

Three general measures of energy consumption are used by the U.S. Energy Information Administra-
tion (EIA). According to its 1991 data, the amount of total site consumption of energy for all purposes
was 20.3 quadrillion Btu. About two thirds (13.9 quadrillion Btu) of this was used to produce heat and
power and to generate electricity, with about one third (6.4 quadrillion Btu) consumed as raw material
and feedstocks. Figure 1.8 shows the relative energy use for the energy consuming SIC sectors.

Energy Use by Standard Industrial Classification

Energy end uses for industry are similar to those for commercial buildings although the magnitudes are
clearly different. Heating consumes 69% of delivered energy (45% of primary energy usage). Lighting is
the second largest end use with 15% of delivered energy (27% of primary energy usage). Finally, venti-
lation and cooling account for 8% each.

Industrial Consumption by Fuel Type

As with commercial buildings, a variety of fuels are used in industry. Petroleum and natural gas far exceed
energy consumption by any other source in the manufacturing sectors. Figure 1.9 indicates the fuel mix
characteristics.

© 2001 by CRC Press LLC



TABLE 1.6 General Characteristics of Industrial Energy Consumption SIC

Standard
Industrial
Code Major Industry Group Description
High-Energy Consumers
20 Food and kindred products This group converts raw materials into finished goods primarily
26 Paper and allied products by chemical (not physical) means. Heat is essential to their
28 Chemicals and allied products production, and steam provides much of the heat. Natural gas,
29 Petroleum and coal products byproduct and waste fuels are the largest sources of energy for
32 Stone, clay, and glass products this group. All, except food and kindred products, are the most
33 Primary metal industries energy-intensive industries.
High Value-Added Consumers
34 Fabricated metal products This group produces high value-added transportation vehicles,
35 Industrial machinery and equipment industrial machinery, electrical equipment, instruments, and
36 Electronic and other electric equipment miscellaneous equipment. The primary end uses are motor-
37 Transportation equipment driven physical conversion of materials (cutting, forming,
38 Instruments and related products assembly) and heat treating, drying, and bonding. Natural gas is
39 Miscellaneous manufacturing industries the principal energy source.
Low-Energy Consumers
21 Tobacco manufactures This group is the low energy-consuming sector and represents a
22 Textile mill products combination of end-use requirements. Motor drive is one of the
23 Apparel and other textile products key end uses.
24 Lumber and wood products
25 Furniture and fixtures
27 Printing and publishing
30 Rubber and miscellaneous plastics
31 Leather and leather products

Source: Energy Information Administration, Office of Energy Markets and End Use, Manufacturing Consumption of
Energy 1991, DOE/EIA-0512(91).

TABLE 1.7 Industrial Building Floor Area Distribution

1991 Industrial Building Floor Space (10° square feet)

Office Nonoffice Total
SIC  Manufacturing Industry ~ Floor Space  Floor Space  Floor Space

20  Food 203 1207 1410
21 Tobacco 6 51 56
22 Textiles 42 581 623
23 Apparel 73 451 523
24 Lumber 53 1135 1187
25 Furniture 49 521 569
26 Paper 72 827 899
27 Printing 351 477 827
28  Chemical 185 714 899
29  Refining 20 105 125
30 Rubber 97 768 865
31 Leather 9 44 53
32 Stone, Clay 57 808 864
33 Primary Metals 81 1121 1202
34  Fabricated Metals 182 1175 1357
35  Industrial Machinery 337 1149 1485
36 Electronic Equipment 266 629 894
37 Transportation 289 776 1065
38 Instruments 225 170 395
39  Misc. Manufacturing 52 190 242

Total 2,641 12,898 15,539
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FIGURE 1.8 Energy use by SIC category.
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FIGURE 1.9 Industrial consumption by fuel type.

1.1.3 Residential Buildings

Although residential buildings are not often equipped with engineered HVAC systems, it is important
to understand usage by this sector because it is large and many of the design and operation principles
for large buildings also apply to small ones. The following data summarize residential energy use in the
U.S. Figure 1.10 shows energy use by building type.

Residential Sector Overview

In 1993, there were 101.3 million households, or 76.5 million buildings with an average of 2.6 people
per household. The households consisted of 69% single-family, 25% multi-family, and 6% mobile homes.
These buildings consumed 107.8 million Btu of delivered energy (or 187.5 million Btu of primary energy)
per household.
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FIGURE 1.10 Comparison of commercial and residential sector energy use.

TABLE 1.8 U.S. Residential Buildings Disaggregated by Size

Household Size in Heated Floor Space as of 1995

Square Foot Range Percent
Fewer than 599 7.8%
600 to 999 22.6%
1,000 to 1,599 28.8%
1,600 to 1,999 12.8%
2,000 to 2,399 10.0%
2,400 to 2,999 8.5%
3,000 or more 9.6%
100%

More than 50% of all residences range between 600 and 1,600 square feet; 23% are between 1,600 and
2,400 square feet, and 29% are in the 1,000 to 1,600 square feet range as shown in Table 1.8.

Residential Energy Consumption Intensity

Table 1.9 and Table 1.10 summarize residential fuel utilization. Natural gas and electricity are the key
residential energy sources. Table 1.11 shows expected growth through the year 2020.

1.2 What Follows

In order to cover all topics affecting the design and operation of HVAC systems in modern buildings,
this book is divided into eight sections as follows:

1. Introduction to the Buildings Sector

2. Fundamentals
2.1 Thermodynamics Heat Transfer and Fluid Mechanics Basics
2.2 Psychrometrics and Comfort
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TABLE 1.9 Energy Consumption Intensities by Ownership of Unit

1993 Residential Delivered Energy Consumption Intensities by Ownership of Unit

Per Square Per Household Per Household Percent of
Ownership Foot (10° Btu) (10° Btu) Members (10 Btu) Total Consumption
Owned 52.0 118.5 44.0 75%
Rented 67.0 75.2 31.0 25%
- Public Housing 69.0 58.2 27.0 2%
- Nonpublic Housing 67.0 77.2 31.0 23%

Source: EIA, Household Energy Consumption and Expenditures 1993, Oct. 1995, Table 5.1, p. 37-38.

Table 1.10 Residential End-Use Consumption by Fuel Type and by End Use

1997 Residential Energy End-Use Splits by Fuel Type (quads)

Natural  Fuel LPG Renw. Site Primary
Gas QOil Fuel Other En. (3) Electric Total Percent Electric Total Percent

Space Heating 3.58 0.84 032 015 061 0.50 6.00 54.8% 1.61 7.10 37.3%
Space Cooling 0.00 0.54 0.54 4.9% 1.72 1.72 9.1%
Water Heating 1.27 0.10 0.07 0.01 0.39 1.83  16.8% 124  2.69 14.2%
Lighting 0.40 0.40 3.6% 1.27 1.27 6.7%
White Goods 0.05 0.78 0.82 75% 249 254 13.4%
Cooking 0.16 0.03 0.23 042 39% 074 093  4.9%
Electronics 0.27 0.27 2.5% 0.86 0.86 4.5%
Motors 0.05 0.05 05% 018 018 0.9%
Heating Applicances 0.10 0.10  09% 031 031 1.6%
Other 0.09 0.00 0.01 0.10  0.9% 0.10  0.5%
Miscellaneous 0.41 041 37% 130 130 6.9%
Total 5.15 0.94 0.43 0.15  0.62 3.66 1094 100% 11.73 19.01  100%

3. Economic Aspects of Buildings
3.1 Central and Distributed Utilities
3.2 Economics and Costing of HVAC Systems
4. HVAC Equipment and Systems
4.1 Heating Systems
4.2 Air Conditioning Systems
4.3 Ventilation and Air Handling Systems
4.5 Electrical Systems
5. Controls
5.1 Controls Fundamentals
5.2 Intelligent Buildings
6. HVAC Design Calculations
6.1 Energy Calculations — Building Loads
6.2 Simulation and Modeling — Building Energy Consumption
6.3 Energy Conservation in Buildings
6.4 Solar Energy System Analysis and Design
7. Operation and Maintenance
7.1 HVAC System Commissioning
7.2 Building System Diagnostics and Predictive Maintenance
8. Appendices
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Table 1.11  Expected Growth in Residential Energy Use

Residential Primary Energy Consumption by Year and Fuel Type (quads and percents of total)
Growth Rate,

Year  Natural Gas Petroleum! Coal Renewable? Electricity TOTAL 1980-Year
1980 4.86 32% 1.75 12%  0.06 0% NA? 8.41 56% 15.069 100% —
1990  4.52  27%  1.27 8%  0.06 0% 0.63 4% 10.05 61% 16.53 100% 0.9%
1997 515 27% 1.47 8%  0.06 0% 0.62 3% 11.73  62% 19.01 100% 1.4%
2000 521 26%  1.38 7%  0.06 0% 0.62 3% 12.79  64%  20.06 100% 1.4%
2010 552 26% 1.23 6%  0.05 0% 0.65 3% 13.68 65% 21.13 100% 1.1%
2020 594 26% 1.12 5% 0.05 0% 0.70 3% 15.09  66% 22.90 100% 1.1%

Notes: ! Petroleum includes distillate and residual fuels, liquefied petroleum gas, kerosene, and motor gasoline.
2 Includes site marketed and non-marketed renewable energy.
31980 Renewables are estimated at 1.00 quads.
Sources: EIA, State Energy Data Report 1996, Feb. 1999, Tables 12-15, p. 22-25 for 1980 and 1990; EIA, AEO 1999,
Dec. 1998, Table A2, p. 113-115 for 1997-2020 consumption and Table A18, p. 135 for nonmarketed renewable energy.

The book is indexed for all detailed topics, and adequate cross-references among the chapters have
been included. The appendices include the nomenclature and selected lookup tables.

References
PNNL (1997). An Analysis of Buildings-Related Energy Use in Manufacturing, PNNL-11499, April.

Energy Information Administration (EIA, 1995). 1995 Commercial Buildings Energy Consumption Survey.
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2.1 Thermodynamics Heat Transfer and Fluid Mechanics Basics

Vahab Hassani and Steve Hauser

Design and analysis of energy conversion systems require an in-depth understanding of basic principles
of thermodynamics, heat transfer, and fluid mechanics. Thermodynamics is that branch of engineering
science that describes the relationship and interaction between a system and its surroundings. This
interaction usually occurs as a transfer of energy, mass, or momentum between a system and its sur-
roundings. Thermodynamic laws are usually used to predict the changes that occur in a system when
moving from one equilibrium state to another. The science of heat transfer complements the thermo-
dynamic science by providing additional information about the energy that crosses a system’s boundaries.
Heat-transfer laws provide information about the mechanism of transfer of energy as heat and provide
necessary correlations for calculating the rate of transfer of energy as heat. The science of fluid mechanics,
one of the most basic engineering sciences, provides governing laws for fluid motion and conditions
influencing that motion. The governing laws of fluid mechanics have been developed through a knowledge
of fluid properties, thermodynamic laws, basic laws of mechanics, and experimentation.

In this chapter, we will focus on the basic principles of thermodynamics, heat transfer, and fluid
mechanics that an engineer needs to know to analyze or design an HVAC system. Because of space
limitations, our discussion of important physical concepts will not involve detailed mathematical deri-
vations and proofs of concepts. However, we will provide appropriate references for those readers inter-
ested in obtaining more detail about the subjects covered in this chapter. Most of the material presented
here is accompanied by examples that we hope will lead to better understanding of the concepts.

2.1.1 Thermodynamics

During a typical day, everyone deals with various engineering systems such as automobiles, refrigerators,
microwaves, and dishwashers. Each engineering system consists of several components, and a system’s
optimal performance depends on each individual component’s performance and interaction with other
components. In most cases, the interaction between various components of a system occurs in the form
of energy transfer or mass transfer. Thermodynamics is an engineering science that provides governing
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laws that describe energy transfer from one form to another in an engineering system. In this chapter,
the basic laws of thermodynamics and their application for energy conversion systems are covered in the
following four sections. The efficiency of the thermodynamic cycles and explanations of some advanced
thermodynamic systems are presented in the succeeding two sections. Several examples have been pre-
sented to illustrate the application of concepts covered here. Because of the importance of moist air
HVAC processes, these are treated in Chapter 2.2.

Energy and the First Law of Thermodynamics

In performing engineering thermodynamic analysis, we must define the system under consideration.
After properly identifying a thermodynamic system, everything else around the system becomes that
system’s environment. Of interest to engineers and scientists is the interaction between the system and its
environment.

In thermodynamic analysis, systems can either consist of specified matter (controlled mass, CM) or
specified space (control volume, CV). In a control-mass system, energy—but not mass—can cross the
system boundaries while the system is going through a thermodynamic process. Control-mass systems
may be called closed systems because no mass can cross their boundary. On the other hand, in a control-
volume system—also referred to as an open system—both energy and matter can cross the system
boundaries. The shape and size of CVs need not necessarily be constant and fixed; however, in this
chapter, we will assume that the CVs are of fixed shape and size. Another system that should be defined
here is an isolated system, which is a system where no mass or energy crosses its boundaries.

The energy of a system consists of three components: kinetic energy, potential energy, and internal
energy. The kinetic and potential energy of a system are macroscopically observable. Internal energy is
associated with random and disorganized aspects of molecules of a system and is not directly observable.
In thermodynamic analysis of systems, the energy of the whole system can be obtained by adding the
individual energy components.

Conservation of Energy — The First Law of Thermodynamics

The First Law of Thermodynamics states that energy is conserved: it cannot be created or destroyed, but
can change from one form to another. The energy of a closed system can be expressed as

2
E=me + " & 2.1.1)
2g2 gc

where E is the total energy of the system, e is its internal energy per unit mass, and the last two terms
are the kinetic energy and potential energy of the system, respectively. The proportionality constant g
is defined in the nomenclature (listed at the end of this chapter) and is discussed in the text following
Eq. (2.1.73). When a system undergoes changes, the energy change within the system can be expressed
by a general form of the energy-balance equation:

Energy stored = Energy entering — Energy leaving + Energy generated
in the system the system the system in the system
(e.g., chemical reactions)

For example, consider the geothermal-based heat pump shown in Figure 2.1.1. In this heat pump, a
working fluid (R-22, a common refrigerant used with geothermal heat pumps, which is gaseous at room
temperature and pressure) is sealed in a closed loop and is used as the transport medium for energy.
Figure 2.1.2 presents a simple thermodynamic cycle for a heat pump (heating mode) and an associated
pressure-enthalpy (p-h) diagram. The saturated vapor and liquid lines are shown in Figure 2.1.2, and
the region between these two lines is referred to as the wet region, where vapor and liquid coexist. The
relative quantities of liquid and vapor in the mixture, known as the quality of the mixture (x), is usually
used to denote the state of the mixture. The quality of a mixture is defined as the ratio of the mass of
vapor to the mass of the mixture. For example, in 1 kg of mixture with quality x, there are x kg of vapor
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FIGURE 2.1.1 Geothermal-based (ground-source) heat pump.
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FIGURE 2.1.2 Thermodynamic cycle and p-h diagram for heat pump (heating mode).

and (1 — x) kg of liquid. Figure 2.1.2 shows that the working fluid leaving the evaporator (point 2) has
a higher quality than working fluid entering the evaporator (point 1). The working fluid in Figure 2.1.2
is circulated through the closed loop and undergoes several phase changes. Within the evaporator, the
working fluid absorbs heat from the surroundings (geothermal resource) and is vaporized. The low-
pressure gas (point 2) is then directed into the compressor, where its pressure and temperature are
increased by compression. The hot compressed gas (point 3) is then passed through the condenser, where
it loses heat to the surroundings (heating up the house). The cool working fluid exiting the condenser
is a high-pressure liquid (point 4), which then passes through an expansion device or valve to reduce its
pressure to that of the evaporator (underground loop).

Specifically, consider the flow of the working fluid in Figure 2.1.1 from point 1 to point 2 through the
system shown within the dashed rectangle. Mass can enter and exit this control-volume system. In flowing
from point 1 to 2, the working fluid goes through the evaporator (see Figure 2.1.2). Assuming no
accumulation of mass or energy, the First Law of Thermodynamics can be written as

2 2 . .
e2+u—2+&+p2v2:el+u—1+&+plv]+Q.W, (2.1.2)
28 & 28, 8. m

where i is the mass-flow rate of the working fluid, Q is the rate of heat absorbed by the working fluid, w
is the rate of work done on the surroundings, v is the specific volume of the fluid, p is the pressure, and
the subscripts 1 and 2 refer to points 1 and 2. A mass-flow energy-transport term, pv, appears in Eq.
(2.1.2) as a result of our choice of control-volume system. The terms e and pv can be combined into a
single term called specific enthalpy, h = e + pv, and Eq. (2.1.2) then reduces to
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L(uﬁ—uf)+iAzz_l+Ahz_1 =M. (2.1.3)

2g, 8. m

For a constant-pressure process, the enthalpy change from temperature, T, to temperature T, can be
expressed as

Ah, | =J.T2C deEP(T -T,), (2.1.4)

I

where ¢ P is the mean specific heat at constant pressure.

Entropy and the Second Law of Thermodynamics

In many events, the state of an isolated system can change in a given direction, whereas the reverse process
is impossible. For example, the reaction of oxygen and hydrogen will readily produce water, whereas the
reverse reaction (electrolysis) cannot occur without some external help. Another example is that of adding
milk to hot coffee. As soon as the milk is added to the coffee, the reverse action is impossible to achieve.
These events are explained by the Second Law of Thermodynamics, which provides the necessary tools
to rule out impossible processes by analyzing the events occurring around us with respect to time.
Contrary to the First Law of Thermodynamics, the Second Law is sensitive to the direction of the process.

To better understand the second law of thermodynamics, we must introduce a thermodynamic prop-
erty called entropy (symbolized by S, representing total entropy, and s, representing entropy per unit
mass). The entropy of a system is simply a measure of the degree of molecular chaos or disorder at the
microscopic level within a system.

The more disorganized a system is, the less energy is available to do useful work; in other words, energy
is required to create order in a system. When a system goes through a thermodynamic process, the natural
state of affairs dictates that entropy be produced by that process. In essence, the Second Law of Ther-
modynamics states that, in an isolated system, entropy can be produced, but it can never be destroyed.

AS=S. =S, a =20 forisolated system. (2.1.5)
Thermodynamic processes can be classified as reversible and irreversible processes. A reversible process
is a process during which the net entropy of the system remains unchanged. A reversible process has
equal chances of occurring in either a forward or backward direction because the net entropy remains
unchanged. The absolute incremental entropy change for a closed system of fixed mass in a reversible

process can be calculated from

dsS=—-, (2.1.6)

where dS is the increase in entropy, dQ is the heat absorbed, and T is the absolute temperature. However,
the net change in entropy for all the participating systems in the reversible process must equal zero; thus,

AS= st: Z dTQ=o. (2.1.7)

all systems all systems

We emphasize that most real processes are not reversible and the entropy of a real process is not usually
conserved. Therefore, Eq. (2.1.6) can be written in a general form as
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and lower terms in parentheses).

dSZdTQ, (2.1.8)

where the equality represents the reversible process. A reversible process in which dQ = 0 is called an
isentropic process. It is obvious from Eq. (2.1.6) that for such processes, dS = 0, which means that no
net change occurs in the entropy of the system or its surroundings.

Application of the Thermodynamic Laws to HVAC and Other Energy Conversion Systems

We can now employ these thermodynamic laws to analyze thermodynamic processes that occur in energy
conversion systems. Among the most common energy conversion systems are heat engines and heat
pumps. In Figure 2.1.3, the solid lines indicate the operating principle of a heat engine, where energy
Qyy is absorbed from a high-temperature thermal reservoir and is converted to work w by using a turbine,
and the remainder, Q;, is rejected to a low-temperature thermal reservoir. The energy-conversion
efficiency of a heat engine is defined as

_ desired output energy  w
nheat engine -

— : (2.1.9)
required input energy  Q,,

In the early 1800s, Nicholas Carnot showed that to achieve the maximum possible efficiency, the heat
engine must be completely reversible (i.e., no entropy production, no thermal losses due to friction).
Using Eq. (2.1.7), Carnot’s heat engine should give

as= % (2.1.10)
TH TL
or
Qi Ty (2.1.11)
QL TL
An energy balance gives
w=Q,-Q,. (2.1.12)
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Therefore, the maximum possible efficiency is

nm=M=l—&=l—£- (2.1.13)
In real processes, however, due to entropy production, the efficiency is
ng—T—. (2.1.14)
TH

A heat pump is basically a heat engine with the reverse thermodynamic process. In heat pumps, work
input allows for thermal energy transfer from a low-temperature reservoir to a high-temperature reservoir
as shown in Figure 2.1.3 by dashed lines. Energy (heat), Q,, is absorbed by a working fluid from a low-
temperature reservoir (geothermal resource or solar collectors), then the energy content (temperature
and pressure) of the working fluid is increased as a result of input work, w. The energy, Qy, of the working
fluid is then released to a high-temperature reservoir (e.g., a warm house). The efficiency of a heat pump
is defined as

_ desired output energy _ Q,,  Q,
nheat pump — - -

edot . (2.1.15)
required input energy w = Q,-Q,

The efficiency of a heat pump is often expressed as coefficient of performance (COP). The COP of a
Carnot (or reversible) heat pump can be expressed as

COP=TTHT . (2.1.16)

H L

Heat pumps are often used in HVAC systems to heat or cool buildings. Heat engines and heat pumps
are broadly discussed by Sandord [1962], Reynolds and Perkins [1977], Wood [1982], Karlekar [1983],
and Van Wylen and Sonntag [1986].

Efficiencies of Thermodynamic Cycles

To evaluate and compare various thermodynamic cycles (or systems), we further define and employ the
term efficiency. The operating efficiency of a system reflects irreversibilities that exist in the system. To
portray various deficiencies or irreversibilities of existing thermodynamic cycles, the following thermo-
dynamic efficiency terms are most commonly considered.

Mechanical efficiency 1, = :va , (2.1.17)

rev

which is the ratio of the actual work produced by a system to that of the same system under reversible
process. Note that the reversible process is not necessarily an adiabatic process (which would involve heat
transfer across the boundaries of the system).

Isentropic Efficiency m_ = v:vi, (2.1.18)

isent

which is the ratio of actual work to the work done under an isentropic process.

Relative efficiency m, = h, (2.1.19)

isent
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which is the ratio of reversible work to isentropic work.
. W,
Thermal efficiency mn, =—°%, (2.1.20)

Qin

which is the ratio of the net power output to the input heat rate. Balmer [1990] gives a comprehensive
discussion on the efficiency of thermodynamic cycles.

Some Thermodynamic Systems

The most common thermodynamic systems are those used by engineers in generating electricity for
utilities and for heating or refrigeration/cooling purposes.

Modern power systems employ after Rankine cycles, and a typical Rankine cycle is shown in
Figure 2.1.4(a). In this cycle, the working fluid is compressed by the pump and is sent to the boiler where
heat Qy, is added to the working fluid, bringing it to a saturated (or superheated) vapor state. The vapor
is then expanded through the turbine, generating shaft work. The mixture of vapor and liquid exiting
the turbine is condensed by passing through the condenser. The fluid coming out of the condenser is
then pumped to the boiler, closing the cycle. The enthalpy-entropy (h-s) diagram for the Rankine cycle
is shown in Figure 2.1.4(b). The dashed line 3—4 in Figure 2.1.4(b) represents actual expansion of the
steam through the turbine, whereas the solid line 3—4s represents an isentropic expansion through the
turbine.

In utility power plants, the heat source for the boiler can vary depending on the type of generating
plant. In geothermal power plants, for example, water at temperatures as high as 380°C is pumped from
geothermal resources located several hundred meters below the earth’s surface, and the water’s energy is
transferred to the working fluid in a boiler.

The other commonly used thermodynamic cycle is the refrigeration cycle (heat-pump cycle). As stated
earlier, a heat engine and a heat pump both operate under the same principles except that their thermo-
dynamic processes are reversed. Figures 2.1.2 and 2.1.3 provide detailed information about the heat-
pump cycle. This cycle is sometimes called the reversed Rankine cycle.

Modified Rankine Cycles

Modifying the Rankine cycle can improve the output work considerably. One modification usually
employed in large central power stations is introducing a reheat process into the Rankine cycle. In this
modified Rankine cycle, as shown in Figure 2.1.5(a), steam is first expanded through the first stage of
the turbine. The steam discharging from the first stage of the turbine is then reheated before entering
the second stage of the turbine. The reheat process allows the second stage of the turbine to have a greater
enthalpy change. The enthalpy-versus-entropy plot for this cycle is shown in Figure 2.1.5(b), and this
figure should be compared to Figure 2.1.4(b) to further appreciate the effect of the reheat process. Note
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FIGURE 2.1.5 (a) Rankine cycle with a reheat process. (b) The h-s plot for the modified Rankine cycle of
Figure 2.1.5(a).

that in the reheat process, the work output per pound of steam increases; however, the efficiency of the
system may be increased or reduced depending on the reheat temperature range.

Another modification also employed at large power stations is called a regeneration process. The
schematic representation of a Rankine cycle with a regeneration process is shown in Figure 2.1.6(a), and
the enthalpy-versus-entropy plot is shown in Figure 2.1.6(b). In this process, a portion of the steam (at
point 6) that has already expanded through the first stage of the turbine is extracted and is mixed in an
open regenerator with the low-temperature liquid (from point 2) that is pumped from the condenser
back to the boiler. The liquid coming out of the regenerator at point 3 is saturated liquid that is then
pumped to the boiler.

Example 2.1.1

A geothermal heat pump, shown in Figure 2.1.7, keeps a house at 24°C during the winter. The
geothermal resource temperature is —5°C. The amount of work required to operate the heat pump for
a particular month is 10° kilojoules (kJ). What is the maximum heat input to the house during that
1-month period?
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Solution:

The energy balance for the system gives
w,+Q, =Q,.
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FIGURE 2.1.7 Ground-source heat pump.

Equation (2.1.7) gives the entropy change for the system:

As=Q_ Q& (2.1.22)
TH TL

where, from Eq. (2.1.22), we can get an expression for Q;:

QuT}
T

H

Q= ~T,AS. (2.1.23)

Substituting for Q; from Eq. (2.1.21), we get an expression for Q;:

Q, = ! (w,-T,AS).

1-—

L
TH

The maximum Q) is obtained when AS = 0; therefore,

w., (2.1.24)

and substituting the actual values yields

QH SWXIOG k], or QH S107 k]
1- """

©297.15K

Example 2.1.2

Calculate the maximum COP for the heat pump of Example 2.1.1.

Solution

Q 10" &
COPheat pump = _H = 6 =
Q,-Q, 10°K
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Example 2.1.3

A simple heat-pump system is shown in Figure 2.1.2. The working fluid in the closed loop is R-22.
The p-h diagram of Figure 2.1.2 shows the thermodynamic process for the working fluid. The following
data represent a typical operating case.

T, =T, =-5°C (23°F)
T, =T, =24°C (75°F)
x,=0.17

(a) Determine the COP for this heat pump assuming isentropic compression, s, = s;.
(b) Determine the COP by assuming a compressor isentropic efficiency of 70%.
Solution:

First, the thermodynamic properties at each station can be found using the CRC Mechanical Engineer’s
Handbook.

State Point #1:

The evaporation of working fluid R-22 occurs at a constant pressure (between points 1 and 2). This
pressure can be obtained from the saturated liquid/vapor table of properties for R-22 at T, = -5°C
(23°F), which is p, = 422 kPa (61.2 psia). At point 1, the quality is x, = 0.17. Therefore, the enthalpy
and entropy at this point can be obtained from:

hy=h. +x h, and s =s +xs

hi &’

where hg, = 39.36 kJ/kg, hfg1 - hfl = hg1 = 208.85 kl/kg s, = 0.1563 kJ/kg K, and s = 5, — s =
0.7791 kJ/kg K.

The quantities listed are read from the table of properties for R-22. Using these properties, we obtain:

h, =39.36 kJ/kg+0.17 (208.85 kJ/kg) = 74.86 kJ/kg,

5, =0.1563 kJ/kg K+0.17 (0.7791 kJ/kg K) =0.2887 k]/kg K
We then find the state properties at point 3, because they will be used to find the quality of the mixture
at point 2.
State Point #3:

At point 3, the working fluid is saturated vapor at T; = 24°C (75°F). From the table of properties, the
pressure, enthalpy, and entropy at this point are p; = 1,014 kPa (147 psia), h; = 257.73 kJ/kg, and s; =
0.8957 kj/kg K.

State Point #2:

The temperature at this point is T, = —=5°C (23°F), and because we are assuming an isentropic com-
pression, the entropy is s, = s; = 0.8957 kJ/kg K. The quality of the mixture at point 2 can be calculated
from

5,

—°h
/)
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where s, = s, —s;,, and the quantities s, and s;, can be obtained from the table of properties at T, =
—5°C (23°F).

Note that the saturation properties for points 1 and 2 are the same because both points have the same
pressure and temperature. Therefore,

Sp =S, =0.1563 kJ/kg K,
hf2 = hf1 =39.36 kJ/kg,
e =Sk, =0.7791 kJ/kg K,

hy, =h, =208.85k/kg,

_5,—S; 0.8957 kJ/kg K—0.1563 kj/kg K
Sk, 0.7791 kJ/kg K

S

=0.95.

2
Knowing the quality at point 2, the enthalpy at point 2 can be calculated:

hy=h, +x, hy, =39.36k]/kg+0.95 (208.85 kJ/kg) = 237.77 ki/kg.
State Point #4

At point 4, we have saturated liquid at T, = 24°C (75°F). Therefore, from the table of properties, s, =
0.2778 kJ/kg K and h, = 74.16 kj/kg.

(a) The coefficient of performance for a heat pump is

rate of energy transfer to house
COP = &Y

compressor shaft power

_h,—h, 18357 kJ/kg _
hy—h,  19.96 kJ/kg

(b) If the isentropic efficiency is 70%, the p-h diagram is as shown in Figure 2.1.8. The isentropic
efficiency for the compressor is defined as

Pressure (p)

Enthalpy (h)
FIGURE 2.1.8 The p-h diagram for a heat-pump cycle with a 70% isentropic efficiency for the compressor.
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FIGURE 2.1.9 A basic gas-turbine or Brayton-cycle representation.

Using this relationship, h; can be calculated as follows:

o= h, —h _ 257.73 kJ/kg —237.77 kl/kg

Z+h
’ m, ? 0.70

+237.77 kJ/kg = 266.28 kl/kg.

Therefore, the COP is

hy—h, _ 266.28K)/kg-74.16KJ/kg _
h,—h, 266.28KkJ/kg—237.77 kj/kg

3 2

COP =

Advanced Thermodynamic Power Cycles

Over the past 50 years, many technological advances have improved the performance of power plant
components. Recent developments in exotic materials have allowed the design of turbines that can operate
more efficiently at higher inlet temperatures and pressures. Simultaneously, innovative thermodynamic
technologies (processes) have been proposed and implemented that take advantage of improved turbine
isentropic and mechanical efficiencies and allow actual operating thermal efficiencies of a power station
to approach 50%. These improved technologies include (1) modification of existing cycles (reheat and
regeneration) and (2) use of combined cycles. In the previous section, we discussed reheat and regener-
ation techniques. In the following paragraphs, we give a short overview of the combined-cycle technol-
ogies and discuss their operation.

The basic gas-turbine or Brayton cycle is shown in Figure 2.1.9. In this cycle, ambient air is pressurized
in a compressor and the compressed air is then forwarded to a combustion chamber, where fuel is
continuously supplied and burned to heat the air. The combustion gases are then expanded through a
turbine to generate mechanical work. The turbine output runs the air compressor and a generator that
produces electricity.

The exhaust gas from such a turbine is very hot and can be used in a bottoming cycle added to the
basic gas-turbine cycle to form a combined cycle. Figure 2.1.10 depicts such a combined cycle where a
heat-recovery steam generator (HRSG) is used to generate steam required for the bottoming (Rankine)

Brayton Cycle

Gas turbine,

»w/

Combustion
chamber

Rankine (Bottoming) Cycle
Pump

FIGURE 2.1.10 A combined cycle known as the steam-and-gas-turbine cycle.
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cycle. The high-temperature exhaust gases from the gas-turbine (Brayton) cycle generate steam in the
HRSG. The steam is then expanded through the steam turbine and condensed in the condenser. Finally,
the condensed liquid is pumped to the HRSG for heating. This combined cycle is referred to as a steam
and gas turbine cycle.

Another type of bottoming cycle proposed by Kalina [1984] uses a mixture of ammonia and water as
a working fluid. The multicomponent mixture provides a boiling process that does not occur at a constant
temperature; as a result, the available heat is used more efficiently. In addition, Kalina employs a distil-
lation process or working-fluid preparation subsystem that uses the low-temperature heat available from
the mixed-fluid turbine outlet. The working-fluid mixture is enriched by the high-boiling-point com-
ponent; consequently, condensation occurs at a relatively constant temperature and provides a greater
pressure drop across the turbine. The use of multicomponent working fluids in Rankine cycles provides
variable-temperature boiling; however, the condensation process will have a variable temperature as well,
resulting in system inefficiencies. According to Kalina, this type of bottoming cycle increases the overall
system efficiency by up to 20% above the efficiency of the combined-cycle system using a Rankine
bottoming cycle. The combination of the cycle proposed by Kalina and a conventional gas turbine is
estimated to yield thermal efficiencies in the 50 to 52% range.

2.1.2 Fundamentals of Heat Transfer

In Section 2.1, we discussed thermodynamic laws and through some examples we showed that these laws
are concerned with interaction between a system and its environment. Thermodynamic laws are always
concerned with the equilibrium state of a system and are used to determine the amount of energy
required for a system to change from one equilibrium state to another. These laws do not quantify the
mode of the energy transfer or its rate. Heat transfer relations, however, complement thermodynamic
laws by providing rate equations that relate the heat transfer rate between a system and its environment.

Heat transfer is an important process that is an integral part of our environment and daily life. The
heat-transfer or heat-exchange process between two media occurs as a result of a temperature difference
between them. Heat can be transferred by three distinct modes: conduction, convection, and radiation.
Each one of these heat transfer modes can be defined by an appropriate rate equation presented below:

Fourier’s Law of Heat Conduction—represented here by Eq. (2.1.25) for the one-dimensional steady-
state case:

QCOlld = _kAZl (2125)
X

Newton’s Law of Cooling—which gives the rate of heat transfer between a surface and a fluid:

Q. =hAAT, (2.1.26)

where h is the average heat-transfer coefficient over the surface with area A.
Stefan-Boltzmann’s Law of Radiation—which is expressed by the equation:

Q =AF_,o(T'-T;). (2.1.27)

Conduction Heat Transfer

Conduction is the heat-transfer process that occurs in solids, liquids, and gases through molecular
interaction as a result of a temperature gradient. The energy transfer between adjacent molecules occurs
without significant physical displacement of the molecules. The rate of heat transfer by conduction can
be predicted by using Fourier’s law, where the effect of molecular interaction in the heat-transfer medium
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Ta Direction of heat flow TA Direction of heat flow
T(x)
. dT/dx is ()
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FIGURE 2.1.11  The sign convention for conduction heat flow.

is expressed as a property of that medium and is called the thermal conductivity. The study of conduction
heat transfer is a well-developed field where sophisticated analytical and numerical techniques are used
to solve many problems in buildings including heating and cooling load calculation.

In this section, we discuss basics of steady-state one-dimensional conduction heat transfer through
homogeneous media in cartesian and cylindrical coordinates. Some examples are provided to show the
application of the fundamentals presented, and we also discuss fins or extended surfaces.

One-Dimensional Steady-State Heat Conduction
Fourier’s law, as represented by Eq. (2.1.25), states that the rate of heat transferred by conduction is
directly proportional to the temperature gradient and the surface area through which the heat is flowing.

The proportionality constant k is the thermal conductivity of the heat-transfer medium. Thermal
conductivity is a thermophysical property and has units of W/m K in the SI system, or Btu/h ft °F in the
English system of units. Thermal conductivity can vary with temperature, but for most materials it can
be approximated as a constant over a limited temperature range. A graphical representation of Fourier’s
law is shown in Figure 2.1.11.

Equation (2.1.25) is only used to calculate the rate of heat conduction through a one-dimensional
homogenous medium (uniform k throughout the medium). Figure 2.1.12 shows a section of a plane wall
with thickness L, where we assume the other two dimensions of the wall are very large compared to L.
One side of the wall is at temperature T}, and the other side is kept at temperature T,, where T} > T,.
Integrating Fourier’s law with constant k and A, the rate of heat transfer through this wall is

Q=kA-L—"2, (2.1.28)

where k is the thermal conductivity of the wall.

The Concept of Thermal Resistance

Figure 2.1.12 also shows the analogy between electrical and thermal circuits. Consider an electric current
I flowing through a resistance R,, as shown in Figure 2.1.12. The voltage difference AV =V, -V, is the
driving force for the flow of electricity. The electric current can then be calculated from

I=—-. (2.1.29)
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FIGURE 2.1.12  Analogy between thermal and electrical circuits for steady-state conduction through a plane wall.

Like electric current flow, heat flow is governed by the temperature difference, and it can be calculated
from

Q="+, (2.1.30)

where, from Eq. (2.1.28), R = L/Ak and is called thermal resistance. Following this definition, the thermal
resistance for convection heat transfer given by Newton’s Law of Cooling becomes R = 1/(hA). Thermal
resistance of composite walls (plane and cylindrical) has been discussed by Kakac and Yener [1988],
Kreith and Bohn [1993], and Bejan [1993]. The following example shows how we can use the concept
of thermal resistance in solving heat-transfer problems in buildings.

Example 2.1.4

One wall of an uninsulated house, shown in Figure 2.1.13, has a thickness of 0.30 m and a surface
area of 11 m2 The wall is constructed from a material (brick) that has a thermal conductivity of 0.55
W/m K. The outside temperature is —10°C, while the house temperature is kept at 22°C. The convection
heat-transfer coefficient is estimated to be i, = 21 W/m? K in the outside and h; = 7 W/m? K in the
inside. Calculate the rate of heat transfer through the wall, as well as the surface temperature at either
side of the wall.

Solution:

The conduction thermal resistance is

R _ L _ 0.3 m
bend Ak 11 m?x0.55 W/m K

= 0.0496£ .
w
Note that the heat-transfer rate per unit area is called heat flux and is given by

”=Q=’E—T2
A .

Lk
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FIGURE 2.1.13  Heat loss through a plane wall.

In this case, the resistance to heat transfer over a 1-m by 1-m area of the wall is

K

0.3m  _5455™
w

055 W/m K

Rt,cond = L/k

The convection resistances for inside and outside, shown in Figure 2.1.13, are

1 1 K
Ri conv = 2 2 =0.0130——
' hA 7 W/m’Kx1lm W
1 1 K

R == ; - =0.0043—.
: h A 21 Wm>Kx1lm w

Note that the highest resistance is provided by conduction through the wall. The total heat flow can
be calculated from

: T,-T .15 K—263.
o=AT _ e A é9515K 2;3151( I
IR L bl 0013 400496 -~ +0.0043 —
hA kA hA w w w

The surface temperatures can then be calculated by using the electric analogy depicted in Figure 2.1.13.
For the inside surface temperature,

1

h A
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FIGURE 2.1.14 Conduction through hollow cylinders.

or

T =T —&=295.15 K—M

. =288.94 K=15.79°C.
miT T, 77 W/K

Similarly, for the outside surface temperature:

Q ., _ 4783W

==+ +263.15 K= 265.22 K=-7.93°C.
T A0 231 W/K

Conduction Through Hollow Cylinders

A cross section of a long hollow cylinder such as pipe insulation with internal radius r, and external
radius r, is shown in Figure 2.1.14. The internal surface of the cylinder is at temperature T; and the
external surface is at T, where T; > T,. The rate of heat conduction in a radial direction is calculated by

. 2mLk(T,-T,)

B ln(ro/ri) ’

where L is the length of the cylinder that is assumed to be long enough so that the end effects may be
ignored. From Eq. (2.1.31) the resistance to heat flow in this case is

(2.1.31)

_In(r,/r) (2.1.32)
mkL o

Equation (2.1.31) can be used to calculate the heat loss through insulated pipes, as presented in the
following example.

Example 2.1.5

The refrigerant of the heat pump discussed in Example 2.1.3 is circulating through a thin-walled
copper tube of radius r; = 6 mm, as shown in Figure 2.1.15. The refrigerant temperature is T;, ambient
temperature is T.,, and T; < T... The outside convection heat-transfer coefficient is , = 7 W/m? K.
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FIGURE 2.1.15 Heat loss through a pipe with insulation.

(a) If we decide to insulate this tube, what would be the optimum thickness of the insulation?

(b) Show the behavior of heat flow through the tube at different insulation thicknesses such as 0, 3,
6, 10, 15, and 20 mm, and plot the results for Q/L versus radius r. Assume an insulation material with
thermal conductivity k = 0.06 W/m K.

Solution:

(a) In thermal analysis of radial systems, we must keep in mind that there are competing effects
associated with changing the thickness of insulation. Increasing the insulation thickness increases the
conduction resistance; however, the area available for convection heat transfer increases as well, result-
ing in reduced convection resistance. To find the optimum radius for insulation, we first identify the
major resistances in the path of heat flow. Our assumptions are that (1) the tube wall thickness is small
enough that conduction resistance can be ignored, (2) heat transfer occurs at steady state, (3) insulation
has uniform properties, and (4) radial heat transfer is one-dimensional

The resistances per unit length are

ln(r/ ri) 1

and RZ = M’

where r, the outer radius of insulation, is unknown. The total resistance is

ln(r/rl.) N 1

R=R+R,= onk  2mrh

and the rate of heat flow per unit length is

© 2001 by CRC Press LLC



3.80

3.75

3.70

3.65

3.60

Total resistance (K/'W)

355k Minimum R,

3.50

3.45 1 1 1 1 1 1 l/,
0.0000 0.0015 0.0025 0.0035 0.0060
Insulation thickness (m)

FIGURE 2.1.16 Total resistance versus insulation thickness for an insulated tube.

The optimum thickness of the insulation is obtained when the total heat flow is minimized or when
the total resistance is maximized. By differentiating R, with respect to r, we obtain the condition under
which R, is maximum (or minimum). Therefore,

dR 1 1

t

dr  omrk 27tr2h0

from which we obtain r = k/h,. To determine if R, is maximum or minimum at r = k/h,, we take the

second derivative and find its quantity at r = k/h,,.

o

R, _ 1 . _
dr* " onk(k/n) wh(k/m)  2nk/h]

Therefore, R, is a minimum at r = k/h,, which means that the heat flow is maximum at this insulation
radius. An optimum radius of insulation does not exist; however, the radius obtained in this analysis
is referred to as the critical radius, , and this radius should be avoided when selecting insulation for
pipes. The economic optimum insulation can be found using techniques in Chapter 3.2.

(b) For this example the critical radius is r. = k/h, = 0.06 W/m K/7 W/m? K = 0.0086 m = 8.6 mm,
and r,= 6 mm, so r, > r;. This means that by adding insulation, we will increase the heat loss from
the tube. Using the expression for R, we can plot the total resistance versus the insulation thickness
as shown in Figure 2.1.16. Note that the minimum total resistance occurs at an insulation thickness
of about 0.025 m (corresponding to the r, calculated earlier). Also note that as the insulation thickness
is increased, the conduction resistance increases; however, the convection resistance decreases as listed
in Table 2.1.1.

Convection Heat Transfer

Energy transport (heat transfer) in fluids usually occurs by the motion of fluid particles. In many
engineering problems, fluids come into contact with solid surfaces that are at different temperatures than
the fluid. The temperature difference and random/bulk motion of the fluid particles result in an energy
transport process known as convection heat transfer. Convection heat transfer is more complicated than
conduction because the motion of the fluid, as well as the process of energy transport, must be studied
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TABLE2.1.1 Effect of Insulation Thickness on Various Thermal Resistances

Insulation Outer Convection Conduction Total
Thickness Radius, r Resistance, Resistance, Resistance,
(m) (m) R, (K/W) R,, (K/W) R, (K/W)
0 0.0060 3.79 0 3.79
0.0010 0.0070 3.25 0.41 3.66
0.0015 0.0075 3.03 0.59 3.62
0.0020 0.0080 2.84 0.76 3.60
0.0025 0.0085 2.67 0.92 3.59
0.0030 0.0090 2.53 1.07 3.60
0.0035 0.0095 2.39 1.22 3.61
0.0040 0.0100 2.27 1.36 3.63
0.0060 0.0120 1.89 1.84 3.73

simultaneously. Convection heat transfer can be created by external forces such as pumps and fans in a
process referred to as forced convection. In the absence of external forces, the convection process may
result from temperature or density gradients inside the fluid; in this case, the convection heat-transfer
process is referred to as natural convection. We will discuss this type of convection in more detail in the
next section. There are other instances where a heat-transfer process consists of both forced and natural
convection modes and they are simply called mixed-convection processes.

The main unknown in the convection heat-transfer process is the heat-transfer coefficient (see
Eq. 2.1.26). Figure 2.1.17 serves to explain the convection heat-transfer process by showing the temper-
ature and velocity profiles for a fluid at temperature T., and bulk velocity U_ flowing over a heated
surface. As a result of viscous forces interacting between the fluid and the solid surface, a region known
as velocity boundary layer is developed in the fluid next to the solid surface. In this region the fluid
velocity is zero at the surface and increases to the bulk fluid velocity u_. Because of the temperature
difference between the fluid and the surface, a region known as temperature boundary layer also develops
next to the surface, where the temperature at the fluid varies from T,, (surface temperature) to 7., (bulk
fluid temperature). The velocity-boundary-layer thickness 6 and temperature-boundary-layer thickness
d, and their variation along the surface are shown in Figure 2.1.17.

Depending on the thermal diffusivity and kinematic viscosity of the fluid, the velocity and temperature
boundary layers may be equal or may vary in size. Because of the no-slip condition at the solid surface,
the fluid next to the surface is stationary; therefore, the heat transfer at the interface occurs only by
conduction.

If the temperature gradient were known at the interface, the heat exchange between the fluid and the
solid surface could be calculated from Eq. (2.1.25), where k in this case is the thermal conductivity of
the fluid and dT/dx (or dT/dy in reference to Figure 2.1.17) is the temperature gradient at the interface.
However, the temperature gradient at the interface depends on the macroscopic and microscopic motion
of fluid particles. In other words, the heat transferred from or to the surface depends on the nature of
the flow field.

Too
U, < —
- emm T —> Thermal
L --7 — US> boundary
-— | e —_--- 5. layer
— T emmmmmmmTTT L - -5 f r
S Velocity boundary 5 l
ol layer v
0\ ................................................. fl
7 —7 p——
No slip T X

FIGURE 2.1.17 Temperature and velocity profiles for convection heat-transfer process over a heated surface.
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Therefore, in solving convection problems, engineers need to determine the relationship between the
heat transfer through the solid-body boundaries and the temperature difference between the solid-body
wall and the bulk fluid. This relationship is given by Eq. (2.1.26), where h is the convection coefficient
averaged over the solid surface area. Note that h depends on the surface geometry and the fluid velocity,
as well as on the fluid’s physical properties. Therefore, depending on the variation of the above quantities,
the heat-transfer coefficient may change from one point to another on the surface of the solid body. As
a result, the local heat-transfer coefficient may be different than the average heat-transfer coefficient.
However, for most practical applications, engineers are mainly concerned with the average heat-transfer
coefficient, and in this section we will use only average heat-transfer coefficients unless otherwise stated.

Natural-Convection Heat Transfer
Natural-convection heat transfer results from density differences within a fluid. These differences may
result from temperature gradients that exist within a fluid. When a heated (or cooled) body is placed in
a cooled (or heated) fluid, the temperature difference between the fluid and the body causes heat flow
between them, resulting in a density gradient inside the fluid. As a result of this density gradient, the
low-density fluid moves up and the high-density fluid moves down. The heat-transfer coefficients (and
consequently, the rate of heat transfer in natural convection) are generally less than that in forced
convection because the driving force for mixing of the fluid is less in natural convection.
Natural-convection problems can be divided into two categories: external natural convection and
internal natural convection. Natural-convection heat transfer from the external surfaces of bodies of
various shapes has been studied by many researchers. Experimental results for natural-convection heat
transfer are usually correlated by an equation of the type

Nu=h7L=f (Ra), (2.1.33)

where the Nusselt number, Nu, provides a measure of the convection heat transfer occurring between
the solid surface and the fluid. Knowing Nu, the convection heat-transfer coefficient, h, can be calculated.
Note that in Eq. (2.1.33), k is the fluid conductivity and Ra is the Rayleigh number, which represents
the ratio of buoyancy force to the rate of change of momentum. The Rayleigh number is given by

3

where B is the coefficient of thermal expansion equal to 1/T (T is the absolute temperature expressed in
Kelvin) for an ideal gas, L is a characteristic length, v is the kinematic viscosity of the fluid, and o is its
thermal diffusivity. A comprehensive review of the fundamentals of natural-convection heat transfer is
provided by Raithby and Hollands [1985]. Table 2.1.2 gives correlations for calculating heat transfer from
the external surfaces of some common geometries.

Experiments conducted by Hassani and Hollands [1989], Sparrow and Stretton [1985], Yovanovich
and Jafarpur [1993], and others have shown that the external natural-convection heat transfer from
bodies of arbitrary shape exhibit Nu-Ra relationships similar to regular geometries such as spheres and
short cylinders. An extensive correlation for predicting natural-convection heat transfer from bodies of
arbitrary shape was developed by Hassani and Hollands [1989]; it is useful for most situations on the
surfaces of buildings.

Internal natural-convection heat transfer occurs in many engineering problems such as heat loss from
building walls, electronic equipment, double-glazed windows, and flat-plate solar collectors. Some of
the geometries and their corresponding Nusselt numbers are listed in Table 2.1.3. Anderson and Kreith
[1987] provide a comprehensive summary of natural-convection processes that occur in various solar
thermal systems.
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TABLE 2.1.2 Natural-Convection Correlations for External Flows

Configuration

Correlation

Restrictions

Source

Vertical plate with constant T, T,,

116

_ 0387 Ra;
Nop =825+
{1 + (0.492/Pr)”10]

Nu, = 0.56 (Ra, cos )

107" < Ra < 1012
All Pr

10° < Ra; cos 8 < 10'!
0<8<89

Churchill and Chu [1975]

Fujii and Imura [1972]

Area = A

Perimeter = P

Horizontal plate with hot surface facing
upward or cold surface facing downward

I-:IuL = 0.54 Rall‘/4
Nu, = 0.15 Ra?

L= surface area
perimeter

105 < Ray < 107
107 < Ray < 10"

Pr>05

McAdams [1954] and
Incropera and DeWitt [1990]

Area = A

\

g
T,>T.  Perimeter =P

Horizontal plate with hot surface facing
downward or cold surface facing upward

Nu, = 0.27 Ra,"*

L = surface area
perimeter

10° < Ray, < 101°

Pr>05

McAdams [1954] and
Incropera and DeWitt {1990]
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TABLE 2.1.2 (continued) Natural-Convection Correlations for External Flows

Configuration

Correlation

Restrictions

Source

Y C kG-

Horizontal cylinders

1/6
0.387 Rapy

RuD = ‘0.6 +

R
[1 + (0.559/?:)9“6] :

}z

105 < Rapy < 1012
All Pr

Churchill and Chu [1975]

o<
e ——

Vertical cylinders of height L

1/4
0.67 Ra;’

Nug, = 0.68 +

Nup = 0.13 Rap)'?

—"
[1 + ©402iPry"e]

1 <Ra < 10°

4
D Pr
T s ['RTL]

Ra > Pr x 10°

Churchill and Chu [1975]

McAdams [1954]

Sphere

1/4
0.589 Ray

ﬁuD =2+ —_—m
[1 + (0.469/Pr)”1°]

Pr>0.7
Rap, < 10'!

Churchill [1983]

Other immersed bodies such as cubes,
bispheres, spheroids

Hassani and Hollands [1989]

Note: Ra is Rayleigh number, Pr is Prandtl number, and Nu is Nusselt number.
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TABLE 2.1.3 Natural-Convection Correlations for Internal Flows

Configuration

Correfation

Restrictions

Source

Space enclosed between two
horizontal plates heated from
below

*
Nu =1+ 1.44[1 - ‘708] N
Raj

* R \1/3
~ a
Nu, =1+144]1 = T8 1~y
Ra, 3830
Ra 11/3 (1 - In(Ra."/140)]
20|— L _
140

The quantities contained between the parenthesis with
. * .

asterisk, (), must be set equal to zero if they become

negative.

+

Air, 1700 < Ray < 108

Water, 1700 < Ra < 3.5 x 10°

Hollands et al. [1975]

Hollands et al. {1975]

7zl
1l

F—L—

Space enclosed between two
vertical plates heated from one
side

- H —1/4 Pr .28
Nu; (90°) = 0.22/=% T R
u, 909 (L) (0.2 T Pr aLT

Ruy ©0%) = 0.18 [P Ra |2
u )y =0. e R
L 009 (0.2 TP ¢

_ ~0.3
Nu, = 0.42 Ral? prooR2 (_Ié)

H

2<-<10, Pr<lo, Ra; <1010

1<%<2, 103 <Pr<10°

Ra; Pr
Bt
02+Pr

10<%<40, 1 <Pr<2x10

10* < Ra; < 107

Catton [1978]

MacGregor and Emery
[1969]
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TABLE 2.1.3 (continued) Natural-Convection Correlations for Internal Flows

Configuration

Correlation

Restrictions

Source

Nuy(6) = 1+ [Nu, 90°) - 1] sin 0

90° < 0 < 180°, air -

Nu; (0) = Nuy (90°) (sin 0 % < 8 < 90, air Amold et al. [1976),
1® . Catton (1978),
Arnold et al. {1974],
. and Ayyaswamy
Nuy (90° oo . + H , and Catton [1973].
Nu, ) = O gin 61 0°<0<8" , - < 10,air Hollands et al. [1976]
Nu, (0°)
Tu — ' w<o<o® , B0, ar
N fuid N Ra, cos@
TO
g | - (sin 1.86)" x 1708 | |
Ra; cos 6
T R 0 1/3
V= sons]’
N N 0
TH
0=0°C
H/L 1 3 6 12 > 12
where
8* 25° 53° 60° 67° 70°
o The quantities contained between the parentheses with
Natural convection in inclined | agierisk, ( )*, must be set equal to zero if they become
enclosures. negative.
.. Diameter D Gropr c Kecith (1970
; N 1 n rei
| Nup = C(GrpPr)" Lt L o (19701
1
' ! 10%-10° 0.59 V4
s ' 10°-102 013 113

Spherical cavity interior
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Configuration Correlation Restrictions Source
0.70 < Pr < 6000
Raithby and Hollands
L 0,386 In(D /Dy [1974]
[ ’ 3/5 3/5 4
,. bm(l/Di + 1/D, yH In(D/D;) .
g ( b, D, 10 £ - T Ra, < 10
- | Pr Mg b¥ ) + D)
0.861 + Pr b
where b = (D, - D)) /2
Long concentric cylinders
s 0.70 < Pr < 4200 Raithby and Hollands
k
= =074 71/)5 7 o
D,Di(D; "~ + D, ¥ 10 < b Ra, < 107

e

Concentric spheres

4
Pr Ra;m
0.861 + Pr

where b = (D, - D)) / 2

A, -5
(D,Dy (Di +D

o

=175

)5




FIGURE 2.1.18 Heat loss through a single-pane window.

The natural-convection heat transfer for long concentric horizontal cylinders and concentric spheres
has been studied by Raithby and Hollands [1985]. Their proposed correlations are listed in Table 2.1.3,
where D, and D; represent the diameters of outer cylinder (or sphere) and inner cylinder (or sphere),
respectively. The Rayleigh number is based on the temperature difference across the gap and a charac-
teristic length defined as b = (D, — D,)/2. The effective thermal conductivity k. in their correlation is
the thermal conductivity that a stationary fluid in the gap must have to transfer the same amount of
heat as the moving fluid. Raithby and Hollands also provide correlations for natural-convection heat
transfer between long eccentric horizontal cylinders and eccentric spheres.

Example 2.1.6

One component of the total heat loss from a room is the heat loss through a single-pane window in
the room, as shown in Figure 2.1.18. The inside temperature is kept at T; = 22°C, and the outside
temperature is T, = — 5°C. The window height H is 0.5 m, and its width is 2 m. The weather is calm,
and there is no wind blowing. Assuming uniform glass temperature T, calculate the heat loss through
the window.

Solution:

The air flow pattern next to the window is shown in Figure 2.1.18. When warm room air approaches
or contacts the window, it loses heat and its temperature drops. Because this cooled air next to the
window is denser and heavier than the room air at that height, it starts moving down and is replaced
by warmer room air at the top of the window. A similar but opposite air movement occurs at the
outside of the window. The total heat loss can be calculated from

Q=hA(T,-T,)=hA(T,-T,), (2.1.35)

where h; and h, are the average natural-convection heat-transfer coefficients for inside and outside,
respectively. Using the correlation recommended by Fujii and Imura [1972] for a vertical plate with
constant temperature T,, (from Table 2.1.2) and substituting for angle of inclination 6 = 0, we get

Nuy =0.56 Ral',

where

_gB AT B’

Ra, Vo

and H is the height of the window pane. Note that the temperature difference in the expression for
Rayleigh number depends on the medium for which the heat-transfer coefficient is sought. For
example, for calculating the interior surface coefficient h;, we write
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~I
=
T
NS

- , T
Nup, = 4—=056 | ———— | | (2.1.36)

and for calculating h,, we write

—  hH eB(1, -1, B | /e
Num, = Uk =0.56 .

(2.1.37)
Vo

Note that all the properties in Egs. (2.1.36) or (2.1.37) should be calculated at film temperature T; =
(T, + T,)/2 or Ty = (T, + T,)/2. To calculate Q and air properties, we need to know T,. To estimate
T,, we assume that air properties over the temperature range of interest to this problem do not change
significantly (refer to air property tables to verify this assumption). Using this assumption, we find
the ratio between Egs. (2.1.36) and (2.1.37) as

no(T.-T A
Do o[ w5 |77 (2.1.38)
hi T;'_Tw

which provides a relationship between h,, h;, and T,. Another equation of this kind can be obtained
from Eq. (2.1.35):

h  T-T
To— i tw (2.1.39)
h T,-T,

Solving Egs. (2.1.38) and (2.1.39), we can show that

T +T
T, =" =85%C.

Now, by calculating h; or h and substituting into Eq. (2.1.35), the total heat transfer can be calculated.
In this case, we choose to solve for h,. Therefore, the air properties should be calculated at

T +T
T, = "2 ¥ =1.75°C.

f

Air properties at Ty = 1.75°C are k = 0.0238 W/m K, v = 14.08 X 10 m?/s, o0 = 19.48 x 10° m?/s, and
B = 1/T;= 0.00364 K. Using these properties, the Rayleigh number is

B (T,-1,) H®
Ra, =—— 1 =220x10°.
’ vo

From Eq. (2.1.37), we obtain

h, =§ (0.56) Raly’, =3.25 W/m’ K,
and
Q=h,A(T,-T,)
=325 W/m2 Kx1m?x (281.65 K—268.15 K) =43.87 W.
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FIGURE 2.1.19 Heat loss through a double-pane window.

Example 2.1.7

The single-pane window of the previous example is replaced by a double-pane window as shown in
Figure 2.1.19. The outside and inside temperatures are the same as in Example 2.1.6 (T; = 22°C, T, =
—5°C). The glass-to-glass spacing is L = 20 mm, the window height H = 0.5 m, and the width is 2 m.
Find the heat loss through this window and compare it to the heat loss through the single-pane window.
Ignore conduction resistance through the glass.

Solution:

The thermal circuit for the system is shown in Figure 2.1.19. Temperatures T, and T, are unknown
and represent the average glass temperature (i.e., we assume that the glass temperature is uniform
over the entire surface because of the low thermal resistance of glass). As in Example 2.1.6, we first
estimate temperatures T, and T,. The rate of heat transfer is

Q:hlA(Ti_Tl):th(Tl_Tz):hSA(Tz_To)‘ (2.1.40)
The heat-transfer coefficients h, and h; for natural-convection heat transfer between the glass surface

and interior/exterior can be calculated using Eqgs. (2.1.36) and (2.1.37), and the ratio between h,; and
hy is

_ /4
Lanpsa (2.1.41)
TZ _To

Another relationship between h;, h;, T, and T, is obtained from Eq. (2.1.40):

h | LT, (2.1.42)
h3 Tz - Tl

Solving Egs. (2.1.41) and (2.1.42), we get:
T+T,=T,+T,. (2.1.43)

We need an additional equation that provides a relationship between T, and T,, and we obtain this
equation from the correlation that expresses the natural-convection heat transfer in the enclosed area
of the double-pane window. We choose the correlation recommended by MacGregor and Emery [1969]
from Table 2.1.3:
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k H 0.3
h, = T 042 Ra)” (L) for Pr=0.72, (2.1.44)
where

3
Ra, = gB(Tlv_aTz)L )

Using some mathematical manipulations Eq. (2.1.44) can be written as

e VA LV eB(T-T)H Y
h2=]]i0.16(T1 TZ] (LJ (gﬁ() , (2.1.45)

T.-T, H vo

where L/H = 0.04. The heat-transfer coefficient /, can be calculated from Eq. (2.1.36) (used to calculate
h,) and can be written as

1/4 3 \V4
_ T-T)H
h=Xos6| Lol CA U L (2.1.46)
L T-T, va

where the Rayleigh number has been written in terms of (T; — T,) instead of (T; — T,). Substituting
for L/H, the ratio between h, and A, is

0.63 (T -T,)"
Zfz(:r(—lT)l/i)' (2.1.47)
i 1

Note that in finding h,/h,, we have assumed that the properties do not change much in the temperature
range of interest. From Eq. (2.1.40), we have

h _ LT . (2.1.48)
h T-T

1 2

Therefore, solving Egs. (2.1.47) and (2.1.48), we obtain T, in terms of T; and T,;

T,=0.71 T,+0.29 T,. (2.1.49)

Substituting for T; and T,, we obtain T, = 14.2°C, and substituting for T}, T;, and T, in Eq. (2.1.43),
we get T, = 2.8°C. Knowing T, and T,, we can calculate Ra,. To calculate Ra,, we should obtain air
properties at Ty = (T, + T,)/2 = 8.5°C, which are k = 0.0244 W/m K, v = 14.8 X 10° m?/s, o = 20.6 X
10° m?s, and B = 1/T; = 0.00355 K. Therefore,

9381 m/ s* x0.00355 K™' % (287.35 K—275.95 K)><(o.02)3 m’
N 14.8x10™° m?/sx20.6x10° m?/s

Ra =10,420

L
h, from Eq. (2.1.44) is

h,=197 W/m’K,
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and

Q=h, A (T,~T,)=22.46 W.

Comparing the heat loss to that of Example 2.1.6 for a single-pane window, we note that the heat loss
through a single-pane window is almost twice as much as through a double-pane window for the same
inside and outside conditions.

Forced-Convection Heat Transfer

Forced-convection heat transfer is created by auxiliary means such as pumps and fans or natural phe-
nomena such as wind. This type of process occurs in many engineering applications such as flow of hot
or cold fluids inside ducts and various thermodynamic cycles used for refrigeration, power generation,
and heating or cooling of buildings. As with natural convection, the main challenge in solving forced-
convection problems is to determine the heat-transfer coefficient.

The forced-convection heat transfer processes can be divided into two categories: external-flow forced
convection and internal-flow forced convection. External forced-convection problems are important
because they occur in various engineering applications such as heat loss from external walls of buildings
on a windy day, from steam radiators, from aircraft wings, or from a hot wire anemometer. To solve
these problems, researchers have conducted many experiments to develop correlations for predicting the
heat transfer. The experimental results obtained for external forced-convection problems are usually
expressed or correlated by an equation of the form

Nu= f(Re) g(Pr),

where f and g represent the functional dependance of the Nusselt number on the Reynolds and Prandtl
numbers. The Reynolds number is a nondimensional number representing the ratio of inertia to viscous
forces, and the Prandtl number is equal to v/a, which is the ratio of momentum diffusivity to thermal
diffusivity.

Table 2.1.4a lists some of the important correlations for calculating forced-convection heat transfer
from external surfaces of common geometries. Listed in Table 2.1.4a is the correlation for the forced-
convection heat-transfer to or from a fluid flowing over a bundle of tubes, which is relevant to many
industrial applications such as the design of commercial heat exchangers. Figures 2.1.20 and 2.1.21 show
different configurations of tube bundles in cross-flow whose forced-convection correlations are presented
in Table 2.1.4a.

Forced-convection heat transfer in confined spaces is also of interest and has many engineering
applications. Flow of cold or hot fluids through conduits and heat transfer associated with that process
is important in many HVAC engineering processes. The heat transfer associated with internal forced
convection can be expressed by an equation of the form

Nu= f(Re) g(Pr) e(x/DH),

where f(Re), g(Pr), and e(x/Dy) represent the functional dependance on Reynolds number, Prandtl
number, and x/Dy,, respectively. The functional dependance on x/D,; becomes important for short ducts
in laminar flow. The quantity Dy is called the hydraulic diameter of the conduit and is defined as

flow cross-sectional area
—4x W : (2.1.50)
wetted perimeter

D

H

and is used as the characteristic length for Nusselt and Reynolds numbers.
Fully developed laminar flow through ducts of various cross-section has been studied by Shah and
London [1978], and they present analytical solutions for calculating heat transfer and friction coefficients.
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TABLE 2.1.4(a) Forced-Convection Heat-Transfer Correlations for External Flows*

Configuration Correlation Restrictions Source
Flat plate in parallef flow ﬁux - 0664 Re:nPr”’ Laminar Pr > 06 Incropera and DeWitt [1990]
Flat plate in parallel flow Nu, = 0.0296 RC;US s Turbu]cnts, local, 0.6 < Pr< 60, Incropera and DeWitt [1990]
Re, < 10
Circular cylinder in cross flow 0.7 < Pr < 500
B e Ve 1 < Rep < 106 Zukauskas [1972]
Nup = CRey Pr ’ﬁ: Properties at T,

s

n=0.36 for Pr > 10
n=0.37 for Pr < 10

Repy < m
1-40 0.75 04
40-1000 0.51 0.5
10°-2x10° 026 0.6
2x10°-10% 0.076 07
Non-circular cylinder in cross 04 < Repy < 4 x 10° Jakob [1949]
flow in a gas — ™o Pr>07
Nup = CRep Pr
For C and m, see Table 4b.
Short cylinder in a gas _ ; .85 7 % 10* < Rey, < 2.2x10° Quarmby and Al-Fakhri [1980]
Nup = 0.123 Rep®! + 0.00416(%)U Re)7? LD <4
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TABLE 2.1.4(a) (continued)

Forced-Convection Heat-Transfer Correlations for External Flows*

Configuration

Correlation

Restrictions

Source

Sphere in a gas or liquid

Nup =2 + {04 Ref?

+ 0.06 Regﬂ) pr 04 .E';

Hg

/4

35 < Rep, < 7.6 x 10
0.7 < Pr < 380

10 < He <32

W

Properties at T,

Whitaker [1972)

Tube bundle in cross-flow

St
Pr En

0.40 0.60 0
0021 084 0
0022 084 0

Nupy = 0019 ReJ™

Rep,

m

S/, 2 0.7

Pr=07

1000 < Rep, < 2 x 10°,
staggered S/8; <2
1000 < Repy < 2 x 10°,
staggered Sy/8; 22
Rep, > 2 x 10°, in-line
Rep, > 2 % 105, staggered
Pr>1

10 < Rey, < 100, in-line
10 < Rey, 100, staggered
1000 < Rep, < 2 x 105, in-line

Rep, > 2 x 10°, staggered

See Figures 20 and 21

Properties at T_,

Zukauskas [1972]

Flow over staggered tube bundle,
gas and liquid

Nup, = 00131 Re)™ pr 036

45 x 10° < Repy < 7% 10°
Pr>05
D=2 S /MD=14

Achenbach [1989]

* All properties calculated at (T, + T,)/2 unless otherwise stated under the column “condition.” Properties with the subscript

« »
N

are calculated at T, (surface temperature).



TABLE 2.1.4(b) Constants for Noncircular Cylinders in Cross Flow of a Gas

Configuration Rep C m
Square
Flow T
direction _?_ 5% 10° - 10° 0.246 0.588
Flow I
direction n 5x 10° - 10° 0.102 0.675
Hexagon
Flow T 3 4
i D 5% 10° - 1.95 x 10 0.160 0.638
direction 1 1.95 x 104 — 10° 0.0385 0.782
Flow T
direction <:> —?_ 5 x 10° - 10° 0.153 0.638
Vertical plate
Flow T 4x10°-15 x 10* 0.228 0.731
direction —> _[f_

S, = Longitudinal pitch
S; = Transverse pitch

Transverse
row

S, "
diggt::m ‘e}'_f_‘{}- - \fD Longitudinal row
SGrecton . 1 s ; .

l - —_——

O—

D

FIGURE 2.1.20 In-line tube arrangement for tube bundle in cross-flow forced convection.

Solving internal tube-flow problems requires knowledge of the nature of the tube-surface thermal con-
ditions. Two special cases of tube-surface conditions cover most engineering applications: constant tube-
surface heat flux and constant tube-surface temperature. The axial temperature variations for the fluid
flowing inside a tube are shown in Figure 2.1.22. Figure 2.1.22(a) shows the mean fluid-temperature
variations inside a tube with constant surface heat flux. Note that the mean fluid temperature, T, (x),
varies linearly along the tube. Figure 2.1.22(b) shows the mean fluid-temperature variations inside a tube
with constant surface temperature. Some of the recommended correlations for forced convection of
incompressible flow inside tubes and ducts are listed in Table 2.1.5.
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S, = Longitudinal pitch
S; = Transverse pitch

D— &
e
Flow yany Yan |
areion P P

5

e

o}

FIGURE 2.1.21 Staggered tube arrangement for tube bundle in cross-flow forced convection.

D

@) Fully ()
Ta Entrance developed
region : region > TA ;
S
-+
AT,
T=T
AT, T ®)
0 X 0 X
q; = constant heat flux T, = constant surface temperature

FIGURE 2.1.22  Axial fluid temperature variations for heat transfer in a tube for (a) constant surface heat flux, and
(b) constant surface temperature.

Now that we have reviewed both natural- and forced-convection heat-transfer processes, it is useful
to compare the order of magnitude of the heat-transfer coefficient for both cases. Table 2.1.6 provides
some approximate values of convection heat-transfer coefficients.

Example 2.1.8

A solar-thermal power plant is depicted in Figure 2.1.23. In this system, solar radiation is reflected
from tracking mirrors onto a stationary receiver. The receiver consists of a collection of tubes that are
radiatively heated, and a working fluid (coolant) flows through them; the heat absorbed by the working
fluid is then used to generate electricity. Consider a central-receiver system that consists of several
horizontal circular tubes each with an inside diameter of 0.015 m. The working fluid is molten salt
that enters the tube at 400°C at a rate of 0.015 kg/s. Assume that the average solar flux approaching
the tube is about 10,000 W/m?.
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TABLE 2.1.5 Forced-Convection Correlations for Incompressible Flow Inside Tubes and Ducts*

Configuration Correlation Restrictions Source
Fully developed laminar flow in
long tubes:
a. With uniform wall temperature Nup =3.66 Pr>0.6 Kays and Perkins [1985]
b. With uniform heat flux Nup =4.36 Pr> 0.6 Incropera and DeWitt [1990]
c. Friction factor (liquids) 0.14
ReD ul]
d. Friction fact 0.14
riction factor (gas) . 61 (T,
Re, \ T,

Laminar flow in short tubes and
ducts with uniform wall

D
— 0.0668 Re, pPr—H (ll 0.14
Nup,, =3.66+ L b}

temperature
1+ O.O45(ReDH PrTH

Fully developed turbulent flow
through smooth, long tubes and
ducts:

a. Nusselt number " 0.14

N — 08 1033 My

Nup,, =0.027 ReDH Pr (“ J

s

b. Friction factor 0.184

f= Re, *

Dy

DH
100<Re,,  Pr—!-<1500

Pr>0.7

6x10° <Re, <10’
H

0.7 <Pr<10*
60<L/D,

10" <Re, <10°
H

Hausen [1983]

Sieder and Tate [1936]

Kays and London [1984]

* All physical properties are evaluated at the bulk temperature T except p,, which is evaluated at the surface temperature T,.
T Incompressible flow correlations apply to gases and vapors when average velocity is less than half the speed of sound (Mach number < 0.5).



TABLE 2.1.6 Order of Magnitude of Convective Heat-Transfer Coefficients k.

W/m?K Btu/h ft*°F
Alr, free convection 6-30 1-5
Superheated steam or air, forced convection 3-300 5-50
Qil, forced convection 60—-1800 10-300
Water, forced convection 300-18,000 50-3000
Water, boiling 3000-60,000 500-10,000
Steam, condensing 6000-120,000 1000-20,000

Molten salt ” V'L Outlet
400°C 4 temperature =
0.015 kg/s 500°C
Sun
Receiver
Heliostat field Tower

FIGURE 2.1.23 A solar-thermal central-receiver system.

(a) Find the necessary length of the tube to raise the working-fluid temperature to 500°C at the exit.
(b) Determine the tube-surface temperature at the exit.
Solution:

We will assume steady-state conditions, fully developed flow, and incompressible flow with constant
properties. The axial temperature variations for heat transfer in a tube for constant heat flux is shown
in Figure 2.1.22(a).

(a) The heat capacity of molten salt at T, = (T; + T,)/2 = 450°C is ¢, = 1,520 J/kg K. The total heat
transferred to the working fluid is 4"A, = riic, (T, — T;), where g” is the solar flux and A, = DL is the
surface area of the tube (assuming that the solar flux is incident over the entire perimeter of the tube).
Therefore,

i

mc, (T,-T,) 0.015 kg/sx1520 J/kg Kx (773 K673 K)
. 10 W/m?x tx0.015 m

L= =48 m

(b) Molten salt properties at T, = 500°C are u = 1.31 X 10> Ns/m?, k = 0.538 W/m K, and Pr = 3.723.
The peak tube-surface temperature can be obtained from q” = h(T, - T,), where h is the local convection
coefficient at the exit. To find h, the nature of the flow must first be established by calculating the
Reynolds number:
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_uD _ 4m 4%0.015 kg/s —o7

Re - = -3 2 -
v muD mx1.31x107 Ns/m?x0.015 m

Because Re < 2,300, the flow inside the tube is laminar. Therefore, from Table 2.1.5, Nu, = hD/k =
4.36, and

_ Nupk  4.36x0.538 W/mK
D 0.015 m

h

=156.4 W/m’K.
The surface temperature at the exit is

” 4 2
=9 1= 10 W/m2
SR 1564 W/mPK

+773 K=836.9 K.

Extended Surfaces or Fins

According to Eq. (2.1.25), the rate of heat transfer by conduction is directly proportional to the heat flow
area. To enhance the rate of heat transfer, we can increase the effective heat-transfer surface area. Based
on this concept, extended surfaces or fins are widely used in industry to increase the rate of heat transfer
for heating or cooling purposes. Various types of extended surfaces are shown in Figure 2.1.24. The
simplest type of extended surface is the fin with a uniform cross-section, as shown in Figure 2.1.24(d).
The temperature distribution and fin heat-transfer rate can be found by solving a differential equation
that expresses energy balance on an infinitesimal element in the fin as given by

d 2T(x)
dx?

_%[T(x)_Tw]zo, (2.1.51)

where P is the cross-sectional perimeter of the fin, k is the thermal conductivity of the fin, A is the cross-
sectional area of the fin, and h is the mean convection heat-transfer coefficient between the fin and its
surroundings. To solve Eq. (2.1.51), we need two boundary conditions: one at x = 0 (base of the fin) and
the other at x = L (tip of the fin). The boundary condition used at the base of the fin is usually T(x = 0) =
T}, the temperature of the main body to which the fin is attached. The second boundary condition at
the tip of the fin (x = L) may take several forms:

1. The fin temperature approaches the environment temperature:
T=T, 6 at x=L.

2. There is no heat loss from the end surface of the fin (insulated end):

d—Tzo at x=1L.
dx

3. The fin-end surface temperature is fixed:

T=T, at x=L.

4. There is convection heat loss from the end surface of the fin:

oo

r
ke =ty (T,-T.).
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(g) (n) (i)

FIGURE 2.1.24 Various types of extended surfaces. Designs (d) — (f) are often used in HVAC heating or cooling coils.

Using the boundary condition at x = 0 along with one of the four boundary conditions for x = L, we
can solve Eq. (2.1.51) and obtain the temperature distribution for a fin with a uniform cross section.
Knowing the temperature distribution of the fin, the fin heat-transfer rate g, can be obtained by applying
Fourier’s law at the base of the fin:

ka9 =g ¥

2.1.52
dx =0 dx ( )

x=0">

where A is the cross-sectional surface area of the fin and 6(x) = T(x) — T... Figure 2.1.25 is a schematic
representation of the temperature distribution in a fin with boundary condition 4. Table 2.1.7 lists
equations of temperature distribution and rate of heat transfer for fins of uniform cross section with all
four different tip boundary conditions.

Fins or extended surfaces are used to increase the heat-transfer rate from a surface. However, the
presence of fins introduces an additional conduction resistance in the path of heat dissipating from the
base surface. If a fin is made of highly conductive material, its resistance to heat conduction is small,
creating a small temperature gradient from the base to the tip of the fin. However, fins show a temperature
distribution similar to that shown in Figure 2.1.25. Therefore, the thermal performance of fins is usually
assessed by calculating fin efficiency.

The efficiency of a fin is defined as the ratio of the actual heat loss to the maximum heat loss that
would have occurred if the total surface of the fin were at the base temperature, that is,
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TABLE 2.1.7 Equations for Temperature Distribution and Rate of Heat Transfer for Fins of Uniform
Cross Section*

Tip Condition Temperature Distribution Fin Heat-Transfer Rate
Case (x=1) (6/6,,) (qgn)
1 Infinite fin (L—eo):
6(L)=0 e M
2 Adiabatic:
h m(L—
LI cosh (L —x) M tanh L
dx cosh mL
3 Fixed temperature: (9 /9 ) inh ;
,/8, )sinh mx +sinh m(L-x) cosh mL—(6,/6,)
8(L) =6, : M—
sinh mL sinh mL
4 Convection heat transfer:
hQ(L) _ kﬁ cosh m(L - x)+(h/mk) sinh m(L—x) M sinh mL+(h/mk) cosh mL
T dx cosh mL+(h/mk) sinh mL cosh mL+(h/mk) sinh mL

*0=T-T,;6,=0(0)=T, - T.; m*= E—i;ME ~hPkA €.

Fluid =T

FIGURE 2.1.25 Schematic representation of temperature distribution in a fin with boundary condition 4 at its tip.

— qﬁn — qﬁn
nﬁn - - > (2 1 53)
Qoo hA,(T,—T.)

where A; is the total surface area of the fin, and gy, for fins with uniform cross section is obtained from
Table 2.1.7.

Radiation Heat Transfer

Thermal radiation is a heat-transfer process that occurs between any two objects that are at different
temperatures. All objects emit thermal radiation by virtue of their temperature. Scientists believe that
the thermal radiation energy emitted by a surface is propagated through the surrounding medium either
by electromagnetic waves or is transported by photons. In a vacuum, radiation travels at the speed of
light C, (3 x 10® m/s in a vacuum); however, the speed of propagation c in a medium is less than C, and
is given in terms of index of refraction of the medium, as in Eq. (2.1.54). The radiation wavelength
depends on the source frequency and refractive index of the medium through which the radiation travels,
according to the equation
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c=Av="2, (2.1.54)

where n = index of refraction of the medium
C,=3x10% m/s (9.84 x 108 ft/s)
A = wavelength, m (ft)
v = frequency, s!

Thermal radiation can occur over a wide spectrum of wavelengths, namely between 0.1 and 100 pm. The
spectral distribution and the magnitude of the emitted radiation from an object depends strongly on its
absolute temperature and the nature of its surface. For example, at the surface temperature of the sun,
5,800 K, most energy is emitted at wavelengths near 0.3 pm. However, thermal processes within buildings
occur at 10 pm. This particular radiation-process property has caused environmental concerns such as
global warming (or the greenhouse effect) in recent years. Global warming is a result of the increased
amount of carbon dioxide in the atmosphere. This gas absorbs radiation from the sun at shorter
wavelengths but is opaque to emitted radiation from the earth at longer wavelengths, thereby trapping
the thermal energy and causing a gradual warming of the atmosphere, as in a greenhouse.

A perfect radiator—called a blackbody—emits and absorbs the maximum amount of radiation at any
wavelength. The amount of heat radiated by a blackbody is

Q, =CAT/, (2.1.55)

where © = the Stefan—Boltzmann constant = 5.676 X 108 W/m? K* (or 0.1714 x 10-% Btu/h ft? °R*)
T,, = absolute temperature of the blackbody, K (°R)
A = surface area, m? (ft?)

The spectral (or monochromatic) blackbody emissive power according to Planck’s Law is

CA”
E, (T)= GAT ]’ (2.1.56)

W | Bt
where E,,(T) = spectral emissive power of a blackbody at absolute temperature T, ) ( P ft?uJ
A = wavelength, m ()

T = absolute temperature of blackbody, K (°R)

4
C, = constant, 3.7415 X 10-16 W m? (1.187 x10° -Bi‘ig‘—)
h ft
C, = constant, 1.4388 x 102 m K (2.5896 x 10* p °R)

The spectral blackbody emissive power for different temperatures is plotted in Figure 2.1.26, which shows
that as the temperature increases, the emissive power and the wavelength range increase as well. However,
as temperature increases, the wavelength at which maximum emissive power occurs decreases. Wien’s
Displacement Law provides a relationship between the maximum power wavelength A, and the absolute
temperature at which E,; is maximum:

A T=2.898%x107 mK=5216.4 1 °R.

ma;

To obtain the total emissive power of a blackbody, we integrate the spectral emissive power over all
wavelengths:

E, :J-EM dh =0T, (2.1.57)
0
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FIGURE 2.1.26 Spectral blackbody emissive power for different temperatures.

Equation (2.1.57) is the same as Eq. (2.1.55) except that it is expressed per unit area. At a given temper-
ature T,, the quantity E, of Eq. (2.1.57) is the area under the curve corresponding to T, in Figure 2.1.26.

Engineers sometimes encounter problems where it is necessary to find the fraction of the total energy
radiated from a blackbody in a finite interval between two specific wavelengths A, and A,. This fraction
for an interval from 0 to A, can be determined from:

a .

IEM " j E, d\

Bo—2,)=2 =0
jEM a

0

4
o1}

This integral has been calculated for various AT quantities, and the results are presented in Table 2.1.8.
The fraction of total radiation from a blackbody in a finite wavelength interval from A, to A, can then
be obtained from

% A
_[EM dx_jEM dh
Bk, —>1,)="2 0

oTy =B(0—>1,)-B0—A1,)

where quantities B(0—A,) and B(0—A,) can be read from Table 2.1.8.

Radiation Properties of Objects
When radiation strikes the surface of an object, a portion of the total incident radiation is reflected, a
portion is absorbed, and if the object is transparent, a portion is transmitted through the object, as
depicted in Figure 2.1.27.

The fraction of incident radiation which is reflected is called the reflectance (or reflectivity) p, the fraction
transmitted is called the transmittance (or transmissivity) T, and the fraction absorbed is called the
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TABLE 2.1.8 Blackbody Radiation Functions

AT AT

(mK x 103) B(0 =) (mKx10) B0 = A)
0.2 0.341796 x 10°2¢ 6.2 0.754187
0.4 0.186468 x 10! 6.4 0.769234
0.6 0.929299 x 1077 6.6 0.783248
0.8 0.164351 x 10 6.8 0.796180
1.0 0.320780 x 1073 7.0 0.808160
1.2 0.213431 x 102 7.2 0.819270
1.4 0.779084 x 102 7.4 0.829580
1.6 0.197204 x 107! 7.6 0.839157
1.8 0.393499 x 107! 7.8 0.848060
2.0 0.667347 X 107! 8.0 0.856344
2.2 0.100897 8.5 0.856344
2.4 0.140268 9.0 0.890090
2.6 0.183135 9.5 0.903147
2.8 0.227908 10.0 0.914263
3.0 0.273252 10.5 0.923775
3.2 0.318124 11.0 0.931956
3.4 0.361760 11.5 0.939027
3.6 0.403633 12 0.945167
3.8 0.443411 13 0.955210
4.0 0.480907 14 0.962970
4.2 0.516046 15 0.969056
4.4 0.548830 16 0.973890
4.6 0.579316 18 0.980939
4.8 0.607597 20 0.985683
5.0 0.633786 25 0.992299
5.2 0.658011 30 0.995427
5.4 0.680402 40 0.998057
5.6 0.701090 50 0.999045
5.8 0.720203 75 0.999807
6.0 0.737864 100 1.000000

Incoming radiation

Wneﬂemd radiation

Abserbed radlatlon

Q/Transmntted radiation

FIGURE 2.1.27 Schematic of reflected, transmitted, and absorbed radiation.
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absorptance (or absorptivity) o. There are two types of radiation reflections: specular and diffuse. A
specular reflection is one in which the angle of incidence is equal to the angle of reflection, whereas a
diffuse reflection is one in which the incident radiation is reflected uniformly in all directions. Highly
polished surfaces such as mirrors approach the specular reflection characteristics, but most industrial
surfaces (rough surfaces) have diffuse reflection characteristics. By applying an energy balance to the surface
of the object as shown in Figure 2.1.27, the relationship between these properties can be expressed as

a+p+t=1. (2.1.58)

The relative magnitude of each one of these components depends on the characteristics of the surface,
its temperature, and the spectral distribution of the incident radiation. If an object is opaque (T = 0), it
will not transmit any radiation. Therefore

o+p=1and T=0 foran opaque object. (2.1.59)

If an object has a perfectly reflecting surface (a good mirror), then it will reflect all the incident radiation,
and

p=1, a0=0, and T=0 for a perfectly reflective surface. (2.1.60)

The emissivity, €, of a surface at temperature T is defined as the ratio of total energy emitted to the
energy that would be emitted by a blackbody at the same temperature T:

__E()

= (2.1.61)

where E(T) represents the radiation energy emitted from the surface. For a blackbody, Eq. (2.1.61) gives
€, = 1. The absorptivity for a blackbody is also equal to unity; therefore, €, = o, = 1.

A special type of surface called a gray surface or graybody is a surface with spectral emissivity and
absorptivity that are both independent of the wavelength. Therefore, for a graybody, 0= o, = € = g
where € and @ are the average values of emissivity and absorptivity, respectively. In many engineering
problems, surfaces are not gray surfaces. However, one can employ graybody assumptions by using
suitable 0. and € values.

Table 2.1.9 provides emissivities of various surfaces at several wavelengths and temperatures. A more
extensive list of experimentally measured radiation properties of various surfaces has been provided by
Gubareff etal. [1960] and Kreith and Bohn [1993]; note that the listed quantities in Table 2.1.9 are
hemispherical emissivities. Detailed directional and spectral measurements of radiation properties of
surfaces are limited in the literature. Because of the difficulties in performing these detailed measure-
ments, most of the tabulated properties are averaged quantities, such as those presented in Table 2.1.9.
Properties averaged with respect to wavelength are termed fotal quantities, and properties averaged with
respect to direction are termed hemispherical quantities. Hemispherical spectral emissivity of a surface
is the ratio of (1) the spectral radiation emitted by a unit surface area of an object into all directions of
a hemisphere surrounding that area to (2) the spectral radiation emitted by a unit surface area of a
blackbody (at the same temperature) into all directions of that hemisphere.

The Radiation Shape Factor (View Factor)

In this section, we will only deal with surfaces that have diffuse reflection characteristics, because most
real surfaces used in different industries can be assumed to have diffuse reflection characteristics. In
solving radiation problems, we must find out how much of the radiation leaving one surface is being
intercepted by another surface.
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TABLE 2.1.9 Hemispherical Emissivities of Various Surfaces®

Wavelength and Average Temperature

9.3 mm 5.4 mm 3.6 mm 1.8 mm 0.6 mm
Material 310K 530K 800K 1700 K  Solar ~6,000 K
Metals
Aluminum
polished ~0.04 0.05 0.08 ~0.19 ~0.30
oxidized 0.11 ~0.12 0.18
24-ST weathered 0.40 0.32 0.27
surface roofing 0.22
anodized (at 1,000°F) 0.94 0.42 0.60 0.34
Brass
polished 0.10 0.10
oxidized 0.61
Chromium
polished ~0.08 ~0.17 0.26 ~0.40 0.49
Copper
polished 0.04 0.05 ~0.18 ~0.17
oxidized 0.87 0.83 0.77
Iron
polished 0.06 0.08 0.13 0.25 0.45
cast, oxidized 0.63 0.66 0.76
galvanized, new 0.23 0.42 0.66
galvanized, dirty 0.28 0.90 0.89
steel plate, rough 0.94 0.97 0.98
oxide 0.96 0.85 0.74
molten 0.3-0.4
Magnesium 0.07 0.13 0.18 0.24 0.30
Molybdenum filament ~0.09 ~0.15 ~0.20°
Silver
polished 0.01 0.02 0.03 0.11
Stainless steel
18-8, polished 0.15 0.18 0.22
18-8, weathered 0.85 0.85 0.85
Steel tube
oxidized 0.94
Tungsten filament 0.03 ~0.18 0.35¢
Zinc
polished 0.02 0.03 0.04 0.06 0.46
galvanized sheet ~0.25
Building and Insulating Materials
Asbestos paper 0.93 0.93
Asphalt 0.93 0.90 0.93
Brick
red 0.93 0.70
fire clay 0.90 ~0.70 ~0.75
silica 0.90 0.75 0.84
magnesite refractory 0.90 ~0.40
Enamel, white 0.90
Marble, white 0.95 0.93 0.47
Paper, white 0.95 0.82 0.25 0.28
Plaster 0.91
Roofing board 0.93
Enameled steel, white 0.65 0.47
Asbestos cement, red 0.67 0.66
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TABLE 2.1.9 (continued) Hemispherical Emissivities of Various Surfaces?

Wavelength and Average Temperature

9.3 mm 5.4 mm 3.6 mm 1.8 mm 0.6 mm
Material 310 K 530 K 800 K 1700 K Solar ~6,000 K
Paints
Aluminized lacquer 0.65 0.65
Cream paints 0.95 0.88 0.70 0.42 0.35
Lacquer, black 0.96 0.98
Lampblack paint 0.96 0.97 0.97 0.97
Red paint 0.96 0.74
Yellow paint 0.95 0.50 0.30
Oil paints (all colors) ~0.94 ~0.90
White (ZnO) 0.95 0.91 0.18
Miscellaneous

Ice ~0.974
‘Water ~0.96
Carbon

T-carbon, 0.9% ash 0.82 0.80 0.79

filament ~0.72 0.53
Wood ~0.93
Glass 0.90 (Low)

2 Since the emissivity at a given wavelength equals the absorptivity at that wavelength,
the values in this table can be used to approximate the absorptivity to radiation from a
source at the temperature listed. For example, polished aluminum will absorb 30% of
incident solar radiation.

b At 3,000 K.

¢ At 3,600 K.

d At 273 K.

Sources: Fischenden and Saunders [1932]; Hamilton and Morgan [1962]; Kreith and
Black [1980]; Schmidt and Furthman [1928]; McAdams [1954]; Gubareff et al. [1960].

The radiation shape factor F,_, is defined as

F,

1-2

_ diffuse radiation leaving surface A, and being intercepted by surface A,
total diffuse radiation leaving surface A, '

For example, consider two black surfaces A, and A, at temperatures T, and T,, as shown in Figure 2.1.28.
The radiation leaving surface A, and reaching A, is

QL =AFLE,, (2.1.62)

and the radiation leaving surface A, and reaching surface A, is

Q.2—>1 =A)F, E,, (2.1.63)

From Egs. (2.1.62) and (2.1.63), we can calculate the net radiation heat exchange between these two
black surfaces:

AQ_,=AF_E,—AF, E,.

27 2-1

Shape factors for some geometries that have engineering applications are presented in Table 2.1.10. For
more information and an extensive list of shape factors, refer to Siegel and Howell [1972].
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FIGURE 2.1.28 Sketch illustrating the nomenclature for shape factor between the two surfaces A, and A,.

Example 2.1.9

A flat-plate solar collector with a single glass cover to be used for building water heating is shown in
Figure 2.1.29. The following quantities are known:

The solar irradiation, G, = 750 W/m?

The absorptivity of the cover plate to solar radiation, o, = 0.16

The transmissivity of the cover plate to solar radiation, 7, = 0.84

The emissivity of the cover plate to longwave radiation, €, = 0.9

The absorptivity of the absorber plate to solar radiation, o, = 1.0

The emissivity of the absorber plate to longwave radiation, €,, = 0.1

The convection coefficient between the absorber plate and the cover plate, h; = 2 W/m? K
The convection coefficient between the cover plate and ambient, ;= 5 W/m? K
The absorber-plate temperature, T,, = 120°C

The ambient air temperature T,, = 30°C

=-10°C

The effective sky temperature, T,

Using this information, calculate the useful heat absorbed by the absorber plate.
Solution:
We will assume the following:

+ Steady-state conditions

+ Uniform surface heat-flux and temperature for the cover plate and the absorber plate
+ Opaque, diffuse-gray surface behavior for longwave radiation

+ Well-insulated absorber plate

To find the useful heat absorbed by the absorber plate, perform an energy balance on a unit area of
the absorber plate, as in Figure 2.1.30:

a‘up,s Trp,s Gs = qconv,i + qrad,ap—cp + qu > (2164)
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TABLE 2.1.10 Minicatalog of Geometric View Factors

Configuration

Geometric View Factor

Two infinitely long plates of width L, joined along
one of the long edges:

Fip=F,=1- sin%

Two infinitely long plates of different widths (H, L),
joined along one of the long edges and with a 90°
angle between them:

Tla
2
1
H A Fip =0 +x-0 + x )17
N
I+ L -
where x = H/L
Triangular cross-section enclosure formed by three
infinitely long plates of different widths (L, L,, Ls):
L L
1
F _ Ll + L2 - L3
12 - ——7——
2L,
Ly
dA; Circular disk and plane element positioned on the
T disc centerline:
[}
H
A; 2
i Fl,=_ 3
H? + R?
—R—
Parallel discs positioned on the same centerline:
—i R,
A,
2
T »
H X
A 1 Fi,=L|Xx-|x2-42
1 2 X
PR
where
R, 1+ x22
X =—~,X =—,and X =1 +
H 2
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TABLE 2.1.10 (continued) Minicatalog of Geometric View Factors

Configuration Geometric View Factor
Infinite cylinder parallel to an infinite plate of finite
—iRt— width (L; - Lp):

T
A, & H

+ R L L,

— Flp=a— jtan L —tan™' 2

p—— L, — L, -L, H H

Two parallel and infinite cylinders:

Ri— Rp— -
_ 1 2 122 -1 1
A’q L‘_@LAZ Fip,=F_ = Tt.li(x - 1) + sin <! X_

where X = 1 + _L_

2R

Concentric cylinders of infinite length:

Fip=
R,
F -
1R,
R,
F,,=1-_1

Row of equidistant infinite cylinders parallel to an
infinite plate:

)
Fi,=1-(-x)"7+xtn?}

o] eRoNe:

where x = D/L

where q,o,; = h; (T,, — T,,) is the convection heat exchange between the absorber plate and the cover

plate and g, o, = G(TH‘; - TL; ) / (1 / e, +1 /gcp - 1) is the heat exchange by radiation between them. Note
that the shape factor between two parallel plates is equal to one. The left-hand side of Eq. (2.1.64)
represents the solar irradiation transmitted through the cover plate and absorbed by the absorber plate.

Substituting for g,,; and gy, ¢, in Eq. (2.1.64), we obtain (for o, ;= 1)

o7 ~T;)

Ty G = hi(Tap B TCP) * /e, +1/e 1

+q,. (2.1.65)
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TABLE 2.1.10 (continued) Minicatalog of Geometric View Factors

Configuration Geometric View Factor

Sphere and disc positioned on the same centerline:

1 1
F1_2 = 7 ll - ——————-}
2
1+x

R,

where X = ——
H

Sphere and a sector of disk positioned on the same
centerline:

Fo=2h-__1_
4r D)
1+x

where X = ——
H

Concentric spheres:

Flp=1
E R, |*
2-1 T |5
R,
F - |B i
22 =1 T
R,

To find g, from Eq. (2.1.65), T, should be known, which is obtained from an energy balance on the
cover plate, as in Figure 2.1.31:

o,, G +q

P, ;4

conv,i

rad,ap—cp = qconv,o + qrad,cpfsky, (2 1 66)

where gy = b, (T,

0 cp

T..) is the heat loss by convection and ¢,, . = sch(T; —Tsﬁy) is the heat
exchange by radiation between the cover plate and sky. Equation (2.1.66) can be written as

o7, -T;)
e, +1/e ~1

Substituting for known quantities in Eq. (2.1.67) T, is calculated to be T, = 44.6°C. Substituting for
T,, and other known quantities in Eq. (2.1.65), g, is 402.5 W/m?.

a,, G+h(T,~T,)+ =h,(T,-T.)+e Ty,) - (2.1.67)

4_
o\ e
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FIGURE 2.1.29 Flat-plate solar collector with a single glass cover.
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FIGURE 2.1.30 Energy balance on a unit area of the absorber plate.
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FIGURE 2.1.31 Energy balance on a unit area of the cover plate.

2.1.3 Fundamentals of Fluid Mechanics

The distribution of heated and cooled fluids by pipes and ducts, is an essential part of all HVAC processes
and systems. The fluids encountered in these processes are gases, vapors, liquids, or mixtures of liquid
and vapor (2—phase flow). This section briefly reviews certain basic concepts of fluid mechanics that are
often encountered in analyzing and designing HVAC systems.

Fluid flowing through a conduit will encounter shear forces that result from viscosity of the fluid. The
fluid undergoes continuous deformation when subjected to these shear forces. Furthermore, as a result
of shear forces, the fluid will experience pressure losses as it travels through the conduit.
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FIGURE 2.1.32 A fluid sheared between two parallel plates.

Viscosity, 1, is a property of fluid best defined by Newton’s Law of Viscosity:

T:uj—;, (2.1.68)

where 7T is the frictional shear stress, and du/dy represents the measure of the motion of one layer of fluid
relative to an adjacent layer. The following observation will help to explain the relationship between
viscosity and shear forces. Consider two very long parallel plates with a fluid between them, as shown
in Figure 2.1.32. Assume a uniform pressure throughout the fluid. The upper plate is moving with a
constant velocity u,, and the lower plate is stationary. Experiments show that the fluid adjacent to the
moving plate will adhere to that plate and move along with the plate at a velocity equal to u,, whereas
the fluid adjacent to the stationary plate will have zero velocity. The experimentally verified velocity
distribution in the fluid is linear and can be expressed as

uz% Uy (2.1.69)

where / is the distance between the two parallel plates. The force necessary to keep the upper plate moving
at a constant velocity if u, should be large enough to overcome (or balance) the frictional forces in the
fluid. Again, experimental observations indicate that this force is proportional to the ratio u,/¢. One can
conclude from Eq. (2.1.69) that u,/¢ is equal to the rate of change of velocity, du/dy. Therefore, the
frictional force per unit area (shear stress), T, is proportional to du/dy, and the proportionality constant
is u, which is a property of the fluid known as viscosity. Therefore, we obtain Eq. (2.1.68), which is known
as Newton’s Law of Viscosity (or friction). The quantity p is a measure of the viscosity of the fluid and
depends on the temperature and pressure of the fluid. Equation (2.1.68) is analogous to Fourier’s Law
of Heat Conduction given by Eq. (2.1.25). Fluids that do not obey Newton’s Law of Viscosity are called
non-Newtonian fluids. Fluids with zero viscosity are known as inviscid or ideal fluids. Molasses and tar
are examples of highly viscous liquids; water and air on the other hand, have low viscosities. The viscosity
of a gas increases with temperature, but the viscosity of a liquid decreases with temperature. Reid,
Sherwood, and Prausnitz [1977] provide a thorough discussion on viscosity.

Flow Characteristics

The flow of a fluid may be characterized by one or a combination of the following descriptor pairs:
laminar/turbulent, steady/unsteady, uniform/nonuniform, reversible/irreversible, rotational/irrotational.
In this section, however, we will focus our attention only on laminar and turbulent flows.

In laminar flow, fluid particles move along smooth paths in layers, with one layer sliding smoothly
over an adjacent layer without significant macroscopic mixing. Laminar flow is governed by Newton’s
Law of Viscosity. Turbulent flow is more prevalent than laminar flow in engineering processes. In
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turbulent flow, the fluid particles move in irregular paths, causing an exchange of momentum between
various portions of the fluid; adjacent fluid layers mix and this mixing mechanism is called eddy motion.
In this type of flow, the velocity at any given point under steady-state conditions fluctuates in all directions
about some time-mean value. Turbulent flow causes greater shear stresses throughout the fluid, producing
more irreversibilities and losses. An equation similar to Newton’s Law of Viscosity may be written for
turbulent flows:

du

T=(1+n) ; (2.1.70)

where the factor 1 is the eddy viscosity, which depends on the fluid motion and density. Unlike the fluid
viscosity, W, the eddy viscosity is not a fluid property and is determined through experiments.

The type of flow is primarily determined by the value of a nondimensional number known as a
Reynolds number, which is the ratio of inertia forces to viscous forces given by

u. D
Re:p“#, (2.1.71)
n

where u,,, is the average velocity and Dy, is the hydraulic diameter defined by Eq. (2.1.50). The value of
the Reynolds number can be used as the criterion to determine whether the flow is laminar or turbulent.
In general, laminar flow occurs in closed conduits when Re < 2,100; the flow goes through transition
when 2,100 < Re < 6,000 and becomes turbulent when Re > 6,000.

For fluid flow over flat plates, laminar flow is generally accepted to occur at Re, = pux/p < 3 x 10°,
where x is the distance from the leading edge of the plate and u is the free-stream velocity. Note that if
the flow approaching the flat plate is turbulent, it will remain turbulent from the leading edge of the
plate forward.

When a fluid is flowing over a solid surface, the velocity of the fluid layer in the immediate neighbor-
hood of the surface is influenced by viscous shear; this region of the fluid is called the boundary layer.
Boundary layers can be laminar or turbulent depending on their length, the fluid viscosity, the velocity
of the bulk fluid, and the surface roughness of the solid body.

Analysis of Flow Systems

Most engineering problems require some degree of system analysis. Regardless of the nature of the flow,
all fluid-flow situations are subject to the following relations:
1d(mu)

1. Newton’s Law of Motion, XF= T

2. Conservation of mass
3. The First and Second Laws of Thermodynamics
4. Boundary conditions such as zero velocity at a solid surface.

C

In an earlier section, the First Law of Thermodynamics was applied to a system shown in Figure 2.1.1.
With some modifications, the same energy balance can be applied to any fluid-flow system. For example,
a term representing the frictional pressure losses should be added to the left-hand side of Eq. (2.1.2), as
expressed by the following equation:

e2+;—5+&+&+lf=el+i+&+&+m, (2.1.72)
g & Py m 28 & Pom

where W, represents the frictional pressure losses and is the rate of work done on the fluid (note the sign
change from —w to +w in Eq. (2.1.72), because the work is done on the fluid). In the remainder of this
section, we will focus on obtaining an expression for w; and analyzing different sources of frictional
pressure losses.

© 2001 by CRC Press LLC



Using Newton’s Law of Motion, the weight of a body, w, can be defined as the force exerted on the
body as a result of the acceleration of gravity, g,

w=2%m. (2.1.73)

In the English system of units, 1 Ibm weighs 1 Ibf at sea level because the proportionality constant g
is numerically equal to the gravitational acceleration (32.2 ft/s?). However, in the SI system, 1 kg of mass
weighs 9.81 N at sea level because g. = 1 kg m/N s? (or g. = 10° kg m’/kJ s?) and g = 9.81 m/s%

Equation (2.1.73) can be used to determine the static pressure of a column of fluid. For example, a
column of fluid at height z that experiences an environment or atmospheric pressure of p, over its upper
surface will exert a pressure of p at the base of the fluid column given by

p=p0+ngi, (2.1.74)
where p is the density of the fluid. The base pressure as expressed by Eq. (2.1.74) is a function of fluid
height or fluid head and does not depend on the shape of the container. Knowing the fluid head is very
important, especially in specifying a pump, as it is common practice to specify the performance of the
pump in terms of fluid head. Therefore, we can calculate the required mechanical power from

W pump = 28 1. (2.1.75)
Equation (2.1.75) expresses the pump power at 100% efficiency; in reality, however, mechanical pumps
have efficiencies of less than 100%. Therefore, the required mechanical power w is
w
W= (2.1.76)

Npump

A pump used in a system is expected to overcome various types of pressure losses such as frictional
pressure losses in the piping; pressure losses due to fittings, bends, and valves; and pressure losses due
to sudden enlargements and contractions. All these pressure losses should be calculated for a system and
summed up to obtain the total pressure drop through a system.

The frictional pressure losses in the piping are caused by the shearing force at the fluid-solid interface.
Through a force balance, we can obtain the frictional pressure loss of an incompressible fluid in a pipe
between two points as

L 2
p—p,=4 D g; , (2.1.77)

where L is the length of the pipe between points 1 and 2, D is the pipe diameter, u is the average fluid
velocity in the pipe, and f is the dimensionless friction factor. For laminar flow inside a pipe, the friction
factor is

16
= , 2.1.78
=% ( )

Dy

where the Reynolds number is based on the hydraulic diameter Dy;. The friction factor for turbulent flow
depends on the surface roughness of the pipe and on the Reynolds number. The friction factor for various
surface roughnesses and Reynolds numbers is presented in Figure 2.1.33, which is called the Moody
diagram. The relative roughnesses of the various commercial pipes are given in Figure 2.1.34.
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Pressure losses due to fittings, bends, and valves are generally determined through experiments. This
type of pressure loss can be correlated to the average fluid velocity in the pipe by

s pu’

g (2.1.79)

Ap,

where k, is a pressure-loss coefficient obtained from a handbook or from the manufacturer, and u is the
average fluid velocity in the pipe upstream of the fitting, bend, or valve. For typical values of ki, refer to
Perry, Perry, Chilton, and Kirkpatrick [1963], Freeman [1941], and the Standards of Hydraulic Institute
[1948].

Pressure losses due to sudden enlargement of the cross section of the pipe can be calculated using

A, \pu? pu’
Ap=ol1-"5 |22 —k , 2.1.80
p oc( ALJch ‘2g. ( )

where A /A, is the ratio of the cross-sectional area of the smaller pipe to that of the larger pipe, o is the
nondimensional pressure-loss coefficient (o0 = 1 for turbulent flow and 2 for laminar flow), and u is the
average fluid velocity in the smaller pipe. Note that a gradual increase in pipe cross section will have little
effect on pressure losses. In case of sudden contraction of pipe size, the pressure drop can be calculated
from

2 2
Ap=0.550f 1A [Pl _p PUe (2.1.81)
AL zgc zgc

where A/A, and o are as defined for Eq. (2.1.80), and u, is the average fluid velocity in the smaller pipe
(contraction). Adding the various pressure losses, the total pressure loss in a system can be calculated from

W A 2 2 1/{2
Wi _gBP _ypltw u
o p 4f +Ek +k,5— 2g g

(2.1.82)

For a system under consideration, a pump must be chosen that can produce sufficient pressure head to
overcome all the losses presented in Eq. (2.1.82). For system engineering applications, Eq. (2.1.82) can
be simplified to

w 2
5 2w (2.1.83)

where fis as defined for Eq. (2.1.77), u is the average velocity inside the conduit, and D is the appropriate
diameter for the section of the system under consideration. The summation accounts for the effect of
changes in pipe length, diameter, and relative roughness. The length L represents not only the length of
the straight pipe of the system, but also, equivalent lengths of straight pipe that would have the same
effects as the fittings, bends, valves, and sudden enlargements or contractions. Figure 2.1.35 provides a
nomogram to determine such equivalent lengths.

Example 2.1.10

Figure 2.1.36 shows a system layout for a small solar collector where water at 35°C (95°F) is pumped
from a tank (surface-area heat exchanger) through three parallel solar collectors and back to the tank.
The water flow rate is 0.9 m*/min (23.8 gal/min). All the piping is 1-in. Sch 40 steel pipe (cross-
sectional area = 0.006 ft2 = 5.57 X 10~ m?, with inside diameter = 1.049 in. = 0.0266 m). The pressure
drop through each solar collector is estimated to be 1.04 kPa (0.15 psi) for a flow rate of 0.03 m*/min
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FIGURE 2.1.35 Equivalent lengths for friction losses. Data extracted from Flow of Fluids through Valves, Fittings
and Pipe, Publication 410M (1988), with permission of the publisher, Crane Company.

(7.9 gal/min). Find the appropriate pump size for this system using the lengths and fittings specified
in Figure 2.1.36. Assume a pump efficiency of about 75% and that the heat gain through the collectors
is equal to the change in the internal energy of the water from point 1 to point 2.

Solution:

To find the pump 1 size, we apply an energy-balance similar to Eq. (2.1.72) between points 1 and 2
shown in Figure 2.1.36. Point 1 represents the water free-surface in the tank, whereas point 2 represents
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FIGURE 2.1.36  Layout of a small solar-collector system.

the water inlet to the tank after the water has circulated through the collectors. Because both points

(1 and 2) have the same pressure, we have

Apz—l _&_&20.

p P, P
Similarly, because there is no significant height difference between these two points, we have
ERVI < s
gC gf gf

The velocity at the water free-surface (point 1) is #, = 0. For point 2, the velocity is

3.
uzzﬁzmzlmﬁ m/min=2.7 m/s.
A, 557x10% m

Therefore,
Au? 2 2 2.7 m/sec)’
@zﬁ_”#:#:&wloﬁ kJ/kg.
zgc zgc zgc 3 kg m2
2|10° -5
k] sec
Also note that
Q
Ae,  =e,—e, =E.

Therefore, Eq. (2.1.72) reduces to
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The frictional pressure losses W should be determined for the whole system between points 1 and 2.
Equation (2.1.83) can be used to determine w 3 however, the total equivalent length should be deter-
mined first. The tot al straight piping in the system is

L=2m+2m+Im+Im+8m+Im+5m+8m=281

Using Figure 2.1.35, the equivalent lengths for bends and valves are obtained as follows:

Borda entrance: 0.79 m (2.6 ft)
Open gate valve: 0.18 m (0.6 ft)
Open globe valve: 7.90 m (26.0 ft)
Standard tee: 1.80 m (5.9 ft)
Standard elbow: 0.81 m (2.7 ft)

Therefore, with two standard elbows in this system, the equivalent length for bends, elbows, and valves
becomes L, =0.79 m + 0.18 m + 7.9 m + 1.8 m + 2 (0.82 m) = 12.31 m, and the total equivalent of
1-in. Sch 40 pipe isL= L, + L,= 40.31 m. To calculate the friction factor, we must calculate the
Reynolds number. Assuming an average fluid density of p = 988 kg/m? and an absolute viscosity of p =
555 x 107¢ Ns/m?, the Reynolds number is

puD,, 988 kg/m’ x 2.7 m/s x 0.0266 m

=128x10’.
H 555%10° N's/m’

Re=

From Figure 2.1.34, the relative roughness of the pipe obtained is ¢/D = 0.0018, and by using
Figure 2.1.33 (the Moody diagram), the friction factor obtained is f= 0.006. Substituting in Eq. (2.1.83),
the work required to overcome the frictional losses is obtained from

where Fr, is the required work to overcome pressure loss through the collectors. Since the collectors
are in parallel, the total pressure loss is equal to the pressure drop through each collector. Therefore,

1

Fr =1.04 kN/m2 X
and

2x0.006 X 4031 mx (2.7 m/s)’

10 ke m’
K

=

W
sz +0.0011 kJ/kg =0.134 kJ/kg.

X 0.0266 m

Substituting for AZ';Z" and w; in Eq. (2.1.84), we can calculate the input power to the pump (the mass

flow rate of the fluid is 0.494 kg/s):

W Auy W 5
—=—214+ 1 =37x%x10" kJ/kg+0.134 kJ/kg=0.138 kJ/kg.
i 2g X J/kg J/kg J/kg
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With a 75% efficiency, the actual mechanical energy required will be

0.138 kJ/kg
=——2=0.184 kJ/kg.
Wact 075 I/ g

The appropriate pump size is

W, =0.184 kJ/kg x 0.494 kg/s =0.091 kJ/s=0.12 hp.

2.1.4 Heat Exchangers

A heat exchanger is a device designed to transfer energy between two fluids. Heat exchangers are often used
to transfer thermal energy from a source (e.g., a boiler or chiller) to a point of use (e.g., a cooling or heating
coil). They are particularly important for improving overall process efficiency of energy-efficient systems.
Heat exchangers can be expensive and must be designed carefully to maximize effectiveness and minimize
cost. Depending on their application, heat exchangers can have different shapes, designs, and sizes. The
major types of heat exchangers include boilers, condensers, radiators, evaporators, cooling towers, regen-
erators, and recuperators. All heat exchangers are identified by their geometric shape and the direction of
flow of the heat-transfer fluids inside them. Figure 2.1.37 depicts some common heat exchangers. In the
following paragraphs, we describe the operating principles of some of the more common heat exchangers.

A direct-contact heat exchanger is designed so that two fluids are physically brought into contact,
with no solid surface separating them. In this type of heat exchanger, fluid streams form a mutual interface
through which the heat transfer takes place between the two fluids. Direct-contact (DC) heat exchangers
are best used when the temperature difference between the hot and cold fluids is small. An example of
a direct-contact heat exchanger is a cooling tower, where water and air are brought together by letting
water fall from the top of the tower and having it contact a stream of air flowing upward. Evaporative
coolers are another common DC device.

Regenerators are heat exchangers in which the hot and cold fluids flow alternately through the same
space. As a result of alternating flow, the hot fluid heats the core of the heat exchanger, where the stored
heat is then transferred to the cold fluid. Regenerators are used most often with gas streams, where some
mixing of the two streams is not a problem and where the cost of another type of heat exchanger would
be prohibitive. For example, heat recovery in very energy efficient homes is often done with “air-to-air”
regenerators to maintain an acceptable quality of air inside the homes.

The recuperator is the heat exchanger encountered most often. It is designed so that the hot and cold
fluids do not come into contact with each other. Energy is exchanged from one fluid to a solid surface
by convection, through the solid by conduction, and from the other side of the solid surface to the second
fluid by convection. The evaporator tube bundle in a chiller is such as device.

In Section 2.1.2, we described these heat-transfer processes and developed some simple equations that
are applied here to determine basic equipment performance. Designing a heat exchanger also requires
estimating the pressure flow losses that can be carried out, based on the information provided in
Section 2.1.3. Finally, appropriate materials must be selected and a structural analysis done; Frass and
Ozisik [1965] provide a good discussion of these topics.

Heat-Exchanger Performance

The performance of a heat exchanger is based on the exchanger’s ability to transfer heat from one fluid
to another. Calculating the heat transfer in heat exchangers is rather involved because the temperature
of one or both of the fluids is changing continuously as they flow through the exchanger. There are three
main flow configurations in heat exchangers: parallel flow, counter flow, and cross flow. In parallel-flow
heat exchangers, both fluids enter from one end of the heat exchanger flowing in the same direction
and they both exit from the other end. In counter-flow heat exchangers, hot fluid enters from one end
and flows in an opposite direction to cold fluid entering from the other end. In cross-flow heat
exchangers, baffles are used to force the fluids to move perpendicular to each other, to take advantage
of higher heat-transfer coefficients encountered in a cross-flow configuration. Figure 2.1.38 shows the
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FIGURE 2.1.37 Some examples of heat exchangers.

temperature variation of the fluids inside the heat exchanger for a parallel-flow and a counter-flow heat
exchanger. In parallel-flow heat exchangers, the temperature difference AT, between the two fluids at
the inlet of the heat exchanger is much greater than AT, the temperature difference at the outlet of the
heat exchanger. In counter-flow heat exchangers, however, the temperature difference between the fluids
shows only a slight variation along the length of the heat exchanger. Assuming that the heat loss from
the heat exchanger is negligible, usually the case in a practical design, the heat loss of the hot fluid
should be equal to the heat gain by the cold fluid. Therefore, we can write

szccp,c (to_ti)zmh Cp,h (Thi_Tho)’ (2185)

where the subscripts c and h refer to cold and hot fluids, respectively. Note that in heat-exchanger analysis,

the terms ¢, and ryc,, are called the capacity rates of the cold and hot fluids, respectively, and are
usually represented by C, and C,.
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FIGURE 2.1.38  Fluid temperature variation for (a) parallel-flow configuration, and (b) counter-flow configuration.

The heat-transfer rate between a hot and a cold fluid can be written as

Q=UA AT, (2.1.86)

where U is the overall heat-transfer coefficient (and is assumed to be constant over the whole surface
area of the heat exchanger) and AT, is an appropriate mean temperature difference to be defined later.
In fact, the overall heat-transfer coefficient is not the same for all locations in the heat exchanger, and
its local value depends on the local fluid temperatures as was shown in Example 2.1.8. For most engi-
neering applications, designers of heat exchangers are usually interested in the overall average heat-transfer
coefficient. Common practice is to calculate the overall heat-transfer coefficient based on some kind of
mean fluid temperatures.

Expanding on the definition of thermal resistance described earlier, the heat transfer in a heat exchanger
can be expressed as

: AT
Q=UA AT, =-""m, (2.1.87)

S

i=1
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TABLE 2.1.11 Approximate Overall Heat-Transfer Coefficients
for Preliminary Estimates*

Overall Heat-Transfer Coefficient

Heat-Transfer Duty (W/m? K)
Steam to water

Instantaneous heater 2,200-3,300

Storage-tank heater 960-1,650
Steam to oil

Heavy fuel 55-165

Light fuel 165-330

Light petroleum distillate 275-1,100
Steam to aqueous solutions 550-3,300
Steam to gases 25-275
Water to compressed air 55-165
Water to water, jacket water coolers 825-1,510
Water to lubricating oil 110-330
Water to condensing oil vapors 220-550
Water to condensing alcohol 250-660
Water to condensing R22 440-830
Water to condensing ammonia 830-1,380
Water to organic solvents, alcohol 275-830
Water to boiling R22 275-830
Water to gasoline 330-500
Water to gas, oil, or distillate 200-330
Water to brine 550-1,100
Light organics to light organics 220-420
Medium organics to medium organics 110-330
Heavy organics to heavy organics 55-220
Heavy organics to light organics 55-330
Crude oil to gas oil 170-300

* Reproduced from Principles of Heat Transfer by F. Kreith, International
Textbook Co., Scranton, PA, 1958, p. 463. With permission.

where XR; represents the total thermal resistance to heat transfer between fluid streams in the heat
exchanger. For example, consider the simple case of heat transfer inside a shell-and-tube heat exchanger,
where a hot fluid at T}, is flowing inside a steel tube with inside radius r; and outside radius r, as shown
in Figure 2.1.14. The cold fluid at T is flowing in the shell side over the steel tube, where the convection
heat-transfer coefficient between the cold fluid and the exterior of steel tube is . For this case, the total
resistance to heat transfer can be written as

5

1 ZR,- 1 +R_+1n(’0/’i)+R PR (2.1.88)

UA & omiLh " amk,L ' 2miLh,’

where L is the length of the heat exchanger, k, is the thermal conductivity of steel, and k; and h, are the
convection heat-transfer coefficients of hot and cold fluid sides, respectively. Terms R;; and R;, represent
the fouling resistances on the cold and hot heat-transfer surfaces. The overall heat-transfer coefficient can
be based on either the hot surface area (in this case, A; = 2nr;L) or on the cold surface area (A, = 2mr,L).
Therefore, the numerical value of U will depend on the area selected; however, it is always true that
UA=UA;=UA.,.

Table 2.1.11 gives some typical values of overall heat-transfer coefficients that are useful in preliminary
system analysis and design. For all but the simplest heat exchangers, designing the best heat exchanger for
a given application involves using a model that accurately sums the temperature difference and the resistance
over the entire surface of the heat exchanger. Most engineers use sophisticated computer models for
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designing heat exchangers. These computer models incorporate the most accurate algorithms for a myriad
of applications. A reasonably good estimate of heat-exchanger performance can be calculated by hand by
using one of various readily available handbooks (e.g., Handbook of Heat Exchanger Design [1983]).

The other important term in Eq. (2.1.86) for calculating the heat-transfer rate is the mean temperature
difference AT,,. The mean temperature difference for a heat exchanger depends on its flow configuration
and the degree of fluid mixing in each flow stream.

For a simple single-pass heat exchanger with various temperature profiles (e.g., parallel flow, counter
flow, and constant surface temperature), the mean temperature of Eq. (2.1.87) can be calculated from

AT, — AT,
m = 1n (AT;/ATU)’ (2189)

where AT, represents the greatest temperature difference between the fluids and AT, represents the least
temperature difference, and only if the following assumptions hold:

1. U is constant over the entire heat exchanger.

2. The flow of fluids inside the heat exchanger is in steady-state mode.

3. The specific heat of each fluid is constant over the entire length of the heat exchanger.
4. Heat losses from the heat exchanger are minimal.

The mean temperature difference AT, given by Eq. (2.1.89) is known as the logarithmic mean
temperature difference (LMTD).

Example 2.1.11

Lubricating oil from a building standby generator at initial temperature of 115°C and flow rate of 2
kg/s is to be cooled to 70°C in a shell-and-tube heat exchanger. Cold water at a flow rate of 2 kg/s and
initial temperature of 20°C is used as the cooling fluid in the heat exchanger. Calculate the heat-
exchanger area required by employing first a counter-flow and then a parallel-flow heat-exchanger
arrangement. The overall heat-transfer coefficient is U= 900 W/m? K, and the specific heat of the oil
iIs¢,, =25 kJ/kg K.

Solution:

First, we use Eq. (2.1.85) to calculate the water outlet temperature. The specific heat of water can be
assumed to be constant over the temperature range of interest, and it is ¢, = 4.182 kJ/kg K.

m, Cpe (T - Ta) = r'nhcp,h (Thi - Tho) (first law)

co

or

T, = (T,,~T,,)+ T

co ci
c o psc

2 kg/s (2.5 kJ/kg K) (
@ 2 keg/s (4.182 KJ/kg K)

115°C —70°C)+20°C.

T, = 46.9°C.
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FIGURE 2.1.39 Temperature differences of Example 2.1.11 for (a) counter-flow arrangement, and (b) parallel-flow

arrangement.

The total heat transferred from hot fluid to the cold fluid is

Q= ¢, (T,-

pic

For a counter-flow arrangement, the temperature differences are shown in Figure 2.1.39(a). The greatest
= 68.1°C, and the least temperature difference is AT, = 50°C. Using Eq.

temperature difference is AT;

(2.1.89), the mean temperature can be calculated as

AT

The heat-exchanger surface a
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"~ In(AT/AT,) " 1n(68.1/50)

AT, —AT, _ 68.1°C=50°C _ o coor

rea for counter-flow arrangement can be obtained from Eq. (2.1.86):

Q=UA AT,,

T,)=2 kg/s (4.182 kJ/kg K) (46.9°C—20C) =225 kJ/s.



or

A Q 225%10° J/s
U AT, 900 W/m” K x 58.58°C

=427 m*.

A similar procedure can be followed for the parallel-flow arrangement. The water outlet temperature
T, and the total heat transfer calculated earlier still hold for this arrangement. However, the temper-
ature differences are as shown in Figure 2.1.39(b). The mean temperature for this arrangement is

(AT,-AT)) 95°C-23.1°C

TS (AT/AT) T Im(e5230) G

and the area required is

Q 225x10° J/s _
U AT, 900 W/m?* K x 50.84°C

m

2

A= 4.92m".

Therefore, the heat-exchanger surface area required for parallel flow is more than that required for
the counter-flow arrangement if all the other conditions are assumed to be the same. Consequently,
whenever possible, it is advantageous to use the counter-flow arrangement because it will require less
heat-exchanger surface area to accomplish the same job. In addition, as seen from Figure 2.1.39, with
the counter-flow arrangement, the outlet temperature of the cooling fluid may be raised much closer
to the inlet temperature of the hot fluid.

The LMTD expression presented by Eq. (2.1.89) does not hold for more complex flow configurations
such as cross flow or multipass flows. To extend the LMTD definition to such configurations, a
correction factor is defined as

AT
F=—»H/"" (2.1.90)
A’Tm,d:
where AT, ; is calculated from Eq. (2.1.89) for a counter-flow configuration. Bowman et al. [1940]

provide charts for calculating the correction factor F for various flow configurations of heat exchangers.
A sample of their charts is shown in Figure 2.1.40 for one fluid mixed and the other fluid unmixed.
The term unmixed means that a fluid stream passes through the heat exchanger in separated flow
channels or passages with no fluid mixing between adjacent flow passages. Note that the correction
factor F in Figure 2.1.40 is a function of two dimensionless parameters Z and P defined as

Thi — Tho

_Tb

]

7=

G (2.1.91)
Ch

o

()
and

— Tco_Tci

P= , 2.1.92
Thi _Ta‘ ( :

where the term Z is the ratio of the capacity rates of the cold and hot streams, and the term P is
referred to as the temperature effectiveness of the cold stream. Kays and London [1984] provide a
comprehensive representation of F charts.
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FIGURE 2.1.40 Correction factor for counter-flow LMTD for cross-flow heat exchangers with the fluid on the shell
side mixed, the other fluid unmixed, and one pass through tube. Data extracted from “Mean Temperature Difference
in Design” by Bowman et al. (1940) in ASME Proceedings, with permission of the publisher, The American Society
of American Engineers.

Heat-Exchanger Design Methods

Heat-exchanger designers usually use two well-known methods for calculating the heat-transfer rate
between fluid streams—the UA-LMTD and the effectiveness-NTU (number of heat-transfer units)
methods.

UA-LMTD Method

In this method, the relationship between the total heat-transfer rate, the heat-transfer area, and the inlet
and outlet temperatures of the two streams is obtained from Egs. (2.1.87) and (2.1.90). Substituting
Eq. (2.1.90) in Eq. (2.1.87) gives

Q=FXT, , xUA. (2.1.93)

F
For a given heat-exchanger configuration, one can calculate UA by identifying heat-transfer resistances
and summing them as in Eq. (2.1.88), calculating AT, ;. from Eq. (2.1.89), reading the F value from an
appropriate chart, and substituting them in Eq. (2.1.93) to find the heat-transfer rate. The UA-LMTD
method is most suitable when the fluid inlet and outlet temperatures are known or can be determined
readily from an energy-balance expression similar to Eq. (2.1.85). There may be situations where only
inlet temperatures are known. In these cases, using the LMTD method will require an iterative procedure.
However, an alternative is to use the effectiveness-NTU method described in the following section.

Effectiveness-NTU Method

In this method, the capacity rates of both hot and cold fluids are used to analyze the heat-exchanger
performance. We will first define two dimensionless groups that are used in this method—the number
of heat-transfer units (NTU) and the heat exchanger effectiveness €

The NTU is defined as

NTU=ZA (2.1.94)

min

where C,;, represents the smaller of the two capacity rates C_.and C;. NTU is the ratio of the heat-transfer
rate per degree of mean temperature-difference between the fluids, Eq. (2.1.86), to the heat-transfer rate

per degree of temperature change for the fluid of minimum heat-capacity rate. NTU is a measure of the
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physical size of the heat exchanger: the larger the value of the NTU, the closer the heat exchanger
approaches its thermodynamic limit.

The heat-exchanger effectiveness is defined as the ratio between the actual heat-transfer rate Q and the
maximum possible rate of heat that thermodynamically can be exchanged between the two fluid streams.
The actual heat-transfer rate can be obtained from Eq. (2.1.85). To obtain the maximum heat-transfer
rate, one can assume a counter-flow heat exchanger with infinite surface area, where one fluid undergoes
a temperature change equal to the maximum temperature-difference available, AT, ,, = T,; — T, The
nax 18 based on the fluid having the smaller capacity rate C because of the hmltatlons

‘min>

imposed by the Second Law of Thermodynamics (see Bejan [1993] for more detail). Therefore,

calculation of Q

Qma\x - C‘mm (T T ) (2195)

where Eq. (2.1.95) is not limited to counter-flow heat exchangers and can be applied equally to other
configurations. Therefore, the effectiveness can be expressed as

e= ‘Q _ G (L,-L) (2.1.96)
Qmax C‘mm (T T )
or
gzich (T~ T) (2.1.97)

Cmin (Thi_Ta') .

Knowing the effectiveness of a heat exchanger, one can calculate the actual rate of heat transfer by using
Eq. (2.1.96) or from

Q=eC,, (T,,-T,) (2.1.98)

min

Expressions for the effectiveness of heat exchangers with various flow configurations have been developed
and are given in heat-transfer texts (e.g., Bejan [1993], Kreith and Bohn [1993]). For example, the
effectiveness of a counter-flow heat exchanger is given by

1- exp[ NTU ] (2.1.99)
Tl Rexp[-NTU (1-R)]|’ .

where R=C_. /C

‘min max*

The effectiveness of a parallel-flow heat exchanger is given by

1-exp[-NTU (1+R)]
1+R '

&=

(2.1.100)

The effectiveness for heat exchangers of various flow configurations has been evaluated by Kays and London
[1984] and is presented in a graph format similar to the one shown in Figure 2.1.41. In this figure, the heat-
exchanger effectiveness has been plotted in terms of NTU and R. Note that for an evaporator and a condenser,
R = 0 because the fluid remains at a constant temperature during the phase change.

The two design-and-analysis methods just described are equivalent, and both can be equally employed
for designing heat exchangers. However, the NTU method is preferred for rating problems where at least
one exit temperature is unknown. If all inlet and outlet temperatures are known, the UA-LMTD method
does not require an iterative procedure and is the preferred method.
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FIGURE 2.1.41 Heat-transfer effectiveness as a function of number of heat-transfer units and capacity-rate ratio;
cross-flow exchanger with one fluid mixed. Data extracted from Compact Heat Exchangers, 3rd ed., by W.M. Kays
and A.L. London (1984), with permission of the author.

Nomenclature
A heat-transfer surface area, m? (ft?)
c speed of propagation of radiation energy, m/s (ft/s)
C. capacity rate of cold fluid equal to r1(c,).
G capacity rate of hot fluid equal to r,(c,),,
C, speed of light in a vacuum, 3 x 10% m/s (9.84 X 108 ft/s)
¢ specific heat, kJ/kg K (Btu/lbm R)
Dy hydraulic diameter, defined by Eq. (2.1.50)
E total energy of a thermodynamic system, kJ (Btu)
e internal energy of a thermodynamic system, kJ/kg (Btu/lbm)
E, total emissive power of a blackbody, W/m? (Btu/h ft?)
Eyy, spectral blackbody emissive power, given by Eq. (2.1.56), W/m? (Btu/h ft?u)
f dimensionless friction factor, see Eq. (2.1.77)
F., radiation shape factor between surfaces 1 and 2
g gravitational acceleration, 9.81 m/s? (32.2 ft/s?)
g Newton constant, equal to 32.2 ft X Ibm/(Ibf X s?), or 10° kg x m?/(k] X s?)
h enthalpy, k]/kg (Btu/lbm), or convection heat-transfer coefficient, W/m?2 K (Btu/h ft? °F)
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he enthalpy of saturated liquid, kJ/kg (Btu/lbm)

h, enthalpy of saturated vapor, kJ/kg (Btu/lbm)

k thermal conductivity, W/m K (Btu/h ft °F)

ks, pressure-loss coefficient due to bends and fittings, see Eq. (2.1.79)

k. pressure-loss coefficient due to sudden contraction of pipe, see Eq. (2.1.81)

k, pressure-loss coefficient due to sudden enlargement of pipe, see Eq. (2.1.80)
k, conductivity of steel plate, W/m K (Btu/h ft °F)

L length of the circular cylinder or heat exchanger, m (ft)

m mass of a system, kg (Ilbm)

7] mass-flow rate of working fluid, kg/s (Ibm/s)

n index of refraction of a medium

Nu Nusselt number, defined by Eq. (2.1.33)

p pressure, N/m? (Ibf/in?)

Pr Prandtl number, equal to v/a

Qu heat absorbed from a high-temperature reservoir, kJ (Btu)

Q. heat rejected to a low-temperature reservoir, kJ (Btu)

Q rate of energy (heat) transfer, W (Btu/h)

q’ heat flux

Q. heat-transfer rate by radiation, W (Btu/h)

R thermal resistance, defined by Eq. (2.1.30), m?> K/W (h ft*°F/Btu)
Ra Rayleigh number, defined by Eq. (2.1.34)

Re Reynolds number, equal to uD,/v

R fouling resistance of cold (inner) heat transfer surface, m> K/W (h ft*°F/Btu)
R, fouling resistance of hot (outter) heat transfer surface, m> K/W (h ft>*°F/Btu)
7 inner radius of cylinder, m (ft)

r, outer radius of cylinder, m (ft)

entropy, kJ/K (Btu/R)

entropy of saturated liquid, kJ/kg K (Btu/lbm R)

entropy of saturated vapor, kJ/kg K (Btu/lbm R)

temperature, °C (°F)

temperature of higher-temperature reservoir, K (R)

temperature of low-temperature reservoir, K (R)

overall heat transfer coefficient, given by Eq. (2.1.88), W/m?K (Btu/h {t*°F)
velocity, m/s (ft/s)

specific volume (volume per unit mass), m*kg (ft*/lbm)

work or energy, k] (Btu)

rate of work (done on the surroundings), kJ/s (Btu/h)

actual work of a system, kJ (Btu)

frictional pressure losses, kJ/s (Btu/h)

work done under an isentropic process, kJ (Btu)

work of a system under reversible process, k] (Btu)

distance along x axis, m (ft)

distance along y axis, m (ft)

distance along z axis, or elevation of a thermodynamic system, m (ft)

ST e I e

=

—§'m
a

isent

»«
51
2

SN

Greek Symbols

o thermal diffusivity, m?/s (ft?/h), or absorptivity of a surface
a average absorptivity of a surface

B thermal expansion coefficient, K-! (R™)

) velocity boundary-layer thickness, mm (in.)

o; temperature boundary-layer thickness, mm (in.)
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AT, equal T, — T, for counter-flow, and T}, — T for parallel-flow heat exchanger, see
Figure 2.1.38

AT, equal to Ty; — T, for counter-flow, and T, — T, for parallel-flow heat exchanger, see
Figure 2.1.38

€ emissivity of a surface

€ average absorptivity of a surface

M.  mechanical efficiency, defined by Eq. (2.1.17)

Ml isentropic efficiency, defined by Eq. (2.1.18)

n, relative efficiency, defined by Eq. (2.1.19)

M., energy conversion efficiency for a reversible system

My  thermal efficiency, defined by Eq. (2.1.20)

A wavelength of radiation energy, m (ft)

v viscosity of fluid, Ns/m?
v kinematic viscosity, m*/s (ft?/h), or frequency, s
p reflectivity of a surface, or density (mass per unit volume) kg/m? (Ibm/ft?)
o Stefan-Boltzmann constant, Wm2K* (Btu/h ft?R*)
T transmissivity of a surface, or frictional shear stress, N/m? (Ibf/ft?)
) thermal radiation source frequency, s!
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2.2 Psychrometrics and Comfort

T. Agami Reddy

A large fraction of the energy used in buildings goes toward maintaining indoor thermal comfort
conditions for the occupants. This section presents the basic thermodynamic relations of the important
air conditioning processes and illustrates their application to the analysis of energy flows in one-zone
spaces. A discussion of factors affecting human thermal comfort is also provided.

2.2.1 Atmospheric Composition and Pressure

Atmospheric air is not only a mixture of several gases, water vapor, and numerous pollutants; it also
varies considerably from location to location. The composition of dry air is relatively constant and varies
slightly with time, location, and altitude. The standard composition of dry air has been specified by the
International Joint Committee on Psychrometric Data in 1949 as shown in Table 2.2.1.

TABLE 2.2.1 Composition of Dry Air

Constituent Molecular Mass ~ Volume Fraction
Oxygen 32.000 0.2095
Nitrogen 28.016 0.7809
Argon 39.944 0.0093
Carbon Dioxide 44,010 0.0003

The ASHRAE Fundamentals Handbook (1997) gives the following definition of the U.S. standard
atmosphere:

(a) Acceleration due to gravity is constant at 32.174 ft/sec? (9.807 m/s?).
(b) Temperature at sea level is 59.0°F (15°C or 288.1 K).

(c) Pressure at sea level is 29.921 inches of mercury (101.039 kPa).

(d) The atmosphere consists of dry air, which behaves as a perfect gas.
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The total atmospheric pressure at different altitudes is given in standard gas tables. For altitudes up
to 60,000 ft (18,291 m) the following equation can be used:

P=a+b-H (2.2.1)

where the constants a and b are given in the following table, H is the elevation above sea level, and
pressure P is in inches of Hg or in kPa.

H <4000 ft (1220 m)  H > 4000 ft (1220 m)

Constant 1P SI P ST
a 29.92 101.325 29.42 99.436
b -0.001025  -0.01153 -0.0009 -0.010

In HVAC applications, the mixture of various constituents that compose dry air is considered to be a
single gas. The molecular mass of dry air can be assumed to be 28.965.

2.2.2 Thermodynamic Properties of Moist Air

A property is any attribute or characteristic of matter that can be observed or evaluated quantitatively.
Thermodynamic properties, i.e., those concerned with energy and its transformation, of primary interest
to HVAC are described below.

A. Temperature t of a substance indicates its thermal state and its ability to exchange energy with a
substance in contact with it. Reference points are the freezing point of water (0°C in the Celsius
scale and 32°F in the Fahrenheit scale) and the boiling point of water (100°C in the Celsius scale
and 212°F in the Fahrenheit scale). Often the absolute temperature scale T is more relevant:

SI units : Kelvin scale: T =t + 273.15° (K) with t in °C
IP units : Rankine scale: T =t + 459.67° (°R) with t in °F.

B. Pressure p is the normal or perpendicular force exerted by a fluid per unit area against which the
force is exerted. Absolute pressure is the measure of pressure above zero; gauge pressure is measured
above existing atmospheric pressure. The unit of pressure is pound per square inch (psi) or Pascal
(Pa). Standard atmospheric pressure is 101.325 kPa or 14.696 psi.

C. Density p of a fluid is its mass per unit volume. It is more common to use its reciprocal, the specific
volume v, the volume occupied per unit mass. The density of air at standard atmospheric pressure
and 77°F (25°C) is approximately 0.075 Ibm/ft> (1.2 kg/m?). Density and specific volume of a
vapor or gas are affected by both pressure and temperature. Tables are used to determine both;
in some cases, they can be calculated from basic thermodynamic property relations. The density
of liquids is usually assumed to be a function of temperature only.

D. Internal energy u refers to the energy possessed by a substance due to the motion and/or position of
the molecules. This form of energy consists of two parts: the internal kinetic energy due to the velocity
of the molecules, and the internal potential energy due to the attractive forces between molecules.
Changes in the average velocity of molecules are indicated by temperature changes of a substance.

E. Enthalpy h is another important property defined as (u+pv) where u is the internal energy (itself
a property) and (pv) is the flow work, i.e., the work done on the fluid to force it into a control
volume. Enthalpy values are based on a specified datum temperature value.

E. Specific heat c of a substance is the quantity of energy required to raise the temperature of a unit
mass by 1°R or 1 K. For gases, one distinguishes between two cases:

specific heat at constant volume ¢, = (%,) and
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specific heat at constant pressure G = (%) .
p

The former is appropriate in air conditioning because the processes occur at constant pressure.
Approximately, ¢, = 0.24 Btu/lbm °F (1.00 k]/kg K) for dry air, 1.0 Btu/lbm °F (4.19 kJ/kg K) for
liquid water, and 0.444 Btu/lbm °F (1.86 kJ/kg K) for water vapor.

One needs to distinguish between extensive properties and intensive properties. While extensive
properties are those, such as volume V (ft* or m®) or enthalpy H (Btu or kJ), that depend on the
mass of the substance, intensive properties, such as temperature and pressure, do not. Our notation
is to use lowercase symbols for intensive properties, i.e., properties per unit mass. Thus, v would
denote the specific volume, while u and h denote the internal energy and enthalpy per unit mass,
respectively. The use of the term specific (for example, specific enthalpy) is recommended in order
to avoid ambiguity.

G. Phase is a quantity of matter homogeneous throughout in chemical composition and physical
structure. A pure substance is one that is uniform and invariable in chemical composition. Thus,
a pure substance may exist in more than one phase, such as a mixture of liquid water and water
vapor (steam). On the other hand, a mixture of gases (such as air) is not a pure substance. However,
if no change of phase is involved (as in most HVAC processes), air can be assumed to be a pure
substance.

H. Ideal gas law. The ideal gas law is a relationship between the pressure, specific volume, and absolute
temperature of the substance:

pv=RT (2.2.2a)

where p = absolute pressure, Ibf/ft*> (Pa)
v = specific volume, ft¥/lbm (m3/kg)
T = absolute temperature, °R (K), and
R = gas constant = 53.352 ft 1bf/lbm °R (287 J/kg K) for air and 85.78 ft Ibf/lbm °R (462
J/kg K) for water vapor.

Alternatively, the ideal gas law can also be written as

R
pv = (W)T (2.2.2.b)
where MW is the molecular weight of the substance, and R" is the universal gas constant = 1545.32
ft Ibf/Ibmol °R (8.3144 kJ/kg-mol K), and whose value is independent of the substance.

L. Liquid-vapor properties. Understanding the behavior of substances such as steam or refrigerants
during their transition between liquid and vapor phases is very important in air conditioning and
refrigeration systems. The ideal gas law cannot be used for such cases and one must use property
tables or charts specific to the substance. Properties of liquid and saturated water vapor are given
in Table 2.2.2 based on temperature and pressure. The second column gives the corresponding
saturation pressure. Specific volume and specific enthalpy at the saturated liquid condition and
at the saturated vapor condition are listed in the columns. Separate tables are also available to
determine properties of superheated vapor.

J. A thermodynamic process is one where the state of a system under study undergoes a change. For
example, the dehumidification of air in a cooling coil is a thermodynamic process. A process is
described in part by the series of states passed through by the system. Often some interaction
between the system and the surroundings occurs during the process. Thermodynamic analysis
basically involves studying the interaction of work, heat, and the properties of the substance
contained in the system.
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TABLE 2.2.2 Properties of Saturated Steam and Saturated Water

Temperature Table
Specific vol, cu ft/lb

Enthalpy, Btu/lb

Pressure Table
Specific vol, cu ft/lb

Enthalpy, Btu/lb

Sat Sat Sat Sat Sat Sat Sat Sat
Temp Abs press, liquid vapor liquid Evap vapor Abs press, liquid vapor liquid Evap vapor
F psi vy 2 hy hy, h, psi Temp, F vy Ve hy hy, h,
32 0.08854 0.01602 33306 0.00 1075.8 1075.8 0.5 79.58  0.01608 641.4 47.6 1048.8 1096.4
35 0.09995 0.01602 2947 3.02 1074.1 1077.1 1.0 101.74  0.01614 333.6 69.7 1036.3 1106.0
40 0.12170  0.01602 2444 8.05 1071.3 1079.3 2.0 126.08  0.01623 173.73 94.0 1022.2 1116.2
45 0.14752  0.01602  2036.4 13.06 1068.4 1081.5 3.0 141.48  0.01630 118.71 109.4 1013.2 1122.6
50 0.17811 0.01603 1703.2 18.07 1065.6 1083.7 4.0 152.97  0.01636 90.63 120.9 1006.4 1127.3
55 0.2141 0.01603  1430.7 23.07 1062.7 1085.8 5.0 162.24  0.01640 73.53 130.1 1001.0 1131.1
60 0.2563 0.01604  1206.7 28.06 1059.9 1088.0 6.0 170.06  0.01645 61.98 138.0 996.2 1134.2
65 0.3056 0.01605 1021.4 33.05 1057.1 1090.2 7.0 176.85  0.01649 53.64 144.8 992.1 1136.9
70 0.3631 0.01606 867.9 38.04 1054.3 1092.3 8.0 182.86  0.01653 47.34 150.8 988.5 1139.3
75 0.4298 0.01607 740.0 43.03 1051.5 1094.5 9.0 188.28  0.01656 42.40 156.2 985.2 1141.4
80 0.5069 0.01608 633.1 48.02 1048.6 1096.6 10 193.21  0.01659 38.42 161.2  982.1 1143.3
85 0.5959 0.01609 543.5 53.00 1045.8 1098.8 14.7 212.00  0.01672 26.80 180.0 970.4 1150.4
90 0.6982 0.01610 468.0 57.99 1042.9 1100.9 20 227.96  0.01683 20.089 196.2 960.1 1156.3
95 0.8153 0.01612 404.3 62.98 1040.1 1103.1 25 240.07  0.01692 16.303 208.5 952.1 1160.6
100 0.9492 0.01613 350.4 67.97 1037.2 1105.2 30 250.33  0.01701 13.746 218.8 945.3 1164.1
105 1.1016 0.01615 304.5 72.95 1034.3 1107.3 40 267.25 0.01715 10.498 236.0 933.7 1169.7
110 1.2748 0.01617 265.4 77.94 1031.6 1109.5 50 281.01 0.01727 8.515 250.1 924.0 1174.1
115 1.4709  0.01618 231.9 82.93 1028.7 1111.6 60 292.71 0.01738  7.175 262.1 9155 1177.6
120 1.6924 0.01620 203.27 87.92 1025.8 1113.7 70 302.92 0.01748 6.206 272.6 907.9 1180.6
125 1.9420 0.01622 178.61 92.91 10229 1115.8 80 312.03  0.01757 5.472 282.0 901.1 1183.1
130 2.2225 0.01625 157.34 97.9 1020.0 1117.9 90 320.27  0.01766  4.896 290.6 894.7 1185.3
135 2.5370 0.01627 138.95 102.9 1017.0 11199 100 327.81 0.01774 4.432 2984 888.8 1187.2
140 2.8886 0.01629 123.01 107.9 1014.1 1122.0 110 33477  0.01782  4.049 305.7 883.2 1188.9
145 3.281 0.01632 109.15 1129 1011.2 11241 120 341.25 0.01789  3.728 312.4 8779 1190.4
150 3.718 0.01634 97.07 117.9 1008.2 1126.1 130 34732 0.01796  3.455 318.8 8729 1191.7
155 4.203 0.01637 86.52 122.9 1005.2 1128.1 140 353.02 0.01802 3.220 324.8 868.2 1193.0
160 4.741 0.01639 77.29 1279 1002.3 1130.2 150 358.42 0.01809 3.015 330.5 863.6 1194.1
165 5.335 0.01642 69.19 1329 999.3 11322 160 363.53 0.01815 2.834 3359 859.2 1195.1
170 5.992 0.01645 62.06 1379  996.3 11342 170 368.41 0.01822 2.675 341.1 854.9 1196.0
175 6.715 0.01648 55.78 1429  993.3 1136.2 180 373.06  0.01827 2.532 346.1 850.8 1196.9
180 7.510 0.01651 50.23 1479  990.2 1138.1 190 377.51 0.01833 2.404 350.8 846.8 1197.6
185 8.383 0.01654 45.31 1529  987.2 1140.1 200 381.79  0.01839 2.288 355.4 843.0 1198.4
190 9.339 0.01657 40.96 1579  984.1 1142.0 250 400.95 0.01865 1.8438 376.0 825.1 1201.1
200 11.526 0.01663 33.64 168.0  977.9 11459 300 417.33  0.01890 1.5433 393.8 809.0 1202.8
212 14.696 0.01672 26.80 180.0 970.4 1150.4 350 431.72  0.01913  1.3260 409.7 794.2 1203.9
220 17.186 0.01677 23.15 188.1  965.2 1153.4 400 444.59  0.0193 1.1613 424.0 780.5 1204.5
240  24.969 0.01692 16.323  208.3  952.2 1160.5 450 456.28  0.0195 1.0320 437.2 767.4 1204.6
260 35.429 0.01709 11.763  228.6  938.7 1167.3 500 467.01  0.0197 0.9278 449.4 755.0 1204.4
280  49.203 0.01726 8.645 249.1 9247 1173.8 600 486.21  0.0201 0.7698 471.6 731.6 1203.2
300 67.013 0.01745 6.466  269.6  910.1 1179.7 700 503.10  0.0205 0.6554 491.5 709.7 1201.2
350 134.63 0.01799 3.342  321.6 870.7 1192.3 800 518.23  0.0209 0.5687 509.7 688.9 1198.6
400 247.31 0.01864 1.8633 375.0 826.0 1201.0 900 531.98  0.0212 0.5006 526.6 668.8 1195.4
450 422.6 0.0194 1.0993 430.1 774.5 1204.6 1000 544.61  0.0216 0.4456 542.4 649.4 1191.8
500 680.8 0.0204 0.6749 487.8  713.9 1201.7 1200 567.22  0.0223 0.3619 571.7 611.7 1183.4
550 1045.2 0.0218 0.4240 549.3 640.8 1190.0 1500 596.23  0.0235 0.2760 611.6 556.3 1167.9
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FIGURE 2.2.1 A simple flow system.
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FIGURE 2.2.2 Schematic thermodynamic system for steady flow.

K. Equilibrium is a condition of balance maintained by an equality of opposing forces. There are
different types of equilibrium: thermal, mechanical, chemical. The study of thermodynamics has
to do with determining end states, and not with the dynamics of the process (e.g., how fast the
process change occurs). The concept of equilibrium is important as it is only in an equilibrium
state that the thermodynamic properties have meaning. We implicitly assume that the system
moves from one state of equilibrium to another very slowly as it undergoes a process, a condition
called quasi-equilibrium or a quasi-static process.

L. Energy is the capacity for producing an effect. It can be stored within the system as potential
energy, kinetic energy, internal energy, etc. It can also be transferred to or from the system by
work or heat transfer. Heat is transferred across the boundary of a system to another system or
surroundings by virtue of a temperature difference between the two systems.

M. Conservation of mass simply states that mass of a substance can be neither created nor destroyed
in the processes analyzed. Consider a simple flow system (shown in Figure 2.2.1) when a fluid
stream flows into and out of a control volume. If the mass in the system at time 6 is m(6), then
the mass at time 6 + 660 is m(6 +06 ). Assuming that during the time increment d6, an increment

om,, enters the system and dm,,, leaves the system, conservation of mass relation results in

out

m(6) + dm;, = m(6 + 36) + om

out

which can be simplified as

%‘ = Min — Mout (2.2.3)
where m = %rg
For steady flow, %%1 = 0 and Min = Mout (2.2.4)

N. Conservation of energy or the first law of thermodynamics is the basis of most of the analysis done
in HVAC. It formulates a relationship between the various quantities shown in Figure 2.2.2. It is
described in Chapter 2.1.
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2.2.3 Psychrometric Properties of Moist Air

Psychrometry is the study of the properties of moist air, i.e., a mixture of air and water vapor. A thorough
understanding of psychrometry is essential since it is fundamental to understanding the various processes
related to air conditioning. Atmospheric air is never totally dry; it always contains varying degrees of
water vapor. Just like relatively small amounts of trace materials drastically impact the physical properties
of steel alloys, small amounts of moisture have a large influence on human comfort.

The amount of water vapor contained in air may vary from near zero (totally dry) to a maximum
determined by the temperature and pressure of the mixture. Properties of moist air can be determined
from tables such as Table 2.2.3, from equations and steam tables as shown below, or from the psychro-
metric chart (described later). Moist air up to about three atmospheres pressure can be assumed to obey
the perfect gas law. Assuming dry air to consist of one gas only, the total pressure p, of moist air, given
by the Gibbs-Dalton Law for a mixture of perfect gases, is equal to the individual contributions of dry
air and water vapor.

pt:pu+pv (225)

where p, is the partial pressure of dry air, and p, is the partial pressure of water vapor. It is because
p, << p, that we can implicitly assume water vapor also follows the perfect gas law for atmospheric air.

The thermodynamic state of an air-vapor mixture is fully determined if three independent intensive
properties are specified. Since one can assume for most of the HVAC processes being studied that the
total atmospheric pressure does not change, a chart known as the psychrometric chart, applicable to a
specific value of total pressure (commonly the standard atmospheric pressure), is used. The psychrometric
chart not only provides a quick means for determining values of moist air properties, it is also very useful
in solving numerous process problems with moist air and allows quick visualization of how the process
occurs. Hence, for better comprehension, we describe the manner in which it is generated along with
the description of the pertinent moist air properties.

The primary moist air properties shown on a psychrometric chart are described below:

A. Dry-bulb temperature Ty, or t is the temperature of air one would measure with an ordinary
thermometer. This property is the x-axis of the psychrometric chart (Figure 2.2.3).

B. Saturation pressure of water vapor: p, or p,, can be determined or obtained from steam tables
(see Table 2.2.2). For example, the saturation pressure p, of water vapor from Table 2.2.2 at a
temperature t = 80°F is p, = 0.5069 psia, which is about 30 times less than the corresponding
partial pressure of dry air p,.

C. Humidity ratio or specific humidity or absolute humidity W is defined as the ratio of the mass of
water vapor to that of dry air, i.e.,

mass of water vapor

W =
mass of dry air

Using the ideal gas law under saturated air conditions,

W pYMW,/RT  pMW,

m,  pVMW,/RT (Pi-PIMW,

where V is an arbitrary volume of the air and water vapor mixture, R" is the universal gas constant,
MW, is the molecular weight of dry air (28.965), and MW, is the molecular weight of water
(18.015). The above formula then reduces to

W = 0622 (2.2.6)

Pt~ Ps
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TABLE 2.2.3 Moist Air, Standard Atmospheric Pressure, 14.696 psi

Condensed Water

Humidity Entropy  Vapor
Ratio Volume Enthalpy Entropy Enthalpy Btu/ Press.
Temp. Ib,/Ib, ft3/1b dry air But/Ib dry air But/(Ib dry air-F) But/lb  (Ib-F) inHg Temp.

F W, v, Vs v, h, h, hy S Sas s, h, Sy P F
0 0.0007875 11.579  0.015 11.594 0.0 0.835 0.835 0.00000 0.00192 0.00192 -158.89 —0.3243 0.037671 0
5 0.0010207 11.706 ~ 0.019 11.725  1.201 1.085 2.286 0.00260 0.00247 0.00506 -156.52 —0.3192 0.048814 5
10 0.0013158 11.832  0.025 11.857  2.402 1.402 3.804 0.00517 0.00315 0.00832 -154.13 -0.3141 0.062901 10
15 0.0016874 11.959  0.032 11.991 3.603 1.801 5.404 0.00771 0.00400 0.01171 -151.71 -0.3089 0.080623 15
20 0.0021531 12.085  0.042 12.127  4.804 2.303 7.107 0.01023 0.00505 0.01528 -149.27 —0.3038 0.102798 20
25 0.0027339 12.212  0.054 12.265  6.005 2.930 8.935 0.01272 0.00636 0.01908 -146.80 —0.2987 0.130413 25
30 0.0034552 12.338  0.068 12.406  7.206 3.711 10.917 0.01519 0.00796 0.02315 -144.31 —-0.2936 0.164631 30
32 0.0037895 12.389  0.075 12.464  7.687 4.073 11.760 0.01617 0.00870 0.02487 —-143.30 —0.2915 0.180479 32
36 0.004452 12.490  0.089 12.579  8.648 4.793 13.441 0.01811 0.01016 0.02827 4.05 0.0081 0.21181 36
40 0.005216 12.591 0.105 12.696  9.609 5.624 15.233 0.02004 0.01183 0.03187 8.07 0.0162 0.24784 40
44 0.006094 12.692 0.124 12.816 10.570 6.582 17.152  0.02196 0.01374 0.03570 12.09 0.0242 0.28918 44
48 0.007103 12.793  0.146 12.939 11.531 7.684 19.215 0.02386 0.01592 0.03978 16.10 0.0321 0.33651 48
52 0.008259 12.894  0.171 13.065 12.492 8.949 21.441 0.02575 0.01840 0.04415 20.11 0.0400 0.39054 52
56 0.009580 12.995 0.200 13.195 13.453 10.397 23.850 0.02762 0.02122 0.04884 24.11 0.0478 0.45205 56
60 0.011087 13.096  0.233 13.329 14.415 12.052 26.467 0.02947 0.02442 0.05389 28.11 0.0555 0.52193 60
64 0.012805 13.198  0.271 13.468 15.376 13.942 29.318 0.03132 0.02804 0.05936 32.11 0.0632 0.60113 64
68 0.014758 13.299  0.315 13.613 16.337 16.094 32.431 0.03315 0.03214 0.06529 36.11 0.0708 0.69065 68
72 0.016976 13.400 0.365 13.764 17.299 18.543 35.841 0.03496 0.03677 0.07173 40.11 0.0783 0.79167 72
76 0.019491 13.501 0.422 13923 18.260 21.323 39.583 0.03676 0.04199 0.07875 44.10 0.0858 0.90533 76
80 0.022340 13.602  0.487 14.089 19.222 24.479 43.701 0.03855 0.04787 0.08642 48.10 0.0933 1.03302 80
84 0.025563 13.703  0.561 14.264 20.183 28.055 48.238 0.04033 0.05448 0.09481 52.09 0.1006 1.17608 84
88 0.029208 13.804  0.646 14.450 21.145 32.105 53.250 0.04209 0.06192 0.10401 56.09 0.1080 1.33613 88
92 0.033323 13.905  0.742 14.647 22.107 36.687 58.794 0.04384 0.07028 0.11412 60.08 0.1152 1.51471 92
96 0.037972 14.006  0.852 14.858 23.069 41.871 64.940 0.04558 0.07968 0.12525 64.07 0.1224 1.71372 96
100 0.043219 14.107 0.976 15.084 24.031 47.730 71.761 0.04730 0.09022 0.13752 68.07 0.1296 1.93492 100
104 0.049140 14.208 1.118 15.326 24.993 54.354 79.346  0.04901 0.10206 0.15108 72.06 0.1367 2.18037 104
108 0.055826 14.309  1.279 15.588 25.955 61.844 87.799 0.05071 0.11537 0.16608 76.05 0.1438 2.45232 108
112 0.063378 14.411 1.462  5.872 26917 70.319 97.237 0.05240 0.13032 0.18272 80.05 0.1508 2.75310 112
116 0.071908 14.512  1.670 16.181 27.879 79.906 107.786 0.05408 0.14713 0.20121 84.04 0.1577 3.08488 116
120 0.081560 14.613 1.906 16.519 28.842 90.770  119.612 0.05575 0.16605 0.22180 88.04 0.1647 3.45052 120
124 0.092500 14.714  2.176 16.890 29.805 103.102 132.907 0.05740 0.18739 0.24480 92.03 0.1715 3.85298 124
128 0.104910 14.815 2.485 17.299 30.767 117.111 147.878 0.05905 0.21149 0.27054 96.03 0.1783 4.29477 128
132 0.119023 14916  2.837 17.753 31.730 133.066 164.796 0.06068 0.23876 0.29944 100.02 0.1851 4.77919 132
136 0.135124 15.017  3.242 18.259 32.693 151.294 183.987 0.06230 0.26973 0.33203 104.02 0.1919 5.30973 136
140 0.153538 15.118  3.708 18.825 33.656 172.168 205.824 0.06391 0.30498 0.36890 108.02 0.1985 5.88945 140
144 0.174694 15.219  4.245 19.464 34.620 196.183 230.802 0.06551 0.34530 0.41081 112.02 0.2052 6.52241 144
148 0.199110 15.320 4.869 20.189 35.583 223932 259.514 0.06710 0.39160 0.45871 116.02 0.2118 7.21239 148
152 0.227429 15.421  5.596 21.017 36.546  256.158 292.705 0.06868 0.44507 0.51375 120.02 0.2184 7.96306 152
156 0.260512 15.522  6.450 21.972 37.510 293.849 331.359 0.07025 0.50723 0.57749 124.02 0.2249 8.77915 156
160 0.29945 15.623  7.459 23.082 38.474 338.263 376.737 0.07181 0.58007 0.65188 128.02 0.2314 9.6648 160
164 0.34572 15.724  8.664 24.388 39.438 391.095 430.533 0.07337 0.66622 0.73959 132.03 0.2378 10.6250 164
168 0.40131 15.825 10.117 25942 40.402 454.630 495.032 0.07491 0.76925 0.84415 136.03 0.2442 11.6641 168
172 0.46905 15926 11.894 27.820 41.366 532.138 573.504 0.07644 0.89423 0.97067 140.04 0.2506 12.7880 172
176 0.55294  16.027 14.103 30.130 42.331 628.197 670.528 0.07796 1.04828 1.12624 144.05 0.2569 14.0010 176
180 0.65911 16.128 16.909 33.037 43.295 749.871 793.166 0.07947 1.24236 1.32183 148.06 0.2632 15.3097 180
184 0.79703  16.229 20.564 36.793 44.260 908.061 952.321 0.08098 1.49332 1.57430 152.07 0.2694 16.7190 184
188 0.98272  16.330 25.498 41.828 45.225 1121.174 1166.399 0.08247 1.82963 1.91210 156.08 0.2756 18.2357 188
192 1.24471 16.431 32.477 48908 46.190 1422.047 1468.238 0.08396 2.30193 2.38589 160.10 0.2818 19.8652 192
196 1.64070 16.532 43.046 59.578 47.155 1877.032 1924.188 0.08543 3.01244 3.09797 164.12 0.2880 21.6152 196
200 2.30454 16.633 60.793 77.426 48.121 2640.084 2688.205 0.08690 4.19787 4.28477 168.13 0.2941 23.4906 200

Source: Abridged by permission from ASHRAE Handbook, Fundamentals Volume, 1985.
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FIGURE2.2.3 Construction of psychrometric chart, showing lines of constant property values. (a) Lines of constant
dry-bulb temperature (DB) on the psychrometric chart. (b) Lines of constant humidity ratio (W) on the psychro-
metric chart. (¢) Lines of constant relative humidity (RH) on the psychrometric chart. (d) Lines of constant specific
volume (v) on the psychrometric chart. (e) Lines of constant wet-bulb temperature (WB) on the psychrometric chart.
(f) Lines of constant enthalpy (h) on the psychrometric chart.

Note that because p,; << p,, the relation between W and p;is close to being linear in p,. As shown
in Figure 2.2.3, the y-axis of the psychrometric chart is allocated to the humidity ratio.

D. Relative humidity RH (or ¢) is defined as the ratio of the partial pressure of water vapor p, divided
by the saturated pressure of water vapor at the same dry-bulb temperature, i.e.,

pV
q) = — 2.2.7
. ( )

As shown in Figure 2.2.3(c), one can now add lines of constant RH by marking vertical distances
between the saturation line and the base of the chart.
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E. Specific enthalpy h of moist air is equal to the sum of dry air enthalpy and that of water vapor.
Though the air-vapor mixture is likely to be superheated, there is not much error in assuming the
enthalpy of the water vapor to be equal to the saturated value at the same temperature. Thus, it
is convenient to estimate moist air enthalpy as

h = Cpt+ W hg (2.2.8a)

where h, is the enthalpy of saturated steam at temperature t which can be determined from Table 2.2.2.
Enthalpy values are always based on a datum value, usually 32°F or 0°C.
Alternative expressions for moist air enthalpy are:

SI units: h = t + W(2501.3 + 1.86 - t) in kJ/kg of dry air (2.2.8b)
IP units: h = 0.24 - t + W(1061.2 + 0.444 - t) in Btu/Ib.

As shown in Figure 2.2.3(f), lines of constant enthalpy can now be drawn since h is a function
of dry-bulb temperature and specific humidity.

E. Specific volume v is the volume of the mixture (say in m? or in ft?) per unit mass of dry air. The
perfect gas law can be used to estimate it:

R,T
v = (2.2.9)
Pt~ Ps

Lines of constant specific volume are shown in Figure 2.2.3(d) by selecting a value of v and solving
for p, (and hence W using Equation 2.2.6) for different values of T. Recall that a specific psychro-
metric chart can be used for only a specific pressure p,.

G. Adiabatic saturation temperature is the temperature reached by air when it passes through a spray
of water such that there is thermal and vapor pressure equilibrium between the air and the water,
as shown in Figure 2.2.4. The process is assumed to be adiabatic in that no heat is either added
or lost from the chamber. Since the air is not fully saturated, a certain amount of water evaporates
into the air whose latent heat is supplied by the air. Hence the moist air dry-bulb temperature
decreases while its specific humidity increases. A small amount of make-up water to compensate
for the evaporated water is supplied at a temperature equal to that of the sump.

Equilibrium of
temperature and
vapor pressure

Insulation

Air @ Thermometer indicates
~——  thermodynamic

to Wiy wet-bulb temperature

1’

FIGURE 2.2.4 Adiabatic saturation.
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H. The adiabatic wet-bulb temperature is the temperature of sump water in an adiabatic saturator.
An energy balance on the adiabatic saturator shown in Figure 2.2.4 yields

hy=h, — (W, = W)) - b (2.2.10)

where h; is the enthalpy of saturated liquid at the thermodynamic wet-bulb temperature. Because
of the latent heat term, lines of constant wet-bulb temperature are not quite identical to lines of
constant enthalpy, though close. Lines of constant wet-bulb temperature are shown in Figure 2.2.3(e).
The adiabatic saturator is not a practical device for measuring the adiabatic saturation temper-
ature. Instead, the hand-held sling psychrometer is often used (Figure 2.2.5). The apparatus
consists of two thermometers, one measuring the dry-bulb temperature, and the other, which has
a wetted wick covering the bulb, measures the wet-bulb temperature. The instrument has a handle
which allows the thermometers to be spun so as to induce air movement over the bulbs that is
adequate for proper heat transfer between the bulb and the ambient air. Though the wet-bulb
temperature is not the same as the adiabatic saturation temperature, the difference is small. A
detailed discussion of these differences can be found in Kuehn et al. (1998). Electronic devices are
also commonly used to measure humidity levels in air.
L. Dew point temperature Ty, of a given mixture is the temperature of saturated moist air at the same
pressure, temperature, and humidity ratio as the given mixture. When a surface reaches the dew
point temperature, the moisture will start condensing from the surrounding air.

Note that specific volume, specific enthalpy, and specific humidity are all defined per mass of dry air
and not per mass of moist air. This convention dispels the confusion created when mass transfer takes
place (i.e., when water vapor is either added to or removed from the air).

A complete psychrometric chart corresponding to standard atmospheric pressure is shown in Figure 2.2.6.
Although computer programs allow for more accurate and faster determination of the moist air properties
(as well as the conversion of different systems of units and arbitrary atmospheric pressures), the psy-
chrometric chart is still used extensively by HVAC professionals for several aspects of design and analysis.
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Example 1: Determination of moist air properties.
Calculate values of humidity ratio, specific volume, and enthalpy for air at 60°F and RH = 80% using
the equations presented above. Assume standard atmospheric pressure.

From the steam tables, saturated vapor pressure at 60°F: p, = 0.2563 psia
The vapor pressure of the moist air: p, = p, X RH = 0.2563 x 0.8 = 0.2050 psia

1 S Pv _ 0.205 _
Humidity ratio: W = 0.622P—_ . 0'622—14.696—0.205 = 0.0088 Ibw/lba
Density: L p = P _ (14696 0.205) X 144 = 0.07526 Iba/ft’
v

R, T ~ 53.352- (60 +459.67)

(the multiplier 144 converts ft? into in?).
Thus specific volume: v = (1/ 0.07526) = 13.287 ft*/lba.
Finally, enthalpy is determined from

h=0.240 - t + W (1061.2 + 0.444 t)

= 0.240 x 60 + 0.0088 (1061.2 + 0.444 X 60) = 110.13 Btu/lba.

2.2.4 Psychrometric Processes

Analysis of moist air processes with various HVAC devices essentially involves a few fundamental pro-
cesses, discussed below. Consider a duct containing a device through which moist air is flowing. The
device could be a cooling or heating coil and/or a humidifier. The analysis of moist air processes flowing
through such a device is based on the laws of conservation of mass and energy. Although in actual practice
the properties of the moist air may not be uniform across the duct cross section (especially downstream
of the device), such phenomena are neglected, and the focus is on bulk or fully mixed conditions. Further,
assuming (1) steady state conditions and (2) a perfectly insulated duct, the following equations apply:

Mass balance of dry air: My = My, (2.2.11a)
Mass balance on water vapor: muW, + m, = m,W, (2.2.11b)
Heat balance: myh, + mh, + Q = myh, (2.2.11¢)

where Q is the rate of heat added to the air stream (in W or Btu/hr),
m, is the mass flow rate of dry air (in kga/s or Iba/hr), and
m,, is the rate of water added to the air stream.

A. Sensible Heating and Cooling

A process is called sensible (either heating or cooling) when it involves a change in dry-bulb temperature
only (i.e., the moisture content specified by the specific humidity is unchanged in a sensible heating or
cooling process). This could apply to either heating (an increase in T,) or to cooling (a decrease in Ty).
In such a case, m,, = 0, and W, = W,. The above equations reduce to

Q=m,(h,-h) 2.2.12

where m, = m,, = m,,
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FIGURE 2.2.7 Different psychrometric processes.

The process of sensible heating or cooling is represented as a straight line on the psychrometric chart
as shown in Figure 2.2.7. Such a process occurs when moist air flows across a cooling coil when
condensation does not occur.

Example 2: Sensible heating
Moist air enters a steam-heating coil at 40°F dry-bulb temperature and 36°F wet-bulb temperature at a
rate of 2000 ft*/min. The air leaves the coil at a dry-bulb temperature of 140°F. Determine the heat
transfer rate that occurs at the coil.

Assumptions: steady state, standard atmospheric conditions

Heat transfer rate Q = m, (h, — h))

where states 1 and 2 represent the entering and exiting air stream conditions, respectively.
From the psychrometric chart, we find: v, = 12.66 ft*/Iba, h, = 13.47 Btu/lba, h, = 37.70 Btu/lba

The mass flow rate of moist air: m, = Q _ 2000 = 158 lba/min = 9479 Iba/hr

v, 12.66
Finally, Q = 9479 - (37.70 — 13.47) = 229,670 Btu/hr.

B. Cooling and Dehumidification

This process occurs when conditioning outdoor air in summer or in internal spaces where heat and
moisture are removed by cooling coils in a conditioned space. For this process to occur, moist air is
cooled to a temperature below its dew point. Some of the water vapor condenses out of the air stream.
Although the actual process path varies depending on the type of surface, surface temperature, and flow
conditions, the heat and mass transfer can be expressed in terms of the initial and final states.

As shown in Figure 2.2.8, a certain amount of moisture condenses out of the air stream. Although
this condensation occurs at various temperatures ranging from the initial dew point to its final saturation
temperature, it is assumed that condensed water is cooled to the final air temperature t, before it drains
out. The above equations reduce to

Rate of water condensation: m,, = m,(W, - W,) (2.2.13a)

Rate of total heat transfer: Q=m,[(h, = hy) = (W, = W)h,,] (2.2.13b)
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FIGURE 2.2.8 Cooling and dehumidification process.

The above equation gives the total rate of heat transfer from the moist air. The last term is usually
small compared to the other term and is often neglected (as illustrated in Example 3). Cooling and
dehumidification processes involve both sensible and latent heat transfer. The sensible heat transfer g,
results in a decrease in dry-bulb temperature, while the latent heat transfer q; is associated with the
decrease in specific humidity. These quantities can be estimated as follows. Let point “a” be the intersection
point between the constant dry-bulb temperature line from point 1 and the constant specific humidity

line at point 2 (see Figure 2.2.8). Then
Rate of sensible heat transfer: Q,=m,(h,— h,) (2.2.14a)
Rate of latent heat transfer: Q =m,(h,—h,) (2.2.14b)

It is customary to characterize the relative contributions of sensible and latent heat transfer rates by
the sensible heat ratio (SHR) where SHR is defined as follows:

qs
qtq

SHR = (2.2.15)

Example 3: Cooling and dehumidification.

Moist air enters a cooling coil at 80°F dry-bulb temperature and 67°F wet-bulb. It is cooled to 58°F and
80% RH. The volume flow rate is 2000 cfm and the condensate leaves at 60°F. Find the total coil heat
transfer rate, as well as the individual sensible and latent heat transfer rates.

Assumptions: steady state, standard atmospheric conditions

Heat transfer rate

Q: ma(hl_hl) +m, - hw

Note that Q will be negative, since cooling is being done.
From the psychrometric chart:
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h, =31.6 Btu/lba,
h, =22.9 Btu/lba,
v, = 13.85 ft¥/lba,
W, = 0.0112 Ibw/lba,
W, = 0.0082 Ibw/lba,

and enthalpy of liquid water at 60°F from the steam tables (Table 2.2.2),
h, = 28.06 Btu/Ibw

The mass flow rate of dry air:

m, = 202 2000 4 tba/min = 8664 Iba/hr

* T v, 1385
Rate at which water is condensed:
m, =m, - (W, —W,) = 8664 - (0.0112 — 0.0082) = 25.99 Ibw/hr
Finally,

Q = 8664 - (31.6 — 22.9) — 25.99 x 28.06 = 75379.06 — 729.3 = 74,650 Btu/hr
Q = 6.22 tons

(As stated in the text above, the contribution of the heat contained in the condensing water is very small;
here it is about 1% only). Often this term is ignored in psychrometric calculations.
In order to determine the contributions of the sensible and latent heat transfer rates, one determines

«_ »

point “a” on the psychrometric chart. This can be done by drawing a horizontal line from point 2 (constant
humidity ratio) and a vertical line from point 1 (constant dry-bulb temperature). The enthalpy at this
point h, = 27 Btu/lba.

Sensible heat transfer rate:

q.=m, - (h, — h,) = 8664 - (27 — 22.9) = 35,522 Btu/hr = 2.96 tons

a

Latent heat transfer rate:

q=m, - (h, —h,) =8664 - (31.6 — 27) = 39,850 Btu/hr = 3.32 tons

The sensible heat ratio is

SHR = 35,522 / (35,522 + 39,854) = 0.47

C. Heating and Humidification

In winter when the outdoor air is cool and dry, the building air supply stream must be heated and
humidified to meet comfort criteria. In this case, we have

Rate of water evaporation: m,, = m,(W, - W) (2.2.16a)
Rate of heat transfer: Q=m,[(h,— h) - (W,-W)h,,] (2.2.16b)

Alternatively the direct addition of moisture to an air stream without any heat addition can be adopted
to humidify an air stream (i.e., there is no heating coil). The heat input term Q is zero in Equation 2.2.16b.
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The water is typically in the form of spray or vapor (steam). Practical examples of this process include
humidifiers, cooling towers, and evaporative coolers.

The direction of the conditioning line between states 1 and 2 depends on the enthalpy of the moisture
added. Two unique cases will be discussed. The cases depend on the state of the humidifying spray. First,
if the spray is saturated vapor (h,, = h,) at the same dry-bulb temperature of the incoming air stream,
the process line will proceed at a constant dry-bulb temperature (line A of Figure 2.2.7). The enthalpy
and wet-bulb temperature of the air will increase, but the dry-bulb temperature of the air will remain
constant.

Another case occurs if the humidifying spray is saturated water at the wet-bulb temperature of the air.
The exiting air stream will have the same wet-bulb temperature as the entering air stream. The dry-bulb
temperature of the air will decrease. The leaving enthalpy of the air will be close to the entering enthalpy
because the constant enthalpy lines on the psychrometric chart are approximately parallel to the constant
wet-bulb lines. This process is shown by line H in Figure 2.2.7.

If the enthalpy of the spray is larger than the enthalpy of saturated water vapor at the dry-bulb
temperature, then the air stream will be sensibly heated during humidification. In contrast, if the spray
enthalpy is less than the enthalpy of saturated water vapor at the entering dry-bulb temperature of the
air, the air will be sensibly cooled during the humidification process.

Example 4: Heating and humidification.

Outdoor winter air enters a heating and humidification system at a rate of 900 cfm and at 32°F dry-bulb
and 28°F wet-bulb conditions. The air absorbs 75,000 Btu/hr of energy and 25 Ib/hr of saturated steam
at 212°F Determine the dry-bulb and wet-bulb temperature of the leaving air.

Determine relevant properties:

h, = 10.2 Btu/Ib, v, = 12.42 ft*/lba, W, = 0.0023 Ibw/Iba

The mass flow rate of dry air:

Lo Q_ 900

= —— = 72451 i
e WG] 72.45 1ba/min

Equation 2.2.16a can be used to solve for the final humidity ratio:

m,W, +m, m, 25
W, = —-" =W, +— = 00023 + ———— = 0. 1 Ibw/l
) - 1= 0.00 3+72.45><60 0.008051 Ibw/lba

a a

Equation 2.2.16b is used to determine the exit air enthalpy:

.9, My 75000 25 _
hy = hy+ b —h, = 1024 52 + 2 11505 = 34.07 Buyiba

a ma
With the exit humidity ratio known, the final state is established and other properties can be read from
the psychrometric chart.
D. Adiabatic Mixing of Air Streams

The mixing of two air streams is very common in HVAC systems. For example, we assume adiabatic
conditions (i.e., no heat transfer across the duct walls). Then we have

Mass balance of dry air: My + My = My, (2.2.17a)
Mass balance on water vapor: myW, + m, W, = m;W, (2.2.17b)
Heat balance: myh, + myh, = mh, (2.2.17¢)
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Combining the above yields
h, —h, _W,-W;  m (2.2.18)

hy—h, N W;-W, N m,;

The state of the mixed streams lies on a straight line between states 1 and 2 with the point 3 determined
in inverse proportion to the masses of the two incoming air streams (see Figure 2.2.9):

m,; _ segment3—2

m,, segmentl-3

Example 5: Adiabatic mixing of air streams.

A stream of 5000 cfm outdoor air at 40°F dry-bulb temperature and 35°F wet-bulb temperature is
adiabatically mixed with 15,000 cfm of recirculated air at 75°F dry-bulb and 50% RH. Find the dry-bulb
temperature and wet-bulb temperature of the resulting mixture.

The following property data are needed:
W, = 0.00315 Ibw/lba, v, = 12.65 ft*/lba, h, = 13.2 Btu/lba

W, = 0.00915 Ibw/lba, v, = 13.68 ft*/Iba, h, = 28.32 Btu/Iba

Mass flow rate of stream 1:

_Q _ 500

= = 31 i
a = 1365 395.3 Iba/min

m

Mass flow rate of stream 2:

o = QL _ 15,000
27y, T 13.68

1096.5 Iba/min

Humidity ratio of mixed air:

1 (m,, - W, +m,-W,) = 395.3 X 0.00315 + 1096.5 X 0.00915 _ 0.00756 Ibw/Iba

Wi 1491.8

i (m,; + m,,)
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FIGURE 2.2.10 Schematic flow processes for an air conditioned space.

The dry-bulb temperature and the enthalpy can be similarly determined. It is left to the reader to verify
that:

T, = 66°F and h; = 24.3 Btu/lba

2.2.5 Psychrometric Analysis of Basic HVAC Systems

Buildings generally consist of a number of rooms which may have different energy and moisture gains
or losses — the loads. Loads exhibit both seasonal and diurnal variation. Adjacent rooms with similar
loads are usually lumped together into one zone which is controlled by one thermostat. Air handlers in
an HVAC system can be designed to condition one zone (called single zone systems) or multiple zones
(called multiple zone systems). Residences and small commercial buildings are usually designed and
operated as single zone spaces.

Condition Line for a Space

A space is air conditioned to offset the heating and/or cooling loads of the space as a result of envelope
heat transmission, ventilation air requirements, and internal loads due to occupants, lights, and equip-
ment. The calculations involved in air conditioning design reduce to the determination of the mass of
dry air to be circulated, its dry-bulb temperature, and its humidity level that will result in comfortable
indoor conditions for the occupants.

Let Q, and Q, be the sensible and latent loads on a space to be air conditioned (see Figure 2.2.10). The
latent load is due to the sum of all rates of moisture gain designated by m,,. Assuming steady conditions,

Q,+ Q= my(h,—h,) (2.2.19a)
m,, = ma(wz - Wl) (2219b)

Thus, the enthalpy-moisture ratio q’ is

, Qi+ Q h, —h,
- - 2.2.20
q m W,-W, (2:2:20)

w

The above equation suggests that for the supply air to satisfy simultaneously both the sensible and latent
loads, its condition must lie on a straight line called the condition line (or load line). In case the space
needs to be cooled, supply temperature t, < t, and the condition line will appear as shown in Figure 2.2.11.
Point 1 must lie on this condition line. How far point 1 is from point 2 is determined by practical
considerations, for example, on a prespecified air flow rate or on a prespecified temperature difference
between states 1 and 2. During summer conditions, an approximate range of variation of (t, - t,) is 15-25°F
(8-15°C).
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FIGURE 2.2.11 The condition line.

As shown in Figure 2.2.11, there is a simple graphical construction for drawing the load line through
a specified point on a psychrometric chart. The semicircular protractor in the upper left-hand corner of
the chart has a series of marks corresponding to different SHR values (see Figure 2.2.6 and Equation
2.2.15). One determines the SHR for the known design conditions and draws a line through point 2
parallel to the line in the protractor circle corresponding to the calculated SHR.

Example 6: The air in a space is to be maintained at comfort conditions of 75°F and 50% RH. The
sensible and latent load gains for the space are 89,000 Btu/hr and 52,000 Btu/hr respectively. The supply
air to the room is to be at 60°F. Determine the dew point temperature and the required volume flow rate
of the supply air.

First, calculate the sensible heat ratio:

89,000

SHR = 257000 + 52,000

= 0.631

Next, locate the return air condition (the same as room conditions) as state 2 on the psychrometric
chart. The condition line is drawn from this point with the aid of the chart protractor as a line parallel
to the SHR = 0.631 line. Where this line intersects the vertical line representing 60°F dry-bulb temperature
is the required supply state 1, i.e., the supply air condition. The dew point temperature is read as 49°F
for this condition using Figure 2.2.6.

From the psychrometric chart: h) = 22.45 Btu/lba, v, = 13.25 ft*/Iba, and h, = 28.15 Btu/Iba. A simple
heat balance yields the required air mass flow rate:

_ 89,000 + 52,000

m, = m = 24,700 Iba/hr

Finally the supply volumetric flow rate is:

m, v, 24700 x 13.25 _
= =% = 5465 ft’/
60 60 ’ i

Cooling Coil Performance Calculations

Section 2.2.4B discussed the cooling and dehumidification process. The discussion assumed the inlet
and outlet conditions of the air stream to be specified, and the objective was to determine the
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FIGURE 2.2.12  Schematic psychrometric chart of a real cooling/dehumidifying process.

associated rates of sensible, latent, and total heat transfer. Here we briefly describe the physical
phenomenon that occurs as the air stream flows over the cooling coil, and how this process can be
represented on the psychrometric chart. Next, we present a simplified model of characterizing the
cooling coil performance.

We need to distinguish between two cases: an ideal process and an actual process. The ideal process
corresponds to when all the air molecules of the air stream come in perfect contact with the cooling coil
surface and are cooled to the dew point temperature, after which dehumidification occurs along the
saturated line to the final state, shown as point d on Figure 2.2.12. In the real process, all the air molecules
do not come into intimate contact with the cooling coil surface. The cooling coil is basically a heat
exchanger, consisting of a series of flat, parallel cooled metal surfaces, which form passages for the air
stream to flow through. Often there are several rows of coils in parallel. The temperature of the air flowing
through is nonuniform both at a given cross-section and along the depth of the coil. The air particles
near the surface of the heat exchanger surface follow the idealized process, while those near the center
line of the passage are not fully cooled. This results in dehumidification even though the average air
temperature in the passage is above the dew point. Since processes on the psychrometric chart represent
average or bulk conditions, the real cooling process as the air stream flows through the cooling coil
resembles the curved process line shown in Figure 2.2.12.

The phenomenon described above serves as the basis of a simple means of characterizing the cooling
coil performance when subjected to varying inlet conditions. The bypass factor method assumes that the
passage of the air stream through a cooling coil of given geometric design consists of two streams: one
stream (m,”) that comes into intimate contact with the heat exchanger surface, and another that totally
bypasses the cooling coil and hence remains at the condition of the entering air. The former portion of
the air stream is cooled along the saturation line to the apparatus dew point temperature t; as shown in
Figure 2.2.12. The final state of the air leaving the cooling coil can be determined if the relative flow rates
of both air streams are known. The coil is characterized by a coil bypass factor b defined as

—-m t,—t
p=—2_ 2 _ 2714 (2.2.21)
m, tl_td

where, as shown in Figure 2.2.12, t, and t, are the dry-bulb temperatures of the air stream entering and
leaving the cooling coil.

The usefulness of this approach lies in the fact that the bypass factor of a given coil is a coil characteristic
which remains constant under a wide range of operating temperature conditions; however, it is likely to
change with varying air flow rate.
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FIGURE 2.2.13  Schematic elementary summer air conditioning system.

Psychrometrics of Single Zone Systems

This section discusses and illustrates general principles of how the fundamental processes presented in
the previous section are applied to buildings. We limit the discussion to three common HVAC systems
used to condition one-zone spaces. Treatment of multiple zones and the analysis of more complex
HVAC systems can be found in Kreider and Rabl (2001). In the discussion that follows, we assume that
the temperature and humidity conditions required for maintaining comfort in the space are specified
in advance.

Figure 2.2.13a shows the most elementary HVAC system suitable for summer air conditioning, while
Figure 2.2.13b shows the corresponding state points on the psychrometric chart. A certain amount of
outdoor air is required for ventilation purposes (to meet indoor comfort criteria). Hence, outdoor air is
introduced into the system at (4) while the same amount of air is exhausted at (3). This air is shown as
being exhausted directly from the space; it is also common to exhaust it from a convenient location in
the ducting downstream of the room. A fan is used to move air through the system. Although only a
supply air fan is shown, larger systems might use a supply fan and a return fan. Fans add thermal energy
to the air stream due to their inefficiencies and may result in air stream heating of 1-3°E. In simplified
psychrometric analyses of HVAC systems, this load is either neglected or combined with that of the
conditioned space. Hence states (6) and (1) are shown as identical in Figure 2.2.13b. Filters, which are
essential for control of particulate matter carried by the air, do not affect the state of the moist air. A
cooling coil is the only processing device; it reduces both the dry-bulb temperature and the humidity of
zone supply air.

The simple system shown above has several limitations. First, since the cooling coil is the only
processing device, only one property of the moist air can be controlled. In comfort air conditioning
systems, this is usually the space dry-bulb temperature. Second, though the system can be designed to
meet the peak summer loads, such a system is not suitable for part load operation which occurs most
of the year. A reheat coil, as shown in Figure 2.2.14a, is commonly used. Here, the cooling coil reduces
the supply air specific humidity level at state (6) to that required at state (1). By doing so, the dry-bulb
temperature is lower than that required at state (1) to meet the sensible loads of the space. The heating
coil now heats the air stream to state (1) as illustrated in Figure 2.2.14b. Hence, as the outdoor conditions
vary over the course of the year, the reheat coil acts as a final regulation device, adding only the required
amount of heat to condition the air to the level desired at the supply of the room. However, cooling of
the supply air stream and subsequent reheat are wasteful of energy.

One approach to reducing the energy waste is to vary the rate of air supply to the room so the condition
of the supply air stream at state (1) is equal to that leaving the cooling coil (state 6). Variable air volume
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FIGURE 2.2.15 Schematic winter air conditioning system.

(VAV) systems, in contrast to constant volume (CV) systems, have been widely used for the past 20 years.
Another means of reducing energy use is to use a heat recovery device (such as a rotary heat wheel or a
run-around coil) between the exhaust air stream and the supply air stream (Kuehn et al., 1998).

During winter operation, heating must be supplied to a space to meet comfort conditions. Outdoor
air in winter is much drier than that required for indoor human comfort. Hence, the basic system required
for winter air conditioning, shown in Figure 2.2.15a, includes an air washer that allows the specific
humidity of the supply air to be controlled. A preheat coil, also shown, prevents water in the air washer
from possibly freezing when T, < 32°F. The various state points for this system operating in winter are
shown on the psychrometric chart (Figure 2.2.15b). The process in the air washer (state points 6 to 7)
follows the constant wet-bulb line, shown as t*.

Outdoor conditions and internal loads require that the HVAC system supply heating in winter and
cooling in summer. Such an HVAC system would be similar to that shown in Figure 2.2.15a with the
added feature that a cooling coil would be placed downstream of the preheat coil. The preheat coil now
has the primary responsibility of preventing the mixed air from becoming so cold in winter that the
cooling colil is likely to suffer physical damage due to coil frosting.

Example 7: A given space is to be maintained at 78°F dry-bulb and 65°F wet-bulb. The total heat gain
to a zone Q, is 60,000 Btu/hr of which 42,000 Btu/hr is sensible heat transfer (i.e., SHR = 0.70). The
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outdoor air requirement of the occupants totals 500 cfm, and the outdoor air condition is 90°F dry-bulb
and 55% RH.

Determine:

a. the quantity and state of the supply air to the space
b. required capacity of the cooling and dehumidification equipment

Assumptions: Neglect the heat added by the supply fan.
Use the notation followed in Figure 2.2.13.

The problem is under-specified since neither the supply air flow rate nor the supply air temperature
are specified. Usually one of these needs to be known in order to solve the problem as stated above. A
typical rule of thumb is that the supply air dry-bulb temperature entering the space is to be 20°F cooler
than the room temperature. Using this rule, T4, = 58°F

The following exercise shows the steps that an HVAC design engineer would undertake to size HVAC
equipment.

Start with determining relevant properties of states that are fully specified.

Outdoor air: T,y = 90°F, RH, = 55%. Then v, = 14.23 ft’/lba, W, = 0.0170 lbw/lba, and
h, = 40.8 Btu/Iba

Return or room air: T,y = 78°E, T,,;, = 65°F. Then W, = 0.0102 lIbw/lba and h, = 30 Btu/lba
Also, Tg = T, because we ignore the fan temperature rise.

The supply air mass flow is determined from a sensible heat balance. (Note that an enthalpy or total
heat balance cannot be used since the humidity of the supply air is unknown.)

Q, 42,000

¢, (T,—T,) ~ 0.245(78-58) 8571 Iba/hr

Then m,, =

First, we use the total load to determine the enthalpy of the room supply air:

h, = Qt+h2:

al

60,000

2571 +30 = 23 Btu/lba

Second, we analyze the adiabatic mixing process at the outdoor air intake. The mass flow rate of

outdoor air intake m,, = cfm _ 300 60 min/hr _ 2110 lba/hr
vy 14.23

Hence, the amount of recirculated air:

m,, = 8571 — 2110 = 6461 Iba/hr

An energy balance at the mixing point yields

4h h
hy = m, N, +m,,n, - 2110 x 40.8 + 6461 x 30 — 32.6 Btu/lba
m 8571

al
Similarly, humidity and temperature balances yield

W, = 0.01191 Ibw/Iba, and
T,y = 82°F.

Finally, the total cooling capacity of the cooling coil can be determined:
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Q. = m,,(h, — hy) = 8571(23 — 32.6) = —82,282 Btu/hr = 6.86 cooling tons
How much of this cooling load is sensible can also be deduced as follows:
Q.=m, ¢, (Ts—T,) = 8571 x 0.245(58 — 32) = —50,397 Btu/hr

Similar to the room SHR, a cooling coil SHR can also be defined. For this system:

shp = Qe _ 50,397

= = 0.612.
=Q. " som - 00

Note that this is different from the room SHR = 0.7.
At this point, coils and fans can be specified by the designer. If heating is required, similar heating
load and sizing calculations are needed.

2.2.6 Human Comfort

Proper HVAC system design and operation requires simple objective criteria that ensure comfort by the
majority of occupants.

Human indoor comfort can be characterized by to the occupants’ feeling of well-being in the indoor
environment. It depends on several interrelated and complex phenomena involving subjective as well as
objective criteria. Categories of factors include personal (such as metabolism and clothing), measurable
(environmental parameters), and psychological (such as color, sound, light). There is an increasing
realization that work productivity suffers if indoor comfort is compromised. Hence, providing for proper
indoor comfort is acquiring greater importance than in the past. Because of individual differences, it is
impossible to specify a thermal environment that will satisfy everyone. ASHRAE Standard 55-1992
specifies criteria for the thermal environment that is acceptable to at least 80% of the occupants. These
criteria are described below.

Thermal Balance of the Human Body

The body is a heat engine. It converts chemical energy of the food consumed into both heat to sustain
metabolism and work. The harder the body exercises or works, the greater the need to reject heat in
order for the body to maintain thermal balance. The human body primarily rejects heat to the environ-
ment from the body surface by convection, radiation, or evaporation.

The total energy production rate of the body can be written as

Q+W=MA, (22.22)

where Q = heat production rate
W = rate of work
M = metabolic rate
A, = total surface area of skin.
The metabolic rate is customarily expressed in units of mets (or M) where

1 M =1 met = 18.4 Btu/h ft2 = 58.2 W/m?

Since the area A for adults is of the order of 16 to 22 ft? (1.5 to 2 m?), heat production rates by adults
are about 340 Btu/h (110W) for typical indoor activities. Metabolic rates in units of mets for various
activities are shown in Table 2.2.4.

Analysis of the rate of heat produced in the body is based on a steady state energy balance. Because
the body maintains the interior body temperature at a fairly constant value (about 98.2°F or 36.8°C) by
controlling the perspiration rate and blood flow, a steady state model suggested by Fanger (1970) is often
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TABLE 2.2.4 Typical Metabolic Heat Generation for Various Activities

Btu/hr - ft? W/m? met®
Resting
Sleeping 13 40 0.7
Reclining 15 45 0.8
Seated, quiet 18 60 1.0
Standing, relaxed 22 70 1.2
Walking (on level surface)
2.9 ft/s (0.88 m/s) 37 115 2.0
4.4 ft/s (1.3 m/s) 48 150 2.6
5.9 ft/s (1.8 m/s) 70 220 3.8
Office activities
Reading, seated 18 55 1.0
Writing 18 60 1.0
Typing 20 65 1.1
Filing, seated 22 70 1.2
Filing, standing 26 80 1.4
Walking about 31 100 1.7
Lifting, packing 39 120 2.1
Driving/flying
Car driving 18-37 60-115 1.0-2.0
Aircraft, routine 22 70 1.2
Aircraft, instrument landing 33 105 1.8
Aircraft, combat 44 140 2.4
Heavy vehicle 59 185 3.2
Miscellaneous occupational activities
Cooking 29-37 95-115 1.6-2.0
Housecleaning 37-63 115-200  2.0-3.4
Seated, heavy limb movement 41 130 2.2
Machine work
sawing (table saw) 33 105 1.8
light (electrical industry) 37-44 115-140  2.0-2.4
heavy 74 235 4.0
Handling 110-1b (50-kg) bags 74 235 4.0
Pick-and-shovel work 74-88 235-280  4.0-4.8
Miscellaneous leisure activities
Social dancing 44-81 140-255  2.4-4.4
Calisthenics/exercise 55-74 175-235  3.0-4.0
Tennis, singles 6674 210-270  3.6-4.0
Basketball 90-140 290-440 5.0-7.6
Wrestling, competitive 130-160 410-505  7.0-8.7

Source: Adapted from ASHRAE Fundamentals 1993, p. 8.7.
2 1 met = 18.43 Btu/hr - ft? (58.2 W/m?).

used. Its basis is that the heat produced in the body is equal to the total amount of heat rejected by the
body to its environment.

Q = Qcon + Qrad + Qevap + Qres.sens + Qres,lat (2223)

where the first three terms refer to the convection, radiation, and evaporation from the skin, and the last
two terms to sensible and latent heat of respiration.

Clothing adds thermal resistance to heat flowing from the skin and must be included in the model.
The insulating value of clothing is measured in units of clo, defined as

1 clo = 0.88 ft> h °F/Btu (0.155 m? K/W) (2.2.24)
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TABLE 2.2.5 Typical Insulation and Permeability Values for Clothing

Ensembles
1, I
Ensemble Description (clo)  (clo) A /A,

Walking shorts, short-sleeve shirt 0.36 1.02 1.10
Trousers, short-sleeve shirt 0.57 1.20 1.15
Trousers, long-sleeve shirt 0.61 1.21 1.20
Same as above plus suit jacket 0.96 1.54 1.23
Same as above plus vest and t-shirt 1.14 1.69 1.32
Trousers, long-sleeve shirt,

long-sleeve sweater, t-shirt 1.01 1.56 1.28
Same as above plus suit jacket

and long underwear bottoms 1.30 1.83 1.33
Sweat pants, sweat shirt 0.74 1.35 1.19
Long-sleeve pajama top, long pajama trousers,

short 3/4 sleeve robe, slippers, no socks 0.96 1.50 1.32
Knee-length skirt, short-sleeve shirt,

pantyhose, sandals 0.54 1.10 1.26
Knee-length skirt, long-sleeve shirt,

full slip, pantyhose 0.67 1.22 1.29
Knee-length skirt, long-sleeve shirt,

half slip, pantyhose, long-sleeve sweater 1.10 1.59 1.46
Same as above, replace sweater

with suit jacket 1.04 1.60 1.30
Ankle-length skirt, long-sleeve shirt,

suit jacket, pantyhose 1.10 1.59 1.46
Long-sleeve coveralls, t-shirt 0.72 1.30 1.23
Overalls, long-sleeve shirt, t-shirt 0.89 1.46 1.27
Insulated coveralls, long-sleeve thermal

underwear, long underwear bottoms 1.37 1.94 1.26

Source: Adapted from ASHRAE Fundamentals. With permission.

Note: clo = 0.88 ft? - °F/Btu (0.155 m? K/w)

The unit of clo is based on the insulating value of the typical American man’s business suit in 1941.

Table 2.2.5 gives values of the thermal resistance of various clothing ensembles. The values for the clothing

alone are given the symbol I, and those for the total thermal resistance between the skin and the

environment are given the symbol I;.. The outside surface area of the clothing should be used rather than

skin area when computing heat losses. The surface area ratio between the total surface area of the clothing

and the skin area A /A is also given in Table 2.2.5.
The convective transfer can be written as

where

Qfoﬂ = Aclhcon(Tcl_ Tu)

A is the surface area of the clothing and skin in contact with the air,

T, is the mean temperature of the clothing and skin in contact with the air,

h.,, is the average convective heat transfer coefficient from clothing, and

T, is the dry-bulb temperature of the surrounding air.

The following correlations can be used to determine h,,, in units of Btu/hr ft> °F:

(a) for a seated person:

h,, = 0.55

=0.061 - Vo¢
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(b) for an active person in still air

h,,, = (M — 0.85)0% 1.1 <M <30 (2.2.26b)

where M is the metabolic rate in units of met.

The radiative process is more complicated because different surfaces of the environment (or room)
may have different temperatures. For example, during winter, a window exposed to the outside may be
at a much lower temperature than that of other surfaces. In summer, a sunlit interior wall may be several
degrees warmer than an unlit one. Because these differences are usually small, a linearized radiative heat
loss can be assumed without much inaccuracy. The emissivities of various indoor surfaces are close to
0.9 and we assume that the surfaces are black. A mean radiant temperature T, of the environment is
defined such that

0 Fu_o(T4-Tp) = o(Tg-T)) (2227)

where
the sum includes all surfaces with which the body can exchange direct radiation,
F.., is the radiation view factor from the body to the n surrounding surface, and
o is the Stefan—Boltzman constant.

In other words, T, is the temperature of an imaginary isothermal enclosure with which a human body
would exchange the same amount of radiation as with the actual environment.
The radiative heat loss from the body can now be written as

Qrad = Ajh,,y (T —=T)) (2.2.28)

where h,, is the linearized radiative heat transfer coefficient. A numerical value of 0.83 Btu/hr ft? °F
(4.7 W/m? K) is advocated for this coefficient for normal nonmetallic clothing.
We can combine the convective and radiative coefficients into one single total heat transfer coefficient:

hc+r = hcon + hrad (2229)

Then, Equations 2.2.25 and 2.2.28 can be written together as:

Qcon + Qrad = Ad . hc+r . (Tcl - TOP) (2230)
where T, is called the operative temperature defined as

_he o, Ty +h T,

con

T,p o

(2.2.31)

c+r

Often T,, is close to the simple arithmetic average of T, and T,. The comfort indices above do not
include humidity effects. One can include the evaporative skin loss in the above treatment by defining
the adiabatic equivalent temperature which is a linear combination of T,, and the vapor pressure of the
air, which depends on skin wetness and on clothing permeability. This quantity would then allow
combining environmental dry-bulb temperature and humidity as well as the surrounding surface tem-
peratures into a single temperature index that completely determines the total heat loss from the skin.
It is used as the basis of the ASHRAE comfort chart described below.

Another temperature index, the effective temperature ET*, is also used in the analysis of thermal
comfort. Like the adiabatic equivalent temperature, it is a linear combination of T,, and the vapor
pressure. More strictly, it is the temperature of an isothermal black enclosure with 50% RH where the
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body surface would experience the same heat loss as in the actual space. The 50% level is chosen as the
reference value because it is the most common and widely accepted level of indoor humidity.

Example 8: Determine the operative temperature of an enclosure whose dry-bulb temperature is 75°F
and mean radiant temperature is 80°F, and where the occupants walk around at 4.4 ft/s.
From Table 2.2.4, the activity level corresponds to a met level of 2.6. The convective heat transfer

coefficient h_, is determined from Equation 2.2.26b:

con

h., = (2.6 — 0.85)*%° = 1.244 Btu/hr - ft? - °F

We use the standard value for the radiative heat-transfer coefficient of 0.83 Btu/hr ft?> °F. Thus from
Equation 2.2.31,

_ 1.244 <75 + 0.83 X 80

T
P 1.244 + 0.83

= 77.0°F

Conditions for Thermal Comfort

The environmental parameters discussed above are the primary factors used to characterize human
comfort. There are also secondary effects such as nonuniformity of the environment, visual stimuli, age,
and outdoor climate (ASHRAE, 2001). Studies on 1600 college-age students revealed correlations between
comfort level, temperature, humidity, sex, and length of exposure. Several trends are described below.

The thermal sensation scale adopted for voting by the students is called the ASHRAE thermal sensation
scale, and is represented as follows:

+3  hot

+2 warm

+1 slightly warm
0 neutral

-1 slightly cool

-2 cool

-3 cold

The relevant index of acceptability of the indoor environment is the predicted mean vote (PMV) for
which an empirical correlation has been developed:

PMV = a*t + b*P, + c* (2.2.32)

where the numerical values of the coefficients a*, b*, and c¢* are given in Table 2.2.6.

In general, the distribution of votes will always show considerable scatter. A useful index of accept-
ability of an environment is the percentage of people dissatisfied (PPD), defined as people voting outside
the range of —1 to +1. When the PPD is plotted versus the mean vote of a large group characterized by
the PMYV, one typically finds a distribution such as shown in Figure 2.2.16 This graph shows that even
under optimal conditions (i.e., a mean vote of zero), at least 5% of occupants are dissatisfied with the
thermal comfort.

ASHRAE Standard 55 specifies boundaries of the comfort zones where 80% of occupants are thermally
comfortable. The specification of these zones is based on the concept of ET* as depicted in Figure 2.2.17.
This chart is similar to the psychrometric chart, but the abscissa is the operative temperature T,, rather
than the dry-bulb temperature. The acceptable values of temperature and humidity are indicated by the
shaded zones in Figure 2.2.17. Numerical values for the comfort zone are are provided in Table 2.2.7. In
winter, an effective temperature of 70 to 72°F (21 to 22°C) is optimum for normally clothed people. In
summer, about 76°C would be optimum. The further one strays from these values, the greater the
percentage of people who are likely to be dissatisfied. The chart shows different zones for winter and for
summer because comfort depends on the insulation value of the clothing, as discussed earlier.
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TABLE 2.2.6 Coefficients a*, b*, and ¢* Used to Calculate Predicted Mean Vote

Coefficients
Exposure English Units, SI Units,
Period, t (°F), P, (psia) t (°C), P, (kPa)
hr Sex a* b* c* a* b* c*
1.0 Male 0.122 1.61 -9.584 0.220 0.233 -5.673
1.0 Female 0.151 1.71 —12.080 0.272 0.248 —7.245
1.0 Combined 0.136 1.71 -10.880 0.245 0.248 —6.475
3.0 Male 0.118 2.02 -9.718 0.212 0.293 -5.949
3.0 Female 0.153 1.76 -13.511 0.275 0.255 -8.622
3.0 Combined 0.135 1.92 -11.122 0.243 0.278 -6.802

Source: Adapted from ASHRAE Fundamentals 1993, p. 8.16.
Note: For young adult subjects with sedentary activity and wearing clothing with a
thermal resistance of approximately 0.5 clo, ¢, = ¢, air velocities < 40 ft/min (0.2 m/s).

100
80

30 AN /
N N /
15+
10

Predicted percent dissatisfaction

NV Y- )
I

N T WO YOO N T T T N T T TN T YO W S T W U T T O A WO T L A A OO A O O N

2.0 1.5 1.0 0.5 0 0.5 1.0 1.5 2.0
Predicted mean vote

FIGURE 2.2.16 Predicted percentage of dissatisfied (PPD) as a function of predicted mean vote (PMV). [Reprinted
with permission from ASHRAE Fundamentals 1993 (IP & SI), p. 8.18.]

TABLE2.2.7 Optimum and Acceptable Ranges of Operative Temperature for People during
Light, Primarily Sedentary Activity (< 1.2 met) at 50% Relative Humidity and Mean Air Speed
<0.15 m/s (30 fpm)

Description of 1, Optimum operative Operative temperature range
Season typical clothing (clo) temperature (10% dissatisfaction criterion)
Winter heavy slacks, 0.9 22°C 20-23.5°C
long-sleeve shirt 71°F 68-75°F

and sweater

Summer  light slacks and 0.5 24.5°C 23-26°C
short-sleeve shirt 76°F 73-79°F

minimal 0.05 27°C 26-29°C

81°F 79-84°F
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FIGURE 2.2.17  Acceptable ranges of operative temperature and humidity for people in typical summer and winter
clothing during light, primarily sedentary activity (< 1.2 met). The ranges are based on a 10% dissatisfaction criterion.

The left and right boundaries of the shaded zones are lines of constant adiabatic equivalent temper-

ature, hence lines of constant heat loss. They are sloped from upper left to lower right because the
evaporative heat loss from the body decreases as the humidity ratio of the air increases.

The comfort chart is applicable to reasonably still air (velocities less than 30 ft/min or 0.15 m/s), with
occupants seated at rest or doing light work (met = 1.2) and to spaces where enclosing surfaces are at
the mean temperature equal to the dry-bulb temperature. When the activity level is between 1.2 and
3 mets, Standard 55-1992 recommends that the operative temperature be determined as:

T,p = Topea — 54 (1.0 + clo)(M — 1.2) °F

T,, = Typua — 3.0 (1.0 + clo)(M - 1.2) K (2.2.33)

where clo=clothing insulation, and the subscript std designates the value below 1.2 met.

The ASHRAE Comfort chart applies to clothing levels of clo=0.9 during winter and clo=0.5 during
summer. The relationship between clothing insulation and operative temperature so as to be within the
ASHRAE 80% acceptability limits is shown in Figure 2.2.18. As the operative temperature increases, one
can still maintain comfort by reducing the clothing insulation value, i.e., by dressing lightly.

Within the thermally acceptable temperature ranges stated earlier, there is no minimum air movement
that is necessary for thermal comfort. The temperature may be increased above these levels provided one
can increase the air speed. An estimate is provided by Figure 2.2.19 which corresponds to clothing and
activities pertinent to summer comfort zone. However, temperature should not be increased more than
5.4°F (3°C) above the comfort zone and air speeds should be kept less than 160 ft/min (0.8 m/s). Studies
have shown that women of all age groups prefer an effective temperature about one degree higher than

that preferred by men, while both men and women over 40 years prefer an effective temperature about
one degree higher than that desired by younger people.

Finally, thermal stratification in the room also affects comfort. Vertical air temperature difference

should not exceed 5°F (3 K) between 4 in (0.1 m) and 67 in (1.7 m) above the floor. Other specific
recommendations are provided in ASHRAE Standard 55-1992.
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FIGURE 2.2.18 The recommended range of clothing insulation providing acceptable thermal conditions at a given
operative temperature for people during light, primarily sedentary activity (<1.2 met). The limits are based on a
10% dissatisfaction criterion.
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FIGURE 2.2.19  Air speed required to offset increased temperature. The air speed increases in the amount necessary
to maintain the same total heat transfer from the skin. This figure applies to increases in temperature above those
allowed in the summer comfort zone with both t, and t, increasing equally. The starting point of the curves at 0.2 m/s
(40 fpm) corresponds to the recommended air speed limit for the summer comfort zone at 26°C (79°F) and typical
ventillation (i.e., turbulence intensity between 30% and 60%). Acceptance of the increased air speed requires occupant
control of the local air speed.
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3.1 Central and Distributed Utilities

Anthony F. Armor and Jan F. Kreider

Electricity is the primary energy source for operating much of the HVAC equipment in buildings
including fans, chillers, pumps, and electrical auxiliaries. It is also the primary energy source for lighting
in the U.S. Given the importance of electricity and the current rapid evolution of the electrical industry
in the U.S,, it is important for the HVAC designer to understand both present and future options for
electricity generation.

This chapter discusses the expected near-term situation in traditional generation and distribution
industries and a new paradigm, the generation of electricity using many, small distributed generators.
Distributed generation (sometimes called distributed resources — DR) is expected to grow rapidly in
the first decade of the 21st century to the extent that by 2010, up to 20% of new generation capacity in
the U.S. will be from DR.

This section reviews the status and likely future application of competing electrical generation tech-
nologies, particularly those with near-term potential. Capacity additions in the United States in the next
10 years will be based on gas, coal, and to some extent on renewables. Repowering of older plants will
likely be increasingly attractive.

Gas turbine-based plants will dominate in the immediate future. The most advanced combustion
turbines achieve more than 40% efficiency in simple cycle mode and greater than 50% lower heating
value (LHV) efficiency in combined cycle mode (gas turbine plus steam turbine). In addition, com-
bustion turbine/combined cycle (CT/CC) plants offer siting flexibility, phased construction, and capital
costs between $400/kW and $800/kW. These advantages, coupled with adequate natural gas supplies
and the assurance of coal gasification backup, make this technology a prime choice for green field and
repowered plants.
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There is also good reason why the pulverized coal plant may still be a primary choice for many
generation companies. Scrubbers have proved to be more reliable and effective than early plants indicated.
Up to 99% SO, removal efficiency is possible. About 60 GW of U.S. coal-fired generation is currently
equipped with flue gas desulfurization (FGD) systems. Also, the pulverized-coal (PC) plant has the
capability for much improved heat rate (about 8500 Btu/kWh) even with full flue gas desulfurization.

Atmospheric and pressurized fluidized bed combustion (FBC) offer reductions in both SO, and NO,
and also permit the efficient combustion of low rank fuels. In the U.S., there are now over 150 operating
units for power generation and ten vendors of FBC boilers, four of which offer units up to 250 MW in size.

Gasification power plants exist at the 100 MW and 160 MW levels and are planned up to 450 MW.
Much of the impetus is now coming from the DOE clean coal program, where three gasification projects
are in progress.

In small unit sizes, often suitable for distributed generation, technical progress will be made (although
large-scale applications still remain modest) in renewables (solar, wind, biomass), microturbines and
fuel cells. They promise high efficiencies, low emissions, and compact plants.

Capital cost and efficiency will remain the determining issues in the application of all these possible
generation options.

Overall Industry Needs

The U.S. electric power industry consists of a network of small and large companies, both private and
public — more than 3000 in all. They generate more than 700 GW of electric power — by far the greatest
concentration of electric power production in the world, about equal to the next five countries combined.
However, although advanced generation technologies are beginning to find their way into the power
industry, most installed capacity is 20 or more years old and equipment efficiency reflects this vintage.
Likewise, the transmission and distribution system is aging.

The National Energy Strategy of 1991 set general U.S. policy for the future, and one specific directive
was to enhance the efficiency of generation, transmission, and use of electricity. There are two key drivers
for this directive: one is to reduce emissions of undesired air, water, and ground pollutants, and the other
is to conserve our fossil fuels. The desire to move to a more energy-conscious mode of operation will
clearly give impetus to the renewables as significant (although probably not major) future power sources
and will encourage efficiency advances in both fossil and nuclear plants.

The CRC Handbook of Energy Efficiency (Chapter 7) summarizes the fuel supply outlook through 2010.

3.1.1 Management of Existing Fossil Plant Assets

Generation companies are now looking at power plants in a more profit-focused manner, treating them
as company assets, to be invested in a way that maximizes the company bottom line or the profit for the
company. As the average age of fossil unit inches upward, executives are often asking “If I invest a dollar
into this plant to improve heat rate, availability, or some other plant performance measure, will this
produce more in base profit to my company than investing, say, in some other plant, or building new
capacity, or buying power from outside?” One important aspect of this new business strategy concerns
the “use” that is being made of any particular plant, since increased plant usage implies more company
value for that plant.
Here are some measures of plant utilization:

Heat rate is the quantifiable measure of how efficiently we can convert fuel into MW. It is inherently
limited by cycle and equipment design and by how we operate the plant. In a simple condensing
cycle the heat rate of a fossil fuel plant cannot fall much below 8500 Btu/kWh, even with super-
critical cycles and double reheat of the feedwater.

Capacity factor (CF) is a measure that indicates how a plant is loaded over the year. Few single cycle
fossil units achieve 90% capacity factor these days, and this has an impact on the measured heat
rate of the unit. Under ideal conditions for effective asset management, and apart from downtime
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for maintenance, CF should be close to 100% for the purposes of getting the most out of the plant
asset. Market conditions and the reserve margins of the utility often dictate otherwise.

Price of electricity is a determining factor in how units are dispatched. Electricity cost is largely dictated
by fuel cost, which typically makes up 70% of the cost of operating a power plant. It is interesting
that none of the top ten U.S. units in heat rate makes the top ten in electricity cost.

Finally, some have suggested a term called overall energy efficiency, which describes how well a plant
utilizes the basic feedstock (coal, oil, or gas). If we can produce other products from a fossil plant besides
electricity, the value of that asset goes up, and, of course, the “effective” heat rate drops significantly.

Using these measures we are seeing many, perhaps most, of the major U.S. generation companies take
a close look at their plant assets to judge their bottom-line value to the company. In the growing
competitive generation business, an upgrade or maintenance investment in a power plant will be deter-
mined largely by the return on investment the company can expect at the corporate level. In order to
achieve these corporate goals, it is necessary to have a good handle on equipment life and the probability
of failures. Also needed are options for improving heat rate, for increasing output (by repowering), and
for improving plant productivity to make the assets competitive.

3.1.2 Clean Coal Technology Development

At an increasing rate in the last few years, innovations have been developed and tested aimed at reducing
emissions through improved combustion and environmental control in the near term, and in the longer
term by fundamental changes in how coal is preprocessed before converting its chemical energy to
electricity. Such technologies are referred to as clean coal technologies — described by a family of
precombustion, combustion/conversion, and postcombustion technologies. They are designed to provide
the coal user with added technical capabilities and flexibility and at lower net cost than current environ-
mental control options. They can be categorized as follows:

+ Precombustion, in which sulfur and other impurities are removed from the fuel before it is burned.

+ Combustion, in which techniques to prevent pollutant emissions are applied in the boiler while
the coal burns.

+ Postcombustion, in which the flue gas released from the boiler is treated to reduce its content of
pollutants.

+ Conversion, in which coal, rather than being burned, is changed into a gas or liquid that can be
cleaned and used as a fuel.

Coal Cleaning

Cleaning of coal to remove sulfur and ash is well established in the United States with more than 400
operating plants, mostly at the mine. Coal cleaning removes primarily pyritic sulfur (up to 70% SO,
reduction is possible) and in the process increases the heating value of the coal, typically by about 10%
but occasionally by 30% or higher. Additionally, if slagging is a limiting item, increased MW may be
possible, as at one station which increased generation from 730 MW to 779 MW. The removal of organic
sulfur, chemically part of the coal matrix, is more difficult but may be possible using microorganisms or
through chemical methods, and research is underway. Finally, heavy metal trace elements can be removed
also, conventional cleaning removing (typically) 30 to 80% of arsenic, mercury, lead, nickel, and antimony.

Pulverized-Coal-Fired Plants

Built in 1959, Eddystone 1 at PECO Energy was, and still is, the supercritical power plant with the highest
steam conditions in the world. Main steam pressure was 5000 psi when built, and steam temperature
1200°F for this double reheat machine. PECO Energy will continue to operate Eddystone I to the year
2010, an impressive achievement for a prototype unit.
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FIGURE 3.1.1 A pulverized-coal combined cycle with topping steam turbine has a projected heat rate of
7200 Btu/kWh. The air turbine uses 1800°F air, or 2300°F air with supplemental firing. The topping turbine uses
steam at 1300°F.

But the most efficient pulverized-coal-fired plant of the future is likely to be a combined cycle plant,
perhaps with a topping steam turbine, as shown in Figure 3.1.1. With an 1800°F air turbine and 1300°F
topping steam turbine, the heat rate of this cycle is about 7200 Btu/kWh — very competitive with any
other proposed advanced cycles in the near term.

3.1.3 Emissions Control

Worldwide about 40% of electricity is generated from coal. Installed coal-fired generating capacity, more
than 1000 GW, is largely made up of 340 GW in North America, 220 GW in Western Europe, Japan, and
Australia, 250 GW in Eastern Europe and the former USSR, and 200 GW in China and India. In the
decade to the year 2000, about 190 GW of new coal-fired capacity was added. The control of particulates,
sulfur dioxides, and nitrogen oxides from those plants is one of the most pressing needs of today and of
the future. This is accentuated when the impact of carbon dioxide emissions, with its contribution to
global warming, is considered. To combat these concerns, a worldwide move toward environmental
retrofitting of older fossil-fired power plants is underway, focused largely on sulfur dioxide scrubbers
and combustion or postcombustion optimization for nitrogen oxides.

Sulfur Dioxide Removal

When it is a matter of retrofitting an existing power plant, no two situations are identical: fuels, boiler
configurations, and even space available for new pollution control equipment all play a role in the decision
on how a utility will meet new emission reduction requirements. For example, a decision to install a
sorbent injection technology rather than flue gas desulfurization (FGD) for SO, reduction may depend
not only on the percentage reduction required but also on the space constraints of the site and on the
capacity factor of the plant (with a lower capacity factor, the lower capital cost of sorbent injection is
advantageous compared to FGD). Most utilities, though, have been selecting either wet or dry scrubbing
systems for desulfurization. Generically these can be described as in the following sections.

Conventional Lime/Limestone Wet Scrubber. By 1994 the United States already had more than
280 flue gas desulfurization (FGD) systems in operation on 95,000 MW at utility stations; now the U.S.
experience is approaching 1000 unit years.
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FIGURE 3.1.2 The conventional lime/limestone wet scrubber is the dominant system.

The dominant system is the wet limestone design, limestone being one-quarter the cost of lime as a
reagent. In this system (Figure 3.1.2) the limestone is ground and mixed with water in a reagent preparation
area. It is then conveyed to a spray tower called an absorber, as a slurry of 90% water and 10% solids, and
sprayed into the flue gas stream. The SO, in the flue gas is absorbed in the slurry and collected in a reaction
tank, where it combines with the limestone to produce water and calcium sulfate or calcium sulfate crystals.
A portion of the slurry is then pumped to a thickener where these solids/crystals settle out before going to
a filter for final dewatering. Mist eliminators installed in the system ductwork at the spray tower outlet
collect slurry/moisture entrained in the flue gas stream. Calcium sulfate is typically mixed with fly ash (1:1)
and lime (5%) and disposed of in a landfill.

Various improvements can be made to this basic process, including the use of additives for performance
enhancement and the use of a hydrocyclone for dewatering, replacing the thickener, and leading to a
salable gypsum byproduct. The Chiyoda-121 process (Figure 3.1.3) reverses the classical spray scrubber
and bubbles the gas through the liquid. This eliminates the need for spray pumps, nozzle headers, separate
oxidation towers, and thickeners. Bechtel has licensed this process in the U.S.; the first commercial
installation is at the University of Illinois on a heating boiler, and a DOE clean coal demonstration is
underway. The waste can be sold as gypsum or disposed of in a gypsum stack.

Spray Drying. Spray drying (Figure 3.1.4) is the most advanced form of dry SO, control technology.
Such systems tend to be less expensive than wet FGD but typically remove a smaller percentage of the
sulfur (90% compared with 98%). They are used when burning low-sulfur coals and utilize fabric filters
for particle collection, although recent tests have shown applicability to high-sulfur coals also.

Spray driers use a calcium oxide reagent (quicklime), which, when mixed with water, produces a
calcium hydroxide slurry. This slurry is injected into the spray drier, where it is dried by the hot flue gas.
As the drying occurs, the slurry reacts to collect SO,. The dry product is collected at the bottom of the
spray tower and in the downstream particulate removal device, where further SO, removal may take
place. It may then be recycled to the spray drier to improve SO, removal and alkali utilization.
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FIGURE 3.1.3 The Chiyoda-121 scrubber simplifies the process by bubbling the flue gas through the liquid,
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FIGURE 3.1.4 Spray driers use a calcium oxide reagent mixed with water, which is dried by the flue gas. A dry
product is collected in a fabric filter.

For small, older power plants with existing electrostatic precipitators (ESPs), the most cost-effective
retrofit spray dry configuration locates the spray dryer and fabric filter downstream of the ESP, separating
in this manner the spray dryer and fly ash waste streams. The fly ash can then be sold commercially.

Control of Nitrogen Oxides

Nitrogen oxides can be removed either during or after coal combustion. The least expensive option and
the one generating the most attention in the U.S. is combustion control, first through adjustment of the
fuel/air mixture, and second through combustion hardware modifications. Postcombustion processes
seek to convert NO, to nitrogen and water vapor through reactions with amines such as ammonia and
urea. Selective catalytic reduction (SCR) injects ammonia in the presence of a catalyst for greater effec-
tiveness. So the options (Figure 3.1.5) can be summarized as
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FIGURE 3.1.5 Control options for NO, include operational, hardware, and postcombustion modifications.

Operational changes. Reduced excess air, and biased firing, including taking burners out of service.

Hardware combustion modifications. Low NO, burners, air staging, and fuel staging (reburning).

Postcombustion modifications. Injection of ammonia or urea into the convection pass, selective
catalytic reduction (SCR), and wet or dry NO, scrubbing (usually together with SO, scrubbing).

Low NO, burners can reduce NO, by 50%, and SCR by 80%, but the low NO, burner option is much
more cost-effective in terms of cost per ton of NO, removed. Reburning is intermediate in cost per
removed ton and can reduce NO, by 50%, or 75% in conjunction with low NO, burners.

Fluidized-Bed Plants. Atmospheric fluidized-bed boilers (see Figure 3.1.6) offer reductions in both
SO, and NO, and also permit the efficient combustion of low-rank fuels. In the U.S. there are now over
150 operating units generating over 5000 MW, and ten vendors of FBC boilers, four of which offer units
up to 250 MW in size. The rapid growth in number of FBC units and capacity is shown in Figure 3.1.7.

The future for fluidized-bed utility boilers is evident in the move by several countries (Sweden, Japan,
Spain, Germany, United States) toward the pressurized fluidized-bed combined cycle design. The modular
aspect of the PFBC unit is a particularly attractive feature leading to short construction cycles and low-
cost power. This was particularly evident in the construction of the Tidd plant, which first generated
power from this combined cycle (Figure 3.1.8) on November 29, 1990.

3.1.4 Combustion Turbine Plants

Combustion turbine-based plants comprise the fastest growing technology in power generation. Between
now and 2005, natural gas-fired combustion turbines and combined cycles burning gas will account for
50 to 70% of new generation to be ordered worldwide. GE forecasts that combustion turbines and
combined cycles will account for 45% of new orders globally, and for 66% of new U.S. orders. Almost
all of these CT and CC plants will be gas-fired, leading a major expansion of gas for electricity generation.

Estimates suggested 23 GW of new gas-fired CT capacity in the United States between 1990 and 2000
(Figure 3.1.9). Worldwide there are even more striking examples. In the United Kingdom, 100% of all
new generation ordered or under construction is gas-fired combined cycle.

Aircraft Technology

In the 1960s, gas turbines derived from military jet engines formed a major source of utility peaking
generation capacity. Fan-jets, though, which replaced straight turbojets, were much more difficult and
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to be burned in a suspended bed, fluidized by an underbed air supply. The sulfur in the coal reacts with the calcium
to produce a solid waste of calcium sulfate. The combustion temperature is low (1500°F), reducing NO, emissions.
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FIGURE 3.1.7 The growth in number and size of AFBC plants has been significant since the demonstration of
100+ MW sizes in U.S. utility plants.

expensive to convert to utility use, and the resulting aeroderivative turbines have been little used. The
main reason for the high cost was the need to replace the fan and add a separate power turbine.

As bypass ratios, and hence fan power, have increased, the most recent airline fan-jets can be converted
to utility service without adding a separate power turbine. Furthermore, modifications of these engines,

with intercooling and possibly reheat, appear to be useful for advanced power cycles such as chemical
recuperation and the humid air turbine.
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FIGURE 3.1.8 Pressurized, fluidized-bed combustor with combined cycle. This 70 MW system operated at the Tidd

plant of American Electric Power.
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FIGURE 3.1.9 Combustion turbine additions in the United States in the decade before the year 2000. (From

GRI/DOE [1991], NERC [1990].)

Humidified Air Power Plants

A new class of combustion turbine-based approaches are termed humidified air power plants. In these
combustion turbine cycles the compressor exit air is highly humidified prior to combustion. This reduces
the mass of dry air needed and the energy required to compress it.
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The continuous plant cycle for this concept is termed the Humid Air Turbine (HAT). This cycle using,
for example, extensive modification of the TPM FT4000, has been calculated to have a heat rate on
natural gas about 5% better than the latest high-technology combined cycle. The HAT cycle is adaptable
to coal gasification leading to the low emissions and high efficiency characteristics of gasification com-
bined cycle plants but at a low capital cost, since the steam turbine bottoming cycle is eliminated.

Gasification Plants

One option of particular importance is that of coal gasification (Figure 3.1.10). After the EPRI Coolwater
demonstration in 1984 at the 100 MW level, the technology has moved ahead in the U.S. largely through
demonstrations under the CCT program. Overseas, the 250 MW Buggenham plant in Holland was
operational in 1994, and the PSI/Destec 265 MW and TECO 260 MW clean coal demos both operated
in 1996. Beyond this, there is a 300 MW plant for Endesa, Spain and a 330 MW unit for RWE in Germany
(Figure 3.1.11).

Gasification-based plants have among the lowest emissions of pollutants of any central station fossil
technology. With the efficiency advantages of combined cycles, CO, emissions are also lower. Fuel
flexibility is an additional benefit, since the gasifier can accommodate a wide range of coals, plus petro-
leum coke. Integrated gasification combined cycle (IGCC) plants permit a hedge against long-term
increases in natural gas prices. Natural gas-fired combustion turbines can be installed initially, and
gasifiers at a later time when a switch to coal becomes prudent.

Concurrent with the advances in gasification are efficiency improvements in combustion turbines.
The new F-type CTs operate at 2300°EF, and 2500°F machines are likely soon. This makes the IGCC a
very competitive future option.

A Look at the Future of Combustion Turbines

Combustion turbines and combined cycles grew steadily more important in all generation regimes;
peaking, mid-range, and base load. They account for the majority of new generation ordered and installed.
If the present 2300°F firing temperature machines operate reliably and durably, CT and CC plants will
begin to retire older steam plants and uneconomic nuclear plants. With no clear rival other than fuel
cells, which are only now emerging, CT technology may dominate fossil generation, and new advanced
CT cycles — with intercooling, reheat, possibly chemical recuperation, and most likely humidification
— should result in higher efficiencies and lower capital costs. Integrated gasification, which guarantees
a secure bridge to coal in the near term, will come into its own as gas prices rise under demand pressure.
By 2015, coal through gasification is expected to be the economic fuel for a significant fraction of new
base-load CT/CC generation. The rate at which these trends develop depends in a large measure on the
relative costs by burning gas or coal.

3.1.5 Distributed Electrical Generation Basics

A confluence of events in the U.S. electrical generation and transmission industry has produced a new
paradigm for distributed electrical generation and distribution in the U.S. Electrical deregulation,
reluctance of traditional utilities to commit capital to large central plants and transmission lines, and
a suite of new, efficient generation hardware have all combined to bring this about. Persistent environ-
mental concerns have further stimulated several new approaches. This section describes the term
distributed generation technologies and their differentiating characteristics along with their readiness for
the U.S. market. In order to decide which approaches are well suited to a specific project, an assessment
methodology is needed. A technically sound approach is therefore described and example results are
given in the final section of this chapter.

Distributed resource generation (DR) is any small scale electrical power generation technology that
provides electric power at a site closer to customers than central station generation, and that is usually
interconnected to the distribution system or directly to the customer’s facilities. According to the
Distributed Power Coalition of America (DPCA), research indicates that distributed power has the
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FIGURE 3.1.12 Distributed generation and energy storage technologies.

potential to capture about 20 percent of additions to generating capacity, or 35 gigawatts (GW), over the
next two decades. The Electric Power Research Institute estimates that the DR market could amount to
2.5-5 GW/year by 2010. DR technologies include small combustion turbine generators, internal com-
bustion reciprocating engines and generators, photovoltaic panels, and fuel cells.” Other technologies
including solar thermal conversion, stirling engines, and biomass conversion are considered as DR.
We arbitrarily limit the term DR, in this chapter, to refer to plants with capacities less than a few MW.

* Wind power is not included since, in the U.S., it has been primarily deployed as a central power generation

technology.
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TABLE 3.1.1 Cost Projections for Representative Generation Technologies for a Plant in the Northeast United States

Pulverized Coal Plants Atmospheric FBC
Subcritical Supercritical Circulating Pressurized FBC
Wet Scrubber Wet Scrubber No Scrubber Combined Cycle
Plants 300 MW 400 MW 200 MW 340 MW
Capital cost (1993)? 1607 1600 1805 1318
($/kW)
Nonfuel O&M costs
Variable (mills/kWh) 3.0 2.8 5.4 1.8
Fixed ($/kW yr) 46.6 43.1 37.0 37.6
Efficiency (%) 36.0 39.0 35.0 41.0
Coal Gasification
Coal Gasification Coal Gasification Molten Carbonate Gas-Fired
Combined Cycle Humid Air Turbine Fuel Cell Combined Cycle
Plants 500 MW 500 MW 400 MW 225 MW
Capital cost (1993) 1648 1447 2082 595
($/kW)
Nonfuel O&M costs
Variable (mills/kWh) 0.5 1.3 1.1 0.4
Fixed ($/kW yr) 49.9 40.4 57.2 26.5
Efficiency (%) 42.0 42.0 50.0 46.0

@ Costs of new plants are likely to reduce, in real terms, over the next 10 years due to technology developments and
increased worldwide competition for markets in the developing countries. New technologies (PFBC, IGCC, fuel cells) will
lower capital costs as production capacity grows.

Source: Technical Assessment Guide, EPRI TR-102275-V1R7, June 1993. Electrical Power Research Institute, Palo Alto, CA.

Distributed generation can provide a multitude of services to both utilities and consumers, including
standby generation, peak shaving capability, baseload generation, or cogeneration. Less well understood
benefits including ancillary services — VAR support, voltage support, and network stability among others
— may ultimately be of more economic benefit than simple energy-related benefits.

DR technologies can have environmental benefits ranging from truly green power (photovoltaics) to
significant mitigation of one or more pollutants often associated with coal-fired generation. Natural gas-
fired DR turbine generators, for example, release less than a quarter of the emissions of SO,, less than
1/100th NOy, and 40 percent less CO, than many new coal-boiler power plants; these DR units are clean
enough to be situated among residential and commercial establishments (DCPA, 1998).

Electric restructuring has spurred the consideration of DR power because the buyers and sellers of
electricity will have to be more responsive to market forces. Central utilities suffer from the burden of
significant stranded costs. DR avoids this cost. DR is a priority in parts of the country where the spinning
reserve margins are shrinking, where growing industrial and commercial uses as well as transmission
and distribution (T&D) constraints are limiting power flows (DCPA, 1998).

Additional impetus was added to DR efforts during the summers of 1998, 1999, and 2000 by the heat
waves that staggered the U.S. and caused power cuts in the west and across the Rust Belt. The shortages
and outages were the result of a combination of factors — climbing electricity demand, permanent or
temporary shutdown of some of the region’s nuclear facilities, unusually hot weather, and 1998 summer
tornadoes that downed a transmission line (McGinley, 1998).

Forces Propelling DR Today

The DR era appears to have arrived based on evidence from many and diverse sources. U.S. utility
deregulation is an “enabler” for widespread DR adoption but is not a required condition of rapid growth
in small generation sales. Experts list the following reasons for expected DR applications in the next 20
years:
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Utilities are seeking ways to avoid large capital investments in new generating capacities. Incre-
mental investments in smaller plants are preferred.

Distribution system loading is near the limit with the result that power quality is suffering and
power outages are becoming more prevalent. DR of power bypasses most of the distribution
system.

Several small and efficient DR technologies are nearing maturity.

+ Telecommunication and computational systems compatible with the widespread deployment of
DR will exist in the very near future.

+ U.S. utilities are being restructured as a result of deregulation of electrical utilities.

+ DR owned by local building operators or energy service companies avoid the electricity price
volatility seen in the past two years during peak load periods.

In spite of these notable reasons for DR growth, it must be recognized that DR is a “disruptive
technology,” and, as was the case with past technologies, it may offer worse economic or technical
performance than traditional approaches. However, as commercialization continues, these new technol-
ogies will be characterized by rapid performance improvements and larger market share. Because the
small scale technologies described next tend to be simpler and smaller than older ones, they may well
be less expensive to own and operate.

TABLE 3.1.2 Summary of Distributed Generation Technologies

Criterion IC Engine Microturbine PVs Fuel Cells
Dispatchability Yes Yes No Yes
Capacity range 50 kW-5MW 25 kW-25 MW 1 kW-1 MW 200 kW-2 MW
Efficiency® 35% 29—-42% 6—-19% 40-57%
Capital cost ($/kW) 200-350 750-1000 6600 3750-5700
O&M cost® ($/kWh) 0.01 0.005-0.0065 0.001-0.004 0.0017
NOy (Ib/Btu) — Nat. gas 0.3 0.10 n/a 0.003-0.02
NOy (Ib/Btu) — Oil 3.7 0.17 n/a n/a
Technology status Commercial Commercial in larger sizes Commercial Commercial scale demos

@ Efficiencies of fossil and renewable DR technologies are not directly comparable. The method described later in this book
includes all effects needed to assess energy production.
b O&M costs do not include fuel. Capital costs have been adjusted based on quotes.

Source: From DCPA, 1998.

The Technologies
Table 3.1.2 provides an overview of feasible, present or near term DR technologies. Each listed technology

is summarized below in alphabetical order.

Fuel Cells

A fuel cell is a device in which hydrogen and oxygen combine without combustion to produce electricity
in the presence of a catalyst. One design is shown in Figure 3.1.13. Several competing technologies have
been demonstrated and are listed below with their nominal operating temperatures.

+ Phosphoric acid (PA) — 300°F

+ Proton exchange membrane (PEM) — 200°F
* Molten carbonate (MC) — 1200°F

+ Solid oxide (SO) — 1300°F

As indicated in Table 3.1.2, the costs of fuel cells are too high to be competitive now, but industry
experts have indicated that prices should fall because of mass production. Where environmental regula-
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tions are strict, fuel cells offer the only truly clean solution to electricity production outside of the
renewables sector.
The key barriers to fuel cell usage include

+ Cost — predicted cost reductions have not materialized; in fact, one large firm recently announced
a 60% price increase.

+ Hydrogen fuel — widespread adoption will require a new fuel distribution infrastructure in the
U.S. or on-site reforming of natural gas (methane).

* Maintenance costs are uncertain.

Transient response to building load variations is unacceptable for load following for some tech-
nologies.

Contrasting these barriers are some very attractive FC features:

+ The only byproduct is water — NO, emissions are very low (<IPPM).
+ Efficiency is good — 50-60% (LHYV basis).
+ Thermal or electrical cogeneration is possible in buildings.

+ Modularity is excellent — nearly any building-related load can be matched well (kW to MW range).

S02 & NOx

Emissions, Vs:;l,‘:'
Ib/MWh Ib/MWh
8 - 1 500
7 1 450
6 1 400
1 350
5 300
4 250
3 200
2] 1 150
100

) l_\% %

0 / \ f 4 y ! { \ 0
PC w/FGD AFBC PFBC IGCC IGHAT IGMCFC
H NOx, Ib/MWh [ s02, Ib/MWh Solid Waste, Ib/MWh

FIGURE 3.1.13 Emissions and solid waste from coal-based technologies are lowest with the gasification plants.
IGCC (Integrated Gasification Combined Cycle), IGHAT (Integrated Gasification Humid Air Turbine), and IGMCFC
(Integrated Gasification Molten Carbonate Fuel Cell).

Internal Combustion Engines

Reciprocating internal combustion engines (ICEs) are the traditional technology for emergency power

around the world. Operating experience with Diesel and Otto cycle units is extensive. The cost of units

is the least of any DR technology, but maintenance costs are among the greatest. Furthermore, diesel and

gasoline engines produce unacceptable emission levels in air quality nonattainment areas of the U.S.
Natural gas (NG) ICE generators offer a partial solution to the emissions problem but do not solve it

entirely. However, the NG-fired ICE is the key competition to all DR technologies considered here.
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The key barriers to ICE usage include

+ Maintenance cost — the highest among the DR technologies due to the large number of moving parts.

+ NO, emissions are highest among the DR technologies (15-20 PPM even for lean burn designs).

+ Noise is low frequency and more difficult to control than for other technologies; adequate atten-
uation is possible.

Attractive ICE features include

+ Capital cost is lowest of the DR approaches.

« Efficiency is good — 32-36% (LHYV basis).

+ Thermal or electrical cogeneration is possible in buildings.

+ Modularity is excellent — nearly any building-related load can be matched well (kW to MW range).
+ Part load efficiency is good (the need for this is described later).

Oxygen in

Hydrogen anode J
Platinum catalyst - Platinum catalyst
/ : PEM (Proton Exchange Membrane)

FIGURE 3.1.14 PEM fuel cell schematic diagram.

Microturbines

A microturbine (MT) is a Brayton cycle engine using atmospheric air and natural gas fuel to produce
shaft power. Figure 3.1.15 shows the essential components of this device. Although a dual shaft approach
is shown in the figure, a single-shaft design is also used in which the power produced in the expander
is supplied to both the compressor and the load by a single shaft. The dual shaft design offers better
control but at the cost of another rotating part and two more high speed bearings. Electrical power is
produced by a permanent magnet generator attached to the output shaft or to a gear reducer driven by
the output shaft.

Figure 3.1.16 is a photograph of a small microturbine showing most of the key components except
for the recuperator. The recuperator is used in most units because about half of the heat supplied to the
working fluid can be transferred from the exhaust gas to the combustion air. Without a recuperator, the
overall efficiency of an MT is 15-17% whereas with an 85% effective recuperator the efficiency can be
as high as 33%. MTs without recuperators are basically burners that produce a small amount of electricity
with thermal output to be used for cogeneration.
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FIGURE 3.1.15 Schematic diagram of dual shaft microturbine design.

FIGURE 3.1.16 10-kW microturbine (courtesy of Honeywell International Inc.).

A handful of MT manufacturers have announced products in the U.S. Sizes range from 25 kW to
150 kW with double digit power ratings being the most common. As of December 2000, fewer than 1000
MTs had been shipped to U.S. locations.

Attractive MT features include

+ Capital cost is low.
+ Efficiency is good — 30-33% (LHYV basis).
+ Emissions are modest (<10 PPM NO, is quoted by manufacturers).

+ Thermal or electrical” cogeneration is possible in buildings.

“Electrical cogeneration refers to the use of exhaust gases to power a bottoming turbine cycle, often an organic
Rankine cycle to produce additional electric power.
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FIGURE 3.1.17 Solar PV panel (courtesy of NREL; photo by W. Gretz).

+ Modularity is excellent — nearly any building-related load can be matched well by multiple units
of small capacity.

The key barriers to MT usage include

+ Maintenance cost— unknown but expected to be lower than ICEs because of many fewer moving parts.
+ Part load efficiency is questionable — manufacturer’s data vary.

+ Limited field experience.

+ Use of air bearings is desirable to reduce maintenance, but air filtration requirements are stringent.

+ High frequency noise is produced but is relatively easy to control.

Solar Photovoltaics

Photovoltaic (PV — see Figure 3.1.17) cells directly convert sufficiently energetic photons in sunlight to
electricity. Because sunlight is a diffuse resource, large array areas are needed to produce significant
power. However, offsetting this is the zero cost of the fuel itself. In 2000 there was a PV market worldwide
of the order of 200 MW" per year.

Prices for PV arrays have dropped by at least two orders of magnitude in the past three decades, but
they still appear to be too high for many applications in the U.S. where the present utility grid offers an
alternative. However, in mountainous areas where the grid does not exist or in developing countries
where electricity infrastructure investments may never be made, PVs can produce power more cheaply
than the common ICE alternative.

Attractive features of PV systems include

» Emissions are zero.

+ Fossil fuel consumption is zero.

+ Low temperature thermal cogeneration (using building-integrated modules) is possible for space
heating in buildings.

“The rating of solar systems on a kKW or MW basis is misleading because the rating conditions are such that quoted
outputs are nearly optimal. To compare solar and nonsolar energy costs, one must determine the cost of electricity
for each technology as described later in this book.
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+ Modularity is excellent — nearly any building-related load can be matched well by multiple units
of small capacity.

+ Maintenance is negligible except where batteries are involved.

+ Part load efficiency is excellent.
The key barriers to PV usage include

+ The price of delivered power exceeds other DR resources; subsidies exist in some states that make
PV-produced power competitive.

+ Temporal match of power produced to load is imperfect; batteries or other systems are often
needed.

Other Approaches

Although not treated in this chapter, several additional DR techniques hold promise for the future. They
can be assessed using the approaches described later in this chapter. Included in this future list are stirling
engines, solar stirling engines, and solar thermal conversion.

New Characteristics Common to All DR Systems

The previous section described four DR systems that appear to have significant near term feasibility. The
next section describes exactly how one rationally selects the best, or best mix of, DR approaches. However,
we first need to enumerate the key features that distinguish DR approaches from traditional central
generation methods.

Need for New Controls Methods
Present utility power dispatch approaches cannot accommodate thousands of small, distributed gener-
ators of power and other ancillary services. Generally speaking, DR owners or their agents will operate
their systems as much as possible when their marginal cost of producing power is less than the marginal
cost of competing power. Legal, operating, and marketing costs for individual, small generators may also
be prohibitive.

The financial dispatch of these generators requires knowledge of the following:

+ Real time building loads and accurate predictions of near future loads.

+ Real time cost of power controlled by the independent system operator (ISO) or its equivalent;
dynamic pricing is the wave of the future.

+ Dynamic power production characteristics of DR units.

+ Real time cost of producing power from the available DR resources.

It appears that what will evolve to handle the dispatch problem is a new virtual power plant independent
system operator which appears to the (ISO”) as a single dispatchable entity. It is the job of the VPP to
determine which DR resources should be used to sell power to the grid and when. Real time knowledge
of both local loads and grid-wide demand for power are required. New methods of trading and transaction
processing seem to be inevitable as DR grows rapidly. By treating many small generators in the aggregate,
the per unit cost of transactions and information may be reduced. To gain an appreciation of this, consider
that the California ISO will not purchase ancillary services from generators less than 10 MW in size —
equivalent to 200 50-kW microturbines.

Need for New Interconnection Codes and Standards

Each DR technology requires different electrical safety protocols and standards. It appears that the PV
industry had made the most significant progress of the new DR systems. Numerous IEEE, ASME, and
other standards bodies are involved as of the writing of this handbook.

“Also included would be the power exchange (PX) if it exists for electricity futures marketing.
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3.1.6 Distributed Generation Economic Assessment

The technical and economic assessment of DR resources requires that a uniform method of assessment
be used for all technologies. The methodology must include defensible estimates of

+ Thermal and electrical loads on the DR system
+ DR electrical production including part load effects

+ Economic analysis including all reasonable and known" costs and benefits of DR.

This section summarizes a first principles approach for assessing the economic feasibility of DR
systems, whether renewable or fossil-based. The same approach can be used to compare central and
distributed generation sources competing in the same utility region. The context here is the U.S. energy
economy. However, DR has much larger potential in the developing world where central T&D and
generation do not exist. The methods described next can also be used to determine the most suitable
DR technology for these markets.

Loads
It is often not possible to obtain the exact load shape for a specific building. Long-term monitoring can
be costly and is usually not seen as a justifiable expense. For this reason, it is helpful to work with libraries
of “standard” load shapes that can be adjusted to match the total and peak consumption of a specific
building.

Once a “generic” load shape for a specified building class has been determined, the hourly values are
adjusted to match the (1) actual total consumption, (2) peak demand, and (3) load factor for the selected
billing period.

Economic Parameters

The proper calculation of the life cycle cost or savings of distributed generation requires a number of
different economic parameters. An investment in distributed generation must have an acceptable rate of
return. There are two components to the economic valuation: the first is a standard calculation based
on initial costs and fuel use, and the second incorporates transmission, distribution, and other credits
that vary by location and utility.

The life cycle analysis of DR is similar to other energy systems. The discount, inflation, and fuel cost
escalation rates are used along with the estimated system lifetime to estimate the life cycle savings of the
system. The negative cash flows (i.e., out of pocket) include the installed cost of the system, the incre-
mental cost of gas consumed by the DR system (for IC engine, turbine, and fuel cell technologies), annual
and intermittent maintenance costs, and any replacement costs. The offsetting positive cash flows include
the avoided cost of electricity, the avoided cost of gas if heat recovery is used, and any tax credits and
depreciation.

Utility Rates
The use of distributed generation makes sense only if

+ DR power can be produced at a lower cost than the utility-supplied power

+ The need for guaranteed power overrides mere power cost considerations

+ The sale of power produced by a DR system results in a positive cash flow to the DR owner.

Determining the total energy bill is usually not a trivial calculation. It is easy to calculate if a real-time
pricing rate is used. However, most commercial and industrial rates incorporate time-of-use components,
block components, or both. These make it difficult to predict the incremental cost of the “next” kWh or
therm used by the building at any arbitrary point within the billing cycle. To properly estimate the utility

“In the present work, environmental benefits are not included in the economic analysis. Once economic values
can be established and agreed to, the methodology presented can accommodate them readily.
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bill for a given building, the energy consumption and demand for each hour of the billing period must
be known. Stranded cost recovery charges must also be included.

Ancillary benefits from installing distributed resources have traditionally been targeted at the T&D
system level. For electric utilities, installing small-scale distributed generation systems in the range of
200- to 5000-kW capacity can reduce costs by avoiding transmission and distribution upgrades. In
addition, they can provide more reliable service to their customers. Some of the benefits from a utility
perspective include

+ Reduced T&D line losses

+ T&D system upgrade deferrals

+ Modular generation equipment investments

+ Reactive power and voltage support; other power quality improvements
+ Environmental compliance benefits

+ Improved system reliability

+ Reduced equipment maintenance intervals

These costs and benefits are described in detail in Curtiss, Kreider, and Cohen (1999).

Environmental Considerations

Emission reductions from clean DR sources can save utilities money and provide for public benefits of
cleaner air. The Clean Air Act Amendment of 1990 required lower ozone emissions in virtually all
metropolitan areas by the year 2000. Just as clean technologies can benefit from environmental compliance
considerations, DR technologies which exceed the limits of the environmental requirements will have to
comply and therefore be in competition with other cleaner DR technologies. In some cases, the environ-
mental permitting and regulations will add to the cost of DR technologies.

Performance Modeling
To assess accurately the economic feasibility of distributed generation at a site, a reasonably complete
model should be developed that incorporates the following algorithms:

* A weather simulation module should provide hourly site temperatures, solar radiation, wind speed, etc.
* A building simulation algorithm should generate hourly building loads.

* A DR equipment simulation should use any site weather data from the weather simulation and the
building loads to determine the portion of building electrical and thermal loads that are offset by
on-site production.

+ Some form of DR control optimization must be included in the algorithms. This can be as simple
as selecting between peak shaving control or baseline support control. A smarter control approach
than either of these will result in greater economic benefit to the DR hardware investor.

* A rate analysis and calculation algorithm will be necessary to accurately determine the utility bill
based on any block and time-of-use specifications.

An Example Microturbine Assessment

The HVAC engineer is often called early in the design phase to assess the viability of various energy
supplies for a project. For traditional utility suppliers, the techniques are well known and use standard
building simulation tools. However, for DR assessments there are additional steps. This section, using a
concrete example, illustrates the approach by summarizing results from a simple analysis using a DR
screening tool. In this case study, a hospital was chosen with the load shapes as shown in Figure 3.1.18
— 450 kW of electrical capacity were added to the building as a package of 10 microturbines. The turbines
were assumed to have a lifetime of 7 years and an installed cost of $750/kW. No heat recovery (i.e.,
cogeneration) was used in the analysis. This example illustrates the importance of control strategy and
utility rate. The conclusion from the study is that local utility rates (both gas and electric) must be used
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FIGURE 3.1.18 Monthly energy values used in example. (a) Building electrical load in kWh, (b) building demand
in kW, and (c) thermal load in MMBtu.

for each study. It is not possible to generalize DR feasibility results for one building in a given location
to another building in another location.

The first control mode was a peak-shaving technique where the turbines were operated only when the
building electrical load was greater than 1000 kW. At this point, the turbines would come on one by one
as the load increased above 1000 kW until all ten were operating. The second control method assumed
that the turbines would run whenever possible in an attempt to maximize the annual run time. Both of
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these techniques were analyzed using two different rates. The rates were based on actual commercial rates
from a major metropolitan utility; one rate is a general service rate with no demand component, the
other is a time-of-use rate with time-of-use periods for both consumption and demand. The natural gas
rate was not changed throughout these studies.

1. Results using general service (GS) rate

The monthly electricity costs for each of the control methods using the general service rate are shown
in Figure 3.1.19. No ancillary credits or environmental costs are included in these results; the values
shown are based strictly on the utility rate. The spread between the effective electrical and natural gas
costs is such that the use of DR is advantageous in this building. It is cheaper to use natural gas to
generate electricity on site than it is to purchase the electricity directly from the utility.

2. Results for time-of-use (TOU) rate

A similar analysis was performed using the time-of-use rate for the same building in the same location
as above. The monthly electricity cost components are shown in Figure 3.1.20 and are directly comparable
to the previous figure.

TABLE 3.1.3  Cost Comparisons

(a) Summary of microturbine performance using general service rate
Annual Energy Costs ($1000) Change in Annual Cost

Elec. Gas Elec. Gas Total Int. rate of return
a. Without DG $1283 $237 — — — —
b. Peak limiting $1071 $328 -17% +39% —-8% 12%
c. DG always on $805 $451 -37%  +91%  -17% 45%

(b) Summary of microturbine performance using time-of-use rate
Annual Energy Costs ($1000) Change in Annual Cost

Elec. Gas Elec. Gas Total Int. rate of return
a. Without DG $951 $237 — — — —
b. Peak limiting $773 $328 -19% +39% 7% 2%
c. DG always on $638 $451 -33%  +91% —8% 4%

The summary of the annual costs for the TOU rate is given in Table 3.1.3. These results for the same
building, equipment, and control methods do not look promising at all for the GS rate results as shown in
part (a) of Table 3.1.3. This is because the effective, aggregated cost of electricity using the time-of-use rate
is not as great as with the general service rate. This example serves to illustrate the importance of knowing
both detailed load shape and rate schedule information. Rules of thumb or using results from one DR study
for a different situation will result in incorrect economic assessments. This analysis involved the same building,
location, DR equipment, and control methods, yet the economic advantage of the installation of the
microturbines depends solely on the utility rates that apply. Finally, we observe that the rate of return is
very strongly affected by the control methodology.

Conclusions

This overview of DR in the U.S. has illustrated several key points:

1. Several viable DR technologies now exist.

2. A uniform assessment approach is needed to select the appropriate DR option(s) for a given
application; the method must be able to include nonenergy aspects of DR such as ancillary services
and emergency power benefits. A separate assessment is needed for each project; rules of thumb
do not suffice.

3. New approaches are needed for control and financial dispatch of DR-produced power.
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FIGURE3.1.19 Monthly electricity cost for general service rate. (a) Without microturbines. (b) Turbines run when
building load is > 1000 kW. (¢) Turbines run at all times.
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FIGURE 3.1.20 Monthly electricity costs for time-of-use rate. (a) without turbines. (b) turbines run when building
load is > 1000 kW. (¢) turbines run at all times.
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3.2 Economics and Costing of HVAC Systems
Ari Rabl

3.2.1 Economic Analysis and Optimization

We do not live in paradise and our resources are limited. Therefore it behooves us to try to reduce the
cost of heating and cooling to a minimum, subject, of course, to the constraint of providing the desired
indoor environment and services. But while capital costs and a operating costs are readily stated in
financial terms, other factors such as comfort, convenience, and aesthetics may be difficult or impossible
to quantify. Furthermore, there is uncertainty: future energy prices, future rental values, future equipment
performance, and future uses of a building are uncertain.

As a way around the difficulties, it is best to approach the design optimization in the following manner.
First, one evaluates the total cost for each proposed design or design variation by properly combining all
capital and operating costs. Then, knowing the cost of each design, one can select the “best,” much like
selecting the best product in a store where each product carries a price tag. Proceeding in this way, one
separates the factors that can be quantified unambiguously (i.e., cost, according to the price tag), from those
that are less tangible (e.g., aesthetics). The calculation of the price is the essence of engineering economics
and forms the main part of this section. Optimization and some effects of uncertainty are addressed at the end.

3.2.2 Comparing Present and Future Costs
The Effect of Time on the Value of Money

Before one can compare first costs (i.e., capital costs) and operating costs, one must apply a correction
because a dollar (or any other currency unit) to be paid in the future does not have the same value as a
dollar available today. This time dependence of money is due to two, quite different, causes. The first is
inflation, the well known and ever present erosion of the value of our currency. The second reflects the
fact that a dollar today can buy goods to be enjoyed immediately or it can be invested to increase its
value by profit or interest. Thus a dollar that becomes available in the future is less desirable than a dollar
today; its value must be discounted. This is true even if there is no inflation. Both inflation and
discounting are characterized in terms of annual rates.

Let us begin with inflation. To avoid confusion, subscripts are added to the currency signs, indicating
the year in which the currency is specified. For example, during the middle of the 1980s the inflation
rate r;,¢ in western industrial countries was around r;; = 4%. Thus, a dollar in 1986 is worth only
1/(1+0.04) as much as the same dollar one year before:

1

100 $i0s = 757~ Siss = 70,04

= 0.96 $,0gs -
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FIGURE3.2.1 History of various cost indices. (a) CPI = consumer price index (from ftp://ftp.bls.gov/pub/special.requests/
cpi/cpiai.txt), (b) ENR = Engineering News Record construction cost index.

The definition and measure of the inflation rate are actually not without ambiguities since different
prices escalate at different rates and the inflation rate depends on the mix of goods assumed. The most
common measure is probably the consumer price index (CPI), an index that was arbitrarily set at 100
in 1983. Its evolution is shown in Figure 3.2.1, along with another index of interest to the HVAC designer
— the Engineering News Record construction cost index. In terms of the CPI, the average inflation rate
from year ref to year ref+n is given by

CPIref+n

(1 +r10) = P,

(3.2.1)

“For simplicity, we write the equations as if all growth rates were constant. Otherwise the factor (1 + r)" would
have to be replaced by the product of factors for each year (1 + r,)(1 + r,) ... (1 + r,). Such a generalization is
straightforward, but tedious and of dubious value in practice as it is already risky to predict averages trends without
trying to guess a detailed scenario.
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Suppose $,455 1.00 was invested at an interest rate r;,, = 10%, the nominal or market rate, as usually

int
quoted by financial institutions. Then, after one year this dollar had grown to $,44 1.10, but it is worth
only $,45 1.10/1.04 = $,445 1.06. To show the increase in the real value, it is convenient to define the real

interest rate r;,,, by the relation

1471,
n 3.2.2
1+r1, ( )

14T =

or

T

Tinto =

int ~ Linf

1415,

The simplest way of dealing with inflation is to eliminate it from the analysis right at the start by using
constant currency and expressing all growth rates (interest, energy price escalation, etc.) as real rates,
relative to constant currency. After all, one is concerned about the real value of cash flows, not about
their nominal values in a currency eroded by inflation. Constant currency is obtained by expressing the
current or inflating currency of each year (i.e., the nominal value of the currency) in terms of equivalent
currency of an arbitrarily chosen reference year ref. Thus, the current dollar of year ref+n has a constant
dollar value of

= —$fef+“ . (3.2.3)
(1 +15,)

ref

A real growth rate r, is related to the nominal growth rate r analogous to Equation 3.2.2:

I—Tipp
ry = —. 3.2.4
0 1 +15, ( )

For low inflation rates one can use the approximation

ro=r1r—ry, if 1, issmall (3.2.5)
Later, as proved in the section entitled “Constant Currency Versus Inflating Currency”, an analysis in
terms of constant currency and real rates is exactly equivalent to one with inflating currency and nominal
rates, if the investment is paid out of equity (i.e., without a loan) and without a tax deduction for
depreciation or interest. Slight real differences between the two approaches can arise from the formulas
for depreciation and for loan payments (in the U.S., loan payments are usually arranged to have fixed
amounts in current currency, and the real value of annual loan payments differs between the two
approaches). Therefore, the inflating dollar approach is commonly chosen in the U.S. business world.

However, when the constant dollar approach is correct, it offers several advantages. Having one variable
less, it is simpler and clearer. What is more important, the long term trends of real growth rates are fairly
well known, even if the inflation rate turns out to be erratic. For example, from 1955 to 1980, the real
interest rate on high quality corporate bonds consistently hovered around 2.2% despite large fluctuations
of inflation (Jones, 1982), while the high real interest rates of the 1980s were probably a short term
anomaly. Riskier investments, such as the stock market, might promise higher returns, but they, too, tend
to be more constant in constant currency.

Likewise, prices tend to be more constant when stated in terms of real currency. This is illustrated in
Figure 3.2.2 by comparing some energy prices in real and in inflating dollars. For example, the market
price (price in inflating currency) of crude oil reached a peak of $36 in 1981, ten times higher than the
market price during the 1960s, while in terms of constant currency the price increase over the same
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period was only a factor of four. Crude oil during oil crises is, of course, an example of extreme price
fluctuations. For other goods, the price in constant currency is far more stable (it would be exactly
constant in the absence of relative price shifts among different goods). Therefore, it is instructive to think
in terms of real rates and real currency.
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FIGURE 3.2.2  Energy/prices, in constant dollars (solid symbols) and in inflating dollars (hollow symbols). (a) crude oil;
(b) natural gas (for utility companies); (c) electricity (average retail price). (From http://www.eia.doe.gov.)

Example 1
Find the nominal and real escalation rates for residential electricity prices between 1970 and 1995.

Given: data in Figure 3.2.2(c); real prices are in $,,.
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Find: real growth rate r, and nominal growth rate r.
Solution

In 1970 the price was p,g; = 1.7¢,4,0/kWh = 5.6¢,,,/kWh.
In 1995 the price was pjgo5 = 6.9¢,00s/kWh = 6.4¢,,,,/kWh.
The number of years is n = 1995 — 1970 = 25.

Hence, the real growth rate is given by
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FIGURE 3.2.2 (continued)

ro = —1 +n/P1995
P1970
16.4
=-1 — =—-1+1. = 0. .
+ 25 56 +1.005 = 0.005

The nominal growth rate is

r = —1+2s/?;3 = _1+1.058 = 0.058.

Comments: This example highlights the importance of distinguishing between real and nominal
growth rates. While the apparent price has grown by almost 6% per year, the real price increased by
only 0.5% per year; the inflation rate averaged about 5.3% during this period.

Discounting of Future Cash Flows

As mentioned above, even if there were no inflation, a future cash amount F is not equal to its present
value P; it must be discounted. The relation between P and its future value F, n years from now is given
by the discount rate r,, defined such that
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il (3.2.6)

P=——.

(1+1y)"

The higher the discount rate, the lower the present value of future transactions.

To determine the appropriate value of the discount rate one has to ask at what value of ry one is
indifferent between an amount P today and an amount F = P/(1 + ry)" n years from now. That
indifference depends on circumstances and individual preferences. Consider a consumer who would put
his money in a savings account with 5% interest. His discount rate is 5% because by putting the $1000
into this account he in fact accepts the alternative of (1 + 5%) X $1000 a year from now. If instead he
would use it to pay off a car loan at 10%, then his discount rate would be 10%; paying off the loan is
like putting the money into a savings account which pays at the loan interest rate. If the money would
allow him to avoid an emergency loan at 20%, then his discount rate would be 20%. At the other extreme,
if he would hide the money in his mattress, his discount rate would be zero.

The situation becomes more complex when there are several different investment possibilities offering
different returns at different risks, such as savings accounts, stocks, real estate, or a business venture. By
and large, if one wants the prospect of a higher rate of return one has to accept a higher risk. Thus, as a
more general rule, we can say that the appropriate discount rate for the analysis of an investment is the rate
of return on alternative investments of comparable risk. In practice that is sometimes quite difficult to
determine, and it may be desirable to have an evaluation criterion that bypasses the need to choose a
discount rate. Such a criterion is obtained by calculating the profitability of an investment in terms of an
unspecified discount rate and then solving for the value of the rate at which the profitability goes to zero.
That method, called internal rate of return, is explained later in the section entitled “Internal Rate of Return”

As with other growth rates, one can specify the discount rate with or without inflation. If F, is given
in terms of constant currency, designated as F,, then it must be discounted with the real discount rate
r4- The latter is, of course, related to the market discount rate ry by

Iq—Tipf
Ty = . 3.2.7
0 L+ Tiyg ( )

According to Equation 3.2.4. Present values can be calculated with real rates and real currency or with
market rates and inflating currency; the result is readily seen to be the same because multiplying the
numerator and denominator of Equation 3.2.6 by (1 + r,¢)" one obtains

Fn _ Fn(1 -'-rinf)n

P = =
(141" (L4130 (1 +1y)"

which is equal to

P = FnO
(1+ rdo)n
since
F
Fpy = ot (3.2.8)
(1 +1350)

by Equation 3.2.3.
The ratio P/F, of present and future value is called present worth factor. We designate it with the
mnemonic notation
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FIGURE 3.2.3 The present worth factor (P/Er,N) as function of rate r and number of years N.
(P/Er,n) =P/E, = (1 + )™ (3.2.9)

It is plotted in Figure 3.2.3. Its inverse

1

(F/Pr,n) = (—P Frn)

(3.2.10)

is called compound amount factor. These factors are the basic tool for comparing cash flows at different
times. Note that we have chosen the end-of-year convention by designating F, as the value at the end of
the nth year. Also, we have assumed annual intervals, which is generally an adequate time step for
engineering economic analysis; accountants, by contrast, tend to work with monthly intervals, corre-
sponding to the way most regular bills are paid. The basic formulas are the same, but the numerical
results differ because of differences in the compounding of interest; this point is explained more fully
later in the section called “Discrete and Continuous Cash Flows” in which we pass to the continuous
limit by letting the time step approach zero.

Example 2

What might be an appropriate discount rate for analyzing the energy savings from a proposed new
cogeneration plant for a university campus? Consider the fact that from 1970 to 1988, the endowment
of the university grew by a factor of 8 (current dollars) due to profits from investments.
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Given:
growth factor in current dollars = 8.0,
increase in CPI = 118.3/38.9 = 3.04, from Figure 3.2.1a,
over N = 18 years.
Find: real discount rate ry,
Solution
There are two equivalent ways of solving for ry,.
First method: take the real growth factor, 8.0/3.04, and set it equal to
(1 + rg)™.
The result is ry, = 5.52%.

Second method: calculate market rate r, by setting the market growth in current dollars equal to
(1 + ry)N and calculate inflation by setting the CPI increase equal to (1 + r;,()N.

We find r, = 12.246% and r,; = 6.371%. Then solve Equation 3.2.7 for r,, with the result r,, =

0.12246 — 0.06371

= 0 i
17006371 5.52%, the same as with the first method.

Comments: Choosing a discount rate is not without pitfalls. For the present example, the comparison
with the real growth of other long-term investments seems appropriate; of course, there is no guarantee
that the endowment will continue growing at the same real rate in the future.

Equivalent Cash Flows and Levelizing

It is convenient to express irregular or variable payments as equivalent uniform payments in regular
intervals; in other words, one replaces a nonuniform series by an equivalent uniform series. We refer to
this technique as levelizing. It is useful because regularity facilitates understanding and planning. To
develop the formulas, calculate the present value P of a series of N equal annual payments A. If the first
payment occurs at the end of the first year, its present value is A/(1 + r,). For the second year it is A/(1
+ ry)? etc. Adding all the present values from year 1 to N, we find the total present value

= A +L2+...+LN (3.2.11)
T+rg (141 (1+r,)
This is a simple geometric series, and the result is readily summed to
-1+
P = A___,___Em;i),._ for 13#0 (3.2.12)

Iy

For zero discount rate, this equation is indeterminate, but its limit ry — 0 is A N, reflecting the fact
that the N present values all become equal to A in that case. Analogous to the notation for the present
worth factor, we designate the ratio of A and P by

Iy

— for r; O

(A/Pr,N) =4 1=(1+19) (3.2.13)
1

N for r;=0
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FIGURE 3.2.4 The capital recovery factor (A/P,,N) as function of rate r and number of years N.

It is called capital recovery factor and is plotted in Figure 3.2.4. For the limit of long life, N —, it is
worth noting that (A/Prg,N) — ry if ry > 0. The inverse is known as series present worth factor since P is
the present value of a series of equal payments A.

With the help of present worth factor and capital recovery factor, any single expense C, that occurs
in year n, for instance a major repair, can be expressed as an equivalent annual expense A that is constant
during each of the N years of the life of the system. The present value of C, is P = (P/Eryn) C, and the
corresponding annual cost is

A = (A/PryN)(P/Er,N)C, (3.2.14)

Iy -n
= e (1 +1)7'C,..
1-(1+1,)

Example 3

A system has a salvage value of $1000 at the end of its useful life of N = 20 years. What is the equivalent
levelized annual value if the discount rate is 8%?
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Given: C,, = $1000, N = n = 20 and r, = 0.08.

Find: A.

Lookup values:

(A/Pr,N) = 0.1019 for Figure 3.2.4 or Equation 3.2.13,

and (P/Ergn) = 0.2145 from Figure 3.2.3 or Equation 3.2.9.

Solution

Insert into Equation 3.2.14

A = (A/Pr,N) (P/Er,n) Cy = 0.1019 X 0.2145 X 1000 $/yr = 21.86 $/yr.

A very important application of the capital recovery factor is the calculation of loan payments. In
principle, a loan could be repaid according to any arbitrary schedule, but, in practice, the most common
arrangement is based on constant payments in regular intervals. The portion of A due to interest varies,
in a way calculated later in the section on “Principal and Interest,” but to find the relation between A
and the loan amount L we need not worry about that. Let us first consider a loan of amount L, that is
to be repaid with a single payment F, at the end of n years. With n years of interest, at loan interest rate
1), the payment must be

F,=L,(1 + )~

Comparison with the present worth factor shows that the loan amount is the present value of the
future payment F_, discounted at the loan interest rate.

A loan that is to be repaid in N equal installments can be considered as the sum of N loans, the nth
loan to be repaid in a single installment A at the end of the nth year. Discounting each of these payments
at the loan interest rate and adding them we find the total present value; it is equal to the total loan amount

L=P-= A + A +...+ A (3.2.15)

L+ (141 (1+1)"

This is just the series of the capital recovery factor. Hence, the relation between annual loan payment
A and loan amount L is

A = (A/Br,N) L. (3.2.16)

Now the reason for the name capital recovery factor becomes clear; it is the rate at which a bank recovers
its investment in a loan.

Example 4

A home buyer obtains a mortgage of $100,000 at interest rate 8% over 20 years. What are the annual
payments?

Given: L = $100,000, r; = 8%, N = 20 yr.
Find: A.
Solution

From Figure 3.2.4 the capital recovery factor is 0.1019, and the annual payments are $10,190,
approximately one tenth of the loan amount.

Some payments increase or decrease at a constant annual rate. It is convenient to replace a growing
or diminishing cost by an equivalent constant or levelized cost. Suppose the price of energy is p, at the
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start of the first year, escalating at an annual rate r, while the discount rate is r,. If the annual energy
consumption Q is constant, then the present value of all the energy bills during the N years of system life is

L+r\' [1+r1,)? I+ \N
P. = Qp, ( ) +( ) +...+( ) (3.2.17)
l1+1y4 1+r1, 1 +1,4
assuming the end-of-year convention described above. As in Equation 3.2.3 we introduce a new variable
rq. defined by

141y
l4r, = 3.2.18
fae = 157, ( )
or
Ig—1I, .
fae = 3 +re(zrd—re if r<<l), (3.2.19)
which allows us to write P, as
P, = (P/AryN) Q p.. (3.2.20)

Since (A/Pry,N) is the inverse of (A/Pry,N), we can write this as

P, = (P/Ar,N) Q[ (A1) }

(AP.ry N)Pe

If the quantity in brackets were the price, this would only be the formula without escalation. Let us
call this quantity the levelized energy price p,

(3.2.21)

e

_ (A/P’rd aN)
= [(A/P,rd’e,N)pe}

It allows us to calculate the costs as if there were no escalation. Levelized quantities can fill a gap in
our intuition which is ill prepared to gauge the effects of exponential growth over an extended period.
The levelizing factor

(A/P,rg,N)

Ay (3.2.22)

levelizing factor =

tells us, in effect, the average of a quantity that changes exponentially at a rate r, while being discounted
at a rate ry over a lifetime of N years. It is plotted in Figure 3.2.5 for a wide range of the parameters.

Example 5

The price of fuel is p, = 5 $/G]J at the start of the first year, growing at a rate r, = 4% while the discount
rate is ry = 6%. What is the equivalent levelized price over N = 20 years?

Given: p, = 5 $/GJ, r, = 4%, r; = 6%, N = 20 yr.
Find: p,
Solution

From Figure 3.2.5 the levelizing factor is 1.44. Hence the levelized fuel price is p, = 1.44 x 5 $/GJ =
7.20 $/GJ.
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FIGURE3.2.5 Levelizing factor (A/P,rs,N)/(A/Pr,,N) as a function of ryand ry.. (a) N=5yr; (b) N=10yr; (c) N=20yr.

© 2001 by CRC Press LLC



Several features may be noted in Figure 3.2.5. First, the levelizing factor increases with cost escalation r,,
being unity if r, = 0. Second, for a given escalation rate, the levelizing factor decreases as the discount
rate increases, reflecting the fact that a high discount rate de-emphasizes the influence of high costs in
the future.

Discrete and Continuous Cash Flows

The above formulas suppose that all costs and revenues occur in discrete intervals. That is common
engineering practice, in accord with the fact that bills are paid in discrete installments. Thus, growth
rates are quoted as annual changes even if growth is continuous. It is instructive, however, to consider
the continuous case.

TABLE 3.2.1 Discrete and Continuous Formulas for Economic Analysis,
with Growth Rate r and Time Horizon N

Quantity Quantity Expression for Expression for
known to be found Factor discrete analysis  continuous analysis
P F (F/P,,N) (1+r)N exp(rN)
F P (P/Er,N) (1+r)N exp(-rN)
r exp(r)—1
P A A/P1N ]
WEREN) - TR 1 - exp(-tN)
N B B
A P ANy Lz(0+n 1-cxp(=rN)
r exp(r)—1

Note: The rates for the discrete and continuous formulas are related by Equation
3.2.24.

Let us establish the connection between continuous and discrete growth by way of an apocryphal story
about the discovery of e, the basis of natural logarithms. Before the days of compound interest, a
mathematician who was an inveterate penny pincher thought about possibilities of increasing the interest
he earned on his money. He realized that if the bank gives interest at a rate of r per year, he could get
even more by taking the money out after half a year and reinvesting it to earn interest on the interest as
well. With m compounding intervals per year the money would grow by a factor

1+ r/m)™

and the larger m, the larger this factor. Of course, he looked at the limit m — and found the result
lim(1+r/m)" = ¢" with e = 2.71828... (3.2.23)
mJ

At the end of one year the growth factor is (1 + r,,,) with annual compounding at a rate r,,,, while

with continuous compounding at a rate r_,, the growth factor is exp(r_,,). If the two growth factors are
to be the same, the growth rates must be related by

1 + I‘arm = exp(rcom)' (3.224)

With this replacement of rates, the continuous formulas in Table 3.2.1 yield the same results as the
discrete ones. Similarly, with m compounding intervals at rate r,, is equivalent to annual compounding
if one takes

1+r1,,=(1+r,/m™ (3.2.25)

Example 6

A bank quotes a nominal interest rate of 10% (i.e., annual growth without compounding). What is
the equivalent annual growth rate with monthly, daily, and continuous compounding?
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Solution

For monthly compounding take m = 12 in Equation 3.2.25, with the result
r, = (1+0.1/12)12 - 1 = 0.104713

With daily compounding we have

Fyes = (1 + 0.1/365)% — 1 = 0.105155

and with continuous compounding

Teone = €xp(0.1) — 1 = 0.105171.

Comment: Beyond monthly compounding the differences are very small.

For small rates the first three terms in the series expansion of the exponential give an approximation

Taon = Toont (1 + Teond/2)

ann COI'“/

which is convenient if one does not have a calculator at hand.

The Rule of Seventy for Doubling Times

Most of us do not have a good intuition for exponential growth. As a helpful tool we present therefore
the rule of seventy for doubling times. The doubling time N, is related to the continuous growth rate
by

rcont

2= eXp(Nzrcont) (3.226)

Solving the exponential relation for N, we obtain

The product of doubling time and growth rate in units of percent is very close to 70 years

N,T,p X 100 = 69.3 ... yr = 70 yr. (3.2.27)

cont
In terms of annual rates, the relation would be

In(2)
T In(1+r

>
le'll'l)

2

numerically close to Equation 3.2.27 for small rates, but less convenient.
Example 7

Population growth rates average 2% for the world as a whole and reach 4% in certain countries. What
are the corresponding doubling times?

Solution

70/2 = 35 yr for the world,

and 70/4 = 17.5 yr for countries with 4% growth.
Example 8

A consultant presents an economic analysis of an energy investment with N = 20 yr, assuming a 10%
escalation rate for energy prices without stating the inflation rate. Is that reasonable?
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Solution

A growth rate of 10% implies a doubling time of 7 years. There would be almost three doublings in
20 years, with a final energy price almost eight times the original. In constant dollars that would clearly
be an absurd hypothesis. A totally different conclusion emerges if the inflation were 6%: then the real
growth rate would be only 10 — 6 = 4%, and the doubling time 17.5 years in constant currency;
although extreme, that is not inconceivable given our experience since the 1973 oil shock.

Comment: There are two lessons:

1. Never state growth rate or discount rate without indicating the corresponding inflation.
2. Be careful about assuming large growth rates over long time horizons. Use the rule of 70 to check
whether the implications for the end of the time horizon make sense.

3.2.3 The Life Cycle Cost

Cost Components

A rational decision is based on the true total cost, which is the sum of the present values of all cost
components and is called life cycle cost. The cost components relevant for the HVAC engineer are

+ Capital cost (total initial investment)

* Energy costs

+ Costs for maintenance, including major repairs
+ Resale value

* Insurance

+ Taxes

There is some arbitrariness in this assignment of categories. One could make a separate category for
repairs, or one could include energy among O&M (operation and maintenance) cost, as is done in some
industries. There is, however, a good reason for keeping energy apart. In buildings, energy costs dominate
the other O&M costs, and they can grow at a different rate. Electric rates usually contain charges for
peak demand in addition to charges for energy (see the section on “Demand Charge” discussed later).
As a general rule, if an item is important it merits separate treatment.

Rental income needs to be included if one wants to evaluate the profitability of the building, or if one
wants to compare design options that would affect the rent. It can be left out of the picture if one is
concerned only with comparing design options that do not differ in their effect on rental income. The
same is true for cleaning, security, and fire protection. Usually, when comparing two options, there is no
need to include terms that would be the same for each. For example, when choosing between two chillers,
one can restrict one’s attention to the costs associated directly with the chillers (capital cost, energy,
maintenance), without worrying about the heating system if it is not affected. In some cases it becomes
necessary to account for the effects of taxes, because of tax deductions for interest payments and depre-
ciation; these items are discussed below followed by the equation for the complete system cost.

Principal and Interest

In the U.S., interest payments are deductible from the income tax, while payments for the reimbursement
of the loan are not. A tax paying investor, therefore, needs to know what fraction of a loan payment is
due to interest. As explained earlier in the section on “Equivalent Cash Flows and Levelizing,” it is assumed
that a loan of duration N;is repaid in N, regular and equal payments A. (In this section we take N and
N; in years, but the formulas are valid for any choice of units. For billing purposes, the month is frequently
chosen as the payment period. Slight numerical differences in the payments are due to compound
interest.) Consider the nth payment, and let I, = interest and P, = principal (loan reimbursement); their
sum A is constant
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I,+P, =A. (3.2.28)
Up to this point, n—1 payments have been made, so the debt remaining (on a loan of amount L) is
remaining debt =L-P, -P,— ... P_,. (3.2.29)
At a loan interest rate 1, the interest for the nth period is
L=r(L-P,—P,—...—P_). (3.2.30)
Comparing I, with I, one finds
L =1 -nP, (3.2.31)
By means of Equation 3.2.28, one can eliminate P, with the result
L., =0+r)l, -rA. (3.2.32)
This recursion relation has the solution
L=0+r)™rL+[1-(1+r)~']A (3.2.33)

as can readily be proved by mathematical induction. Since A and L are related by A = (A/Pr;,N)) L,
where N is the duration of the loan and (A/Pr,N)) the capital recovery factor of Equation 3.2.13, this
can be rewritten in the form

L/A=1-(1+r1)~N, (3.2.34)

It is worth noting the period n enters only in the combination (n — N)), implying the fractional
allocation to principal and interest depends only on the number of periods (n — N)) left in the loan, not
on the original life of the loan. A loan has no memory, so to speak.

In general, the loan interest rate r; differs from the discount rate r used for the economic analysis, and
the loan life N; may be different from the system life N. Inserting A = (A/Pr;,N;) into Equation 3.2.34,
we find that the interest payment I is related to loan amount L by

I =[1-(1+r)™N] (A/Pr,N) L. (3.2.35)

The present value P, of the total interest payments is found by discounting each I with the discount

nt

rate r and summing over n

Ny 1-

n—-1-N
1-(1+ ‘
P = 2 %(A/ParlaNl)L . (3.2.36)
(1+1y)

n=1

Using the formula for geometric series, this can be transformed to

P. =

int

{(A/P,rl,Nl) (A/Pr,Np) -1 } (3.2.37)

(A/PrN) (1 +1)(A/Prg N

with

rg = (rg—1)/(1 + 1.
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If the incremental tax rate is T, the total tax payments are reduced by T P,,, (assuming a constant tax
rate; otherwise, the tax rate would have to be included in the summation).

Example 9

A solar water heating system costing $2000 is financed with a 5-year loan at r, = 8%. The tax rate is
T = 40%. How much is the tax deduction for interest worth if the discount rate is ry= 8%?

Given:

L = $2000, 1, = 8%, 1, = 8%, T = 40%.
Find:

P,
Lookup values:

(A/Prg,N)) = 0.20 and (A/Pr,N,) = 0.2505 from Equation 3.2.13
Solution

We have ry = 0, since 1, = 1.

Also (A/Pry,N)) = 0.20,

and (A/Pr,N)) = 0.2505 = (A/Pr,,N,).

Thus the present value of the interest payments is, from Equation 3.2.37,

_ 0.2505 -0.08 _
Pim = {l - m} X$2000 - $421

At the stated tax rate that is worth 0.40 x $421 = $168.

Depreciation and Tax Credit

U.S. tax law allows business property to be depreciated. This means that for tax purposes the value of
the property is assumed to decrease by a certain amount each year, and this decrease is treated as a tax
deductible loss. For the economic analysis, one needs to express the depreciation as an equivalent present
value. The details of the depreciation schedule have been changing with the tax reform of the 1980s.
Instead of trying to present the full details, which can be found in Internal Revenue Service publications,
we merely note the general features. In any year n, a certain fraction fy,,, of the capital cost (minus
salvage value) can be depreciated. For example, in the simple case of straight line depreciation over Ny,
years

faepn = 1/Ny, for straight line depreciation. (3.2.38)

To obtain the total present value, one multiplies by the present worth factor and sums over all years
from 1 to N

Nyep

faep = 2 faepn(P/Erg,n) . (3.2.39)

n=1
For straight line depreciation the sum is

_ (PIATNye,)

dep for straight line depreciation. (3.2.40)

dep
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A further feature of some tax laws is the tax credit. For instance, in the U.S. for several years around
1980, tax credits were granted for certain renewable energy systems. If the tax credit rate is T4 for an
investment C,,, the tax liability is reduced by T ,.q Ceyp

cap>

Example 10

A machine costs $10,000 and is depreciated with straight line depreciation over 5 years, and the salvage
value after 5 years is $1000. Find the present value of the tax deduction for depreciation if the
incremental tax rate is T = 40%, and the discount rate ry = 15%.

Given:
C.p = 10 k$,
Co = 1 kS,
N =5yr,
1=04,
ry = 0.15.

Find: TX fdep (Ccap - Csalv)

Lookup values:

foep = (P/A’(;' ;i’s yo _ (1/0'52983) = 3.3523/5 = 0.6705, from Equation 3.2.40.
Solution

For tax purposes, the net amount to be depreciated is the difference

Cop — Cyy = (10— 1) k$ =9 k$,

‘cap salv

and with straight line depreciation 1/Ny,, = 1/5 of this can be deducted from the tax each year.
Thus, the annual tax is reduced by T x (1/5) X 9 k$ = 0.40 % 1.8 k$ = 0.72 k$ for each of the five years.
The present value of this tax reduction is

T X fy,, (Cpp — Ci) = 0.40 X 0.6705 X 9 k$ = 2.41 k§.

‘cap

Comment: The present value of the reduction would be equal to 5 % 0.72 k$ = 3.6 k$ if the r, were
zero. The discount rate of 15% reduces the present value by almost a third to 0.6705 = f,,.

Demand Charge

The cost of producing electricity has two major components: fuel and capital (for power plant and
distribution system). As a consequence, the cost of electricity varies with the total load on the grid. To
the extent that it is practical, utility companies try to base the rate schedule on their production cost.
Thus, the rates for large customers contain two items: one part of the bill is proportional to the energy,
and the other is proportional to the peak demand. (For most individual houses, the bill contains only
an energy charge because the cost of separate meters was once considered to be too high.) If the monthly
demand charge is p4.,, = 10 $/kW and the energy charge p, = 0.07 $/kWh, a customer with monthly
energy consumption Q,, and peak demand P, will receive a total bill of

monthly bill = Q,.p. + P..xPdem (3.2.41)

There are many small variations from one utility company to another. In most cases, p, and pg.n,
depend on time of day and time of year, being higher during the system peak than off peak. In regions
with extensive air conditioning, the system peak occurs in the afternoon of the hottest days. In regions
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with much electric heating, the peak is correlated with outdoor temperature. Some companies use what
is called a “ratcheted” demand charge; it has the effect of basing the demand charge on the annual rather
than the monthly peak.

Example 11

A 100 ton electric chiller with COP = 3 is used for 8 months of the year (running at 100% capacity
at least once per month during 4 months and at 50% capacity at least once per month during
4 months), and the total load is equivalent to 1000 hours at peak capacity (a typical value around the
belt from New York to Denver). What is the annual electricity bill, if p, = 0.10 $/kWh, and p,,., =
10 $/kW, per month?

Given:

P,... = 100 ton x 3.516 kW,/ton, with COP = 3 kW/kW,,

max,t

annual energy = P x 1000 h,

max

demand P, for 4 months and 0.5 x P, for 4 months,

p. = 0.10 $/kWh,,

Piem = 10 $/kW, per month.
Find: annual bill.
Solution

Peak demand P, = (100 ton X 3.516 kW /ton)/(3 kW/kW,) = 117.2 kW..

max

annual energy Q =P, .. X 1000 h = 117,200 kWh,.

max,e

annual bill = Q p, + P X (4% 14+4x0.5)

max Pdem

= 117,200 kWh, X 0.10 $/kWh, + 117.2 kW, x 10 $/kW., X 6
= $11,720 + $7032
= $18,752.

Comments: In a real building, the precise value of the peak demand may be difficult to predict because
it depends on the coincidence of the demands of individual pieces of equipment.

The total cost per kWh depends on the load profile. The more uneven the profile, the higher the cost.
To take an extreme example, suppose the chiller were used only one hour per year, at full capacity. Then,
with the rate structure of this example, the demand charge would be $1172 while the energy charge
would be only $11.72, all that for consuming 1 kWh of energy. The total cost per kWh would be $1172
+ 11.72 = $1183.72 for 117.2 kWh, an effective electricity price of 10.10 $/kWh. This illustrates the
interest of load leveling devices, such as cool storage for electric chillers.

The Complete Formula

The equations for a business investment can be stated in terms of before-tax cost or after-tax cost.
Consider the purchase of fuel, with a market price of 5 $/GJ, by a business that is subject to an income
tax rate T = 40%. Fuel, like all business expenditures, is tax deductible. And it is ultimately paid by profits.
To purchase 1 GJ, one takes $5 of profits before taxes; this reduces the tax liability by $5 x 40% = $2,
resulting in a net cost of only $3 after taxes.

We could do the accounting before or after taxes; the former counts the cash payments, the latter the
net (after-tax) values. The two modes differ by a factor (1 — 1) where 7 is the income tax rate. For example,
if the market price of fuel is 5 $/G]J and the tax rate T = 40%, then the before-tax cost of fuel is 5 $/GJ
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and the after-tax cost (1 — t) X 5 $/GJ = 3 $/GJ. Stated in terms of after-tax cost, the complete equation
for the life cycle cost of an energy investment can be written in the form

Ciie (3.2.42)
=C,, {(1-1) down payment

(A/Pr,N,)

+ f, PN, cost of loan

tax deduction for interest

B f[(A/P,r,,N,)_ (AP ,N,) -1, }
"L(APr Ny (1+1)(APr, | [N))

= Tered tax credit
— Tep | depreciation
1+ r,0\N
- Csalv ( 1+ I‘_Zf) (1 - T) Salvage
+Q -t cost of ener
pc (A/P,rdy e,N) gy

1-1

+ Priax Pdem APy o) cost of demand

1-7 .
+A, f
" APy N } cost of maintenance

where
Ay = annual cost for maintenance [in first year $]
C.p = capital cost [in first year $]
C,y = salvage value [in first year $]
fqp = present value of depreciation, as fraction of C,,
f = fraction of investment paid by loan
N = system life [yr]
N, = loan period [yr]
p. = energy price [in first year $/GJ]
Q = annual energy consumption [G]]
ry = market discount rate
r. = market energy price escalation rate
rge = (rg—r1)/(1+1,)
Iyem = market demand charge escalation rate
Tadem = (g = Tger)/ (1 + Tyer)
I,y = general inflation rate
1 = market loan interest rate
rg, = (rg—1)/(1 +1)
ry = market escalation rate for maintenance costs
rgn = (g =1/l +1y)
T = incremental tax rate
T = tax credit

cred
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If there are several forms of energy, e.g., gas and electricity, the term Q p, is replaced by a sum over
the individual energy terms. Many other variations and complications are possible; for example, the
salvage tax rate could be different from 7.

Example 12
Find the life cycle cost of the chiller of Example 11 under the following conditions:
Given:
system life N = 20 yr,
loan life N, = 10 yr,
depreciation period N, = 10 yr, straight line depreciation
discount rate r, = 0.15,
loan interest rate r; = 0.15,
energy escalation rate r, = 0.01,
demand charge escalation rate r,,,, = 0.01,
maintenance cost escalation rate ry; = 0.01,
inflation r,,; = 0.04,
loan fraction f; = 0.7,
tax rate T = 0.5,
tax credit rate T4 = 0,

capital cost (at 400 $/ton) C_,, = 40 kS,

cap
salvage value C, = 0,

annual cost of maintenance Ay = 0.8 k$/yr (= 2% of C_),

capacity 100 ton = 351.6 kW,

peak electric demand 351.6 kW,/COP = 117.2 kW,,

annual energy consumption Q = 100 kton-h = 351.6 MWh,,

electric energy price p, = 10 cents/kWh, = 100 $/MWh,,

demand charge py.., = 10 $/kW_month, effective during 6 months of the year.
The rates are market rates.

Find: Cy.

Lookup values:

r,; = 0.0000 (A/Pr,N) = 0.1993
r,, = 0.1386 (A/Pr,N,) = 0.1993
Ty gom = 0.1386 (A/Pr,,N)) = 0.1000
I, = 0.1386 (A/Pr,N) = 0.1598

(A/Pr, ,N) = 0.1498
(141,,.)/(141,) = 0.9043 (A/Pry 4sN) = 0.1498
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f

dep

= 0.502 from Equation 3.2.40 (A/Pry\»N) = 0.1498

Solution

Components of Cy, [all in k$] as per Equation 3.2.42

down payment 12.0
cost of loan 28.0
tax deduction for interest -8.0
tax credit 0.0
depreciation -10.0
salvage value 0.0
cost of energy 39.1
cost of demand charge 23.5
cost of maintenance 2.7
Total = Cy, 87.3
Comments:

a. A spreadsheet is recommended for this kind of calculation. Standard business calculators contain
most needed functions.
b. The cost of energy and demand is higher than the capital cost.

Cost per Unit of Delivered Service

Sometimes it is necessary to know the cost per unit of delivered service (for example, cost per ton-hour
of cooling), analogous to the cost per driven mile for cars. This can be calculated as a ratio of levelized
annual cost and annual delivered service. The levelized annual cost is obtained by multiplying the life
cycle cost by the capital recovery factor for discount rate and system life. There appear two possibilities:
the real discount rate ry, and the market discount rate ry. The quantity (A/Pry,,N) Cy is the annual cost
in constant dollars (of the initial year), whereas (A/P,rg,N) Cy. is the annual cost in inflating dollars. The
latter is difficult to interpret because it is an average over dollars of different real value. Therefore, we
levelize with the real discount rate because it expresses everything in first year dollars, consistent with
the currency of C.. Thus, we write the annual cost in initial dollars as

A = (A/Prg,N)Cype- (3.2.43)
The effective total cost per delivered service is therefore
effective cost per energy = A;./Q (3.2.44)

where Q = annual delivered service (assumed constant, for simplicity).

We do not simply divide C;;, by the service N Q delivered by the system over its life time because that
would not be consistent; Cy, is the present value, while N Q contains service flows (and thus monetary
values) that are associated with future times. One must allocate service flows and costs within the same
time frame which is accomplished by dividing the levelized annual cost by the levelized annual service;
the latter is equal to Q because we have assumed that the consumption is constant from year to year.
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Example 13
What is the cost per ton-hour for the chiller of Example 12?
Given: Cy, = 87.3 k$ and Q = 100 kton-h.
Find: A;/Q.
Lookup values:
Iq = 0.1058 from Equation 3.214
(A/Pry,N) = 0.1221 from Equation 3.2.13.
Solution
Levelized annual cost in first year dollars
Ay = (A/PrpN) Gy = 0.1221 X 87.3 k$ = 10,659 $/yr.
Cost per ton-hour = Aj,/Q = 0.107 $/ton-h.

Constant Currency Versus Inflating Currency

In the life cycle cost equation, all cost components have been converted to equivalent present values (i.e.,
first year costs). Let us see to what extent the result is the same whether one uses constant currency and
real rates or inflating currency and market rates. In the term for energy cost only the variable ry, =
(rg—1)/(1 + r,) depends on this choice. Inserting real rates according to

1471y

1 = 3.2.45
(1 +1y) 51, ( )
and
(14r,g) = At Te (3.2.46)
T = ) 2.
c0 1+71;,

one finds that

(T +1g0) (1 +135¢) = (T +10) (1 +Ty0¢)
e (T 1)1+ 1) ’ (3247

and after cancelling the factor (1 + r,¢), one sees that this is equal to

S (1 +r149) = (1 +1p)
de (1+1¢0)

(3.2.48)

The energy cost is the same, whether one uses real rates or market rates. The same holds for the
maintenance cost term. The salvage term is also independent of this choice because

(14 1)/ (1 + 1) = /(1 + rgp)-

By contrast, the ratio of capital recovery factors in the loan terms is not invariant, as one can see by
inserting numerical values. For example, with ry, = 0.08, r;y = 0.12, and r;,; = 0.05 one finds, with N = 20 yr,
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A1) _ .
APy N)

The corresponding market rates are ry = 0.134 and r; = 0.176, and the ratio becomes

AP0 6.
(A/P,r4,N)

The difference arises from the fact that the cash flows are different. For a loan that is based on real
rates, the annual payments are constant in constant currency, whereas for one based on market rates the
payments are constant in inflating currency. Similarly, the depreciation terms can depend on inflation.

It follows that the two approaches, constant currency and inflating currency, yield identical results for
equity investments (f; = 0) without depreciation. But, if f; or f,,, are not zero, there can be differences.
Numerically the effect is not large, at most on the order of ten percent for inflation rates below ten
percent [Dickinson and Brown, 1979]. The effect has opposite signs for the loan term and the depreciation
term, leading to partial cancellation of the error.

3.2.4 Economic Evaluation Criteria
Life Cycle Savings

»

Having determined the life cycle cost of each relevant design alternative, one can select the “best,” i.e.,
the one that offers all desirable features at the lowest life cycle cost. Frequently, one takes one design as
reference and considers the difference between it and each alternative design. The difference is called life
cycle savings relative to the reference case

S = -ACy, with ACy, = Gy, = Ciige et (3.2.49)

Often the comparison can be quite simple because only those terms that are different between the
designs need to be considered. For simplicity, we write the equations of this section only for an equity
investment without tax. Then, the loan fraction f; in Equation 3.2.42 is zero and most of the complications
of that equation drop out. Of course, the concepts of life cycle savings, internal rate of return, and payback
time are perfectly general, and tax and loan can readily be included.

A particularly important case is the comparison of two designs that differ only in capital cost and
operating cost; the one that saves operating costs has higher initial cost (otherwise the choice would be
obvious, without any need for an economic analysis). Setting f;, T 4> Cqate> Pimaxs Ams a2d T= 0 in Equation
3.2.42 and taking the difference between the two designs, one obtains the life cycle savings as

max?

_AQ e
S = (A/P%‘—dpl\l) —Accap (3250)
where
AQ = Q - Q, = difference in annual energy consumption,
ACp = Cop = Cgpref = difference in capital cost, and

Ige = (rg—r)/(1 +1,).

(If the reference design has higher consumption and lower capital cost, AQ is negative, and AC,,, is
positive with this choice of signs.)

Example 14

Compared to a one-stage model, a two-stage absorption chiller is more efficient, but its first cost is

higher. Find the life cycle savings of a two-stage model for the followings situation.
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Given:
Required chiller capacity 1000 kW,
operating at 1000 hours per year full load equivalent.
A single stage absorption chiller has COP = 0.7 and costs 100 $/kW, (reference system),
while a two-stage absorption chiller has COP = 1.1 and costs 130 $/kW.,.
gas price p, = 4 $/G]J at the start,
escalating at r, = 0% (real),
discount rate ry = 8% (real).
Find:
Life cycle savings for the two-stage chiller.
Lookup value:
(A/Pr;,N) = 0.1019.
Solution
The annual energy consumption is
1000 kW, x 1000 hr/COP = 1.0 MWh,/COP. This equals
5.143 x 10°* GJ,,. for COP = 0.7 and

gas

3.273 x 10° GJ,,, for COP = 1.1;

gas

thus the difference in energy cost is
AQ p. = (3.273 = 5.143) x 10° GJ X 4 $/GJ = —$7481 per year;
the difference in capital cost is

AC 130 — 100) x 1000 = $30,000

‘cap = (
From Equation 3.2.50 we find the life cycle savings
S =-AQ p/(A/Pry,N) — AC

‘cap
= $7481/0.1019 — 30,000 = $73,415 — 30,000 = $43,415.
Comment:

Even though the discount rate in this example is rather high (5% might be more appropriate), the life
cycle savings are large. The investment certainly pays off.

Internal Rate of Return

The life cycle savings are the true savings if all the input is known correctly and without doubt. But
future energy prices or system performance are uncertain, and the choice of the discount rate is not clear
cut. An investment in a building or its equipment is uncertain, and it must be compared with competing
investments that have their own uncertainties. The limitation of the life cycle savings approach can be
circumvented if one evaluates the profitability of an investment by itself, expressed as a dimensionless
rate. Then one can rank different investments in terms of profitability and in terms of risk. General
business experience can serve as a guide for expected profitability as a function of risk level. Among
investments of comparable risk the choice can then be based on profitability.
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More precisely, the profitability is measured as internal rate of return r,, defined as that value of the
discount rate ry at which the life cycle savings S are zero:

S(ry) =0atry=r,. (3.2.51)

For an illustration, take the case of Equation 3.2.50 with energy escalation rate r, = 0 (so that ry, =
ry), and suppose an extra investment AC,,, is made to provide annual energy savings (-AQ). The initial
investment AC,,, provides an annual income from energy savings

annual income = (-AQ)p.. (3.2.52)

If AC,,, were placed in a savings account instead, bearing interest at a rate r,, the annual income would
be

annual income = (A/Pr,N)AC (3.2.53)

cap*

The investment behaves like a savings account whose interest rate r, is determined by the equation
(A/Pr,N)AC,, = (-AQ)p.. (3.2.54)

Dividing by (A/Pr,N), we see that the right and left sides correspond to the two terms in Equation
3.2.50 for the life cycle savings

_AQpe

S — R
(A/P.r;.N) ¢

cap> (3.2.55)

and that r, is indeed the discount rate r, for which the life cycle savings are zero; it is the internal rate
of return. Now the reason for the name is clear — it is the profitability of the project by itself, without
reference to an externally imposed discount rate. When the explicit form of the capital recovery factor
is inserted, one obtains an equation of the Nth degree, generally not solvable in closed form. Instead,
one resorts to an iterative or graphical solution. (There could be up to N different real solutions, and
multiple solutions can indeed occur if there are sign changes in the stream of annual cash flows. However,
not to worry, the solution is unique for the case of interest here; an initial investment that brings a stream
of annual savings.)

Example 15
What is the rate of return for Example 14?

Given:

_AQpe

= <P\
(AP, . N) ¢

cap>

with ry, = ry (because r, = 0),
(-AQ) p. = $7481, and
AC = $30,000.

Find: r,

Solution

S =0 for
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_AQpe

(A/Pr,N) =
ACC‘dp
7481 e
= So.000 ~ 02494 with N = 20.

By iteration one finds r, = 0.246 = 24.6%.

Payback Time
The payback time N, is defined as the ratio of extra capital cost AC,,, to first year savings

rate of return

r.oor r
re
25% ‘
|
f
\
20% :
|
I
I
15°U ‘
f
I
I
10% ‘
59 system life
° N [yr]
30
25
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N=5 10 15
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payback time Np [yr]

FIGURE3.2.6 Relation between rate of return r,, system life N, and payback time N,,. If r, = escalation rate of annual
savings, 0, the vertical axis is the variable r,, from which r, is obtained as r, =, (1 + 1,) + r..

AC,,
= ———F | (3.2.56)
first year savings

N,

(The inverse of N,, is sometimes called return on investment.) If one neglects discounting, one can say
that after N, years the investment has paid for itself, and any revenue thereafter is pure gain. The shorter
N,, the higher the profitability. As selection criterion, the payback time is simple, intuitive, and obviously
wrong because it neglects some of the relevant variables. Attempts have been made to correct for that
by constructing variants such as a discounted payback time (by contrast to which Equation 3.2.56 is
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sometimes called simple payback time), but the resulting expressions become so complicated that one
might as well work directly with life cycle savings or internal rate of return.

The simplicity of the simple payback time is, however, irresistible. When investments are comparable
to each other in terms of duration and function, the payback time can give an approximate ranking that
is sometimes clear enough to discard certain alternatives right from the start, thus avoiding the effort of
detailed evaluation.

To justify the use of the payback time, recall Equation 3.2.54 for the internal rate of return and note
that it can be written in the form

(A/Pr,N) =1/N,, or (P/Ar,N)=N, (3.2.57)

The rate of return is uniquely determined by the payback time N, and the system life N. This equation
implies a simple graphical solution for finding the rate of return if one plots (P/A,r,N) on the x-axis
versus r, on the y-axis as in Figure 3.2.6. Given N and N, one simply looks for the intersection of the
line x = N, (i.e., the vertical line through x = Np) with the curve labeled by Nj; the ordinate (y-axis) of
the intersection is the rate of return r,.

This graphical method can be generalized to the case where the annual savings change at a constant
rate 1. In that case, Equation 3.2.20 implies that the rate of return is replaced by r,, = (r, — r.)/(1 + r,),
and Figure 3.2.6 yields r,, rather than r,. In other words Equation 3.2.57 becomes

(P/A,r,,N) = N, with r,, = (r, = r,)/(1 + 1,). (3.2.58)

The graph yields r,, which is readily solved for
r,=r1,.(l+r) +r,. (3.2.59)
In particular, if r, is equal to the general inflation rate r;.;, then r, . is the real rate of return r.
Example 16
Find payback time for Example 15 and check rate of return graphically.
Given:
first year savings (-AQ) p, = $7481,

extra investment AC__ = $30,000.

cap
Find:
N, and r, for r, = 0 and 2%.
Solution
N, = 30,000/7481 = 4.01 yr;
it is independent of r..
Then r, = 0.246 for r, = 0, from Figure 3.2.6,
and r, = 0.271 for r, = 2%, from Equation 3.2.58.

Generally a real (i.e., corrected for inflation) rate of return above 10% can be considered excellent if
there is low risk — a look at savings accounts, bonds, and stocks shows that it is difficult to find better.
From the graph we see immediately that r, . is above 10% if the payback time is shorter than 8.5 yr (6 yr),
for a system life of 20 yr (10 yr). And r, is close to the real rate of return if the annual savings growth
is close to the general inflation rate.
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3.2.5 Complications of the Decision Process

In practice, the decision process is likely to bump into some obstacles. Suppose, for example, that the
annual operating cost of a proposed office building can be reduced by $1000 if one installs daylight
sensors and dimmers for the lights, at an extra cost of $2000. The payback time is only 2 years. It looks
like an irresistible investment opportunity, with a rate of return well above 25%, as shown by Figure 3.2.6
(the exact value depends somewhat on lifetime and taxes, but that is beside the point). However, quite
a few hurdles stand in the way.

First, to find out about this opportunity, the design engineer has to obtain the necessary information.
Requesting catalogs, reading technical reviews of the equipment, and carrying out the calculations of
cost and performance all take time and effort. Under the pressures of the job, the engineer may not be
willing to spend the extra time or neglect other items that compete for his attention.

Suppose our engineer has done a good analysis and tries to convince the builder to spend the extra money.
In the case of a speculative office building, the builder is likely to say “why should I pay a penny more, if only
the future tenant will reap the benefit?” So, the design engineer is forced to aim for lowest first cost.

Even if the builder is willing to spend a bit more for efficiency, with hopes that the prospect of reduced
energy bills will make it easier to find tenants, the decision is not obvious. Can the builder trust the
claims of the sales brochure or the calculations of the engineer? Daylight controls are relatively new, and
perhaps the builder has heard that some of the first models did not live up to expectations. If malfunctions
reduce the productivity of the workers, the hassle and the costs could nullify the expected savings. So
the builder may refuse to take what he or she perceives as an excessive risk. The threat of a liability suit
is a potent inhibitor; that is why the building industry has a reputation for extreme conservatism.

This example illustrates the basic mechanisms that frequently prevent the adoption of efficient
technologies:

+ Lack of information or excessive cost of obtaining the information
+ Purchase decision made by someone who does not have to pay the operating costs

+ Uncertainty (about future costs, reliability, etc.)

Any one of these hurdles can be sufficient to reject an investment. In the above example and decision
to reject the lighting controller, it looks as if the discount rate was higher than 25%. Quite generally,
these mechanisms have the effect of raising the apparent discount rate or foreshortening the time horizon.
The resulting decisions appear irrational: people do not spend as much for energy efficiency as would
be optimal according to a life cycle cost analysis with the correct discount rate. In reality, this irrationality
is but a reflection of other problems.

In the world of business, risk and uncertainty are pervasive — so much so that most decision makers
insist on very short payback times, almost always less than five years and frequently less than two. However,
this decision depends on the business and circumstances. There are industries like electric power plants,
where profits are sure (albeit moderate); once a power plant has been built it is expected to run smoothly
for at least thirty years. Here the discounts rates are low and payback times are longer than ten years.
Governments, charged with the long-term welfare of its citizens, also tend to have a long time horizon.

What does all this mean for the HVAC engineer? The more a design choice involves unproven tech-
nology or is dependent on occupant behavior for proper functioning, the more risky it is. For example,
a daylighting strategy that relies on manual control of shading devices by the occupants may not bring
the intended savings because the occupants may not follow the intentions of the designer. Likewise, when
considering a new design or a new piece of equipment without a track record, it is not irrational to
demand short payback times.

By contrast, paying extra for an efficient boiler or chiller is a safe investment (assuming the equipment
has a good reputation) because the occupant does not care how the heating or cooling is produced as
long as the environment is comfortable, pleasant, and healthy. Also, the building will certainly be heated
and cooled over its entire life. Here a life cycle cost analysis with the correct discount rate is certainly in
order, and it would be shortsighted to insist on payback times below two years.
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Finally, what about the problem of the builder or landlord who refuses to pay for measures that would
only reduce the energy bill of the tenant or of a future owner? This difficulty is serious, indeed. In an
ideal market, the information about reduced energy cost would translate itself as higher rent or resale
value, but, in practice, this process is slow and inefficient (there is a market failure, in the language of
the economists). This situation justifies energy-efficiency standards such as the ASHRAE Standard 90.1
and their enforcement by government regulations.

3.2.6 Cost Estimation
Capital Costs

For mass produced consumer products, such as cars or cameras, the capital cost (i.e., the purchase
price) is easy to determine by looking at catalogs or newspaper ads or by calling the store. Even then
there may be uncertainties — when you actually go the store, a discount may be offered on the spot to
beat a competitor. Different prices can be found in different stores for identical products, not only
because of differences in service or transportation but also because of the sheer difficulty of obtaining
the price information.

And, of course, price is not the only criterion. Even more important, and more difficult to ascertain
and compare, are the various characteristics of a good: the features it offers, the quality, the operating
costs, among others. Economists have even coined a special term, cost of information, which demonstrates
how universal is the difficulty of finding the pertinent information.

For HVAC equipment, the problems tend to be more complicated than for consumer goods. Transport
and installation are important items in addition to the cost of the equipment at the factory. The deter-
mination of the cost can become a major undertaking, especially for complex or custom made systems.
The capital cost of a system or component is known with certainty only when one has a firm contract
from a vendor. Asking for bids on each design variation, however, is simply not feasible — the cost of
information would become prohibitive.

The more a design engineer wants to be sure of coming close to the optimal design, the more he or
she needs to learn about the details of the cost calculation. Information on costs is available from a
number of sources, for example Boehm (1987). An important feature is the variation of the cost with
size. Because of fixed costs and economies of scale, simple proportionality between cost and size is not
the rule. But usually one can assume the following functional form over a limited range of sizes

C= Cr(g) for  Spin<S <Snax (3.2.60)
where

C = cost at size S,

C, = cost at a reference size S, and

m = exponent.

Typically, m is in the range of 0.5 to 1.0; exponents less than unity are a reflection of economies of
scale. On a logarithmic plot, m is the slope of In(C) versus In(S). If m is not known, a value of 0.6 can
be recommended as default. Table 3.2.A1 of the Appendix summarizes cost data for HVAC equipment
in this form.

When interpreting such cost figures, one has to be careful about what is included and what is not. Is
it the cost at the factory FOB (free on board, i.e., excluding transportation), the cost delivered to the site,
or the cost installed? For items such as cool storage, the space requirements may impose additional costs.
And finally, what are the specific features and how is the quality?

Costs change not only with general inflation but with the evolution of technology. The first models
of a novel product tend to be expensive. Gradually, mass production, technological advance, and com-
petition combine to drive the prices down. General inflation or increases in the cost of some input, for
example energy, will push in the opposite direction. The resulting evolution of the price of the product
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may be difficult to predict. Cost reductions due to technological advance are more likely with products
of high technology (e.g., energy management systems) than with mature products that cannot be min-
iaturized (e.g., fans and motors). In some cases, there is an improvement in a product rather than a
reduction of its cost; variable speed motors, for instance, are more expensive than constant speed motors
but allow better control or higher system efficiency.

Cost tabulations are based on sales or projects of the past, and they must be updated to the present
by means of correction factors. For that purpose one could use general inflation (i.e., the CPI discussed
in the earlier section on “The Effect of Time on the Value of Money”), but that is less reliable than specific
cost indices for that class of equipment or that sector of the economy. The following two indices are
particularly pertinent for buildings and HVAC equipment. One is the Marshall and Swift Equipment
Cost Index, values of which are published regularly in Chemical Engineering. Another one is the con-
struction cost index published by Engineering News Record, plotted in Figure 3.2.1(b).

It is important during the design process to have a realistic understanding of all the relevant costs, yet
the effort of obtaining these costs should not be prohibitive. Konkel (1987) describes a method that seems
to be a good compromise between these conflicting requirements. The basic idea is to group certain
portions of a project into what is called unit operations. The components of the unit operations, called
unit assemblies, are itemized, priced, and plotted by size of the unit operation. A boiler is an example of
a unit operation; its unit assemblies include burner, air intake, flue, shutoft valves, piping, fuel supply,
expansion tank, water makeup valves, and deaerator. Their sizes and costs vary with the size of the boiler.
Once the size-price relations have been found for each component, the size-price relation for the boiler
as a whole is readily derived. Knowing the size-price relation for the unit operations, the designer can
estimate the total cost of a project and its design variations without too much effort.

Maintenance and Energy

Maintenance cost and energy prices may evolve differently from general inflation and from each other.
It is instructive to correct energy prices for general inflation, as in Figure 3.2.2 where the prices of oil,
gas, and electricity are shown in both current and constant dollars. One can see that some adjustments
have occurred since the oil shocks of the 1970s.

What should we assume for the future? Projections of energy prices are published periodically by
several organizations, for instance the American Gas Association and the National Institute of Standards
and Technology (Lippiat and Ruegg, 1990). Most analysts predict real escalation rates in the range of 0
to 3%, averaged over the next two decades. This is based on the gradual exhaustion of cheap oil and gas
reserves, and the fact that alternatives, i.e., coal, nuclear, and solar, are more expensive to utilize. Who
knows? Further turmoil in the Middle East? What progress will be made in fusion and how will public
acceptance of nuclear power evolve? How much can be saved by improved efficiency, and at what cost?
What constraints will be imposed by environmental concerns?

Data on maintenance costs can be obtained, for example, from the BOMA Experience Exchange Report
published annually by the Building Owners and Managers Association International (BOMA, 1987).
Specifically for maintenance costs of HVAC equipment in office buildings, a succinct equation can be
found in ASHRAE (1991). It states the annual cost A,; for maintenance, in dollars per floor area Ay,
in the form

Awm
Aﬂoor

=Cytan+h+c+d (3.2.61)

where
Cpaee = value for the base system (fire-tube boilers for heating, centrifugal chillers for cooling, and VAV
for distribution, during first year),
n = age of equipment in years,
a = coefficient for age of equipment,
and the coefficients h, ¢, and d allow the adjustment to other systems.
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TABLE3.2.2 HVAC Maintenance Costs of Equation 3.2.61

$/ft $/m?
Cone 03335  3.590
Coefficient a for age/yr 0.0018 0.019
Heating Equipment, coefficient h
Water-tube boiler 0.0077 0.083
Cast iron boiler 0.0094 0.101
Electric boiler —-0.0267  —0.287
Heat pump -0.0969  -1.043
Electric resistance -0.1330  —1.432
Cooling Equipment, coefficient ¢
Reciprocating chiller -0.0400  -0.431
Absorption chiller (single stage) 0.1925 2.072
Water source heat pump -0.0472  -0.508
Distribution System, coefficient d
Single zone 0.0829 0.892
Multizone —0.0466  —0.502
Dual duct -0.0029  —0.031
Constant volume 0.0881 0.948
Tow-pipe fan coil -0.0277  -0.298
Four-pipe fan coil 0.0580 0.624
Induction 0.0682 0.734

Note: Cost Cy,, of base system and coefficients for adjust-
ment. Units of dollars per floor area, 1983 U.S. dollars.
Source: Adapted from ASHRAE (1991).

Numerical values for Cy,, a, h, ¢, and d are listed in Table 3.2.2. These values are 1983 dollars. They
still need to be adjusted to the year of interest by multiplication by the corresponding ratio of CPI
(consumer price index) values, as explained in Section 3.2.2. In using this equation one should keep in
mind that it is based on a survey of office buildings originally published in 1986. Extrapolation to other
building types or newer technologies may introduce large and unknown uncertainties.

Example 17

Estimate the annual HVAC maintenance cost for an office building that has floor area 1000 m? and is
n = 10 yr old in the year 2003. The system consists of an electric boiler, a reciprocating chiller, and a
constant volume distribution system. Suppose the CPI is 180 in 2003.

Given:
Ao = 1000 m?2,
n=10yr
CPCy5/CPls, = 180/100 = 1.80.
Lookup values:
From Table 3.2.2
Cpue = 3.59, 2 = 0.019, h = —0.287, ¢ = ~0.431, d = 0.948 [in $,,5,/m?].
Find: Ay,
Solution

Using Equation 3.2.61
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Ay = 1000 m?X (3.59 + 0.019 x 10 — 0.287 — 0.431 + 0.948) $,45;/m> = 4010 $ 5/ m?
To convert to $,,;, multiply by the CPI ratio
Ay = 4010 $,55/m2 X 1.80 = 7218 $,0,/m2.

3.2.7 Optimization

In principle, the process of optimizing the design of a building is simple — evaluate all possible design
variations and select the one with the lowest life cycle cost. Who would not want to choose the optimum?
In practice, it would be a daunting task to find the true optimum among all conceivable designs. The
difficulties, some of which have already been discussed, are

+ The enormous number of possible design variations (building configuration and materials, HVAC
systems, types and models of equipment, control modes)

+ Uncertainties (costs, energy prices, reliability, occupant behavior, future uses of building)

+ Imponderables (comfort, convenience, aesthetics)

Fortunately, there is a certain tolerance for moderate errors, as we show below, which facilitates the
job greatly because one can reduce the number of steps in the search for the optimum. Also, within
narrow ranges, some variables can be suboptimized without worrying about their effect on others.

Some quantities are easier to optimize than others. Optimizing the heating and cooling equipment,
for a given building envelope, is less problematic than trying to optimize the envelope — the latter touches
on the imponderables of aesthetics and image.

It is instructive to illustrate the optimization process with a very simple example: the thickness of
insulation on a wall. The annual heat flow Q across the insulation is

Q=AkD/t (3.2.62)
where

A = area [m?],
k = conductivity [W/m-K],
D = annual degree-seconds [K-s], and
t = thickness of insulation [m].
The capital cost of the insulation is

Copp = At Pine (3.2.63)
with p,,, = price of insulation [$/m?].
The life cycle cost is

Cire = Copy + Qe (3.2.64)
life ‘cap (A/P,I'd’ e,N)

where p, = first year energy price, and 1, is related to discount rate and energy escalation rate as in
Equation 3.2.19. We want to vary the thickness t to minimize the life cycle cost, keeping all the other
quantities constant. (This model is a simplification that neglects fixed cost of insulation as well as possible
feedback of t on D.) Eliminating t in favor of C,, one can rewrite Q as

Q =K/C (3.2.65)

cap

with a constant

K=A’kDp,.. (3.2.66)
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Then the life cycle cost can be written in the form

Cy. = Co,y + PKIC

‘cap ‘cap

(3.2.67)

where the variable

Pe

P AP N (3.2.68)

Cost
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FIGURE 3.2.7 Optimization of insulation thickness. Insulation cost = C,,,, energy cost = C,,, life cycle cost = Cy,.

contains all the information about energy price and discount rate. K is fixed, and the insulation investment
Cp is to be varied to find the optimum. Cy, and its components are plotted in Figure 3.2.7. As t is
increased, capital cost increases, energy cost decreases; Cy;, has a minimum at some intermediate value.

Setting the derivative of Cy, with respect to C_,, equal to zero yields the optimal value C

cap ‘cap0

Ceypo = JVKP. (3.2.69)

Now an interesting question: what is the penalty for not optimizing correctly? In general, the following
causes could prevent correct optimization:

+ Insufficient accuracy of the algorithm or program for calculating the performance
+ Incorrect information on economic data (e.g., the factor P in Equation 3.2.69)
+ Incorrect information on technical data (e.g., the factor K in Equation 3.2.69)
+ Unanticipated changes in the use of the building
Misoptimization would produce a design at a value C,, different from the true optimum C_,,,. For
the example of insulation thickness, the effect on the life cycle cost can be seen directly with the solid

curve in Figure 3.2.7. For example, a £10% error in C,,, would increase Cyy, by only +1%. Thus, the
penalty is not excessive for small errors.
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This relatively large insensitivity to misoptimization is a feature much more general than the insulation
model. As shown by Rabl (1985), the greatest sensitivity likely to be encountered in practice corresponds
to the curve

Clife tr e(C cap0,g ess) X
L e = ,  (“upper bound”) (3.2.70)
Clife,lme(ccap(),true) 1+ log(x) PP

Cost Penalty

1.4 \‘
1.3
1.2 ) | upper bound
1.1 - I

] /, lower bound
, J L
09 —

0 0.5 1 1.5 2

true = guess

FIGURE 3.2.8 Life cycle cost penalty versus energy price ratio.

also shown in Figure 3.2.8, with the label “upper bound.” Even here the minimum is broad; if the true
energy price differs by £10% from the guessed price, the life cycle cost increases only 0.4% (0.6%) over
the minimum. Even when the difference in prices is 30%, the life cycle cost penalty is less than 8%.

Errors in the factor K (due to wrong information about price or conductivity of the insulation material)
can be treated the same way because K and P play an entirely symmetric role in the above equations.
Therefore, curves in Figure 3.2.8 also apply to uncertainties in other input variables.

The basic phenomenon is universal: any smooth function is flat at an extremum. The only question
is how flat. For energy investments, that question has been answered with the curves of Figures 3.2.7 and
3.2.8. We can conclude that misoptimization penalties are definitely less then 1% (10%), when the
uncertainties of the input variables are less than 10% (30%).

Nomenclature
A annual payment
A levelized annual cost
Ay annual cost for maintenance [in first year $]
(A/P,N)  capital recovery factor
C cost at size S
Ceap capital cost [in first year $]
Cife life cycle cost

© 2001 by CRC Press LLC



CPI consumer price index

C, cost at a reference size S,

Cqatv salvage value [in first year $]

faep present value of total depreciation, as fraction of C,,
fdepn depreciation during year n, as fraction of C,
f, fraction of investment paid by loan

I, interest payment during nth year

L loan amount

m exponent of relation between cost and size of equipment
N system life [yr]

n year

N, doubling time

Nep depreciation period [yr]

N, payback time [yr]

N, loan period [yr]

P. energy price

p. levelized energy price

(P/Er,n)  present worth factor

Pdem demand charge [$/kW-month]

Pins price of insulation [$/m?]

| present value of interest payments

P peak demand [kW]

P, principal during nth payment period n

Ty (1 = 1) /(1 + 1)

Iy market discount rate

1 (rg—r)/(1 + 1)

Ty (rg—1)/(1 +1y)

Tam (rg — 1y)/(1 + 1y)

Lo Ogo®) Ly Hese

r, market energy price escalation rate
Tin general inflation rate

I market loan interest rate

I'n market escalation rate for maintenance costs
r, internal rate of return

S life cycle savings (= —Cy. + Cige rer)
S size of equipment

s annual savings

t thickness of insulation [m]

T incremental tax rate

Tered tax credit

The subscript , designates real growth rates r, related to the corresponding nominal (or market) rates r by
1 + r,,, = exp(r,,)- The subscript designates annual growth rates, related to the corresponding
continuous rates (with subscript ).

cont ann
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Appendix

TABLE 3.2.A1 Typical Equipment Cost C as Function of Size S, in the Form C = C, (§/S,)™

Component or System Description m  C/[k$] N

,

S Range, Units

Pumps, Fans, Blowers, and Compressors

Pump, centrifugal, horizontal, 50 ft head, 0.26 2 10
ci, radial flow, no motor. FOB. 0.43 5.3 100
0.34 3.2 0.5

Pump, same as above but with motor. 0.39 2.5 10
0.58 7.5 100

0.59 4.3 1

Pump, positive displacement, P;, = 150 psi,

P,,. <1000 psi, no motor, gears. ci. FOB.

(P,,, =5000 <> 10000 psi, X2.5). 052 4 10
Fan, centrifugal, radial bladed, 2.5 kPa,

del., no motor. 0.78 53 10

del., with motor. 0.93 9.3 10
Fan, propeller with motor. FOB. 0.58  0.45 1

0.36 1.5 10

Blower, centrifugal, 28 kPa, del., no motor. 0.61 160 30

‘With motor, drive: 1.6 X (no motor cost).
Blower, rotary sliding vane, 275 kPa,

del., no drive. 0.4 9.9 0.1
Compressor, centrifugal, <7000 kPa,

del., with electric motor. 0.9 450 10°
Compressor, same as above, but no

motor. FOB. 0.53 290 10°

exit pressure (MPa) factors: 1.7, X 8; 6.9, x1;

14, x1.15; 34, x1.4; 48, X1.5
Electrical motors, AC, enclosed, fan cooled. 0.68 0.67 10

Other types 0.87  0.67 10

Heat Exchangers
(Costs can vary tremendously with material and flow design)

Shell and tube, 150 psi., floating head, cs, 16 ft long, del. 0.71 21 100
Factors: 400 psi, X1.25; 1000 psi, X1.55; 3000 psi, X2.5;
5000 psi, X3.1.

Plate and frame, CS frame, 304ss plates. 0.78 0.1 1

Air cooler, finned tube, cs, 150 psi, includes motor and fan. FOB. 0.8 70 280

Heat recovery unit, for engine/generator. 0.45 0.95 1
O&M costs=$0.67/kWh.

Heat recovery unit, water and firetube boilers (flue gas flow, scf/h).  0.75 110 200

Immersion heater, electric, FOB. 0.87 1.9 50

Cooling tower, induced or forced draft, approach temp.=5.5°C, 1.0 70 10

wet-bulb temp.=23.8°C, range=5.5°C, directly installed,
all costs except foundations, water pumps, and distribution pipes.

0.2¢>16 kW
165400 kW
0.05¢>30 m*/min
1623 kW
235250 kW
0.04¢>30 m*/min

170 kW
265100 m¥/s
26550 m¥/s
0.5¢>6 m3/s

66550 m¥/s
12570 m¥/s

0.01¢>0.4 m’/s

2654000 kW

(5¢>40) x 102 kW

1<>10 HP
1051000 HP

2652000 m?

1004>5000 ft2
20452000 m?
2004>1500 kW

30452000 scf/hr
105200 kW
4560 m*/min

0.64 560 100 60<>700 m?*/min
In terms of cooling capacity 1.0 72 3.6 x10° 10%-10* kW
Factors to correct to other conditions: approach T, °C Wet-bulb T, °C Cooling range, °C
2.75, x1.50 10, x1.92 3, X0.78
4, xX1.22 15, X1.43 5, xX0.92
7, X0.85 20, x1.14 10, x1.3
11, x0.49 25, x0.95 15, X1.62
14, x0.39 32, x0.66 22, x1.93
incl. foundations and basin X 1.7 to 3.0.
*Water distribution to and from cooling tower, installed. 0.7 160 1 0.152 m?/s
*Water treatment. Demineralizing, ion exchange, input 1330 ppm, 1.0 3200 0.1 0.0004¢>0.8 m?/s
output 30-40 ppm solids, installed. (FOB, x0.7)
Factors to correct to other conditions: inlet feed: 1000 ppm, x0.5;
500 ppm, X0.25; 200 ppm, X0.18;100 ppm, x0.13
*Steam deaerator, cs, FOB. 0.78 67 1 (0.05¢>40) x10° kg/hr
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TABLE 3.2.A1 (continued) Typical Equipment Cost C as Function of Size S, in the Form C = C, (S/S,)™

Component or System Description m  C,[k$] S, S Range, Units
Furnaces, Boilers, Heaters
Firetube package boiler, FOB. 0.59 40 200 40<>800 HP
Stoker, economizer, dust collectors. 0.37 170 5000 (2¢510) x10° Ib/hr
0.56 500 25000 (1¢>5) x10* Ib/hr
Gas fired, del., 50-200 psi sat. steam. 0.64 16 103 (0.2¢>10) x 10° kg/hr
Water tube, FOB. 0.67 340 12 (4¢>40) <> 10* Ib/hr
Water heaters
Gas-fired tank, FOB. 1.1 0.26 40 30 <> 100 gal
Electric heated tank, FOB. 1.0 0.26 50 30 <> 100 gal
Electric immersion, without tank, FOB. 0.87 1.3 50 10 <> 200 kW
Electric resistance heaters
For household heating, cost = $550 + $40/kW.
Waste heat steam boiler, unfired, 150 psi, del. 0.81 160 10¢ (0.1¢>10) x 10* kg/hr
Box-type furnace, 500 psi, cs, del. 0.75 144 12 10 <> 400 kW
Refrigerating Systems, Heat Pumps
Air conditioners, Room, FOB. 0.8 1.2 2 0.33 <15 tons
Room, totally installed. 0.83 2.2 2 0.5 <>15 tons
Maintenance costs, $/year. 0.38 0.2 2 0.33 «<>10 tons
Central chillers, vapor compression
Reciprocating package, FOB. 0.5 13.6 50 10¢>185 tons
Roof reciprocating, air-cooled condensor, FOB. 0.71 19.5 50 20<>85 tons
Centrifugal or screw compressor, FOB. 0.66 92 500 80452000 tons
O&M annual costs, reciprocating. 0.77 2 50 10<>185 tons
O&M annual costs, centrifugal or screw. 0.42 8 500 105452000 tons
Central chillers, LiBr absorption
Single effect, installed. 0.66 160 500 100451400 tons
Double effect, installed. 0.7 230 500 40041200 tons
O&M, single or double effect, per year. 0.56 5.8 500 100¢>1400 tons
Air-to-air heat pumps
Equipment only. 0.86 2.4 3 1¢>50 tons
Installed. 0.9 4.9 3 14550 tons
O&M per year. 0.5 0.3 3 1550 tons
Water-to-air heat pumps
Equipment only. 0.64 1.65 3 125 tons
Installed. 0.69 3.4 3 1425 tons
Maintenance, years 2-5. 0.5 0.3 3 125 tons
Miscellaneous
Storage tanks
Vertical steel field erected tanks. 0.68 0.017 1 10%<10° gal
Carbon steel. 0.56 1.4 100 1004>10° gal
Large volume cs, floating roof. 0.78 385 2 x10° (2¢>10) x 10° gal
Generally:

Concrete $0.75-0.90/gal.
Fiberglass $1.50/gal for 2000 gal size.
Pipe type $1.00/gal.
Pipe insulation (contractor price)
Elastomer 3/4-in. thickness, $0.52/ft.
Phenolic foam 1-in. thickness; $1.10/ft.
Fiberglass 1-in. thickness, $0.70/ ft.
Urethane $1.00/ft.
Rule of thumb 10% of total mechanical costs.

Notes: All costs adjusted for M&S index = 800. For fans and blowers, flow is in normal m3/s (at 0°C and 1.0 bar).
Abbreviations used: ci=cast iron; cs=carbon steel; ss=stainless steel; m*/min denotes cubic meters per minute of feed flow;

del.=delivered; sat.=saturated; S, = Reference size, in same units as S Range values.

Source: Extracted from Appendix D of Boehm (1987) to which the reader is referred for further detail and references.

* Additional option.
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4.1 Heating Systems

Jan F. Kreider

This chapter discusses equipment used for producing heat from fossil fuels, electricity, or solar power.
The emphasis is on design-oriented information, including system characteristics, operating efficiency,
the significance of part load characteristics, and criteria for selecting from among the vast array of heat
producing equipment available.

The heating plants discussed in this chapter are often called the primary systems. Systems intended to
distribute heat produced by the primary systems are called secondary systems and include ducts and pipes,
fans and pumps, terminal devices, and auxiliary components. Such secondary systems for heating and
cooling are described in Chapter 4.3. The terms primary and secondary are equivalent to the terms plant
and systern used by some building analysts and HVAC system modelers.

The goal of this chapter is to have the reader understand the operation of various heat generation or
transfer systems and their performance:

* Furnaces

+ Boilers

* Heat pumps

+ Heat exchangers

+ Part load performance and energy calculations for each
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The primary sources of heat for building heating systems are fossil fuels — natural gas, fuel oil, and
coal. Under certain circumstances electricity is used for heat in commercial buildings although the
economic penalties for so doing are significant. Solar radiation power can be converted to heat for
commercial building applications, including perimeter zone heating and service water heating.

4.1.1 Natural Gas and Fuel Oil-Fired Equipment

This section describes fossil fuel-fired furnaces and boilers — devices which convert the chemical energy
in fuels to heat. Furnaces are used to heat air streams that are in turn used for heating the interior of
buildings. Forced air heating systems supplied with heat by furnaces are the most common type of
residential heating system in the U.S. Boilers are pressure vessels used to transfer heat, produced by
burning a fuel, to a fluid. The most common heat transfer fluid used for this purpose in buildings is
water, in the form of either liquid or vapor. The key distinction between furnaces and boilers is that air
is heated in the former and water is heated in the latter.

The fuels used for producing heat in boilers and furnaces include natural gas (i.e., methane), propane,
fuel oil (at various grades numbered from 1 through 6), wood, coal, and other fuels including refuse-
derived fuels. It is beyond the scope of this handbook to describe the design of boilers and furnaces or
how they convert chemical energy to heat in detail. Rather we provide the information needed by HVAC
designers for these two classes of equipment. Since boilers and furnaces operate at elevated temperatures
(and pressures for boilers), they are hazardous devices. As a result, a body of standards has been developed
to assure the safe operation of this equipment.

Furnaces

Modern furnaces use forced convection to remove heat produced within a furnace’s firebox. There are
many designs to achieve this; four residential classifications based on airflow type are shown in Figure 4.1.1.
The upflow furnace shown in Figure 4.1.1a has a blower located below the firebox heat exchanger with
heated air exiting the unit at the top. Return air from the heated space enters this furnace type at the
bottom. The upflow design is used in full-sized mechanical rooms where sufficient floor-to-ceiling space
exists for the connecting ductwork. This is the most common form of residential furnace.

Downflow furnaces (Figure 4.1.1b) are the reverse with air flowing downward as it is heated by passing
over the heat exchanger. This design is used in residences without basements or in upstairs mechanical
spaces in two-story buildings. Horizontal furnaces of the type shown in Figure 4.1.1c use a horizontal
air flow path with the air mover located beside the heat exchanger. This design is especially useful in
applications where vertical space is limited, such as in attics or crawl spaces of residences.

A combination of upflow and horizontal furnaces is available and is named the basement or low-boy
furnace (Figure 4.1.1d). With the blower located beside the firebox, air enters the top of the furnace, is
heated, and exits from the top. This design is useful in applications where head room is restricted.

The combustion side of the heat exchanger in gas furnaces can be at either atmospheric pressure
(the most common design for small furnaces) or at super-atmospheric pressures produced by combustion
air blowers. The latter are of two kinds, forced draft (blower upstream of combustion chamber) or induced
draft (blower downstream of combustion chamber); furnaces with blowers have better control of parasitic
heat losses through the stack. As a result, efficiencies are higher for such power combustion furnaces.

In addition to natural gas, liquefied propane gas (LPG) and fuel oil can be used as energy sources for
furnaces. LPG furnaces are very similar to natural gas furnaces. The only differences between the two
are energy content (1000 Btu/ft® for natural gas and 2500 Btu/ft*> for propane) and supply pressure to
the burner. Gas furnaces can be adapted for LPG use and vice versa in many cases. Fuel oil burner systems
differ from gas burner systems owing to the need to atomize oil before combustion. The remainder of
the furnace is not much different from a gas furnace, except that heavier construction is often used.

Other furnaces for special applications are also available. These include (1) unducted space heaters
located within the space to be heated and relying on natural convection for heat transfer to the space;
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FIGURE 4.1.1 Examples of furnaces for residential space heating: (a) vertical, (b) downflow, (c) horizontal, and
(d) low boy. (From Rabl, A. and Kreider J.E., Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994.
With permission.)

(2) wall furnaces attached to walls and requiring very little space; and (3) direct fired unit heaters used
for direct space heating in commercial and industrial applications. Unit heaters are available in sizes
between 25,000 and 320,000 Btu/hr (7 to 94 kW).

On commercial buildings, one often finds furnaces incorporated into package units (or “rooftop units”)
consisting of air conditioners and gas furnaces (or electric resistance coils). Typical sizes of these units
range from 5 to 50 tons of cooling (18 to 175 kW) with a matched to 50% over sized furnace. Smaller
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FIGURE 4.1.1 (continued)

units are designed to be used for a single zone in either the heating only or cooling only mode. Larger
units above 15 tons (53 kW) can operate simultaneously in heating and cooling modes to condition
several zones. In the heating mode, these commercial-sized package units operate with an air temperature

rise of about 85°F (47 K).

Furnace Design and Selection for HVAC Applications

Selection of a furnace is straightforward once the fuel source and heat load (see Chapter 6.1) are known.

The following factors must be accounted for in furnace sizing and type selection:

* Design heat loss of area to be heated — Btu/hr or kW

+ Morning recovery capacity from night setback

+ Constant internal gains or waste heat recovery that reduce the needed heat rating of a furnace
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* Humidification load (see Chapters 4 and 7)
* Fan and housing size sufficient to accommodate air conditioning system
* Duct heat losses if heat so lost is external to the heated space

+ Available space for furnace location

Residential furnaces are available in sizes ranging from 35,000 to 175,000 Btu/hr (10 to 51 kW).
Commercial sizes range upward to 1,000,000 Btu/hr (300 kW).

Economic criteria including initial cost and life cycle operating cost must be considered using the
techniques of Chapter 3.2 to make the final selection. Although high efficiency may cost more initially,
it is often worthwhile to make the investment when the overall economic picture is considered. However,
in many cases first cost is the primary determinant of selection. In these cases, the HVAC engineer must
point out to the building owner or architect that the building lifetime penalties of using inexpensive but
inefficient heating equipment are considerable, many times the initial cost difference.

The designer is advised to avoid the customary tendency to oversize furnaces. An oversized furnace
operates at less efficiency than a properly sized one due to the penalties of part load operation. If a proper
heat load calculation is done (with proper attention to the recognized uncertainties in infiltration losses
and warm-up transients), only a small safety factor should be needed, for example, 10%. The safety factor
is applied to account for heat load calculation uncertainties and possible future, modest changes in building
load due to usage changes. Oversizing of furnaces also has other penalties, including excessive duct size
and cost, along with poorer control of comfort due to larger temperature swings in the heated space.

Furnace Efficiency and Energy Calculations

The steady state efficiency 7y, is defined as the ratio of fuel supplied less flue losses, all divided by the
fuel supplied:

n:lfuelhfuel - mﬂuehﬂue (4 1 1)

M Miye) hfuel

in which the subscripts identify the fuel input and flue gas exhaust mass flow rates and enthalpies h.
Gas flows are usually expressed in ft*/hr (I/s). To find the mass flow rate, one must know the density
which in turn depends on the gas main pressure. The ideal gas law can be used for such calculations.
Efficiency values are specified by the manufacturer at a single value of fuel input rate.

This instantaneous efficiency is of limited value in selecting furnaces owing to the fact that furnaces
often operate in a cyclic, part load mode where instantaneous efficiency may be lower than that at peak
operating conditions. Part load efficiency is low since cycling causes inefficient combustion, cyclic heating
and cooling of furnace heat exchanger mass, and thermal cycling of distribution ductwork. A more useful
performance index is the Annual Fuel Utilization Efficiency (AFUE) which accounts for other loss mech-
anisms over a season. These include stack losses (sensible and latent), cycling losses, infiltration, and
pilot losses (ASHRAE Equipment, 1996). An ASHRAE standard (103-1982R) is used for finding the
AFUE for residential furnaces.

Table 4.1.1 shows typical values of AFUE for residential furnaces. The table shows that efficiency
improvements can be achieved by eliminating standing pilots, by using a forced draft design, or by
condensing the products of combustion to recover latent heat normally lost to the flue gases. Efficiency
can also be improved by using a vent damper to reduce stack losses during furnace off periods. Although
this table is prepared using residential furnace data, it can be used for commercial-sized furnaces as well.
Few data have been published for commercial systems because it has not been mandated by law as it has
been for residential furnaces. The AFUE has the shortcoming that a specific usage pattern and equipment
characteristics are assumed. The next section discusses a more accurate method for finding annual
performance of heat-producing primary systems.

The AFUE can be used to find annual energy consumption directly from its definition below. The fuel
consumption during an average year Q,, is given by
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TABLE 4.1.1 Typical Values of AFUE for Furnaces

Type of gas furnace AFUE, %

1. Atmospheric with standing pilot 64.5

2. Atmospheric with intermittent ignition 69.0

3. Atmospheric with intermittent ignition and automatic vent damper 78.0

4. Same basic furnace as type 2, except with power vent 78.0

5. Same as type 4 but with improved heat transfer 81.5

6. Direct vent with standing pilot, preheat 66.0

7. Direct vent, power vent, and intermittent ignition 78.0

8. Power burner (forced-draft) 75.0

9. Condensing 92.5
Type of oil furnace AFUE, %

1. Standard 71.0

2. Same as type 1 with improved heat transfer 76.0

3. Same as type 2 with automatic vent damper 83.0

4. Condensing 91.0

Source: From ASHRAE. With permission.

Qyr

quel, yr = AFUE

MMBtu/yr (GJ/yr) (4.1.2)
Where Q,, is the annual heat load. Using this approach, it is a simple matter to find the savings one
might expect, on the average, by investing in a more efficient furnace.
Example 1 Energy saving using a condensing furnace

A small commercial building is heated by an old atmospheric type, gas furnace. The owner proposes
to install a new pulse type (condensing) furnace. If the annual heat load Q,, on the warehouse is
200 GJ, what energy saving will the new furnace produce?

Assumptions: AFUE is an adequate measure of seasonal performance and furnace efficiency does not
degrade with time.

Find: Aszuel = quel,old - quel,new
Lookup values: AFUEs from Table 4.1.1

AFUE,, = 0.645  AFUE,, = 0.925

new
Solution

Equation 4.1.1 is used to find the solution. The energy saving is given by

1 1
A = -
Qe Qy'(AFUEom AFUEneW)

Substituting the tabulated values for AFUE we have

1 1

Aquel = 200(@-@) = 939 GJ/yr

The saving of energy using the modern furnace is substantial, almost equivalent to 50% of the annual
heating load.
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In addition to energy consumption, the designer must also be concerned with a myriad of other factors
in furnace selection. These include:

+ Air side temperature rise — affects duct design and air flow rate
+ Air flow rate — affects duct design

+ Control operation — for example, will night or unoccupied day/night setback be used or not?
Is fan control by thermal switch or time delay relay?

+ Safety issues — combustion gas control, fire hazards, high temperature limit switch

4.1.2 Boilers

A boiler is a device made from copper, steel, or cast iron to transfer heat from a combustion chamber
(or electric resistance coil) to water in either the liquid phase, vapor phase, or both. Boilers are classified
both by the fuel used and by the operating pressure. Fuels include gas, fuel oils, wood, coal, refuse-derived
fuels, or electricity. This section focuses on fossil fuel fired boilers.

Boilers produce either hot water or steam at various pressures. Although water does not literally boil
in hot water “boilers,” they are called boilers, nevertheless. Steam is an exceptionally effective heat
transport fluid due to its very large heat of vaporization and coefficient of heat transfer, as noted in
Chapter 2.1.

Pressure classifications for boilers for buildings are

+ Low Pressure: Steam boilers with operating pressures below 15 psig (100 kPa). Hot water boilers
with pressures below 150 psig (1000 kPa); temperatures are limited to 250°F (120°C).

* High Pressure: Steam boilers with operating pressures above 15 psig (100 kPa). Hot water boilers
with pressures above 150 psig (1000 kPa); temperatures are above 250°F (120°C).

Heat rates for steam boilers are often expressed in lb,, of steam produced per hour (or kW). The
heating value of steam for these purposes is rounded off to 1000 Btu/lb,,. Steam boilers are available at
heat rates of 50 to 50,000 Ib,, of steam per hour (15 to 15,000 kW). This overlaps the upper range of
furnace sizes noted in the previous section. Steam produced by boilers is used in buildings for space
heating, water heating, and absorption cooling. Water boilers are available in the same range of sizes as
are steam boilers: 50 to 50,000 MMBtu/hr (15 to 15,000 kW). Hot water is used in buildings for space
and water heating.

Since the energy contained in steam and hot water within and flowing through boilers is very large,
an extensive codification of regulations has evolved to assure safe operation. In the U.S. the ASME Boiler
and Pressure Vessel Code governs construction of boilers. For example, the Code sets the limits of
temperature and pressure on low pressure water and steam boilers listed above.

Large boilers are constructed from steel or cast iron. Cast iron boilers are modular and consist of
several identical heat transfer sections bolted and gasketed together to meet the required output rating.
Steel boilers are not modular but are constructed by welding various components together into one
assembly. Heat transfer occurs across tubes containing either the fire or the water to be heated. The
former are called fire-tube boilers and the latter water-tube boilers. Either material of construction can
result in equally efficient designs. Small, light boilers of moderate capacity are sometimes needed for use
in buildings. For these applications, the designer should consider the use of copper boilers.

Figure 4.1.2 shows a cross-section of a steam boiler of the type used in buildings.

Boiler Design and Selection for Buildings

The HVAC engineer must specify boilers based on a few key criteria. This section lists these but does
not discuss the internal design of boilers and their construction. Boiler selection is based on the
following criteria:
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FIGURE 4.1.2 Boiler cross-sectional drawing showing burner, heat exchanger, and flue connection. (From Rabl,
A. and Kreider J.E, Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

* Boiler fuel — type, energy content, heating value including altitude effects if gas fired (no effect
for coal or fuel oil boilers).

Required heat output — net output rating in MMBtu/hr (kW)

Operating pressure and working fluid
« Efficiency and part load characteristics

+ Other — space needs, control system, combustion air requirements, safety requirements, ASME
code applicability

The boiler heat output required for a building is determined by summing the maximum heating
requirement of all zones or loads serviced by the boiler during peak demand for steam or hot water and
adding to that (1) parasitic losses including piping losses and (2) initial loop fluid warm-up. Simply
adding all of the peak heating unit capacities of all the zones in a building can result in an oversized boiler
since the zones do not all require peak heating simultaneously. The ratio of the total of all zone loads
under peak conditions to the total heating capacity installed in a building is called the diversity.

Additional boiler capacity may be needed to recover from night setback in massive buildings. This
transient load is called the pickup load and must be accounted for in both boiler and terminal heating
unit sizing.

Boilers are often sized by their sea-level input fuel ratings. Of course, this rating must be multiplied by
the applicable efficiency to determine the gross output of the boiler. In addition, if a gas boiler is not to
be located at sea level, the effect of altitude must be accounted for in the rating. Some boiler designs use
a forced draft burner to force additional combustion air into the firebox to offset part of the effect of
altitude. Also, enriched or pressurized gas may be provided at high altitude so that the heating value per
unit volume is the same as at sea level. If no accommodation to altitude is made, the output of a gas boiler
drops by approximately 4% per 1000 ft (13% per km) of altitude above sea level. For example, a gas boiler
located in Denver, Colorado (5000 ft, 1500 m) will have a capacity of only 80% of its sea level rating.

Table 4.1.2 shows the type of data provided by manufacturers for the selection of boilers for a specific
project. Reading across the table, the fuel input needs are first tabulated for the 13 boiler models listed.
The fifth column is the sea level boiler output at the maximum design heat rate. The next four columns
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TABLE 4.1.2 Example of Manufacturer’s Boiler Capacity Table

IBR burner capacity Net IBR ratings
Boiler Min.
unit gas Gross Net heat Net Stack  Positive IBR
number, Light press. IBR transfer firebox  gas  pressure in chimney
steam, oil, Gas, reqd. output, Steam, Steam, Water, area, Boiler volume, volume, firebox size vent
or water gal/h kBtu/h in WG Btu/h  ft¥/h  Btu/h Btw/h ft?H,0 hp ft* f*/min  in WG dia., in
&) @ 6 @ (5) (6) (7 (8) © o an  12) (13) (14)
A436°F@ 630 882 5.5 720,000 2,250 540,100 626,100 4,175 21.5 11.02 395 0.34 10
A586°F@ 825 1,155 7.0 940,000 2,940 705,200 817,400 5,450 28.1 14.45 517 0.35 10
A686°F@ 10.20 1,428 5.5 1,160,000 3,625 870,200 1,008,700 6,725 34.6 18.08 640 0.35 10
A786°F@ 12.15 1,701 6.0 1,380,000 4,355 1,044,700 1,200,000 8,000 41.2 21.61 762 0.36 12
A886°F@ 14.10 1,974 5.0 1,600,000 5,115 1,227,900 1,391,300 9,275 49.6 25.14 884 0.37 12
A986°F@ 16.05 2,247 6.0 1,820,000 5,875 1,409,800 1,582,600 10,550 54.3 28.67 1,006 0.38 14
A1086°F@ 18.00 2,520 6.5 2,040,000 6,600 1,583,900 1,773,900 11,825 60.9 32.20 1,128 0.39 14
A1186°F@ 19.95 2,793 7.0 2,260,000 7,310 1,754,700 1,965,200 13,100 67.5 35.73 1,251 0.40 14
A1286°F@ 21.95 3,073 7.0 2,480,000 8,025 1,925,500 2,156,500 14,375 74.1 39.26 1,376 0.41 14
A1386°F@ 23.90 3,346 6.5 2,700,000 8,735 2,096,300 2,347,800 15,650 80.6 42.79 1,498 0.42 14
A1436°F@ 2590 3,626 7.5 2,920,000 9,445 2,267,100 2,539,100 16,925 87.2 46.32 1,623 0.43 16
A1586°F@ 27.85 3,899 7.5 3,140,000 10,160 2,437,900 2,730,400 18,200 93.8 49.85 1,746 0.44 16
A1686°F@ 29.75 4,165 8.5 3,350,000 10,835 2,600,900 2,913,000 19,420 100.1 53.38 1,865 0.45 16

Note: 1 bhp = 33,475 Btu/h = 9.8 kW.
Source: From Rabl, A. and Kreider, J.E.,, Heating and Coling of Buildings, McGraw-Hill, New York, 1994. With permission.

convert the heat rate to steam and hot water production rates. The following column expresses heat rate
in still a different way, using units of boiler horsepower (= 33,475 Btu/hr or 9.81 kW). The final four
columns provide information needed for designing the combustion air supply system and the chimney.

A rule of thumb to check boiler selection in heating climates in the U.S. is that the input rating (columns
two and three of the table, for example) in Btu/hr expressed on the basis of per heated square foot of building
is usually in the range of one third to one fifth of the design temperature difference (difference between
indoor and outdoor, winter design temperature). For example, if the design temperature difference for a
100,000 square foot building is 80°F, the boiler input would be expected to be in the range between 1.6
MMBtu/hr ([80/5] x 100,000 ft?) and 2.7 MMBtu/hr ([80/3] x 100,000 ft?). The difference between the two
depends on the energy efficiency of the building envelope and its infiltration controls. Boiler efficiency also
has an effect on this design check.

Proper control of boilers in response to varying outdoor conditions can improve efficiency and occupant
comfort. A standard feature of boiler controls is the boiler reset system. Since full boiler capacity is needed
only at peak heating conditions, better comfort control results if capacity is reduced with increasing outdoor
temperature. Capacity reduction of zone hot water heating is easy to accomplish by simply reducing the
water temperature supplied by the boiler. An example reset schedule might specify boiler water at 210°F at
an outdoor temperature of —20°F and at 70°F a water temperature of 140°F. This schedule is called a 1:1
schedule since for every degree rise in outdoor temperature the boiler output drops by 1.0°E.

Auxiliary Steam Equipment

Steam systems have additional components needed to provide safety or adequate control in building
thermal systems. This section provides an overview of the most important of these components including
steam traps and relief valves.

Steam traps are used to separate both steam condensate and noncondensable gases from live steam in
steam piping systems and at steam equipment. Steam traps “trap” or confine steam in heating coils, for
example, while releasing condensate to be revaporized again in the boiler. The challenge in trap selection
is to assure that the condensate and gases are removed promptly and with little to no loss of live steam.
For example, if condensate is not removed from a heating colil, it will become waterlogged and have
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FIGURE 4.1.3  Steam traps. (a) Disc trap; (b) thermostatic trap; (c) mechanical, inverted bucket trap. (From Rabl,
A. and Kreider J.E, Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

much reduced heating capacity. A brief description of the most common types of traps which should be
used in HVAC applications follows.

Thermodynamic traps are simple and inexpensive. The most common type, the disc trap, is shown in
Figure 4.1.3a. This type of trap operates on kinetic energy changes as condensate flows through and
flashes into steam within the trap. Steam flashed (i.e., converted from hot liquid to vapor) from hot
condensate above the disc holds the trap closed until the disc is cooled by cooler condensate. Steam line
pressure then pushes the disc open. It remains open until all cool condensate has been expelled and hot
condensate is again present and flashes again to close the valve. The disc action is made more rapid by
the flow of condensate beneath the disc; the high velocities produce a low pressure area there in accordance
with Bernoulli’s equation and the disc slams shut. These traps are rugged and make a characteristic
clicking sound, making operational checking easy. They can stick open if a particle lodges in the seat.
This design has relatively high operating cost due to its live steam loss.

Thermostatic traps use the temperature difference between steam and condensate to control condensate
flow. One type of thermostatic trap is shown in Figure 4.1.3b. The bimetal unit within the housing opens
the valve as condensate cools, thereby allowing condensate to exit the trap. Significant subcooling of the
condensate is needed to open the valve and operation can be slow. Other more complex designs have more
rapid response and reduced need for subcooling. The bimetal element can be replaced with a bellows filled
with an alcohol/water mixture permitting closer tracking of release setting as steam temperature changes.
A trap that has a temperature/pressure characteristic greater than the temperature/pressure of saturated
steam will lose live steam, whereas a trap with a T/p characteristic lying below the steam curve will build
up condensate. The ideal trap has an opening T/p characteristic identical with the T/p curve of saturated
steam.
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FIGURE 4.1.4 Piping arrangement for heating coil steam trap application. (From Rabl, A. and Kreider J.E, Heating
and Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

Mechanical traps operate on the density difference between condensate and live steam to displace a
float. Figure 4.1.3c shows one type of mechanical trap — the inverted-bucket trap — that uses an open,
upside down bucket with a small orifice. Steam flowing with the condensate (that fills the housing outside
of the bucket) fills the inverted bucket and causes it to float since the confined steam is less dense than
the liquid water surrounding the bucket. Steam bleeds through the small hole in the bucket and condenses
within the trap housing. As the bucket fills with condensate it becomes heavier and eventually sinks and
opens the valve. Steam pressure forces condensate from the trap. The design of this trap continuously
vents noncondensable gases, although the capacity for noncondensable gas flow (mostly air) rejection is
limited by the size of the small hole in the top of the bucket. This hole is limited in size by the need to
control parasitic steam loss through the same hole. Dirt can block the hole causing the trap to malfunc-
tion. The trap must be mounted vertically. An inverted bucket trap has significantly smaller parasitic live
steam losses than the thermodynamic disc trap.

Steam traps are used to drain condensate from steam headers and from equipment where condensing
steam releases its heat to another fluid. Steam piping is sloped so that condensate flows to a collecting point
where it is relieved by the trap. At equipment condensate collection points, the trap is placed below the
equipment where the condensate drains by gravity. Figure 4.1.4 shows a typical trap application for both
purposes. The left trap drains the header, and the right trap drains the condensate produced in the heating coil.

Selection of traps requires knowledge of the condensate rejection rate (lb, /hr, kg/s) and the suitability
of various trap designs to the application. Table 4.1.3 summarizes the applications of the three types of
traps discussed above (Haas, 1990).

The operating penalties for malfunctioning steam traps (clogged, dirty, or corroded) can dwarf the
cost of a trap because expensive heat energy is lost if live steam is lost from malfunctioning traps. One
of the first things to inspect in an energy audit of a new or existing steam system is the condition of the
traps. For example, if steam is produced in a gas fired boiler of typical efficiency, a 0.25 in (0.64 cm)
orifice in a steam trap will lose about $2000 worth of steam in a year. (The cost of gas in this example
is $3.00/thousand ft* [$0.11/m?], the usual units used by utilities; this converts to approximately
$3.00/million Btu or $2.84/GJ).

A pressure relief valve is needed to control possible overpressure in boilers for safety reasons. Valves are
specified by their ability to pass a given amount of steam or hot water at the boiler outlet condition. This
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TABLE 4.1.3 Operating Characteristics of Steam Traps

System needs Thermodynamics Float-thermostatic Inverted bucket
Maximum pressure (psig) 1740 465 2755
Maximum capacity (Ib/h) 5250 100,000 20,500
Discharge Hot Hot Hot
temperature, °F (Close to saturated-steam temperature)
Discharge On/off Continuous On/off
Air venting Good Excellent Fair
Dirt handling Fair Good Good
Freeze resistance Good Poor Poor
Superheat Excellent Poor Fair
Waterhammer Excellent Fair Excellent
Varying load Good Excellent Good
Change in psi Good Excellent Fair
Backpressure Maximum 80% Good Good
Usual failure Open Closed/air vent open ~ Open

Source: From Rabl, A. and Kreider, J.E.,, Heating and Coling of Buildings, McGraw-Hill, New
York, 1994. With permission.

dump rate can either be specified in units of mass per time or in units of energy flow per time. Pressure
relief valves must be used wherever heat can be added to a confined volume of water. Water could become
confined in the piping of an HVAC system, for example, if automatic control valves failed closed or if
isolation valves were improperly closed by a system operator. Not only boilers must be protected, but also
heat exchangers and water pipe lengths that are heated externally by steam tracing or solar heat. The volume
expansion characteristics of water can produce tremendous pressures if heat is added to confined water.
For example, water warmed by only 30°F (17°C) will increase in pressure by 1100 psi (7600 kPa). The
method for sizing boiler relief valves is outlined in Wong (1989). The discharge from boiler relief valves
must be piped to a drain or other location where injury from live steam will be impossible.

Combustion Calculations — Flue Gas Analysis

The combustion of fuel in a boiler is a chemical reaction and as such is governed by the principles of
stoichiometry. This section discusses the combustion of natural gas (for our purposes assumed to be
100% methane) in boilers as an example of fuel burning for heat production. It also outlines how the
flue gas from a boiler can be analyzed to ascertain the efficiency of the combustion process. Continuous
monitoring of flue gases by a building’s energy management system can result in early identification of
boiler combustion problems. In a new building, one should test a boiler to determine its efficiency as
installed and to compare output to that specified by the designer.

Combustion analysis involves using the basic chemical reaction equation and the known composition
of air to determine the composition of flue gases. The inverse problem, finding the precombustion
composition, is also of importance when analyzing flue gases. The chemical reaction for stoichiometric
combustion of methane is

CH, + 20, — CO, + 2H,0 (4.1.3)

Recalling that the molecular weights are

Hydrogen (H,): 2
Methane (CH,): 16
Oxygen (O,): 32

Carbon Dioxide (CO,): 44
Water (H,0): 18

we can easily determine that 4.0 1b of oxygen per 1b of methane are required for complete combustion.
Since air is 23% oxygen by weight, 17.4 1b,, (or kg) of air per Ib,, (or kg) of fuel are required, theoretically.
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It is easy to show that on a volumetric basis (recall Avogadro’s law which states that one mole of any gas
at the same temperature and pressure occupies the same volume) the equivalent requirements are 2.0 ft*
of oxygen per ft* of methane for complete combustion. This oxygen requirement is equivalent to 8.7 ft*
of air per ft* of methane. A rule of thumb to check the preceding calculation is that 0.9 ft* of air are
required for 100 Btu of fuel heating value (about 0.25 m® of air per MJ of heating value). For example,
the heating value of natural gas is about 1000 Btu/ft® requiring 9 ft* of air according to the above rule.
This compares well with the value of 8.7 ft? previously calculated.

Combustion air is often provided in excess of this amount to guarantee complete combustion. Incom-
plete combustion yields toxic carbon monoxide (CO) in the flue gas. This incomplete combustion is to
be avoided not only as energy waste but as air pollution. The amount of excess air involved in combustion
is usually expressed as the excess air fraction f. .

air supplied — stoichiometric air

— — 4.1.4
stoichiometric air ( )

fexc air T

In combustion calculations for gaseous fuels, the air amounts in Equation 4.1.4 are usually expressed
on a volumetric basis, whereas for all other fuels a mass basis is used.

The amount of excess air provided is critical to the efficiency of a combustion process. Excessive air
both reduces combustion temperature (reducing heat transfer rate to the working fluid) and results in
excessive heat loss through the flue gases. Insufficient excess air results in incomplete combustion and
loss of chemical energy in the flue gases. The amount of excess air provided varies with the fuel and with
the design of the boiler (or furnace). Recommendations of the manufacturer should be followed. The
optimum excess air fraction is usually between 10 and 50%.

Flue gas analysis is a method of determining the amount of excess air in a combustion process. This
information can be used to find an approximate value of boiler efficiency. Periodic, regular analysis can
provide a trend of boiler efficiency with time, indicating possible problems with the burner or combustion
equipment in a boiler or furnace. Flue gas analysis is often expressed as the volumetric fraction of flue
gases — oxygen, nitrogen, and carbon monoxide. If these three values are known, the excess air (%) can
be found from (ASHRAE, 1997)

0,-0.5CO
0.264N, — (0, - 0.5CO)

fexc air = (415)
in which the chemical symbols represent the volume fractions in the flue gas analysis expressed in %.
The following example indicates how this expression is used.

Example 2 Flue gas analysis

The volumetric analysis of flue gas from combustion of methane in a gas boiler is measured to be

10.5% carbon dioxide
3.2% oxygen

86.3% nitrogen

0% carbon monoxide

Find the amount of excess air. Is it within the recommended range suggested above?
Equation 4.1.5 will be used as follows:

3.2% —(0.5x0%)
. —1 = .1
o = 5364(86.3%) ~[3.2% — (05 x0%)] ~ 'O

The excess air is 16.3%, within the 10 - 50% range above.
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TABLE 4.1.4 Stoichiometric and Excess Air Values of CO, for Combustion of Common
Fossil Fuels

CO, at given

Theoretical or excess-air values

Type of fuel maximum CO,, %  20%  40%  60%

Gaseous fuels

Natural gas 12.1 9.9 8.4 7.3

Propane gas (commercial) 13.9 11.4 9.6 8.4

Butane gas (commercial) 14.1 11.6 9.8 8.5

Mixed gas (natural and carbureted water gas) 11.2 125 105 9.1
Carbureted water gas 17.2 142 12.1 106

Coke oven gas 11.2 9.2 7.8 6.8
Liquid fuels

No. 1 and No. 2 fuel oil 15.0 123 105 9.1

No. 6 fuel oil 16.5 13.6 11.6 10.1
Solid fuels

Bituminous coal 18.2 15.1 129 113

Anthracite 20.2 168 144 126

Coke 21.0 17.5 15.0 13.0

Source: From Rabl, A. and Kreider, J.E.,, Heating and Coling of Buildings, McGraw-Hill, New
York, 1994. With permission.

The efficiency of a steam boiler can be found from field measurements by

Moot = ———————— Queam (4.1.6)
muel(HHV)

where

Qsteam is the steam output rate, Btu/hr (kW)
el is the fuel supply rate, Ibm/hr (kg/s)
HHYV is the higher heating value of the fuel, Btu/lb (kJ/kg)

The previous discussion described the combustion of methane and at what rate air is to be supplied
for proper combustion. Of course, many other fuels are used to fire boilers. Table 4.1.4 contains data
which can be used to quickly estimate the excess air from a flue gas analysis for other fuels.

Coal and fuel oil contain carbon and hydrogen along with sulfur, the combustion of all of which
produce heat. However, sulfur oxide formed during combustion is a corrosive acid if dissolved in liquid
water. In order to avoid corrosion of boilers and stacks, liquid water must be avoided anywhere in a
boiler by maintaining sufficiently high stack temperatures to avoid condensation. (Stainless steel stacks
and fireboxes provide an alternative solution since they are not subject to corrosion, but they are very
costly.) In addition, sulfur oxides are one of the sources of acid rain. Therefore, their emissions must be
carefully controlled.

Boiler Efficiency and Energy Calculations

A simpler, overall efficiency equation can be used for boiler energy estimates if the steam rate required
for using Equation 4.1.6 is not measurable:

_ HHV —losses

Nooit = IV (4.1.7)
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The loss term includes five parts:

Sensible heat loss in flue gases

Latent heat loss in flue gases due to combustion of hydrogen
Heat loss in water in combustion air

Heat loss due to incomplete combustion of carbon

MRS

Heat loss from unburned carbon in ash (coal and fuel oil)

Boilers can be tested for efficiency in laboratories and rated in accordance with standards issued by the
Hydronics Institute (formerly IBR, the Institute of Boiler and Radiator Manufacturers, and the SBI, the
Steel Boiler Institute), the American Gas Association (AGA), and other industry groups. In addition to
cast iron boiler ratings, IBR ratings are industry standards for baseboard heaters and finned-tube radiation.
The ratings of the Hydronics Institute apply to steel boilers (IBR and SBI are trademarks of the Institute).
SBI and IBR ratings apply to oil- and coal-fired boilers while gas boilers are rated by the AGA.

As noted earlier, efficiency under specific test conditions has very limited usefulness in calculating the
annual energy consumption of a boiler due to significant drop off of efficiency under part load conditions.
For small boilers (up to 300 MBtu/hr [90 kW]), the U.S. Department of Energy has set a method for
finding the AFUE (defined in the earlier section on furnaces). Annual energy consumption must be
known in order to perform economic analyses for optimal boiler selection.

For larger boilers, data specific to a manufacturer and an application must be used in order determine
annual consumption. Efficiencies of fossil fuel boilers vary with heat rate depending on their internal
design. If the boiler has only one or two firing rates, the continuous range of heat inputs needed to meet
a varying heating load is achieved by cycling the boiler on and off. However, as load decreases, efficiency
decreases since the boiler spends progressively more and more time in transient warm-up and cool-down
modes during which relatively little heat is delivered to the load. At maximum load, the boiler cycles
very little and efficiency can be expected to be near the rated efficiency of the boiler. Part load effects
can reduce average efficiency to less than half of the peak efficiency. Of course, for an oversized boiler,
average efficiency is well below the peak efficiency since it operates at part load for the entire heating
season. This operating cost penalty persists for the life of a building, long after the designer who oversized
the system has forgotten the error.

To quantify part load effects we define the part-load ratio, PLR (a quantity between 0 and 1), as

PLR=-2 (4.1.8)
Qo,full

where

Q, is the boiler heat output at part load; Btu/hr, kW
Qa,t'u|1 is the rated heat output at full load; Btu/hr, kW

It is not practical to calculate from basic principles how boiler input depends on the value of PLR
since the processes to be modeled are very complex and nonlinear. The approach used for boilers
(and other heat producing equipment in this chapter) involves using test data to calculate the boiler
input needed to produce an output Q, . If efficiency were constant and if there were no standby losses,
the function relating input to output would merely be a constant, the efficiency. For real equipment the
relationship is more complex. A common function used to relate input to output (i.e., to PLR) is a simple
polynomial (at least for a boiler) such as

QA+ B(PLR)+ C(PLR) + ... (4.1.9)
Qi funl
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where

Qi is the heat input required to meet the part load level quantified by PLR
Qisun is the heat input at rated full load on the boiler

The first term of Equation 4.1.9 represents standby losses, for example, those resulting from a standing
pilot light in a gas boiler. Since the part load characteristic is not far from linear for most boilers, a
quadratic or cubic expression is sufficient for annual energy calculations. Part load data are not as readily
available as are standard peak ratings. If available, the data may often be in tabular form. The designer
will need to make a quick regression of the data to find A, B, and C, using commonly available spreadsheet
or statistical software in order to be able to use the tabular data for annual energy calculations as described
in the following.

The remainder of this section examines a particularly simple application of a boiler — building space

heating — to see how important part load effects can be. The annual energy input Q,,, of a space heating

i,yr
boiler can be calculated from the following basic equation:

ot
Qi,yr - nQbolf(Z) t (4110)

where

Myoi 1S the boiler efficiency — a function of time since the load on the boiler varies with time
Q.(1) is the heat load on the boiler which varies with time as well, Btu/hr (kW)

The argument of the integral is just the instantaneous, time-varying energy input to the boiler.
However, since the needed output — not the input — is usually known as a result of building load
calculations, the form in Equation 4.1.10 is that practically used by designers. The time dependence in
this expression is determined in turn by the temporal variation of load on the boiler as imposed by the
HVAC system in response to climatic, occupant, and other time-varying loads.

A simple case is a boiler used solely for space heating. As described in Chapter 6.1, the heating load
is determined first to order by the difference between indoor and outdoor temperature; all characteristics
of the building’s load and use remaining fixed. Therefore, the heat rate in Equation 4.1.10 is determined
by outdoor temperature if the interior temperature remains constant. In this very simple case one could
replace the integral in Equation 4.1.10 with a sum utilizing the bin approach as follows:

N

Z Qo(T)n(T))

4.1.11
nboﬂ(T) ( )

zyr -
j=0

where

Thon(T}) is the efficiency of the boiler in a given ambient temperature bin j; the efficiency depends
strongly but indirectly on ambient temperature T; since the load, which determines PLR, depends
on temperature.
Qa(Tj) is the boiler load (i.e., building heat load) which depends on ambient temperature as
described above.
n,(T;) is the number of hours in the temperature bin j for which the value of efficiency and heat

input apply.
This expression assumes that the sequence of hours during the heating season is of no consequence.

The following example illustrates how bin weather data can be used to take proper account of part load
efficiency of a boiler used for space heating.
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TABLE 4.1.5 Summary of Solution for Example 3 — Boiler Energy Analysis

Calculating Annual Boiler Energy Use

Heating Fuel Net

Bin range,  Bin size, load, Q. Boiler  used, output,
°F h kBtu/h PLR kBtu/h effic. MBtu MBtu

55 to 60 762 0 0.00 875 0.000 667 0
50 to 55 783 500 0.07 1844 0.271 1444 391
45 to 50 716 1000 0.14 2750 0.364 1969 716
40 to 45 665 1500 0.21 3594 0.417 2390 997
35 to 40 758 2000 0.29 4375 0.457 3316 1516
30 to 35 713 2500 0.36 5094 0.491 3632 1782
25 to 30 565 3000 0.43 5750 0.522 3249 1695
20 to 25 399 3500 0.50 6344 0.552 2531 1396
15 to 20 164 4000 0.57 6875 0.582 1127 656
10 to 15 106 4500 0.64 7344 0.613 778 477
5to 10 65 5000 0.71 7750 0.645 504 325
0to5 80 5500 0.79 8094 0.680 647 440
-5t0 0 22 6000 0.86 8375 0.716 184 132

Example 3 Annual energy consumption of a gas boiler accounting for part load effects

A gasboiler is used to supply space heat to a building. The load varies linearly with ambient temperature
as shown in Table 4.1.5 below. If the efficiency of the boiler is 80% at peak, rated conditions, find the
seasonal average efficiency, annual energy input, and annual energy output using the data in the table.
The boiler input at rated conditions is 8750 MBtu/hr corresponding to —12.5°F temperature bin at
which the load is 7000 MBtu/hr.

This boiler is turned off in temperature bins higher than 57.5°F roughly corresponding to the limit
of the heating season; therefore, the standby losses above this temperature are zero.

The values of the coefficients in the part load characteristic Equation 4.1.9 are

A=0.1
B=1.6
C=-0.7

Load data shown in the third column of Table 4.1.5 exhibit the linearity of load with ambient
temperature.

The part load characteristic equation is

Q2 _ 0.1+ 1.6(PLR)=0.7(PLR)’ (4.1.12)
Qi fu
The key equation for the solution is Equation 4.1.11. Since we are given the part load energy input
equation instead of the efficiency at part load, this expression takes a somewhat simpler form

j=N
Qiye = 2 = Qi(T)n(T))
j=0
To find the total energy used by the boiler, one sums the “fuel used” column of Table 4.1.5 to find
that 22,439 MMBtu are used to meet the annual load of 10,525 MMBtu. The ratio of these two numbers
is the overall annual boiler efficiency, 47%. This value is 41% less than the peak efficiency of 80%. Clearly,
one must take part load effects into account in annual energy calculations.
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One method of avoiding the poor efficiency of this system would be to use two (or more) smaller
boilers, the combined capacity of which would total the needed 7000 kBtu/h. Properly chosen, the smaller
boilers would have operated more nearly at full load more of the time resulting in higher seasonal
efficiency. However, smaller boilers cost more than one large boiler with the capacity equal to the total
of the smaller boilers. Multiple boiler systems also offer standby security; if one boiler should fail, the
other could carry at least part of the load. A single boiler system would entirely fail to meet the load.

The final decision must be made based on economics, giving proper account to the increased reliability
of a system composed of several smaller boilers. Constraints are imposed on such decisions by initial
budget, fuel type, owner and architect decisions, and available space.

4.1.3 Service Hot Water

Heated water is used in buildings for various purposes, including basins, sinks for custodial service,
showers, and specialty services including kitchens in restaurants and the like. This section overviews
service (or domestic) water heating methods for buildings. For details refer to ASHRAE (1999).

Water is heated by equipment that is either part of the space heating system, i.e., the boiler, or by a
standalone water heater. The standalone equipment is similar to a small boiler except that water chemistry
must be accounted for by use of anodic protection for the tank and by water softening in geographic
areas where hardness can cause scale (lime) deposits in the water heater tank.

Two types of systems are used for water heating — instantaneous or storage. The former heats water
on demand as it passes through the heater which uses either steam or hot water. Output temperatures
can vary with this system unless a control valve is used on the heated water (not the heat supply) side
of the water heater (usually a heat exchanger). Instantaneous water heaters are best suited to relatively
uniform loads. They avoid the cost and heat losses of the storage tank but require larger and more
expensive heating elements.

Storage type systems are used to accommodate varying loads or loads where large peak demands make
it impractical to use instantaneous systems. Water in the storage tank is heated by an immersion steam
coil, by direct firing, or by an external heat exchanger. In sizing this system, the designer must account
for standby losses from the tank jacket and connected hot water piping. For any steam-based system cold
supply water can be preheated using the steam condensate.

In order to size the equipment two items must be known:

* Hourly peak demand for the year — gal/hr, I/hr
+ Daily consumption — gal/day, 1/d

Of course, the volumetric usage rates must be converted to energy terms by multiplying by the specific
heat and water temperature rise.

Qwater = ’hwmé’rcwater( Tset - T.murce) (4 1.1 3)

where

Quarer is the water heat rate, either on a daily or hourly basis; Btu/d or Btu/hr, kJ/d or W
Mwater is the water mass flow rate, either on a daily or hourly basis, calculated from the volumetric
flow listed above
(T, — Typuree) are the required hot water supply temperature and water source temperatures,
respectively.
Coarer 1 the specific heat of water

Table 4.1.6 summarizes water demands for various types of buildings, and Table 4.1.7 lists nominal
set points of water heaters for several end uses. When using the lower settings in the table, the designer

must be aware of the potential for Legionella pneumophila (Legionnaire’s Disease). This microbe has been
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TABLE 4.1.6 Hot Water Demands and Use for Various Types of Buildings

Type of building®

Maximum hour

Maximum day

Average day

Men’s dormitories
Women’s dormitories
Motels: No. of units?
20 or less
60
100 or more
Nursing homes
Office buildings
Food service establishments:
Type A: full-meal
restaurants and cafeterias
Type B: drive-ins, grilles, luncheonettes,
sandwich and snack shops
Apartment houses: No. of apartments
20 or less
50
75
100
200 or more
Elementary schools
Junior and senior high schools

3.8 gal (14.4 L)/student 22.0 gal (83.4 L)/student

5.0 gal (19 L)/student

6.0 gal (22.7 L)/unit
5.0 gal (19.7 L)/unit
4.0 gal (15.2 L)/unit
4.5 gal (17.1 L)/bed
0.4 gal (1.5 L)/person

1.5 gal (5.7 L)/max
meals/h
0.7 gal (2.6 L)/max
meals/h

12.0 gal (45.5 L)/apt.
10.0 gal (37.9 L)/apt.
8.5 gal (32.2 L)/apt.
7.0 gal (26.5 L)/apt.
5.0 gal (19 L)/apt.

0.6 gal (2.3 L)/student
1.0 gal (3.8 L)/student

26.5 gal (100.4 L)/student

35.0 gal (132.6 L)/unit
25.0 gal (94.8 L)/unit
15.0 gal (56.8 L)/unit
30.0 gal (113.7 L)/bed
2.0 gal (7.6 L)/person

11.0 gal (41.7 L)/max
meals/h

6.0 gal (22.7 L)/max
meals/h

80.0 gal (303.2 L)/apt.
73.0 gal (276.7 L)/apt.
66.0 gal (250 L)/apt.
60.0 gal (227.4 L)/apt.
50.0 gal (195 L)/apt.
1.5 gal (5.7 L)/student
3.6 gal (13.6 L)/student

13.1 gal (49.7 L)/student
12.3 gal (46.6 L)/student

20.0 gal (75.8 L)/unit
14.0 gal (53.1 L)/unit
10.0 gal (37.9 L)/unit
18.4 gal (69.7 L)/bed
1.0 gal (3.8 L)/person

2.4 gal (9.1 L)/average
meals/h®

0.7 gal (2.6 L)/average
meals/day*©

42.0 gal (159.2 L)/apt.
40.0 gal (151.6 L)/apt.
38.0 gal (144 L)/apt.
37.0 gal (140.2 L)/apt.
35.0 gal (132.7 L)/apt.
0.6 gal (2.3 L)/student®
1.8 gal (6.8 L)/student®

@ The average usage of a U.S. residence is 60 gal/day (227 L/h) with a peak usage of 6 gal/h (22.7 L/h) (ASHRAE, 1987).

b Interpolate for intermediate values.

¢ Per day of operation. Temperature basis: 140°F.

Source: From ASHRAE. With permission.

TABLE 4.1.7 Representative Hot Water Use Temperatures

Temperature
Use °F °C
Lavatory
Handwashing 105 40
Shaving 115 45
Showers and tubs 110 43
Therapeutic baths 95 35
Commercial and institutional laundry 180 82
Residential dishwashing and laundry 140 60
Surgical scrubbing 110 43
Commercial spray-type dishwashing
Single or multiple tank hood(s) or rack(s)
Wash 150 min 65 min
Final rinse 180-195 82-90
Single tank conveyor
Wash 160 min 71 min
Final rinse 180-195 82-90

Note: Table values are water use temperatures, not necessarily water heater set points.
Source: From ASHRAE. With permission.

traced to infestations of shower heads; it is able to grow in water maintained at 115°F (46°C). This
problem can be limited by using domestic water temperatures in the 140°F (60°C) range.
Hot water can be supplied from a storage type system at the maximum rate
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where

Viaer is the volumetric hot water supply rate; gal/hr, 1/s

V, is the water heater recovery rate; gal/hr, 1/s

Juse 18 the useful fraction of the hot water in the tank before dilution lowers temperature excessively;
0.60-0.80

V. 18 the tank volume; gal, (L)

At is the duration of peak demand, h, (s)

Jacket losses are assumed to be small.

4.1.4 Electric Resistance Heating

Electricity can be used as the heat source in both furnaces and boilers. Electric units are available in the
full range of sizes from small residential furnaces (5 to 15 kW) to large boilers for commercial buildings
(200 kW to 20 MW). Electric units have four attractive features:

+ Relatively lower initial cost
+ Efficiency near 100%
+ Near zero part load penalty

+ Flue gas vents are not needed

The cost of electricity (both energy and demand charges, see Chapters 3.1 and 3.2) diminishes the
apparent advantage of electric boilers and furnaces, however. Nevertheless, they continue to be installed
where first cost is a prime concern. However, the prudent designer should consider the overwhelming
life cycle costs of electric systems. Electric boiler and furnace sizing follows the methods outlined above
for fuel-fired systems. In many cases, the thermodynamic and economic penalties of pure resistance
heating can be reduced by using electric heat pumps, the subject of the next section.

Environmental concerns must also be considered when considering electric heating. Low conversion
and transmission efficiencies (relative to direct combustion of fuels for water heating) result in relatively
higher CO, emissions. SO, emissions from coal power plants are also an environmental concern.

4.1.5 Electric Heat Pumps

A heat pump extracts heat from environmental or other medium temperature sources (such as the ground,
groundwater, or building heat recovery systems), raises its temperature sufficiently to be of value in
meeting space heating or other loads, and delivers it to the load. This chapter emphasizes heat pumps
used for space heating with outdoor air or groundwater as the heat source.

Figure 4.1.5 shows a heat pump cycle on the T-s diagram; Figure 4.1.6 shows it on the more frequently
used p-h diagram. It is exactly the refrigeration cycle discussed in Chapter 2. Vapor is compressed in step
3-4 and heat is extracted from the condenser in step 4—1. This heat is used for space heating in the systems
discussed in this section. In step 1-2, isenthalpic throttling takes place to the low side pressure. Finally,
heat extracted from the environment, or other low temperature heat source, is used to boil the refrigerant
in the evaporator in step 2-3.

An ideal Carnot heat pump would appear as a rectangle in the T-s diagram. The coefficient of
performance (COP) of a Carnot heat pump is given in Chapter 2.1 which shows there to be inversely
proportional to the difference between the high and low temperature reservoirs. The same result applies
generally to heat pumps using real fluids. Although the high side temperature (7)) remains essentially
fixed (ignoring for now the effect of night thermostat setback), the low side temperature closely tracks
the widely varying outdoor temperature. As a result, the capacity and COP of air source heat pumps are
strong functions of outdoor temperature. This feature of heat pumps must be accounted for by the designer
since heat pump capacity diminishes as the space heating load on it increases. Heat pumps can be
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FIGURE 4.1.5 Heat pump T-s diagram showing four steps of the simple heat pump process. (From Rabl, A. and
Kreider J.E., Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

V4

(RPN A

[\S}
W

h

FIGURE 4.1.6 Heat pump p-h diagram showing four steps of the simple heat pump process. (From Rabl, A. and
Kreider J.E, Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)
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FIGURE 4.1.7 Liquid source heat pump mechanical equipment schematic diagram showing motor driven centrif-
ugal compressor, condenser, and evaporator. (From Rabl, A. and Kreider J.E, Heating and Cooling of Buildings,
McGraw-Hill, New York, NY, 1994. With permission.)

supplemented by fuel heat or electric resistance heating depending on the cost of each. Figure 4.1.7 shows
a water source heat pump system that is not subject to outdoor temperature variations if groundwater
or a heat recovery loop is used as the heat source.

The attraction of heat pumps is that they can deliver more thermal power than they consume electri-
cally during an appreciable part of the heating season. In moderate climates requiring both heating and
cooling, the heat pump can also be operated as an air conditioner, thereby avoiding the additional cost
of a separate air conditioning system. Figure 4.1.8 shows one way to use a heat pump system for both
heating and cooling by reversing flow through the system.

Typical Equipment Configurations

Heat pumps are available in sizes ranging from small residential units (10 kW) to large central systems
(up to 15 MW) for commercial buildings. Large systems produce heated water at temperatures up to
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FIGURE 4.1.8  Air-to-air heat pump diagram. A reciprocating compressor is used. This design allows operation as
a heat pump or an air conditioner by reversing the refrigerant flow. (From Rabl, A. and Kreider J.E.,, Heating and
Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

220°F (105°C). Central systems can use both environmental and internal building heat sources. In many
practical circumstances the heat gains in the core zones of a commercial building could satisfy the perimeter
heat losses in winter. A heat pump could be used to efficiently condition both types of zones simultaneously.

Heat pumps require a compressor and two heat exchangers. In the energy bookkeeping that one does
for heat pumps, the power input to the compressor is added to the heat removed from the low temperature
heat source to find the heat delivered to the space to be heated. Increased heating capacity at low air
source temperatures can be achieved by oversizing the compressor. To avoid part load penalties in
moderate weather, a variable speed compressor drive can be used.

The outdoor and indoor heat exchangers use forced convection on the air side to produce adequate
heat transfer coefficients. In the outdoor exchanger, the temperature difference between the boiling
refrigerant and the air is between 10 and 25°F (6—14°C). If the heat source is internal building heat, water
is used to transport heat to the heat pump evaporator and smaller temperature differences can be used.

A persistent problem with air source heat pumps is the accumulation of frost on the outdoor coil at
coil surface temperatures just above the freezing point. The problem is most severe in humid climates;
little defrosting is needed for temperatures below 20°F (—7°C) where humidities are below 60%. Reverse
cycle defrosting can be accomplished by briefly operating the heat pump as an air conditioner (by reversing
the flow of refrigerant) and turning the outdoor fan off. Hot refrigerant flowing through the outside
melts the accumulated frost. This energy penalty must be accounted for in calculating the COP of heat
pumps. Defrost control can be initiated either by time clock or, better, by a sensor measuring either the
refrigerant condition (temperature or pressure) or, ideally, by the air pressure drop across the coil.

The realities of heat pump performance, as discussed above, reduce the capacity of real systems from
the Carnot ideal. Figure 4.1.9 shows ideal Carnot COP values as a function of source temperature for a
high side temperature of 70°F (21°C). The intermediate curve shows performance for a Carnot heat
pump with real (i.e., finite temperature difference) heat exchangers. Finally, the performance of a real
heat pump is shown in the lower curve. Included in the lower curve are the effects of heat exchanger
losses, use of real fluids, compressor inefficiencies, and pressure drops. The COP of real machines is
much lower (about 50%) than that for an ideal Carnot cycle with heat exchanger penalties.

The energy efficiency ratio EER is the ratio of heating capacity (Btu per hour) to the electric input rate
(watts). EER thus has the units of Btu per watt-hour. The dimensionless COP is found from the EER by
dividing it by the conversion factor 3.413 Btu/W - h.

Heat Pump Selection

The strong dependence of heat pump output on ambient temperature must be accounted for when
selecting central plant equipment. If outdoor air is used as the heat source, peak heating requirements
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FIGURE 4.1.9 COP of ideal Carnot, Carnot (with heat exchanger penalty), and real heat pumps. (From Rabl, A.
and Kreider J.F., Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

will invariably exceed the capacity of any economically feasible unit. Therefore, auxiliary heating is needed
for such systems. Supplemental heat should always be added downstream of the heat pump condenser
to ensure that the condenser operates at as low a temperature as possible, thereby improving the COP.

The amount of auxiliary heat needed and the type (electricity, natural gas, oil, or other) must be
determined by an economic analysis and fuel availability (heat pumps are often used when fossil fuels are
unavailable). The key feature of such analysis is the combined effect of part load performance and ambient
source temperature on system output and efficiency. The following section shows how the temperature bin
approach can be used for such an assessment. Figure 4.1.10 shows the conflicting characteristics of heat
pumps and buildings in the heating season. As ambient temperature drops, loads increase, but heating
capacity drops. The point at which the two curves intersect is called the heat pump balance point. To the
left, auxiliary heat is needed; to the right, the heat pump must be modulated since excess capacity exists.

Recovery from night thermostat setback must be carefully thought out by the designer if an air source
heat pump is used. A step change up in the thermostat setpoint on a cold winter morning will inevitably
cause the auxiliary heat source to come on. If this heat source is electricity, high electrical demand charges
may result, and the possible economic advantage of the heat pump will be reduced. One approach to
avoid activation of the electric resistance heat elements uses a longer setup period with gradually increas-
ing thermostat setpoint. A smart controller could control the start-up time based on known heat pump
performance characteristics and outdoor temperature. Alternatively, fuel could be used as the auxiliary
heat source. During building warmup, all outside air dampers remain closed as is common practice for
any commercial building heating system.

Heat pump efficiency is greater if lower high side temperatures can be used. In order to produce
adequate space heat in such conditions, a larger coil may be needed in the air stream. However, if the
coil is sized for the cooling load, it will nearly always have adequate capacity for heating. In such a case,
adequate space heat can be provided at relatively low air temperatures, 95-110°F (35-43°C). Table 4.1.8
summarizes advantages and disadvantages of air and water source heat pumps.

Controls for heat pumps are more complex than for fuel-fired systems since outdoor conditions, coil
frosting, and heat load must all be considered. In addition, to avoid excessive demand charges, the
controller must avoid coincident operation of resistance heat and the compressor at full capacity (attempt-
ing to meet a large load on a cold day).
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FIGURE 4.1.10 Graph of building heat load, heat pump capacity, and auxiliary heat quantity as a function of
outdoor air temperature for a typical, air source residential heat pump. (From Rabl, A. and Kreider J.E.,, Heating and
Cooling of Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

Table 4.1.8 Advantages and Disadvantages of Air and Water Source Heat Pumps

Type Advantages Disadvantages
Air source Indoor distribution permits air conditioning ~ Defrost required
and humidity control Low capacity at cold outdoor temperature
Outdoor air source readily available Lower efficiency because of large evaporator AT = 30°F
Simple installation Indoor air distribution temperature must be high for
Least expensive comfort reasons
Established commercial technology Reliability at low temperature is only fair, due to frosting
effects

Must keep evaporator clear of leaves, dirt, etc.

Water source ~ Multiple family and commercial installation Needs water source at useful temperature
as central system Efficiency penalty due to space heat exchanger AT
In commercial installations, good coupling to
cooling towers
No refrigerant reversal needed; reverse water
flow instead

Part Load Performance

As discussed in detail above, air source heat pumps are particularly sensitive to the environment. Earlier
we examined how the performance of boilers changed when the heating load changed with outdoor
temperature. The COP of an air source heat pump has an even greater dependence on environmental
conditions. This section provides an example to illustrate the magnitude of the effect. Since air source
heat pumps are often used on residences, it provides a residential scale example.

Example 4 Seasonal Heat Pump Performance Using the Bin Method

A residence in a heating climate has a total heat transmission coefficient K, = 650 Btu/(h - °F)
(343 W/K). An air source heat pump with a capacity of 39,900 Btu/h (11.7 kW) at 47°F (8.3°C)
(standard rating point in the U.S.) is to be evaluated. Find the heating season electrical energy usage,
seasonal COP (often called the seasonal performance factor, SPF), and energy savings relative to electric
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TABLE 4.1.9 Heat Pump and Building Load Data — Example 4

Bin Heating Heat pump  Heat pump  Auxiliary = Heating

temp. load Heat pump output input power system
°F Btu/h Cop Btu/h Btu/h Btu/h Cop
62 1,950 2.64 1,950 739 0 2.64
57 5,200 2.68 5,200 1,940 0 2.68
52 8,450 2.64 8,450 3,201 0 2.64
47 11,700 2.63 11,700 4,449 0 2.63
42 14,950 2.50 14,950 5,980 0 2.50
37 18,200 2.39 18,200 7,615 0 2.39
32 21,450 2.23 21,450 9,619 0 2.23
27° 24,700 2.07 24,700 11,932 0 2.07
22 27,950 1.97 25,100 12,741 2,850 1.79
17 31,200 1.80 22,400 12,444 8,800 1.47
12 34,450 1.70 19,900 11,706 14,550 1.31
7 37,700 1.54 17,600 11,429 20,100 1.20
2 40,950 1.39 15,400 11,079 25,550 1.12
-3 44,200 1.30 13,500 10,385 30,700 1.08
-8 47,450 1.17 11,700 10,000 35,750 1.04

2 Heat pump balance point.

resistance heating. Use the bin data and heat pump performance data given in Table 4.1.9. The house
heating base temperature is 65°F (18.3°C) accounting for internal gains. Figure 4.1.11 shows the energy
flows as a function of outdoor temperature.

The preceding table includes these data in order:

Center point of temperature bin, T;,,

Heating demand, Q = K,,(65°F — T},;,)

COP from manufacturer’s data, a function of temperature, including defrost

Heat pump output; above the balance point, Q ; below the heat pump balance point, manufac-
turer’s data

5. Heat pump input, the heat pump output divided by COP

6. Auxiliary power; the positive difference, if any, between Q and heat pump output

7. Heating system COP given by Q divided by the sum of auxiliary power and heat pump input

L.

The energy calculations are summarized in Table 4.1.10. The bottom line in the table contains energy
totals. With the heat pump, the total electricity requirement is 48.7 MBtu/yr (51.4 GJ/yr). If pure resistance
heating were used, the total electricity requirement would be 98.36 MBtu/yr (103.8 GJ/yr).

The SPF for the heat pump is the seasonal output divided by the seasonal input to the heat pump:

_ Quyr _ 9033 MBtu _
SPEy, = Qi  40.66 MBtu 222

The SPF for the heating system is the seasonal heat load divided by the seasonal input to the heat
pump and the auxiliary heater:

Qo,yr 98.36 MBtu =202

SPF,, = = =
P Qiye+ Qianyr  (40.66 +8.03) MBtu

The advantage of a constant temperature heat source is apparent from this example. If ground water
or building exhaust air (both essentially at constant temperature) were used as the heat source rather
than outdoor air, there would not be a drop off in capacity as with the outdoor air source device just
when heat is most needed.
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FIGURE 4.1.11 Heat pump energy use for the bin method example. The numbers at each bin temperature indicate
the number of hours of occurrence in each bin. (From Rabl, A. and Kreider J.E.,, Heating and Cooling of Buildings,
McGraw-Hill, New York, NY, 1994. With permission.)

TABLE 4.1.10 Heat Pump Energy Calculations — Example 4

Bin Bin Heating  Heat pump  Heat pump  Aux. heat  Total
temp.  hours energy output input input input
°F h MBtu MBtu MBtu MBtu MBtu
62 783 1.53 1.53 0.58 0.00 0.58
57 731 3.80 3.80 1.42 0.00 1.42
52 678 5.73 5.73 2.17 0.00 2.17
47 704 8.24 8.24 3.13 0.00 3.13
42 692 10.35 10.35 4.14 0.00 4.14
37 717 13.05 13.05 5.46 0.00 5.46
32 721 15.47 15.47 6.94 0.00 6.94
27?2 553 13.66 13.66 6.60 0.00 6.60
22 359 10.03 9.01 4.57 1.02 5.60
17 216 6.74 4.84 2.69 1.90 4.59
12 119 4.10 2.37 1.39 1.73 3.12
7 78 2.94 1.37 0.89 1.57 2.46

2 36 1.47 0.55 0.40 0.92 1.32
-3 22 0.97 0.30 0.23 0.68 0.90
-8 6 0.28 0.07 0.06 0.21 0.27
Total 98.36 90.33 40.66 8.03 48.70

2 Heat pump balance point.

4.1.6 Low Temperature Radiant Heating

Heating systems in many parts of the world use warmed floors and/or ceilings for space heating in
buildings. Although this system is unusual in the U.S., the good comfort and quiet operation provided
by this approach make it worth considering for some applications. In Europe it is far more common.
Radiant systems are well suited to operation with heat pump, solar, and other low temperature systems.
This section discusses the principles of low temperature space heating. This form of heating is distinct
from high temperature radiant heating using either electricity or natural gas to provide a high temperature
source from which radiation can be directed for localized heating.
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FIGURE 4.1.12 Residential radiant floor heating system. (From Rabl, A. and Kreider J.E., Heating and Cooling of
Buildings, McGraw-Hill, New York, NY, 1994. With permission.)

Figure 4.1.12 shows how a radiant floor might be configured in a residence. The same concept can
also be used in the ceiling in both residential and commercial buildings. The term radiant is a misnomer
since between 30% (ceilings) and 50% (floors) of heat transferred from radiant panels is actually by
convection. However, we will use the industry’s nomenclature for this heating system.

The radiation heat output of radiant panels is given by the Stefan-Boltzmann equation as discussed
in Chapter 2.1.

Q = € 4F, ,O(T, - T, (4.1.15)

where

€ 4 is 1/[(1/€,, +1/€,) — 1], the effective emittance of the space, and the subscripts h and u refer
to the unheated and heated (by radiant panels) surfaces of the space; the effective emittance is
approximately 0.8.

F,, is the view factor between the heating surface and the unheated surfaces; its value is 1.0 in the
present case.

T, is the heating surface temperature.

T, is the mean of the unheated surface temperatures.

o is the Stefan-Boltzmann constant (see Chapter 2).

Convection from the heating surface can be found using the standard free convection expressions in
Chapter 2.1.

The designer’s job is to determine the panel area needed, its operating temperature, the heating liquid
flow rate, and construction details. The panel size is determined based on standard heat load calculations
(Chapter 6.1). Proper account should be made of any losses from the back of the radiant panels to unheated
spaces. Panel temperatures should not exceed 85°F (29.5°C) for floors and 115°F (46°C) for ceilings.

Water temperatures are typically 120°F (49°C) for floors and up to 155°F (69°C) for ceilings. Panels
can be piped in a series configuration if pipe runs are not excessively long (the final panels in a long
series run will not perform up to specifications due to low fluid temperatures). Long series loops also
have excessively high pressure drops. If large areas are to be heated, a combination of series and parallel
connections can be used. Manufacturers can advise regarding the number of panels that can be connected
in series without performance penalties.

If radiant floors are to be built during building construction rather than using prefabricated panels in
ceilings, the following guidelines can be used. Tubing spacing for a system of the type shown above
should be between 6 and 12 in (15 and 30 cm). The tubing diameter ranges between 0.5 and 1.0 in
(0.6 and 2.5 cm). Flow rates are determined by the rate of heat loss from the panel, which in turn depends
on the surface temperature and hence the fluid temperature. This step in the design is iterative. Panel
design follows this process:
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FIGURE 4.1.13  Solar water heating system including collectors, pumps, heat exchanger, and storage tanks along
with piping and ancillary fittings. Collectors are tilted up from the horizontal at a fixed angle roughly equal to the
local latitude. (From Rabl, A. and Kreider J.E.,, Heating and Cooling of Buildings, McGraw-Hill, New York, NY, 1994.
With permission.)

+ Determine room heat load.
+ Decide on location of panels (roof or floor).

+ Find panel heat flux including both radiation and convection contributions at 80°F (27°C) for
floor panels and 110°F (43°C) for ceiling panels.

+ Divide heat load by heat flux to find needed panel area.

+ If panel area exceeds available floor or ceiling area, raise panel temperature (not exceeding tem-
peratures noted earlier) and repeat steps 3 and 4.

« If the panel area is still insufficient, consider both floor and ceiling panels.

Control of radiant heating systems has proven to be a challenge in the past due to the large time
constant of these systems. Both under- and overheating are problems. If the outdoor temperature drops
rapidly, this system will have difficulty responding quickly. On the other hand, after a morning warmup
followed by high solar gains on a sunny winter day, the radiant system may overshoot. The current
generation of “smart” controls should help improve the comfort control of these systems.

4.1.7 Solar Heating

Solar energy is a source of low temperature heat that has selected applications to buildings. Solar water
heating is a particularly effective method of using this renewable resource since low to moderate tem-
perature water (up to 140°F, 60°C) can be produced by readily available, flat plate collectors (Goswami,
Kreider, and Kreith, 2000).

Figure 4.1.13 shows one system for heating service water for residential or commercial needs using
solar collectors. The system consists of three loops; it is instructive to describe the system’s operation
based on these three.

First, the collector loop (filled with a nonfreezing solution if needed) operates whenever the DHW
controller determines that the collector is warmer, by a few degrees, than the storage tank. Heat is
transferred from the solar-heated fluid by a counterflow or plate heat exchanger to the storage tank in
the second loop of the system. Storage is needed since the availability of solar heat rarely matches the
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water heating load. The check valve in the collector loop is needed to prevent reverse flow at night in
systems where the collectors (which are cold at night) are mounted above the storage tank.

The third fluid loop is the hot water delivery loop. Hot water drawn off to the load is replaced by cold
water supplied to the solar preheat tank, where it is heated as much as possible by solar heat. If solar
energy is insufficient to heat the water to its setpoint, conventional fuels can finish the heating in the
water heater tank, as shown on the right of Figure 4.1.13. The tempering valve in the distribution loop
is used to limit the temperature of water dispatched to the building if the solar tank should be above the
water heater setpoint in summer.

The energy delivery of DHW systems can be found using the f-chart method described in Duffie and
Beckman (1992). As a rough rule of thumb, one square foot of collector can provide one gallon of hot
water per day (45 L/m?) on the average in sunny climates. Design pump flows are to be 0.02 gal/min per
square foot of collector [0.01 L/(s - m?)], and heat exchanger effectivenesses of at least 0.75 can be justified
economically. Tanks should be insulated so that no more than 2% of the stored heat is lost overnight.

Solar heating should be assessed on an economic basis. If the cost of delivered solar heat, including
the amortized cost of the delivery system and its operation, is less than that of competing energy sources,
an incentive exists for using the solar resource. The collector area needed on commercial buildings can
be large; if possible, otherwise unused roof space can be used to hold the collector arrays. See Chapter
6.4 for a complete and detailed description of solar system analysis and design.
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4.2 Air Conditioning Systems
Dennis L. O’Neal and John A. Bryant

Air conditioning has rapidly grown over the past 50 years, from a luxury to a standard system included
in most residential and commercial buildings. In 1970, 36% of residences in the U.S. were either fully
air conditioned or utilized a room air conditioner for cooling (Blue, et al., 1979). By 1997, this number
had more than doubled to 77%, and that year also marked the first time that over half (50.9%) of
residences in the U.S. had central air conditioners (Census Bureau, 1999). An estimated 83% of all new
homes constructed in 1998 had central air conditioners (Census Bureau, 1999). Air conditioning has also
grown rapidly in commercial buildings. From 1970 to 1995, the percentage of commercial buildings with
air conditioning increased from 54 to 73% (Jackson and Johnson, 1978, and DOE, 1998).

Air conditioning in buildings is usually accomplished with the use of mechanical or heat-activated
equipment. In most applications, the air conditioner must provide both cooling and dehumidification
to maintain comfort in the building. Air conditioning systems are also used in other applications, such
as automobiles, trucks, aircraft, ships, and industrial facilities. However, the description of equipment in
this chapter is limited to those commonly used in commercial and residential buildings.

Commercial buildings range from large high-rise office buildings to the corner convenience store.
Because of the range in size and types of buildings in the commercial sector, there is a wide variety of
equipment applied in these buildings. For larger buildings, the air conditioning equipment is part of a
total system design that includes items such as a piping system, air distribution system, and cooling tower.
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FIGURE 4.2.1 Simplified schematic and pressure/enthalpy diagram of the vapor compression cycle used in many
air conditioners.

Proper design of these systems requires a qualified engineer. The residential building sector is dominated
by single family homes and low-rise apartments/condominiums. The cooling equipment applied in these
buildings comes in standard “packages” that are often both sized and installed by the air conditioning
contractor.

The chapter starts with a general discussion of the vapor compression refrigeration cycle then moves
to refrigerants and their selection. Chillers and their auxiliary systems are then covered, followed by
packaged air conditioning equipment.

4.2.1 Vapor Compression Cycle

Even though there is a large range in sizes and variety of air conditioning systems used in buildings, most
systems utilize the vapor compression cycle to produce the desired cooling and dehumidification. This
cycle is also used for refrigerating and freezing foods and for automotive air conditioning. The first patent
on a mechanically driven refrigeration system was issued to Jacob Perkins in 1834 in London, and the first
viable commercial system was produced in 1857 by James Harrison and D.E. Siebe (Thevenot 1979).

Besides vapor compression, there are two less common methods used to produce cooling in buildings:
the absorption cycle and evaporative cooling. These are described later in the chapter. With the vapor
compression cycle, a working fluid, which is called the refrigerant, evaporates and condenses at suitable
pressures for practical equipment designs.

The four basic components (Figure 4.2.1) in every vapor compression refrigeration system are the
compressor, condenser, expansion device, and evaporator. The compressor raises the pressure of the
refrigerant vapor so that the refrigerant saturation temperature is slightly above the temperature of the
cooling medium used in the condenser. The type of compressor used depends on the application of the
system. Large electric chillers typically use a centrifugal compressor while small residential equipment
uses a reciprocating or scroll compressor.

The condenser is a heat exchanger used to reject heat from the refrigerant to a cooling medium. The
refrigerant enters the condenser and usually leaves as a subcooled liquid. Typical cooling mediums used
in condensers are air and water. Most residential-sized equipment uses air as the cooling medium in the
condenser, while many larger chillers use water.

After leaving the condenser, the liquid refrigerant expands to a lower pressure in the expansion valve.
The expansion valve can be a passive device, such as a capillary tube or short tube orifice, or an active
device, such as a thermal expansion valve or electronic expansion valve. The purpose of the valve is to
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regulate the flow of refrigerant to the evaporator so that the refrigerant is superheated when it reaches
the suction of the compressor.

At the exit of the expansion valve, the refrigerant is at a temperature below that of the medium (air or
water) to be cooled. The refrigerant travels through a heat exchanger called the evaporator. It absorbs
energy from the air or water circulated through the evaporator. If air is circulated through the evaporator,
the system is called a direct expansion system. If water is circulated through the evaporator, it is called a
chiller. In either case, the refrigerant does not make direct contact with the air or water in the evaporator.

The refrigerant is converted from a low quality, two-phase fluid to a superheated vapor under normal
operating conditions in the evaporator. The vapor formed must be removed by the compressor at a
sufficient rate to maintain the low pressure in the evaporator and keep the cycle operating.

All mechanical cooling results in the production of heat energy that must be rejected through the
condenser. In many instances, this heat energy is rejected to the environment directly to the air in the
condenser or indirectly to water where it is rejected in a cooling tower. With some applications, it is
possible to utilize this waste heat energy to provide simultaneous heating to the building. Recovery of
this waste heat at temperatures up to 65°C (150°F) can be used to reduce costs for space heating.

Capacities of air conditioning are often expressed in either tons or kilowatts (kW) of cooling. The ton
is a unit of measure related to the ability of an ice plant to freeze one short ton (907 kg) of ice in 24 hr.
Its value is 3.51 kW (12,000 Btu/hr). The kW of thermal cooling capacity produced by the air conditioner
must not be confused with the amount of electrical power (also expressed in kW) required to produce
the cooling effect.

4.2.2 Refrigerants Use and Selection

Up until the mid-1980s, refrigerant selection was not an issue in most building air conditioning appli-
cations because there were no regulations on the use of refrigerants. Many of the refrigerants historically
used for building air conditioning applications have been chlorofluorocarbons (CFCs) and hydro-
chlorofluorocarbons (HCFCs). Most of these refrigerants are nontoxic and nonflammable. However,
recent U.S. federal regulations (EPA 1993a; EPA 1993b) and international agreements (UNEP, 1987) have
placed restrictions on the production and use of CFCs and HCFCs. Hydrofluorocarbons (HFCs) are now
being used in some applications where CFCs and HCFCs were used. Having an understanding of
refrigerants can help a building owner or engineer make a more informed decision about the best choice
of refrigerants for specific applications. This section discusses the different refrigerants used in or pro-
posed for building air conditioning applications and the regulations affecting their use.

The American Society of Heating, Refrigerating and Air Conditioning Engineers (ASHRAE) has a
standard numbering system (Table 4.2.1) for identifying refrigerants (ASHRAE, 1992). Many popular
CFC, HCFC, and HFC refrigerants are in the methane and ethane series of refrigerants. They are called
halocarbons, or halogenated hydrocarbons, because of the presence of halogen elements such as fluorine
or chlorine (King, 1986).

Zeotropes and azeotropes are mixtures of two or more different refrigerants. A zeotropic mixture changes
saturation temperatures as it evaporates (or condenses) at constant pressure. The phenomena is called
temperature glide. At atmospheric pressure, R-407C has a boiling (bubble) point of —44°C (—47°F) and a
condensation (dew) point of —37°C (-35°F), which gives it a temperature glide of 7°C (12°F). An azeotropic
mixture behaves like a single component refrigerant in that the saturation temperature does not change
appreciably as it evaporates or condenses at constant pressure. R-410A has a small enough temperature
glide (less than 5.5°C, 10°F) that it is considered a near-azeotropic refrigerant mixture.

ASHRAE groups refrigerants (Table 4.2.2) by their toxicity and flammability (ASHRAE, 1994).
Group Al is nonflammable and least toxic, while Group B3 is flammable and most toxic. Toxicity is
based on the upper safety limit for airborne exposure to the refrigerant. If the refrigerant is nontoxic
in quantities less than 400 parts per million, it is a Class A refrigerant. If exposure to less than 400 parts
per million is toxic, then the substance is given the B designation. The numerical designations refer
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TABLE 4.2.1 Common Refrigerants with Their Applications and Characteristics

Normal boiling
Refrigerant Typical or Proposed Applications point, °C Safety Group

Methane Series

11 Low pressure centrifugal chillers 24 Al
12 Refrigeration, medium pressure chillers, auto A/C -30 Al
22 Package A/C, heat pumps —41 Al
32 Component of R-407C and R-410A =52 A2

Ethane Series

123 Low pressure chillers 27 Bl
125 Component of R-407C and R-410A —49 Al
134a Chillers, refrigeration, auto A/C -26 Al

Propane Series

290 Proposed replacement for R-22 —42 A3
Zeotropes

407C Package A/C, heat pumps —44 Al

410A Package A/C, heat pumps —53 Al
Azeotropes

500 Medium pressure centrifugal chillers -33 Al

502 Refrigeration, low temperature heat pumps —45 Al

Hydrocarbons
600 Refrigeration 0 A3
600a Refrigeration -12 A3

Inorganic Compounds

717 Industrial Refrigeration —-33 B2
744 Proposed automotive A/C -78 Al

Source: From ASHRAE (1997); Smit et al. (1996).

TABLE 4.2.2 Toxicity and Flammability Rating System

Flammability Group Group
High A3 B3
Moderate A2 B2
Non Al B1
Threshold Limit Value <400 >400

(parts per million)

Source: From ASHRAE (1994).

to the flammability of the refrigerant. The last column of Table 4.2.1 shows the toxicity and flammability
rating of common refrigerants.

Refrigerants in the Al group usually fulfill the basic requirements for an ideal refrigerant for comfort
air conditioning because they are nontoxic and nonflammable. Common refrigerants in the Al group
used in building air conditioning applications include R-11, R-12, R-22, R-134a, and R-410A.

R-11, R-12, R-123, and R-134a are refrigerants commonly used in centrifugal chiller applications. Both
R-11, a CFC, and R-123, an HCFC, have low-pressure high-volume characteristics ideally suited for use
in centrifugal compressors. Before the ban on production of CFCs, R-11 and R-12 were the refrigerants
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TABLE 4.2.3 Comparative Performance of Commonly Used Refrigerants at +2°C Evaporating
Temperature and +40°C Condensing Temperature?®

Evaporator ~ Condenser Refrigerant Compressor
Refrigerant Pressure Pressure Net Cooling Circulated  Displacement  Coefficient of
Number (kPa) (kPa) Effect (kJ/kg) (kg/min) (L/min) Performance
11 44 173 155 3.9 144 6.5
12 329 960 114 5.3 27 6.0
22 531 1533 157 3.8 17 5.9
123 36 155 142 4.2 173 6.3
134a 315 1017 143 4.2 27 5.9
290 508 1368 270 2.2 20 5.8
407C 488 1738 151 4.0 20 4.8
410A 848 2417 157 3.8 12 5.5
717 464 1559 1072 0.6 13 7.1

@ Refrigerant circulation rate is based on 10 kW cooling capacity.

of choice for chiller applications. The use of these two refrigerants is currently limited to maintenance
of existing systems. Both R-123 and R-134a are now being used extensively in new chillers. R-123 provides
an efficiency advantage (Table 4.2.3) over R-134a. However, R-123 has a Bl safety classification, which
means it has a lower toxicity threshold than R-134a. If an R-123 chiller is used in a building, ASHRAE
Standard 15 (ASHRAE, 1992) provides guidelines for safety precautions when using this or any other
refrigerant that is toxic or flammable.

Refrigerant 22 is an HCFC, is used in many of the same applications, and is still the refrigerant of
choice in many reciprocating and screw chillers as well as small commercial and residential packaged
equipment. It operates at a much higher pressure than either R-11 or R-12. Restrictions on the production
of HCFCs will start in 2004. In 2010, R-22 cannot be used in new air conditioning equipment. R-22
cannot be produced after 2020 (EPA, 1993b).

R-407C and R-410A are both mixtures of HFCs. Both are considered replacements for R-22. R-407C
is expected to be a drop-in replacement refrigerant for R-22. Its evaporating and condensing pressures
for air conditioning applications are close to those of R-22 (Table 4.2.3). However, replacement of R-22
with R-407C should be done only after consulting with the equipment manufacturer. At a minimum,
the lubricant and expansion device will need to be replaced. The first residential-sized air conditioning
equipment using R-410A was introduced in the U.S. in 1998. Systems using R-410A operate at approx-
imately 50% higher pressure than R-22 (Table 4.2.3); thus, R-410A cannot be used as a drop-in refrigerant
for R-22. R-410A systems utilize compressors, expansion valves, and heat exchangers designed specifically
for use with that refrigerant.

Ammonia is widely used in industrial refrigeration applications and in ammonia water absorption
chillers. It is moderately flammable and has a class B toxicity rating but has had limited applications in
commercial buildings unless the chiller plant can be isolated from the building being cooled (Toth, 1994,
Stoecker, 1994). As a refrigerant, ammonia has many desirable qualities. It has a high specific heat and
high thermal conductivity. Its enthalpy of vaporization is typically 6 to 8 times higher than that of the
commonly used halocarbons, and it provides higher heat transfer compared to halocarbons. It can be
used in both reciprocating and centrifugal compressors.

Research is underway to investigate the use of natural refrigerants, such as carbon dioxide (R-744)
and hydrocarbons in air conditioning and refrigeration systems (Bullock, 1997, and Kramer, 1991).
Carbon dioxide operates at much higher pressures than conventional HCFCs or HFCs and requires
operation above the critical point in typical air conditioning applications. Hydrocarbon refrigerants,
often thought of as too hazardous because of flammability, can be used in conventional compressors and
have been used in industrial applications. R-290, propane, has operating pressures close to R-22 and has
been proposed as a replacement for R-22 (Kramer, 1991). Currently, there are no commercial systems
sold in the U.S. for building operations that use either carbon dioxide or flammable refrigerants.
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Table 4.2.3 shows a comparative performance of refrigerants at evaporating and condensing tempera-
tures typical of cooling applications. The data show the relatively large cooling effect produced with
ammonia. For the specific conditions, R-11 and R-123 have the lowest evaporating pressures. The coeffi-
cient of performance (COP) listed in the far right column of Table 4.2.3 is a measure of the thermodynamic
efficiency of an air conditioner (or chiller) with that particular refrigerant. It is defined as the cooling
output (kW) divided by the power input (kW) to the compressor. The actual COP in a system will not
only depend on the refrigerant, but on the design of the compressor, heat exchangers, and expansion
device. At cooling conditions, there is substantial drop off in efficiency between R-123 and R-134a.
Manufacturers who have replaced their R-11 chillers with R-134a chillers have had to make substantial
modifications in the chiller designs to maintain comparable efficiencies. Two R-22 replacement refrigerants,
R-407C and R-410A, both have lower COPs than R-22.

Rowland and Molina (1974) hypothesized that CFCs were responsible for destroying ozone in the
stratosphere. By the late 1970s, the U.S. and Canada had banned the use of CFCs in aerosols. In the mid
1980s, a 40% depletion in the ozone layer was measured (Salas and Salas, 1992). In September 1987,
forty-three countries signed an agreement called the Montreal Protocol in which the participants agreed
to freeze CFC production levels by 1990 and then to decrease production by 20% by 1994 and 50% by
1999. The protocol was ratified by the U.S. in 1988 and subjected the air conditioning industry to major
CEC restrictions. Title IV of the Clean Air Act of November 1990 required elimination of the production
of CFCs by 2000 (EPA, 1993a) and placed a schedule on the phasing out of the production of HCFCs
by 2030.

Two ratings were developed to classify the harmful effects of a refrigerant on the environment
(EPA, 1993Db). The first, the ozone depletion potential (ODP), quantifies the potential damage that the
refrigerant molecule has in destroying ozone in the stratosphere. The estimated atmospheric life of a
given CFC or HCFC is an important factor in determining the value of the ODP.

The second rating is known as the halocarbon global warming potential (HGWP). It relates the
potential for a refrigerant in the atmosphere to contribute to the greenhouse effect. Like CO,, refrigerants
such as CFCs, HCFCs, and HFCs can block energy from the earth from radiating back into space. One
molecule of R-12 can absorb as much energy as almost 5000 molecules of CO,. Both the ODP and HGWP
are normalized to the value of R-11.

Table 4.2.4 shows the ODP and HGWP for a variety of refrigerants. As a class of refrigerants, the CFCs
have the highest ODP and HGWP. Because HCFCs tend to be more unstable compounds and therefore
have much shorter atmospheric lifetimes, their ODP and HGWP values are much smaller than those of
the CFCs. All HFCs and their mixtures have zero ODP because fluorine does not react with ozone.
However, some of the HFCs, such as R-125 and R-134a, do have HGWP values that are as large as or
larger than some of the HCFCs. Hydrocarbons provide zero ODP and HGWP.

In recent years, attempts have been made to develop an alternate criteria, called the total equivalent
warming impacts (TEWI) for evaluating the global warming impact of different refrigerants (Sand,
Fischer, and Baxter, 1999). TEWI includes the total energy use of the equipment over its expected lifetime
as well as the global warming caused by release of the refrigerant charge in the system. The TEWI depends
on assumptions about the usage and efficiency of the system. Sand, Fischer, and Baxter (1999) estimated
that energy usage in a system accounts for over 90% of the global warming potential of the system. A high
efficiency system using R-22 could have a lower TEWI than a lower efficiency system using a zero HGWP
refrigerant. The TEWI represents a more systems approach to global warming impact than does HGWP
by itself.

4.2.3 Chilled Water Systems

Chilled water systems were used in less than 4% of commercial buildings in the U.S. in 1995. However,
because chillers are usually installed in larger buildings, chillers cooled over 28% of the U.S. commercial
building floor space that same year (DOE, 1998). Five types of chillers are commonly applied to com-
mercial buildings: reciprocating, screw, scroll, centrifugal, and absorption. The first four utilize the vapor
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TABLE 4.2.4 Ozone Depletion Potential and Halocarbon
Global Warming Potential of Popular Refrigerants and Mixtures

Ozone Depletion Halogen Global

Potential Warming Potential
Refrigerant Number (ODP) (HGWP)
Chlorofluorocarbons

11 1.0 1.0

12 1.0 3.05

22 0.051 0.37
123 0.016 0.019

Hydrofluorocarbons

32 0 0.13
125 0 0.58
134a 0 0.285

Hydrocarbons

50 0 0

290 0 0
Zeotropes
407C 0 0.22
410A 0 0.44
Azeotropes

500 0.74 2.4
502 0.23 5.1

Source: Compiled from Salas and Salas (1992),
NR (1995), and Didion (1996).

compression cycle to produce chilled water. They differ primarily in the type of compressor used.
Absorption chillers utilize thermal energy (typically steam or combustion source) in an absorption cycle
with either an ammonia-water or water-lithium bromide solution to produce chilled water.

Overall System

Figure 4.2.2 shows a simple representation of a dual chiller application with all the major auxiliary
equipment. An estimated 86% of chillers are applied in multiple chiller arrangements like that shown in
the figure (Bitondo and Tozzi, 1999). In chilled water systems, return water from the building is circulated
through each chiller evaporator where it is cooled to an acceptable temperature (typically 4 to 7°C)
(39 to 45°F). The chilled water is then distributed to water-to-air heat exchangers spread throughout the
facility. In these heat exchangers, air is cooled and dehumidified by the cold water. During the process,
the chilled water increases in temperature and must be returned to the chiller(s).

The chillers shown in Figure 4.2.2 are water-cooled chillers. Water is circulated through the condenser
of each chiller where it absorbs heat energy rejected from the high pressure refrigerant. The water is
then pumped to a cooling tower where the water is cooled through an evaporation process. Cooling
towers are described in a later section. Chillers can also be air cooled. In this configuration, the condenser
would be a refrigerant-to-air heat exchanger with air absorbing the heat energy rejected by the high
pressure refrigerant.

Chillers nominally range in capacities from 30 to 18,000 kW (8 to 5100 ton). Most chillers sold in the
U.S. are electric and utilize vapor compression refrigeration to produce chilled water. Compressors for
these systems are either reciprocating, screw, scroll, or centrifugal in design. A small number of centrifugal
chillers are sold that use either an internal combustion engine or steam drive instead of an electric motor
to drive the compressor.
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FIGURE 4.2.2 A dual chiller application with major auxiliary systems (courtesy of Carrier Corporation).

The type of chiller used in a building depends on the application. For large office buildings or in chiller
plants serving multiple buildings, centrifugal compressors are often used. In applications under 1000 kW
(280 tons) cooling capacities, reciprocating or screw chillers may be more appropriate. In smaller appli-
cations, below 100 kW (30 tons), reciprocating or scroll chillers are typically used.

Vapor Compression Chillers

Table 4.2.5 shows the nominal capacity ranges for the four types of electrically driven vapor compression
chillers. Each chiller derives its name from the type of compressor used in the chiller. The systems range
in capacities from the smallest scroll (30 kW; 8 tons) to the largest centrifugal (18,000 kW; 5000 tons).
Chillers can utilize either an HCFC (R-22 and R-123) or HFC (R-134a) refrigerant. The steady state
efficiency of chillers is often stated as a ratio of the power input (in kW) to the chilling capacity (in tons).
A capacity rating of one ton is equal to 3.52 kW or 12,000 btu/h. With this measure of efficiency, the
smaller number is better. As seen in Table 4.2.5, centrifugal chillers are the most efficient; whereas,
reciprocating chillers have the worst efficiency of the four types. The efficiency numbers provided in the
table are the steady state full-load efficiency determined in accordance to ASHRAE Standard 30 (ASHRAE,
1995). These efficiency numbers do not include the auxiliary equipment, such as pumps and cooling
tower fans that can add from 0.06 to 0.31 kW/ton to the numbers shown (Smit et al., 1996).

Chillers run at part load capacity most of the time. Only during the highest thermal loads in the
building will a chiller operate near its rated capacity. As a consequence, it is important to know how the
efficiency of the chiller varies with part load capacity. Figure 4.2.3 shows a representative data for the
efficiency (in kW/ton) as a function of percentage full load capacity for a reciprocating, screw, and scroll
chiller plus a centrifugal chiller with inlet vane control and one with variable frequency drive (VFD) for
the compressor. The reciprocating chiller increases in efficiency as it operates at a smaller percentage of
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TABLE 4.2.5 Capacity Ranges and Efficiencies of Vapor Compression Chillers

Used for Commercial Building Air Conditioning

Nominal Capacity ~ Refrigerants Used

Range in Full Load

Type of Chiller Range (kW) in New Systems Efficiency (kW/ton)
Reciprocating 50 to 1750 R-22 0.80 to 1.00
Screw 160 to 2350 R-134a, R-22 0.60 to 0.75
Scroll 30 to 200 R-22 0.81 to 0.92
Centrifugal 500 to 18,000 R-134a, R-123 0.50 to 0.70
1.2
1.0 1

4
©
.

Efficiency (kW/ton)
=] =]
> o

— = -Screw

0.2 1 - = = Scroll

Reciprocating
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0.0
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FIGURE 4.2.3  Chiller efficiency as a function of percentage of full load capacity.

full load. In contrast, the efficiency of a centrifugal with inlet vane control is relatively constant until the
load falls to about 60% of its rated capacity and its kW/ton increases to almost twice its fully loaded value.

In 1998, the Air Conditioning and Refrigeration Institute (ARI) developed a new standard that incor-
porates into their ratings part load performance of chillers (ARI 1998¢). Part load efficiency is expressed
by a single number called the integrated part load value (IPLV). The IPLV takes data similar to that in
Figure 4.2.3 and weights it at the 25%, 50%, 75%, and 100% loads to produce a single integrated efficiency
number. The weighting factors at these loads are 0.12, 0.45, 0.42, and 0.01, respectively. The equation to

determine IPLV is:

where,

A = efficiency at 100% load
B = efficiency at 75% load
C = efficiency at 50% load
D = efficiency at 25% load

Most of the IPLV is determined by the efficiency at the 50% and 75% part load values. Manufacturers
will provide, on request, IPLVs as well as part load efficiencies such as those shown in Figure 4.2.3.
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FIGURE 4.2.4 Volume-pressure relationships for a reciprocating compressor.

The four compressors used in vapor compression chillers are each briefly described below. While
centrifugal and screw compressors are primarily used in chiller applications, reciprocating and scroll
compressors are also used in smaller unitary packaged air conditioners and heat pumps.

Reciprocating Compressors

The reciprocating compressor is a positive displacement compressor. On the intake stroke of the piston,
a fixed amount of gas is pulled into the cylinder. On the compression stroke, the gas is compressed until
the discharge valve opens. The quantity of gas compressed on each stroke is equal to the displacement
of the cylinder. Compressors used in chillers have multiple cylinders, depending on the capacity of the
compressor. Reciprocating compressors use refrigerants with low specific volumes and relatively high
pressures. Most reciprocating chillers used in building applications currently employ R-22.

Modern high-speed reciprocating compressors are generally limited to a pressure ratio of approximately
nine. The reciprocating compressor is basically a constant-volume variable-head machine. It handles various
discharge pressures with relatively small changes in inlet-volume flow rate as shown by the heavy line (labeled
16 cylinders) in Figure 4.2.4. Condenser operation in many chillers is related to ambient conditions, for
example, through cooling towers, so that on cooler days the condenser pressure can be reduced. When the
air conditioning load is lowered, less refrigerant circulation is required. The resulting load characteristic is
represented by the solid line that runs from the upper right to lower left of Figure 4.2.4.

The compressor must be capable of matching the pressure and flow requirements imposed by the
system. The reciprocating compressor matches the imposed discharge pressure at any level up to its
limiting pressure ratio. Varying capacity requirements can be met by providing devices that unload
individual or multiple cylinders. This unloading is accomplished by blocking the suction or discharge
valves that open either manually or automatically. Capacity can also be controlled through the use of
variable speed or multi-speed motors. When capacity control is implemented on a compressor, other
factors at part-load conditions need to considered, such as (a) effect on compressor vibration and sound
when unloaders are used, (b) the need for good oil return because of lower refrigerant velocities, and
(c) proper functioning of expansion devices at the lower capacities.

With most reciprocating compressors, oil is pumped into the refrigeration system from the compressor
during normal operation. Systems must be designed carefully to return oil to the compressor crankcase
to provide for continuous lubrication and also to avoid contaminating heat-exchanger surfaces.

Reciprocating compressors usually are arranged to start unloaded so that normal torque motors are
adequate for starting. When gas engines are used for reciprocating compressor drives, careful matching
of the torque requirements of the compressor and engine must be considered.
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FIGURE 4.2.5 Tllustration of a twin-screw compressor design (courtesy of Carrier Corporation).

Screw Compressors

Screw compressors, first introduced in 1958 (Thevenot, 1979), are positive displacement compressors.
They are available in the capacity ranges that overlap with reciprocating compressors and small centrifugal
compressors. Both twin-screw and single-screw compressors are used in chillers. The twin-screw com-
pressor is also called the helical rotary compressor. Figure 4.2.5 shows a cutaway of a twin-screw com-
pressor design. There are two main rotors (screws). One is designated male (4 in the figure) and the
other female (6 in the figure).

The compression process is accomplished by reducing the volume of the refrigerant with the rotary
motion of screws. At the low pressure side of the compressor, a void is created when the rotors begin to
unmesh. Low pressure gas is drawn into the void between the rotors. As the rotors continue to turn, the
gas is progressively compressed as it moves toward the discharge port. Once reaching a predetermined
volume ratio, the discharge port is uncovered and the gas is discharged into the high pressure side of the
system. At a rotation speed of 3600 rpm, a screw compressor has over 14,000 discharges per minute
(ASHRAE, 1996).

Fixed suction and discharge ports are used with screw compressors instead of valves, as used in
reciprocating compressors. These set the built-in volume ratio — the ratio of the volume of fluid space
in the meshing rotors at the beginning of the compression process to the volume in the rotors as the
discharge port is first exposed. Associated with the built-in volume ratio is a pressure ratio that depends
on the properties of the refrigerant being compressed. Screw compressors have the capability to operate
at pressure ratios of above 20:1 (ASHRAE, 1996). Peak efficiency is obtained if the discharge pressure
imposed by the system matches the pressure developed by the rotors when the discharge port is exposed.
If the interlobe pressure in the screws is greater or less than discharge pressure, energy losses occur but
no harm is done to the compressor.

Capacity modulation is accomplished by slide valves that provide a variable suction bypass or delayed
suction port closing, reducing the volume of refrigerant compressed. Continuously variable capacity
control is most common, but stepped capacity control is offered in some manufacturers’ machines.
Variable discharge porting is available on some machines to allow control of the built-in volume ratio
during operation.

Oil is used in screw compressors to seal the extensive clearance spaces between the rotors, to cool the
machines, to provide lubrication, and to serve as hydraulic fluid for the capacity controls. An oil separator
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is required for the compressor discharge flow to remove the oil from the high-pressure refrigerant so
that performance of system heat exchangers will not be penalized and the oil can be returned for
reinjection in the compressor.

Screw compressors can be direct driven at two-pole motor speeds (50 or 60 Hz). Their rotary motion
makes these machines smooth running and quiet. Reliability is high when the machines are applied
properly. Screw compressors are compact so they can be changed out readily for replacement or main-
tenance. The efficiency of the best screw compressors matches or exceeds that of the best reciprocating
compressors at full load. High isentropic and volumetric efficiencies can be achieved with screw com-
pressors because there are no suction or discharge valves and small clearance volumes. Screw compressors
for building applications generally use either R-134a or R-22.

Scroll Compressors

The principle of the scroll compressor was first patented in 1905 (Matsubara el al., 1987). However, the
first commercial units were not built until the early 1980s and were sold in Japan in residential heat pump
systems (Senshu et al., 1985). Of the different electric driven chillers discussed in this section, scroll chillers
have the smallest range in capacity. Only one U.S. manufacturer currently offers a scroll chiller, and these
are limited to capacities below 200 kW (57 tons). Scroll compressors are built in sizes as small as 3 kW
(.05 ton). Scroll compressors are primarily used in direct expansion air conditioners, heat pumps, and
some refrigeration applications. Chillers using scroll compressors currently only use R-22. However, direct
expansion air conditioners with scroll compressors that use R-410A have recently been introduced into
the market, and it would be reasonable to expect a switch to an HFC in chillers in the near future.

Scroll compressors have two spiral-shaped scroll members that are assembled 180° out of phase
(Figure 4.2.6). One scroll is fixed while the other “orbits” the first. Vapor is compressed by sealing it off
at the edge of the scrolls and reducing the volume of the gas as it moves invward toward the discharge
port. Figure 4.2.6a shows the two scrolls at the instance that vapor has entered the compressor and
compression begins. The orbiting motion of the second scroll forces the pocket of vapor toward the
discharge port while decreasing its volume (Figures 4.2.6b-h). In Figures 4.2.6¢ and f, the two scrolls
open at the ends and allow new pockets of vapor to be admitted for compression. Compression is a
nearly continuous process in a scroll compressor.

Scroll compressors offer several advantages over reciprocating compressors. First, relatively large suc-
tion and discharge ports can be used to reduce pressure losses. Second, the separation of the suction and
discharge processes reduces the heat transfer between those processes. Third, with no valves and re-
expansion losses, they have higher volumetric efficiencies. The plots of part load efficiencies in Figure 4.2.3
show that scroll compressors have better efficiencies down to 25% part load than do reciprocating
compressors. Capacities of systems with scroll compressors can be varied by using variable speed motors
or by using multiple suction ports at different locations within the two spiral members.

Centrifugal Compressors

The reciprocating, screw, and scroll compressors are all positive displacement compressors. They each
work by taking a fixed volume of low pressure refrigerant and reducing it to achieve compression. In
contrast, the centrifugal compressor uses dynamic compression. The primary operating component of
the compressor is the impeller. The center of the impeller has vanes that draw the low pressure refrigerant
vapor into radial passages internal to the impeller. The impeller rotates and accelerates the gas and
increases its kinetic energy. When the gas leaves the impeller, it flows to a circular diffuser passage, the
volute, where the gas is decelerated and the pressure is increased (Trane, 1980). Centrifugal chillers have
operational speeds from 3600 to 35,000 rpm.

Figure 4.2.7 shows a cutaway of a centrifugal compressor that has three impellers. Refrigerant flows
from the bottom left to the right through the compressor. This compressor has three stages of compres-
sion. Centrifugal compressors with multiple stages can generate a pressure ratio up to 18:1, but their
high discharge temperatures limit the efficiency of the simple cycle at these high pressure ratios. As a
result, they operate with evaporator temperatures in the same range as reciprocating compressors.
Multistage centrifugal compressors are built for direct connection to high-speed drives.
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FIGURE 4.2.6 Operation of the scrolls in a scroll compressor. (From ASHRAE, 1996).

Figure 4.2.7 also shows inlet vanes at the entrance to the first impeller. These vanes control the capacity
of the compressor by adjusting the angle at which the low pressure refrigerant enters the impeller. Inlet
vanes also help to stabilize compressor performance over a wide range of load conditions and to prevent
surge (Trane, 1980).

Under certain low load conditions, flow can reverse through the impeller. This phenomena is called
surge and is unique to centrifugal compressors. Surge increases inefficiency, static pressure fluctuations,
vibration, and noise in the compressor (Trane, 1980).
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FIGURE 4.2.7 Cutaway of a three stage centrifugal compressor with guide vanes at the inlet (courtesy of the
Trane Company).

The centrifugal compressor has a more complex pressure-volume characteristic than reciprocating
machines, as shown by the system characteristic curve in Figure 4.2.8a. Changing discharge pressure may
cause relatively large changes in inlet volume. Adjustment of variable inlet vanes allows the compressor
to operate anywhere below the system line to conditions imposed by the system. A variable-speed
controller offers an alternative way to match the compressor’s characteristics to the system load, as shown
in the lower half of Figure 4.2.8b. The maximum head capability is fixed by the operating speed of the
compressor. Both methods have advantages: generally, variable inlet vanes provide a wider range of
capacity reduction; variable speed usually is more efficient. Maximum efficiency and control can be
obtained by combining both methods of control.

The centrifugal compressor has a surge point — a minimum-volume flow below which stable operation
cannot be maintained. The percentage of load at which the surge point occurs depends on the number
of impellers, design-pressure ratio, operating speed, and variable inlet-vane setting. The system design
and controls must keep the inlet volume above this point.

Provision for minimum load operation is strongly recommended for all installations because there
will be fluctuations in plant load. The difference between the operating characteristics of the positive
displacement compressor and the centrifugal compressor are important considerations in chiller plant
design to achieve satisfactory performance. Unlike positive displacement compressors, the centrifugal
compressor will not rebalance abnormally high system heads. The drive arrangement for the centrifugal
compressor must be selected with sufficient speed to meet the maximum head anticipated. The relatively
flat head characteristics of the centrifugal compressor necessitates different control approaches than for
positive displacement machines, particularly when parallel compressors are utilized. These differences,
which account for most of the troubles experienced in centrifugal-compressor systems, cannot be over-
looked in the design of a chiller system.

Absorption Chillers

The first absorption machine was patented in 1859 by Ferdinand Carr (Thevenot, 1979) and used an
ammonia/water solution. The design was produced in Europe and the U.S., and by 1876 over 600
absorption systems had been sold in the U.S. These systems were primarily used for producing ice. During
the late 1800s and early 1900s, different combinations of fluids were tested in absorption machines.
Lithium bromide and water were not used until 1940 (Thevenot, 1979). Through the 1960s, both
absorption and centrifugal chillers competed for large-building air conditioning. However, with the rising
prices of oil and gas in the 1970s, absorption chillers became more costly to operate than centrifugal
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FIGURE 4.2.8 Volume-pressure relationships in a centrifugal compressor. (a) With variable inlet-van control at
constant rotational speed. (b) With variable speed control at a constant inlet vane opening.

chillers (Wang, 1993). With the introduction of the more efficient two stage absorption systems in the
1980s and reduction in oil and gas costs by the mid 1980s, absorption systems again became a competitive
option for cooling in buildings.

Absorption systems offer at least three advantages over conventional electric vapor compression sys-
tems. First, they do not use CFC or HCFC refrigerants. The solutions used in absorption systems are not
refrigerants that could someday be eliminated because of ozone depletion or global warming concerns.
Second, absorption systems can utilize a variety of heat sources, including natural 