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Preface

This volume includes the papers selected from the World Conference on Acoustic

Emission—2015 (WCAE-2015) that was held on November 10 to November 13 in

Hawaii, USA. WCAE was the formal conference of the International Society on

Acoustic Emission (ISAE). WCAE-2015 was jointly organized by Acoustic Emis-

sion Technology Consulting (Mr. Allen Green) and the University of Memphis

(Prof. Gary Qi). This was the third of such event of ISAE followed by its inaugural

one in 2011 in Beijing and second in 2013 in Shanghai, China. WCAE is aimed at

providing a platform to scientists and practitioners in both academia and industry in

the field of acoustic emission and exchanging research and application information,

with particular emphasis on scientific and technical development and cooperation

worldwide.

The WCAE-2015 consisted of three invited keynote lectures, nine oral and one

poster sessions. It covered all major areas of acoustic emission applications,

including Instrumentation, Signal Processing and Analysis, Material Characteris-

tics, Structure, Condition Monitoring and Diagnosis, and Miscellaneous.

WCAE-2015 received 38 submissions, which were documented in the extended

abstracts of WCAE-2013. Thirty-seven full papers were submitted for the consider-

ation of achieved formal proceeding. After peer reviews, 34 were included in this

volume.

We are grateful to all the members of the committees who contributed their

efforts to review themanuscripts.Wewould also like to express our sincere gratitude

to Acoustic Emission Technology Consulting (Mr. Allen Green) and the University

of Memphis (Prof. Gary Qi) for their enormous supports. Last, but not the least, we

thank the contributions of all the delegates who participated in WCAE-2015.

Beijing, China Gongtian Shen

Zhanwen Wu

Junjiao Zhang
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Progress of Acoustic Emission Technology
on Pressure Equipment in China

Gongtian Shen

Abstract Acoustic emission (AE) techniques were introduced into China in the

end of the 1960s. AE was applied to pressure vessel testing in the early 1980s. Now

six AE testing and evaluation standards for pressure vessel have been published.

More than 120 inspection organizations and 670 level II and III personnel are

engaged in AE testing services for pressure equipment. More than 1500 large size

pressure vessels are tested by AE per year. This chapter introduces the progress of

AE testing for pressure vessels in China. In addition, the main AE instruments made

in China are introduced. A newly developed pipeline leakage location instrument

based on acoustic methods and correlation of the locations of continuous signals is

also introduced. The results of a new study of cast iron paper dryers are reported.

1 Introduction

Acoustic emission (AE) techniques were introduced into China in 1969. From 1972

to 1974, the Metals Institute of the Academy of Sciences of China performed

research on AE characteristics of metallic deformation and fracture. Many

researchers used AE to monitor and measure cracking and growth of cracks in

steel in the latter half of the 1970s [1].

In the 1980s AE research and applications developed rapidly with the main

objective of in-service testing for metallic pressure vessels [2–6]. Since then more

than 3000 large pressure vessels have been tested by the China Special Equipment

Inspection Institute (CSEI) [7–9], the Hefei General Machine Institute, the Wuhan

Safety and Environmental Protection Institute, and the Daqing Petroleum

Institute [10].

The first single-channel AE instrument was developed by the Shenyang Com-

puter Research Institute in China in 1976. Two-channel and four-channel AE

instruments were manufactured and sold in the 1980s. A 36-channel AE instrument

was developed in 1986. The first multi-channel AE instrument based on a PC/AT

bus and Windows software was developed by CSEI in 1996. The first digital

G. Shen (*)
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multi-channel AE instrument based on AE signal wave acquisition was developed

in 2000 by Soundwel Technology Co., Ltd [11]. The first digital multi-channel AE

instrument based on USB techniques and wireless AE systems based on GPS

techniques were developed in 2008 by Soundwel Technology Co., Ltd [12, 13].

The present chapter reviews the status of AE organizations, personnel, stan-

dards, application areas and recent research results related to pressure equipment in

China.

2 Organizations and AE Personnel

The Chinese Committee on Acoustic Emission (CCAE) was formed in 1978 as one

technical committee of the Chinese Society for NDT. The committee chairman and

members are changed every 4 years. The committee chairman can hold the position

for a maximum of two 4-year terms. In 2013, Prof. Shifeng Liu from Soundwel

Technology Co., Ltd became Chairman, a position he still holds. There are 47 mem-

bers on the CCAE. Meetings are held every summer.

The First National Acoustic Emission Conference was held in 1979. To date,

14 National Acoustic Emission Conferences have been held. Starting with the fifth

conference, the conferences have been held once every 2 years. The number of

delegates is usually between 80 and 120 and the proceedings usually collect 40–60

papers. Delegates from USA, Germany and Japan attended the 7th, 10th, 11th and

12th Conferences in China.

There are now more than 60 universities, colleges and institutes engaged in AE

research and applications in China. There are more than 120 inspection organiza-

tions engaged in AE testing services for pressure equipment, atmospheric tanks,

aircraft and steel structures.

Two NDT personnel certification bodies began to qualify and certify AE per-

sonnel in 1998 in China. One belongs to the General Administration of Quality

Supervision, Inspection and Quarantine (AQSIQ). Twenty-three level III and

860 level II AE personnel have been qualified and certified by AQSIQ. The testing

objects of these AE personnel are various types of special equipment including

boilers, pressure vessels, pressure piping, cranes, passenger ropeways and amuse-

ment rides. The second certification body belongs to the Committee of Scientific

and Technical Industry for National Defense (CSTIND). Four level III and

120 level II AE personnel have been qualified and certified by CSTIND. The testing

objects of these AE personnel are aeronautical facilities, space equipment, weapons

and nuclear industrial equipment.

The most important activities in AE testing in China have been in the field of

pressure equipment testing and safety evaluation since 1980. More than 100 special

equipment inspection agencies or NDT agencies are engaged in AE testing of

pressure equipment. Almost 80% of the multi-channel AE instruments are used

for pressure vessel testing. More than 1000 large size pressure vessels are tested

every year. CSEI is the largest AE inspection agency for pressure vessels in China.

4 G. Shen



3 AE Instrument

A total of about 1500 channels-worth of AE instruments have been sold in China

recent years. Sixty percent of AE instruments are imported from PAC of USA and

Vallen Corporation of Germany. There are two domestic companies manufacturing

AE instruments and systems in China. One is Soundwel Technology Co., Ltd,

which produces and sells multi-channel digital AE instruments and wireless AE

systems. The other is Softland Times Corporation, which produces and sells multi-

channel digital AE instruments. Next, we describe the two main AE instruments

made in China.

3.1 SAEU2S Multi-channel Integrated Acoustic
Emission System

Figure 1 shows the SAEU2S Multi-channel Integrated Acoustic Emission System.

Multiple acquisition cards are integrated into the acquisition unit, with two inde-

pendent channels per acquisition card. Four types of acquisition card are available

from which to choose. Their maximum sample rates and sample accuracies are,

respectively, 40 MHz/18 bit, 10 MHz/16 bit, 5 MHz/16 bit and 3 MHz/16 bit.

USB 2.0 or 3.0 connections are used for data transmission between the computer

and the data acquisition unit. The USB connection can operate with an extended

cable of up to 100 m. There are four kinds of boxes for the data acquisition unit,

which capcities of, respectively, 2 channels, 10 channels, 20 channels and 30 chan-

nels. Two or more boxes can be combined as a super-system for up to 200 AE

channels.

Fig. 1 Picture of SAEU2S

AE system

Progress of Acoustic Emission Technology on Pressure Equipment in China 5



The main performance features of SAEU2S are:

• Real-time continuous AE hit data transferring rate over 400,000 hits/s

• Real-time continuous AE waveform data transfer rate over 30 MB/s

• Hardware real-time digital filter: any value can be set to straight, high pass, low

pass, band pass or band stop within the frequency range from 0 kHz to 3 MHz

• Hardware real-time FFT analysis: Time domain waveforms and power spectral

parameters output

• Waveform Sampling Length: Maximum length of a single waveform sampling

up to 128k sampling points

• Before/after waveform sample length up to 128 kB

• Auto sensor testing: Built-in AST function, transmit AE for testing

• Noise: <10 dB (no load)

• Maximum signal amplitude: 100 dB

• Dynamic Range: 90 dB

• AE hit data: Time of First Threshold Crossing, Time of Peak, Peak Amplitude,

Counts, Duration, Energy, Counts to Peak, Rise Time, RMS, ASL, Parametric

1–12, Power Spectrum Parametric 1–5

3.2 SAEW2 Multi-channel Wireless Distributed Acoustic
Emission System [12]

The SAEW2 multi-channel wireless distributed AE system is built with multiple

wireless single-channel acquisition units and a computer. The connections between

multiple independent AE signal acquisition units and the computer are established

by using wireless network switches and remote Wi-Fi or LAN. Every unit acquires

data according to the PC software settings, and acquired data is uploaded back to

the PC. Time synchronization between units is maintained by GPS time. Figure 2

shows a photograph of the wireless AE signal acquisition unit. Figure 3 shows the

switch and long distance wireless model. The SAEW2 system is suitable for AE

real time testing or monitoring situations in wiring presents an obstacle, such as

large rotating equipment, high and steep slopes, viaducts and large hydropower

reservoirs.

The main performance features of SAEW2 are:

• Wireless transmission distance is up to 100 m, 10 km when using a long-distance

Wi-Fi unit and 100 km when using an optical Ethernet connection

• Time synchronization between units is maintained by GPS time, synchronous

accuracy is better than 30 μs, time difference locate error is less than 0.1 m

• Waveform transmission rate is up to 2 MBps, 20,000 hits/s. This can satisfy the

requirements of 64-channel positioning

• Multiple units transmit data in real-time. The unit can identify time differences

among source locations in real time

6 G. Shen



• The acquisition card performs the functions of real time digital filter, wave

reconstruction and parameter extraction after filter

• The system can be directly connected into other networks to establish a larger

AE network system

• Signal Frequency: 1 kHz to 1.6 MHz

• Sample Rate/Resolution: 10M/16 bit, 5M/16 bit, 3M/16 bit are optional

• Dynamic Range: �70 dB. Noise: �30 dB

• Built-in pre-amplifier: 40 dB

• Hardware digital filter: Ignore, High-pass (20, 100, 400 kHz), Low-Pass

(100, 400, 1200 kHz), Band-pass and Reject filter can be set to arbitrary

frequency numerical values from 0 to 3 MHz

• Unit size: 170 � 120 � 40 mm

• Unit weight: 0.6 kg

• Operating Temperature: �10 �C to þ45 �C
• Power supply: 9–12 V DC power supply, battery life is about 8 h

Fig. 2 The wireless AE

signal acquisition unit

Fig. 3 The switch and long

distance wireless model
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4 AE Standards

At this time, 11 AE standards relevant to pressure equipment have been published

in China. These standards are:

GB/T 12604.4-2004 Non-destructive testing—Terminology—Terms used in

acoustic emission testing

GB/T 19800-2005 Non-destructive testing—Acoustic emission—Primary calibra-

tion of transducers

GB/T 19801-2005 Non-destructive testing—Acoustic emission—Secondary cali-

bration of acoustic emission sensors

JB/T 11603.1-2013 Non-destructive testing—Acoustic emission—Equipment

characterization—Part 1: Equipment description

JB/T 11603.2-2013 Non-destructive testing—Acoustic emission—Equipment

characterization—Part 2: Verification of operating characteristics

GB/T 18182-2012 Acoustic emission testing and evaluation of metallic pressure

vessels

GJB 2044-1994 Acoustic emission testing of titanium alloy pressure vessels

JB/T7667-1995 Acoustic emission testing and evaluation of in-service pressure

vessels

JB/T6916-1993 Acoustic emission testing and evaluation of in-service high pres-

sure cylinders

JB/T 10764-2007 Non-destructive testing - Acoustic emission testing and evalua-

tion of atmospheric pressure metal storage tanks

NB/T 47013.9-2012 Nondestructive testing of pressure equipment—Part 9: Acous-

tic emission testing

NB/T 47013.9 is the most-used. The unique point of this standard is that it gives

a detailed evaluation method for AE test results of pressure equipment. The

evaluation of AE sources is based on activity and intensity of AE source location.

AE source activities (SA) are divided into four levels: weak, medium, strong and

super. AE source intensities (SI) are divided into three levels: low, medium and

high. The final evaluation classes of AE sources are given in Table 1 by colligating

activity level and intensity level of AE sources. In addition, this standard stipulates

that Class III and IV AE sources should be retested by other NDT methods such as

UT, MT or PT. For class II AE sources, an inspector decides whether to retest or

not. Class I does not need to be retested.

Table 1 Evaluation classes

of AE sources
Intensity

Activity

Super Strong Medium Weak

Low IV IV III II

Medium IV III II I

High III III II I

8 G. Shen



5 Main Research and Applications

5.1 Steel Pressure Vessel Testing

The most important activities in AE testing in China since 1980 have been in the

field of pressure vessel testing and safety evaluation. At the present time more than

120 inspection agencies are engaged in pressure vessel testing using AE. Almost

70% of multi-channel AE instruments are used for pressure vessel testing. More

than 1500 large pressure vessels are tested every year. CSEI is the largest inspection

organization for pressure vessels. AE testing of steel pressure vessels falls into four

classifications:

1. AE testing of new metallic pressure vessels (MPVs)during proof hydrostatic
pressure tests
This testing includes monitoring leakage to prevent catastrophic failure of the

pressure vessel, evaluating its structural integrity and finding unknown flaws to

prevent them from cracking and growing.

2. AE testing and defect assessment of in-service MPVs
There are many welding defects such as porosity, slag inclusion, non-fusion,

lack of penetration, particularly in the pressure vessels manufactured in the

1970s in China, when there were no strict quality control systems. How to

handle these welding defects is a difficult challenge for inspection of

in-service pressure vessels. Repair of all the welding defects is expensive and

takes a long time. The conventional non-destructive testing methods such as

ultrasonic tests and radiographic tests take a long time and have difficulties

distinguishing the degree of activity of defects. Fracture mechanics assessment

depends on knowing the exact size of the defect. Over time, AE testing has been

found to be the most effective method for assessing welding defects of in-service

pressure vessels. Cracking and growth of defects, slag inclusion fracture, resid-

ual stress releasing, oxide scales peeling off, structural friction and leakage can

be distinguished through using time difference AE source location, modern

spectrum analysis, pattern recognition analysis, artificial neural network pattern

recognition and grey correlation analysis [14–17].

3. AE on-line monitoring and safety evaluation of MPVs
According to relevant administration and supervision regulations of pressure

vessels in China, in-service pressure vessels should be taken off line to perform

inspections and tests every 6 years. But sometimes production can’t be stopped.
In such cases, AE on-line monitoring is used to evaluate the safety situation and

extend the operating period of pressure vessels. In addition, AE on-line moni-

toring is frequently used to monitor the active situation of known welding

defects for in-service pressure vessels.

4. AE testing and safety evaluation of wrapped multi-layer pressure vessels
(WMPVs)

Progress of Acoustic Emission Technology on Pressure Equipment in China 9



The wrapped multi-layer thick wall cylindrical pressure vessel is one of the

designs most used for high pressure vessels in China. Because they offer many

advantages, including high ductility, high safety, and low fabrication costs, a

large number of WMPVs have been fabricated and used in China since 1958.

One of the most used WMPV designs in China is the hydrogen and nitrogen gas

cylindrical pressure vessel. However, due to the structural character of WMPVs,

their in-service inspection and testing is very difficult for ultrasonic and radio-

graphic tests. Because WMPVs, produce a lot of AE signals by friction between

layers during load, obscuring signals from flaws, it was originally held that AE

tests might not be applicable toWMPVs. However, after performing AE tests for

14 wrapped multilayer cylindrical nitrogen gas tanks, through two load

sequences and many load-hold periods, it was found that there are many more

AE signals in WMPVs than in single layer pressure vessels in the first loading,

but the AE character of WMPVs is the same as single layer pressure vessels in

the second loading. Now the AE testing technique of WMPV has been devel-

oped. At this time more than 500 WMPVs have been tested and evaluated.

5.2 Pressure Pipeline Leakage Testing [13]

Locating leakage points in underground gas pipelines is a difficult problem. In order

to solve this problem, a new pipeline leakage location instrument based on acoustic

methods and correlation of the locations of continuous signals was jointly devel-

oped by CSEI and Soundwel Technology Co., Ltd. This instrument uses advanced

electronic techniques such as low frequency AE sensors, high speed acquisition of

waveforms of leakage signals, wireless data communications based on the internet,

high speed USB-based data communication, and time control based on GPS

positioning. Real-time leakage location tests and remote wireless leakage location

tests have been realized for different kinds of pipeline with different medium leaks.

The testing results prove that this instrument can detect the leakage of a 1 mm hole

from a distance of 50 m and a 2 mm hole from a distance of 100 m for a steel

pipeline under 0.4 MPa compressed air.

Figure 4 shows one set of the newly-developed gas pipeline leakage testing

instrument. There are two acquisition modules of acoustic waves and one computer

in this picture. There are one sensor, one GPS antenna and one transmitter antenna

for each acquisition module. The main functions of the instrument are as follows:

• Viewing of the original waveforms

• Analysis of the frequency spectrum of the waveforms by use of Fourier

transforms

• Correlation analysis between waveforms from two acquisition modules

• Calculating and showing the location of the leakage point

• Giving the intensity of leakage with RMS
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Figure 5 shows the waveforms from two sensors and the location results for a

1 mm diameter hole leakage for an underground steel pipeline of size Φ
159 � 6 � 65 mm with buried depth 0.5 m and air pressure 0.4 MPa. The distance

between the leakage point and the sensor is 50 m. The location error was smaller

than 0.5 m.

5.3 Cast Iron Paper Dryer Testing [18]

In order to evaluate AE’s ability to detect signals from cracks in cast iron paper

dryers, an AE test was carried out for one scrapped paper dryer. The paper dryer,

made of HT250, with a maximum operating pressure of 0.3 MPa, had been out of

service for some time. The details of the dryer shell are illustrated in Fig. 6. In order

to decrease noise in the AE test, the dryer was subjected to an initial hydrostatic

pressurization, which started at 0.1 MPa and increased incrementally to 0.4 MPa.

Fig. 4 The developed gas leakage testing instrument

Fig. 5 The correlation located result for Φ 1 mm hole leakage
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Then the first simulation crack was made. A grinder was used to make a slot on the

shell, then a metal electrode with a copper wire was dropped into the slot to produce

cracks in the dryer. The location of the cracks are shown in Fig. 7. Thereafter, the

AE test was performed during hydrostatic pressurization. The loading program is

illustrated in Fig. 8. A total of six AE sensors, type VS150, were used to cover the

shell of the dryer. In the AE system, a cylinder location analysis program was used

to determine any area of activity located in the shell region.

The AE parameter distribution for Crack I of the dryer is illustrated in Fig. 9, the

only location in which AE events were analyzed. The range of these AE parameters

and the number of locations in each load-hold Stage are detailed in Table 2.

Figure 9a is the location diagram of the dryer shell during the entire pressurization

program. The X-axis is along the circumference direction, and the Y-axis stands for
the axial direction. It can be seen that the location area is in good agreement with

the position of crack I. Figure 9b correlates the counts (line) and amplitude (points)
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over time. Three areas bounded by two dotted lines are the three load-hold periods

(0.1–0.3 MPa, 0.3–0.6 MPa, 0.6–0.9 MPa, respectively). The AE activity of crack I

is shown to be very active for all three periods, and the numbers of locations in three

loading stages are all larger than their corresponding holding periods (Table 2).
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Fig. 9 AE parameter

distribution for crack I

Table 2 Parameters for AE test I of dryer

Pressurization (MPa) Amplitude (dB) Rise time (μs) Counts Locations around Crack I

Load 0.1–0.3 43–73.5 2.6–145.6 1–296 63

Hold 0.3 42.6–85.5 2.4–146.8 1–1740 12

Load 0.3–0.6 40.4–71.6 0.2–205.6 1–86 81

Hold 0.6 44.9–73.8 2.8–172.4 3–96 30

Load 0.6–0.9 40.4–75.7 2.4–171.6 2–436 146

Hold 0.9 44.9–68.6 6.6–165.8 2–80 15
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The testing results illustrate that the cast iron material of the paper dryer is an

excellent emitter of AE when under stress. The propagation of cracks in the shell of

the paper dryer can produce many AE source locations. AE testing is very suitable

for cast iron paper dryers.

6 Conclusion

1. At present, there are 670 qualified AE personnel and more than 120 AE testing

organizations engaged in AE testing services for pressure equipment in China.

Due to a large number of in-service pressure vessels, China not only has a large

requirement for AE instruments, but also for advanced techniques and AE

testing services.

2. AE testing can find cracks, weld defects cracking, serious corrosion and leakage

for pressure equipment.

3. The planar location of AE signals is the most important and direct method for

locating AE sources. Planar location analysis can roughly distinguish the char-

acteristics of AE signals. The distribution and value area of AE parameters are

similar for almost all AE location sources. The correlation figures between

parameters can obviously discriminate the AE signals produced by leakage

from other AE sources.

4. Evaluation methods for AE sources have been introduced by AE testing stan-

dards for pressure equipment in China.

5. Two kinds of advanced AE instruments have been developed in China. They are

multi-channel wireless distributed AE systems based on wi-fi and pipeline

leakage location instruments based on acoustic methods and correlation of

locations of continuous signals.
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Advanced Usage of the Software-Controlled

Sensor Coupling Test

H. Vallen

Abstract By pulsing an acoustic emission (AE) sensor, AE of reproducible energy

is artificially generated and used for the sensor coupling test. AE waves may travel

from any AE source to a receiving AE sensor over multiple wave paths, e.g., over

the shell or the liquid content of a pressure vessel. Waveform data may reveal

different wave arrivals by so-called sub-events. Each wave arrival appears in

waveform data by sub-events of different properties like arrival time, amplitude,

frequency spectrum, and appearance of its envelope. Intelligent data processing

software could automatically consider different wave propagation paths of an

individual test object. This may answer questions like “did the wave of an individ-

ual sub-event propagate over the shell or over the liquid content of a pressure

vessel?” and consider the right travel path and wave velocity for location calcula-

tion. By this, AE testing results could become in general more reliable. This chapter

describes some basic work towards that objective. Development of such software

would need feedback of waveform data from the sensor coupling check from real

test objects.

1 Basics of the Software-Controlled Sensor Coupling Test

The original purpose of the software-controlled sensor coupling test was to offer the

possibility that any channel can be selected by software to emit stimulated AE into a

test object and to receive the resulting AE wave at the position of neighbored

sensors. Each receiving sensor converts the wave to an electrical AE signal which is

converted to digital AE data by an AE signal processor as usual (Fig. 1).
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1.1 Pulse-Through Principle

In a so-called pulsing sequence, one channel is set to pulsing mode. That means, a

few electrical pulses from a central pulse generator are passed through the channel

up to the piezoelectric element. This causes one artificial AE event per pulse. Then

the next channel is selected for pulsing until the last channel completes the pulsing

sequence.

In “pulse-through mode” a programmable pulse amplitude in range 1 V–450 VPP

can be used. The high amplitude maximum allows to receive pulses even over a

very attenuating wave propagating path, e.g., through a polymer-layered riser tube.

In pulsing mode, the preamplifier is switched off and the pulse is passed through up

to the piezoelectric element over relay contacts. Each pulse is also fed into the

signal processor in order to generate a hit data set with accurate time of the pulse.

All data shown in this chapter are created by the pulse-through principle. Chapters 2

and 3 are included for completeness only.

1.2 Auto Sensor Test in Self-Test Mode

This mode is defined by [1]: An electrical pulse is generated inside of a preamplifier

in response to a control pulse on the 28 V power/signal line from the signal

processor. The pulse is passed on to the piezoelectric element. The pulse amplitude

can be modified in a small range by modifying the width of the control pulse. The

preamplifier stays in operation and is driven into saturation by the pulse. After some

settling time the preamplifier becomes able to receive an acoustic response from the

test object. Under favorable circumstances, a change of coupling quality can be

evaluated from the response on the emitted AE wave.

Fig. 1 Block diagram of the “pulse-through” mechanism for the software-controlled sensor

coupling test
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1.3 Auto Sensor Test in Near-Neighbor Mode

This mode is defined by [2]. A pulsing sequence is generated similar to the pulse-

through principle described in Sect. 1.1 above, but the pulse is generated inside the

preamplifier as with self-test mode described in Sect. 1.2. The pulse drives the

preamplifier of the pulsing channel into saturation.

1.4 Pulsing Table

The amplitudes received during a pulsing sequence are shown in a pulsing table; see

example of a six-channel configuration in Fig. 2. Lines are headed by the pulsing

channel number, and columns by receiving channel numbers. Each cell shows the

average of the few amplitudes (pulses) measured by a receiving channel.

Non-plausible sensor responses can easily be identified. One of multiple pulsing

sequences can be addressed by its tab on top of the table.

In addition, a variant of the pulsing table shows differences in amplitudes of two

pulsing sequences, e.g., one before and the other after a test. This variant helps to

quickly see whether acoustic coupling was constant before and after a test or has

changed between any sensor pair.

Fig. 2 Pulsing table for a six-channel configuration. Channel 1 received 82 dBAE from pulsing

channel 4
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2 Further Usage of Stimulated Pulsing Data

Stimulated AE data from pulsing sequences can be analyzed and graphically and

numerically presented like normal AE data, e.g., for checking location calculation,

clustering, attenuation profiles, and more (see Fig. 3).

Stimulated AE data from pulsing sequences can be separated from normal AE

data by a filter condition: “PULS > 0.” The “PULS” flag is selectable from the

“Parametric results” dialog. The PULS Flag is set to 1 before the first channel is set

to pulsing mode and back to 0 after the last channel is set from pulsing mode to

normal mode.

3 Advanced Usage of the Software-Controlled Sensor

Coupling Test

After looking at sensor coupling test data obtained from a few test objects, we

discovered potential for an advanced, beneficial usage of those kind of data. Figure 4

shows an example with different wave arrivals in one data set.

The software-controlled sensor coupling test always generates AE at a well-

defined position, namely the position of the pulsing sensor and at an accurate source

time, which is measured as arrival time by the pulsing channel. From the position of

each sensor, the distances of different propagation paths between each pair of

sensors can be calculated. With a cylindric structure, most important propagation

paths are the shortest and the next longer distance over the surface of the test object,

and the shortest distance over the pressurization fluid in the test object. See the three

paths from S1 to S2 in Fig. 5.

Fig. 3 Example of a listing showing normal hit data (“PULS ¼ 0”in last column) and the

beginning of stimulated data (“PULS ¼ 1”). The upper-case “C”-Flag in the listing identifies

the pulse-emitting channel, the lower-case “c”-flag identifies pulse-receiving channels
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3.1 Example 1: Thin-Walled Water-Filled Cylinder

Outer diameter of cylinder: 125 cm, height of cylinder (without end caps): 120 cm,

wall thickness of cylinder: 0.63 cm,

A program has been written to calculate the three distances (see Fig. 5) between

any two positions on a cylinder and the resulting arrival times using a defined

velocity of sound for each path (Fig. 6). The following abbreviations were used for

the entered velocities, distances, and arrival times; the numbers are results for one

example of positions S1 and S2:

Fig. 4 Data of a pulse-stimulated event from a plate. Since the sensor positions and the distance

between pulse-transmitting and -receiving sensors are known, curves for the arrival time of each

wave mode can be calculated from dispersion curves and shown in a time-scaled diagram relative

to the first threshold crossing time

Fig. 5 Shorter and longer

paths between two sensors

around a cylinder and over

the liquid
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Entered velocities and positions S1(X1, Y1) and S2(X2, Y2):

svel¼ 0.50 cm/μs s0-velocity

avel¼ 0.32 cm/μs a0-velocity

waterv¼ 0.15 cm/μs Water velocity

X1¼ 148 cm Circumferential position of the source (range �196.35 . . . +196.35)

Y1¼ �25 cm Height position of source (vertical cylinder)

X2¼ �130 cm Circumferential position of sensor 8

Y2¼ �130 cm Height position of sensor 8

Calculated distances:

Degree¼ 105.15� Angle between S1 and S2 (for water distance calculation)

surfDists¼ 115 cm Shortest surface distance

surfDistl¼ 278 cm Longer surface distance

volDist¼ 99.6 cm Water path distance

Calculated arrival times:

s0_short¼ 230 μs Delta-t of source to s0 arrival, refers to T ¼ 0

d_a0_short¼ 129 μs Short path a0-arrival from T ¼ 0

d_s0_long¼ 326 μs Long path s0-arrival from T ¼ 0

d_a0_long¼ 639 μs Long path a0-arrival from T ¼ 0

d_water¼ 434 μs Water path arrival from T ¼ 0

3.2 Example 2: Thick-Walled Water-Filled Cylinder

Dimensions No. of channels used: 50

Length 42.61 m 40 at shell

Diameter 5.48 m, 3 at top head

Thickness (shell) 14.5 cm 7 at bottom head

We received only a part of the test data (see Figs. 7, 8, and 9). Only stimulated

data from sensors 1 to 4 are available, with 2048 samples at 5 Mega samples per

second (MSPS) record length and 200 samples pre-trigger, that gives a visible

length of 40 μs pre-trigger and 370 μs post-trigger. See Fig. 10.
Figure 10 shows a waveform picked up by sensor 42, emitted by pulse-

stimulated sensor 3. The large-amplitude burst beginning at about 275 μs fits very
well to the velocity of the Rayleigh wave.

Figure 11 shows same waveform as Fig. 10 but zoomed around the time of the

first threshold crossing (FTC) (also called arrival time). Obviously, first compo-

nents of the wave arrived about 25 μs before the measured arrival time. That means

at such a thick-walled structure, the arrival time measurement bears some uncer-

tainties. The question comes up, whether the peak time gives a more reliable time

criterion for distance evaluation and location calculation than the arrival time.
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Fig. 6 AE event generated by a pencil lead break (PLB) at position S1. Waveform received by

sensor 8 at position S2. Arrows point to calculated arrival times. The water path arrival is very

accurate; the s0-long arrival (at 326 μs) can’t be identified in the waveform

Fig. 7 Thick-walled

cylinder
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Fig. 8 Sensor positions at (unwrapped) cylindrical part of pressure vessel
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Rayleigh wave arrival in the waveform data

Fig. 10 AE stimulated by sensor 3 and recorded by sensor 42

Fig. 11 Waveform shown in Fig. 10 zoomed around first threshold crossing
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The first four columns of the following table are taken from the listing of the channel 3-stimulated

event. It shows:

CHAN Sensor number

DT1X The difference between the measured arrival time of each subsequently hit

channel to that of the FHC (channel 3)

A The highest amplitude (peak amplitude) detected during the hit in dBAE

R The rise time, defined as time of A minus arrival time (FTC time)

The next columns show following calculated results:

PkT Peak time or time of A, the time at which the highest amplitude is measured,

¼DT1X + R
Dist_DT Distance derived from arrival time, ¼DT1X � arrival time velocity (AV,

5.58 m/ms)

Dist_PKT Distance derived from peak time, ¼PkT� peak time velocity (PV, 2.95 m/ms)

Deviation_in_% The deviation of both distances in percent, ¼(Dist_DT/Dist_PKT) � 1) � 100

A positive deviation usually means that the delta-t (DT1X) is too large. The

plausible effect can be derived from Fig. 11. Fast wave components are attenuated

below threshold, so the arrival time later, when more energetic wave components

arrive. This explains the occurrence of larger positive deviations at distances above

4.7 m (Table 1).

A negative deviation usually means that the peak time is detected too late. This

can be seen with channels 6 and 7. There the rise time is a bit larger than at channels

Table 1 Listing of subsequent hits of a stimulated event

CHAN

DT1X

(μs)
A
(dΒ) R (μs)

PkT

(μs)
Dist_DT

(m)

Dist_PkT

(m)

Dist_DT/

Dist_PkT – 1 (%)

3 81.0 10.6

42 331.1 99.9 291.2 622.3 1.848 1.836 0.64

6 743.6 99.9 717.6 1461.2 4.149 4.311 �3.74

7 759.2 99.4 726.4 1485.6 4.236 4.383 �3.34

2 770.9 99.9 680.8 1451.7 4.302 4.283 0.45

4 771.3 99.9 674.2 1445.5 4.304 4.264 0.93

43 906.7 99.8 692.0 1598.7 5.059 4.716 7.28

41 1.139.8 99.9 854.4 1994.2 6.360 5.883 8.11

37 1.215.1 97.2 1.100.4 2315.5 6.780 6.831 �0.74

11 1.339.6 96.0 1.203.6 2543.2 7.475 7.502 �0.37

8 1.374.6 99.4 1.130.8 2505.4 7.670 7.391 3.78

5 1.391.1 98.7 1.145.6 2536.7 7.762 7.483 3.73

12 1.554.5 94.5 1.357.2 2911.7 8.674 8.590 0.98

10 1.570.6 93.8 1.367.6 2938.2 8.764 8.668 1.11

1 1.642.5 99.9 1.210.0 2852.5 9.165 8.415 8.92

38 1.921.6 92.3 1.576.8 3498.4 10.723 10.320 3.90

14 2.106.5 86.6 1.788.8 3895.3 11.754 11.491 2.29

9 2.139.2 92.7 1.711.2 3850.4 11.937 11.359 5.09
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2 and 4. We could not look deeper into this phenomenon since the peak time is

behind the recorded waveform length.

Since there are only very few occurrences of small negative deviations, we

believe a peak-time-derived delta-t will lead to better location results than the

arrival time delta-t, if the wall thickness is large and the AE source is at the outer

surface of the object.

4 Conclusion

With two examples, a thin-walled and a thick-walled test object, this chapter shows

that waveform data from the software-controlled sensor coupling test bear valuable

information about details of wave propagation at the test object which might be

helpful for the understanding of the involved wave propagation effects.

We would like to perform more studies on stimulated data from real test objects

in order to define goals for the development of software that extracts most helpful

information from such stimulated data. Substantial efforts are needed to equip a

large structure with AE sensors for a properly performed AE test. It is very easy and

needs almost no extra efforts to gather waveform data in addition to hit data during

the automated sensor coupling test.

We herewith ask AE service providers to switch on waveform recording

(TR recording) during the automatic sensor coupling test, use several ms long

waveform length and about 1 ms pre-trigger setting, and pass on to us such data

for further analysis. We will treat such data confidentially and eliminate any hint to

the test object.
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A New Generation of AE System Based
on PCI Express Bus

E. Lowenhar, M. Carlos, and J. Dong

Abstract This chapter is to introduce a new generation of acoustic emission (AE)

system based on the latest industrial PCI Express bus standard. Since an AE system

based on standard computer bus has advantages in speed, compactness, scalability,

customizability, connectivity, chassis selectivity, data storage capacity, and integ-

rity with computer operating system and hard disk within one chassis, it is the most

popular type of acoustic emission system used in worldwide AE field now. As the

latest PCI Express bus has become de facto standard configuration of industrial PC

supplied to customers, there is a great demand for an AE system that can take the

advantages of the PCI Express bus and be compatible to latest industrial computers

in the market. As such Mistras Group Inc. has developed a new generation AE

system, named Express8, based on PCI Express bus to accommodate the technol-

ogy evolution and application needs. This chapter describes design architecture and

advanced features associated with the newly developed system.

1 Purpose

This chapter is to introduce a new generation of acoustic emission (AE) system

based on the latest industrial PCI Express bus standard. Just like the evolvement of

many other electronic equipment that are launched to the market along with the

development of digital computer, acoustic emission system also follows the pace of

personal computer evolution from one bus architecture to another new bus archi-

tecture. Since the AE system based on standard computer bus has advantages in

speed, compactness, scalability, customizability, connectivity, chassis selectivity,

data storage capacity, and integrity with computer operating system and hard disk

within one chassis, it is the most popular type of acoustic emission system used in

worldwide AE field now. As the latest PCI Express bus has become de facto

standard configuration of industrial PC supplied to customers [1], there is a great

demand for an AE system that can take the advantages of the PCI Express bus and

be compatible to latest industrial computers in the market. As such MISTRAS
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Group, Inc. has developed a new generation AE system, named Express8, based on

PCI Express bus to accommodate the technology evolution and application needs.

This chapter describes computer bus structure and compares a few generation of AE

systems that were built based on different bus structures. It also shows design

architecture of the Express8 system. Dimension of the system has been greatly

reduced to increase the board robustness to meet the RoHS manufacturing require-

ment. Advanced features of the new system are particularly addressed in this chapter.

2 History of AE Systems Based on Standard Industrial
Computer Bus Architecture

The first generation of personal industrial computer bus is the Industrial Standard

Architecture (ISA) bus which firstly appeared in early 1980s along with the IBM

PC/AT and compatible computers [2]. The first-generation AE system built on top

of standard computer bus architecture or ISA bus was a two-channel AE system,

AEDSP-32/16, made by Physical Acoustic Corporation in early 1990s. The ISA bus

is a 16-bit data structure with speed 16 MB/s. As the Peripheral Component

Interconnect (PCI) bus [3] gradually became the main bus architecture in later

1990s, various AE systems, e.g., DiSP-4, PCI-2, and PCI-8, based on the PCI bus

have been developed by Physical Acoustics Corporation in the end of 1990s and

early 2000s. Nowadays, PCI Express [4] bus has become the standard configuration

of personal computers; AE system has also been evolved to PCI Express bus

architecture to accommodate this change; and an 8-channel AE system, named

Express8, based on the PCI Express bus has been developed by MISTRAS Group,

Inc. recently. Since an occurrence of each new generation of bus architecture means

technology revolution, the speed of PCI Express bus has been greatly improved in

comparison with its predecessors; the performance of AE system has also been

improved accordingly. Table 1 summarizes the history of internal computer bus

architecture and associated AE systems. It is clear that the speed of internal

computer bus has been improved significantly in the last two decades.

Actually, there is a major difference between the PCI Express bus and its

predecessors, ISA and PCI buses, when multiple boards are installed in a computer.

The architecture of ISA and PCI bus makes multiple boards share the same bus

speed as listed in Table 1. However, each lane of PCI Express Bus is independent,

and each added board enjoys its own full PCI Express bus speed. So, when multiple

PCI Express boards are used in one system, the signal processing speed is multi-

plied instead of shared in the ISA bus and PCI bus system.

3 Architecture of AE System Built on PCI Express Bus

The new system developed is an 8-channel board based on PCI Express or PCIe

bus. Different from AE system design based on ISA bus and PCI bus which builds

all electronic components in one circuit board, modular design has been adopted in
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the development of PCI Express bus AE system. This modular design is aimed to

improve the reliability, compactness, and reusability of the AE system. It is

designed to have two separated circuit board modules: one (signal processing

module or SPM) is plugged on top of another (carry board module). The carry

board module of the Express8 is the base board that is standard PCIe card size; it has

the PLX PCIe interface chip, power supplies, and other interface connectors such as

parametrics, digital I/O, and PCI Express interface. The SPM module is the plug-in

board which is integrated with all functions of 8-channel signal conditioning, data

acquisition, and FPGA signal processing. Figure 1 shows a block diagram of the

architecture of the modular design. A high-speed field program gate array or FPGA

is the heart of the SPM module; it controls the signal processing, extracts AE

features, and deals with waveform issues. With this modular design and thanks to

Table 1 History of internal computer bus architecture and associated AE systems

Bus name

Year

launched

Bus speed

(MB/s) AE system

Year

launched

Dimension

(L � W � H )

ISA 1981 16 2-channel

AEDSP-32/16

1994 13.000 � 4.000 � 0.700

PCI 1993 132 4-channel

PCI/DiSP-4

1999 12.2800 � 4.200 � 0.800

8-channel PCI-8 2002 13.400 � 4.800 � 0.700

2-channel PCI-2 2003 13.400 � 4.800 � 0.700

PCI

Express

1.0

2004 250/Lane 8-channel

Express8

2013 6.500 � 4.200 � 0.700

A to D
Convertor

FPGA
Control of signal processing
Digital signal processing
Auto sensor test control
Parametric interface
Digital I/O interface
HP, LP and BP digital filtering
AE feature extraction
Hit waveform processing
Streaming waveform processing

PCI Express Interface
PCIe to local bus interface
Single lane PCI Express
Local bus data and adress
DMA for local bus
DMA for PCIe bus

Power Supplies
+3.3V & +12V from PCIe
DC/DC concertors
Linear regulator

PC
I E

xp
re

ss
Si

ng
le

 L
an

e

Signal Conditioner
Sensor selection
Post amplifier gain
Analog filter

Ch. 1

Signal Conditioner
Sensor selection
Post amplifier gain
Analog filter

Ch. 2

Signal Conditioner
Sensor selection
Post amplifier gain
Analog filter

Ch. 8

Parametrics & I/O Interface
8 parametric inputs
Parametric ADC
Parametric gain with x1, x10, x100 & x1000
Parametric filter

Cycle counter
Voltage time gate
Test inhibit
8 digital inputs & 8 digital 

A to D
Convertor

A to D
Convertor

Carry Board

SPM Board

Fig. 1 Block diagram of Express8 system architecture
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the technological advancement of the PCI Express bus, the 8-channel PCI Express

bus-based AE system has achieved the most dense circuit integration and the most

compact size in 6.500 � 4.200 � 0.700 (L � W � H ) which is about 50% smaller than

previous ISA and PCI bus AE systems.

Figure 2 shows a photo of Express8 system with a comparison of a previous

PCI-8 system. Not only the PCI Express bus-based system is more compact, but

also an obvious advantage of this small dimension is increased rigidity of the board

so that it avoids electronic component damage due to flexure bending of long board.

This becomes more critical when RoHS requirement is enforced in manufacturing

environment. Another advantage of this modular design is reusability of future

product development; the same SPM board can be used in other type of carry board

with different bus architecture or the same carry board can be used with a new SPM

designed with advanced features or components.

4 Advanced and Enhanced Features

Compared with the most popularly used AE system, PCI-8, in worldwide region,

not only the dimension of the Express8 has been greatly reduced, but also its

functionality and performance have also been greatly improved. Some of these

improvements and advanced features are summarized as below.

• Increased A/D rate and expanded bandwidth: The A/D conversion rate has been

changed from 3 MSPS to 10 MSPS per each channel; the bandwidth is also

expanded from 1–400 kHz to 1–1200 kHz as compared with the PCI bus-based

system PCI-8. The A/D resolution is still kept as 16 bits, and the data acquisition

rate can be set as low as 10 KSamples/s or as high as 10 MSamples/s. With the

updated bandwidth and data acquisition rate, it can cover over 95% research and

industrial application needs.

Fig. 2 Express8 (top) and
PCI-8 (bottom)
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• Added hundreds of digital filters: While the Express8 still keeps software-

selectable analog high-pass (1, 10, 20, and 100 kHz) and analog low-pass

(100, 400, and 1000 MHz) filters on each channel, hundreds of digital filters

have been added to Express8. Each channel is implemented with 256 tap digital

FIR filters so that over 500 high-pass, low-pass, and band-pass filters can be

selected on each channel independently. A combination of analog filter and

digital filter gives the Express8 lower noise and higher dynamic range up to

80 dB. Specifically, the narrow band-pass digital filter consisting of high-pass

and low-pass filters is particularly useful to focus the bandwidth to sensor’s
resonant frequency so that it eliminates noises outside the resonant frequency of

the sensor drastically.

• Provided selection for different sensor input: From a historical point of view, an

AE system usually provides phantom power or þ28 VDC power to preamplifier

or integral preamplifier sensor through a coaxial cable connecting the sensor/

preamplifier to the system. However,þ28 VDC is not an optimum configuration

from a power consumption and noise suppression point of view; it consumes a lot

power, i.e., about 0.7–0.8 W per each channel. Not only it generates a lot of heat,

but also it induces higher noises. As there is an increasing demand for online

monitoring and outdoor long-term monitoring applications, the drawback of

using þ28 VDC power for preamplifier has been noticed. There is an increasing

demand for an AE system to be able to support low-power or þ5 VDC pre-

amplifiers or integral preamplifier sensors. Such a low-power preamplifier only

consumes 0.03 W per each channel which is over 20 times lower than the power

consumption of a þ28 VDC preamplifier. The Express8 is now the first AE

system that supports selection of different powers with a dip switch on the

board, the phantom power on the board can be set as either þ5 VDC or þ28

VDC on the Express8 board. Additionally, the Express8 can also be set to ICP

power mode so that accelerometers can also be connected to the system. If a

customer just wants to use the Express8 other voltage inputs, the phantom power

and ICP power on each individual channel can be disabled to allow voltage sensor

input. This makes Express8 very flexible and to be able to connect to various

types of sensors in a sensor fusion system for structure health monitoring or other

applications.

• Integrated eight parametric channels in a single board: Besides eight AE chan-

nels in a single Express8 board, the parametric channels have also been

expanded from two to eight in comparison with PCI-8 system; among them

two can be differential inputs and the rest are single-ended inputs. In addition to

time-driven parametric acquisition, hit-driven parametric acquisition is now

available for all eight parametric channels; this extends the capability to corre-

late AE events to parametric inputs.

• Increased speed with adding multiple boards: Unlike AE systems with PCI bus

and other external peripheral bus, e.g., USB bus, an increase of number of AE

boards or AE channels would result in sharing the speed; the architecture of PCI

Express bus allows to add on speed when more lanes or bus slots are used. In

other words, when one more Express8 board is added to an AE system with one
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Express8 board installed, the overall data throughput rate is doubled instead of

keeping the same or each shares half of the throughput rate.

• Added waveform streaming function: One major difference of acoustic emission

data acquisition with respect to general data acquisition in other applications is

that not only AE features are extracted, but also AE waveforms are recorded

simultaneously. Traditionally, in the meantime of AE feature extraction,

hit-based waveforms can be recorded as well. With the technological develop-

ment of AE hardware and computer, three types of AE waveforms can be

recorded now, i.e., hit-based waveform, streaming waveform, and concurrently

triggered transient waveform. The streaming waveform can be acquired with the

hit-based waveform simultaneously. It does not use onboard memory to buffer

the waveform, but it uses direct memory access (DMA) technology to save

streaming data to hard disk directly. It eliminates the requirement for big onboard

memory to temporarily store waveforms and enables non-interrupted streaming

waveform to be stored in hard disk directly with very high rate. In the previous

PCI bus-based AE system, PCI-2, the highest streaming waveform rate is

10 MSPS/s per system. This rate is shared if two channels are used in a system

which made 5 MSPS/s per channel. If more than one PCI-2 boards are used in a

system, the maximum streaming waveform rate per each channel would be

10 MSPS/s divided by the number of channels used. Thanks to the PCI Express

bus architecture, the Express8 has made great improvement on streaming wave-

form rate when multiple channels or multiple boards are used. The maximum

streaming waveform rate per each Express8 board is 80 Mbytes/s or 40 MSPS/s.

As the data acquisition rate of the Express8 is 10 MSPS/s, a single-channel

waveform streaming rate is 10 MSPS/s as well, but when more than one channel

(up to four) is selected, each channel can keep 10 MSPS/s rate. In other words if

four channels are selected in one Express8 board, the maximum streaming

waveform rate of the system can reach 40 MSPS/s. If all waveform streaming

of all eight channels in one Express8 board is selected, then each channel can

keep 5 MSPS/s rate while the total waveform streaming rate is still kept as

40 SMPS/s. Due to the nature of independence of PCI Express bus lanes, when

two or three Express8 boards are included in an AE system, the overall streaming

waveform rate of the system would be doubled or tripled. For example, when

three Express8 boards are installed in one system, the overall waveform stream-

ing rate is 240Mbytes/s or 120MSPS/s. It is important to mention that there is no

conflict to record both hit-based waveform and streaming waveform concur-

rently. Themaximumhit-basedwaveform length of the Express8 is 15KSamples,

while the maximum length of streaming waveform is the limit of hard disk. The

streaming waveform record can be triggered by different ways, e.g., hit-based

trigger, external I/O trigger, manual trigger, and time-based trigger etc.

• System chassis: The Express8 is the densest AE system in terms of the number of

channels versus the board dimension. The length of the Express8 board is just

about half of previous PCI-2 and PCI-8 boards, and the rigidity of the Express8

board is greatly improved. This is particularly important for boards

manufactured under RoHS requirement; it is very beneficial in increasing the

34 E. Lowenhar et al.



reliability of the system because it reduces tendency of damage and potential

problems caused due to flexure of the board during installation and system

transportation. With the small size of the Express8 board, the system chassis

can be made even more compact than ever before. Figure 3 shows a 32-channel

micro chassis with a laptop controller; the dimension of this chassis is just

110 � 220 � 450 mm (W � H � D), but up-to-dated high-performance CPU

with Windows 7/8, 8 GB RAM, and 1 TB hard disk are included in the chassis;

network connection is also with the chassis so that it can be remotely and smartly

controlled. Additionally, the micro chassis can be either AC or DC powered; it is

very convenient to be used in either labs or fields. Besides the micro chassis,

12 Express8 boards or 96 channels can be installed in a standard industrial rack

mount chassis. Figure 4 shows a photo of such a 96-channel chassis; it maxi-

mized the capability to perform AE test with a big number of channels in a small

system chassis.

• Digital I/O and strain gauge excitation: Besides eight parametric inputs, the

Express8 also has eight digital input and eight digital output ports. These digital

I/O ports can be used for external trigger coordination, test start, streaming start,

test inhibit, alarm warning output, and alarm trip output. These ports are

essential in many online monitoring applications. Additionally, a program-

controllable output voltage port is also available for use as an excitation source

of strain gauge bridge; it eliminates the requirement for a specific power source

for excitation if strain gauges are used in the test.

Fig. 3 A 32-channel micro

chassis with a laptop

Fig. 4 A 96-channel

industrial rack mount

chassis
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5 Conclusions

The standard personal computer bus architecture has been evolved along with other

computer and electronic technologies; now the PCI Express bus is becoming a

common configuration in PC computer; a PCI Express bus-based system, Express8,

has been developed to follow up the technological pace and to adapt to the change

of the dominant standard bus architecture. The Express8 AE system fully utilized

the advantages of the PCI Express bus so that it achieved the highest data transfer

rate, the smallest dimension, and the highest number of channels in an industrial

rack mount chassis. The Express8 also comes with some other advanced and

enhanced functions as compared with previous AE system; the functionality,

performance, and compactness have made it an ideal product for research, field

testing, and online monitoring.
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Localization of Acoustic Emissions

in a Numerical T-Shaped Concrete Beam

Using Multi-segment Path Analysis

Stephan Gollob, Georg K. Kocur, and Thomas Vogel

Abstract Common source localization algorithms assume a straight-wave propa-

gation path. If the straight connection between source and sensor passes air, this

straight connection surely does not represent the wave propagation path. A crack

can be such an air barrier between source and sensor. However, in case of complex

specimens (e.g., T-shaped or C-shaped cross section) the straight connection

between source and sensor can also pass the air surrounding the specimen. FastWay
is a novel source localization method, based on multi-segmented path analysis and a

heterogeneous velocity model. In order to determine the source location, the fastest

wave travel path between the sensor and an estimated source location is determined.

This wave travel path is multi-linear, bypasses air, and is based on a heterogeneous

velocity model. In this chapter, the estimated source location of acoustic emissions

within a numerically simulated T-shaped concrete beam, determined with FastWay,
is compared with the results provided by a homogeneous and a heterogeneous

Geiger method.

1 Introduction

Assessment of health conditions of existing structures is becoming more and more

important. Acoustic emission (AE) analysis, a nondestructive testing and monitor-

ing method, can be used for that specific purpose. Common source localization

algorithms assume a straight-wave propagation path. This prerequisite limits the

area of application of AE analysis. If the arrival time of the detected AE is used for

the estimation of the source location, the fastest wave propagation path is of

particular interest. The straight connection between the source and a sensor is

only the fastest wave travel path if the wave propagates through a homogeneous

specimen. Whenever the specimen consists of a heterogeneous material (e.g.,
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concrete) or a combination of different materials (e.g., reinforced concrete), the

fastest wave propagation path is usually not a straight path. In addition, the wave

will have to bypass obstacles on its way between source and sensors. These

obstacles can develop over time (e.g., cracks) or can be the surface of the specimen

(e.g., T-shaped girder). FastWay is able to consider such obstacles. Moreover, it is

possible that the monitored specimen/area is not surrounded by sensors. In some

cases, not all of the specimen’s surfaces are accessible. In case of a T-shaped girder,
the bearing element is often loaded at the top, and/or an additional structure is

placed on top of it. The flanges and/or the web may still be covered by permanent

formwork. Therefore, sensors can sometimes only be applied to a part of the

monitored specimen.

Numerical simulations of elastic wave propagation in a T-shaped beam are used

to investigate the influence of a complex specimen shape and different sensor

layouts on the wave propagation behavior and on the accuracy of estimated source

location. The source location is estimated using three arrival-time-based source

localization methods: homogeneous Geiger method, heterogeneous Geiger method,

and FastWay.

2 Simulations

2.1 Numerical Specimen

For the simulations of elastic wave propagation, a numerical model of a T-shaped

beam is used. The beam has a length of lx ¼ 500 mm, a flange of 280 mm� 80 mm,

and an 80 mm � 180 mm web, as displayed in Fig. 1. The numerical specimen

consists of a numerical concrete model (NCM) [1]. The NCM is composed of three

phases: cement matrix, aggregates, and air voids. The material properties are listed

in Table 1. The aggregate particles are simplified by ellipsoids and the air voids by

spheres. The aggregate particles and the air voids are randomly distributed in space

Fig. 1 Numerical specimen

with source locations and

their projection on the

specimens surface
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as suggested in [2]. The aggregate has a maximum grain size of 16 mm. The

material properties of aggregates usually vary within a defined range. This variation

is also implemented in the NCM. Reinforcements and cracks have a significant

influence on the wave propagation behavior [3]. The specimen is modeled as

uncracked and without reinforcement in order to study the influence of a complex

layout of the specimen (T-shaped cross section) on the wave propagation behavior

only.

The specimen was numerically discretized on a three-dimensional layout with a

grid size of 1 mm. The T-shaped beam consists of a total number of 1.84 � 107

voxels. The edge length of a voxel is referred to as 1 grid point (gp). The

information of the numerical model is stored in a three-dimensional cell array.

Each cell represents one voxel. A certain material is assigned to each voxel.

The material properties of each voxel are stored in the corresponding cells.

If the information stored in the cell is reduced to only one entry, namely the

p-wave velocity cp, the cell is simplified to a three-dimensional matrix referred to

as Cmo [3]. The matrix Cmo is the basis for the heterogeneous Geiger method as well

as for FastWay.

2.2 Sources

The numerical source was defined as an explosion source and applied as a displace-

ment in all directions of space. Two sources (S1 and S4) were located inside the

web. Three sources (S2, S3, and S6) were located inside the flange and the sixth

source (S5) was located at the intersection of web and flange. The coordinates of the

sources were selected randomly and are listed in Table 2. The source locations are

displayed in Fig. 1.

2.3 Wave Propagation Simulation

An algorithm developed by Saenger [4], based on the finite-difference method, was

used to numerically simulate the elastic wave propagation for a duration time of

200 μs. Figure 2 visualizes the wave field 50 μs after the excitation in three cross

Table 1 Material properties taken from [1]

cp (m/s) cs (m/s) ρ (kg/m3)

Concrete EEP 3912.15 2271.91 2200

Reinforcement steel 5900 3200 7820

Cement 3950 2250 2050

Aggregate 4180 � 210 2475 � 125 2610 � 130

Air 0 0 0.0001
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sections. The cross sections were positioned at the location of the source, which is

marked with☆. The wave field propagating in the specimen is clearly visible in all

three cross sections as well as the reflection of the wave front at the specimen’s
surface. In the y–z cross section, displayed in Fig. 2, it is clearly visible that the

wave cannot reach the lower part of the web by propagating along a straight line. It

has to bypass the air surrounding the specimen. If the specimen is homogeneous, the

fastest wave propagation path from the marked source to the lower part of the web

is bilinear. The wave front within the web is circular. The epicenter is not the origin

of the source, but it is the inner edge between web and flange. Moreover, it becomes

visible that the AE-induced displacements within the web are smaller than those

within the flange (geometrical dispersion).

Table 2 Source coordinates S1 S2 S3 S4 S5 S6

x (mm) 403 178 28 14 248 435

y (mm) 118 28 258 108 138 65

z (mm) 18 208 228 14 218 204

Fig. 2 Snapshot of the elastic wave-field propagation due to a Ricker wavelet (source marked

with white star) displayed in three cross sections of a three-dimensional numerical specimen at

time step T ¼ 50 μs
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2.4 Sensors

A total number of 26 virtual sensors were installed on the numerical specimen.

Displacements perpendicular to the surface at the sensor’s positions were calculated
analogously to physical measurements with piezo-electrical sensors. Twelve sen-

sors (S1–S12) were located on the lateral surfaces of the web; six sensors on each

side. Three sensors (S13–S15 and S16–S18) were located on the bottom side of the

flange, three on each side of the web. The remaining eight sensors (S19–S26) were

located on the top surface of the flange. There were no sensors on the end faces of

the specimen or the bottom surface of the web. The coordinates of the sensor

positions are listed in Table 3.

3 Source Localization

The arrival time of the wave was determined threshold based. There was no white

noise since the waveforms were obtained from a numerical simulation. Therefore, a

very small threshold could be used. A sensor was excluded from the source

Table 3 Sensor coordinates and sensor layouts

sensor layout sensor x [mm] y [mm] z [mm]

E

D

C

SE1 50 100 50
SE2 130 100 130
SE3 210 100 60
SE4 290 100 115
SE5 370 100 55
SE6 450 100 125
SE7 55 180 150
SE8 135 180 35
SE9 215 180 155
SE10 295 180 35
SE11 375 180 160
SE12 455 180 35

B

SE13 80 80 180
SE14 250 20 180
SE15 420 70 180
SE16 90 260 180
SE17 240 210 180
SE18 400 230 180

A

SE19 150 140 260
SE20 350 150 260
SE21 90 20 260
SE22 255 80 260
SE23 425 30 260
SE24 70 205 260
SE25 230 270 260
SE26 410 240 260
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localization estimation process if the maximum absolute amplitude of the signal

calculated at the sensor positions was smaller than ten times the threshold. In

addition, AIC-based picking [5] was used to verify the accuracy of the threshold-

based picking. If the threshold-determined and the energy-based-determined (AIC

picker) onset times differ significantly (þ10/�30 μs) the sensor was also excluded.
The onset time determined using the threshold picking was the input for all source

localization methods. The heterogeneous Geiger method as well as FastWay rely

also on a velocity model of the specimen Cmo.

3.1 Homogeneous Geiger Method

The Geiger method is a stable, efficient, and fast way to calculate the source

location of an AE in three-dimensional homogeneous space [6]. In the case of a

heterogeneous or cracked specimen however, the estimated source location can

differ clearly from the actual source location. The governing equation of the

homogeneous Geiger method is formulated as

ta sð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xs � xcð Þ2 þ ys � ycð Þ2 þ zs � zcð Þ2

q

cp
þ tc, ð1Þ

where the observed onset time ta(s) at sensor s correlates with the source time tc by
assuming a straight-wave propagation path between source and sensors. The source

coordinates xc, yc, and zc and the source time tc are unknowns. The known input

values are the sensor coordinates, xs, ys, and zs; the picked arrival time of the p-wave

at each sensor ta(s); and the global p-wave velocity cp.
The data of at least four sensors are needed to determine the four unknown

values. The system of equations is overdetermined if the data of more than four

sensors is available. In that case, minimizing the residuals between calculated and

observed arrival times at each sensor is the goal. A linear least-squares algorithm

can be used to determine the source location iteratively [7]. A covariance matrix C
based on the partial deviations of (1) can also be calculated. The eigenvalues of

C (excluding the values considering the source time) represent the axis ratio, and

the eigenvectors represent the orientation of an error ellipsoid. Schechinger

recommended the use of 68% error ellipsoids [5]. Therefore, with a probability of

68%, the source is located within the error ellipsoid. A small error ellipsoid

indicates an accurate estimation of the source location.
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3.2 Heterogeneous Geiger Method

If the Geiger method is applied to a heterogeneous specimen, a small modification in

(1) can improve the accuracy of the determined source location significantly

[8]. Substituting cp by the average p-wave velocity �cp het s; cð Þ, which can be

determined for the straight connection of the estimated source c and sensor s (Fig. 3).
The determination of the average p-wave velocity �cp het s; cð Þ requires that the

coordinates of the sensor, the coordinates of the estimated source location, and a

numerical velocity model Cmo have to be known a priori. The p-wave velocity cp(k)
is assigned to each of the k voxels. The length of the wave travel path within a voxel
lpk(k) needs to be determined for each voxel [9]. Subsequently,

�cp het s; cð Þ ¼
X

k

lpk kð Þ � cp kð Þ
lp

ð2Þ

can be calculated.

In order to incorporate a heterogeneous velocity model, the average wave

velocity between the estimated source location and each sensor has to be deter-

mined for each iteration step. Hence, the computational effort increases consider-

ably. Moreover, the method relies on straight-wave propagation paths and is not

able to consider the influences of cracks or air inclusions [3]. In case of complex

specimens (e.g., T-shaped beams) the straight connection between source and

sensor leads through the surrounding air.

3.3 FastWay

FastWay is a novel approach to estimate the location of AE sources based on a

heterogeneous velocity model and multi-segment wave propagation paths. The

major difference between FastWayand common arrival time-based source locali-

zation methods is that the fastest, rather than the direct (shortest), wave travel path

between the source and a sensor is used to estimate the source location. This new

Fig. 3 Two-dimensional

scheme for determination of

the average wave travel

velocity between source and

sensor, based on a

heterogeneous velocity

model and straight-wave

travel path (from [3])
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localization method can adapt to geometry and material properties of the investi-

gated specimen.

In order to identify the fastest wave travel path, a modified Dijkstra’s algorithm
[10] is applied. A heterogeneous velocity model and the sensor coordinates are the

input for the Dijkstra’s algorithm. The output is one matrix Atot(s) for each sensor s.
The matrix entries are the earliest arrival time of a wave, starting from sensor

s (source time tc ¼ 0 μs) at the center of a voxel. The position of the voxel

corresponds to the position of the value within Atot(s) [3]. It is assumed that the

fastest wave travel path and wave travel duration between two points (i and j) do not
depend on which of the points is the emitting one (source) and which of the points is

the receiving one (sensor). Hence, a potential source time spot;xyz, based on the value
atot;xyz(s) of the matrix Atot(s) and the arrival time ta(s) picked for sensor s, can be

determined for each voxel with the coordinates [x y z]. The resulting source-time

matrix Spot(s) can be calculated for each sensor. One entry of all source-time

matrixes should be (approximately) identical. The corresponding voxel, fulfilling

ta s1ð Þ � atot;xyz s1ð Þ � ta s2ð Þ � atot;xyz s2ð Þ � � � � � ta snð Þ � atot;xyz snð Þ ð3Þ

contains the source location [3].

It has to be mentioned that the size of the voxels used for FastWay is larger than
that used for the wave propagation simulation as well as for the heterogeneous

velocity model that is applied in the heterogeneous Geiger method. The grid size of

the numerical specimen implemented in FastWay is 5 mm. One FastWay voxel is
equivalent to 125 wave propagation simulation voxels. FastWay determines the

voxel which most probably contains the source. However, it is not possible to

determine the exact location of the source within this voxel. The source localization

output represents the coordinates of the voxel center. This results in a systematical

inaccuracy of (half an edge length) 2.5 mm in each spatial direction or

2.5 mm � √3 ¼ 4.33 mm in total [3].

4 Outcome of the Simulations and Source Localizations

4.1 Localization Setups

Six simulations with different source locations were performed. A total of 26 virtual

sensors recorded the calculated, time-dependent displacements induced by the

artificial sources (see Sect. 2). The recorded discrete wave forms were used for

the determination of the onset time. The onset times were the input for the

estimation of the source location applying a homogeneous Geiger method, a

heterogeneous Geiger method, and FastWay. Five different sensor layouts were

used to estimate the source location. The layouts consisted of:
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• Sensor layout A: All sensors applied to the upper surface of the flange, SE19–

SE26

• Sensor layout B: All sensors applied to the lower surface of the flange, SE13–

SE18

• Sensor layout C: All sensors applied to the web, SE1–SE12

• Sensor layout D: All sensors applied to the web and the lower surface of the

flange, SE1–SE18

• Sensor layout E: All sensors, SE1–SE26

The layouts are schematically visualized in Fig. 6. The sensor layouts consisted

of 6–26 sensors. For the estimation of the source location using all three methods,

the data of the six sensors with the largest absolute amplitudes within the first 20 μs
after the picked arrival time of the wave at the respective sensor were used.

4.2 Localization Results

The results of the Geiger source localization algorithms are the coordinates of an

estimated source location and an error ellipsoid to visualize the estimated accuracy

of the determined solution (see Sect. 3). The result of FastWay is a normalized error

matrix. The values of this matrix represent the normalized deviations from the

condition formulated in (3) and range from 0 to 1. The lowest value corresponds to

the voxel, which most likely contains the source [3]. Hence, the results do not

represent straightforwardly the coordinates of the estimated source location. The

output coordinates are the coordinates of the center of the determined voxel. Instead

of error ellipsoids, the visualization of the normalized error matrix is used to present

the reliability and expected accuracy of the determined solution.

The results for source S6 determined with the data provided by sensor layout E

are displayed in Fig. 4. A three-dimensional representation of the outcome of the

three source localization algorithms has turned out to be impractical. Instead, three

cross sections are used to visualize the projection of the three-dimensional error

ellipsoids superimposed with the result of the normalized error matrix. The cross

sections are positioned at the source location estimated with FastWay. The error

matrix is visualized for the voxels located in the displayed cross section only. The

Geiger error ellipsoids, estimated source location determined with the two men-

tioned Geiger methods, and sensor locations are displayed on the cross sections.

Figure 4 shows one of the most satisfying out of all 30 results. The three presented

methods estimated the source location with maximum deviations of less than 7 mm

(see Fig. 6). The determined error ellipsoids were very small, and the predefined

source location lies within both error ellipsoids. The voxels with a normalized error

matrix value (enorm) of 0.11 or smaller form a spatial area, in which the source is

located with a high probability. The voxels are displayed in colors ranging from

violet (0� enorm� 0.016) to a greenish yellow (0.095� enorm� 0.111). The voxels

with enorm � 0.111 are colored ranging from green to gray (see Figs. 4 and 5).
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The area with enorm� 0.111 should be as small as possible if the reliability of the

accuracy of the determined source location is high. In case of Fig. 4 the area is very

small and two voxels are colored in violet. One of the two voxels hosts the

predefined source. Figure 5 represents an unsatisfying result. It is clearly visible

that the determined error ellipsoids are larger than the specimen itself. Obviously,

the predefined source is located within both error ellipsoids. However, the large

error ellipsoids indicate that the accuracy of the determined source location is very

low. The deviation between the predefined and the estimated source location is

263.3 mm and 200.6 mm for the homogeneous and the heterogeneous Geiger

method, respectively. The estimated source locations determined with FastWay
also differ considerably from the predefined source locations. The deviation is

41.8 mm, which can still be considered as satisfyingly accurate. The visualization

of the normalized error matrix in Fig. 5 indicates that the source is located at the

upper-left corner of the flange (y–x cross section). A preference of the z-location
within the web, however, cannot be identified. The predefined source is located

within the spatial area formed by the voxels with enorm � 0.111. In case of Fig. 5,

however, this area is significantly larger than in Fig. 4. Summarizing, the error

ellipsoids and the visualization of the normalized error are a reliable way to

demonstrate the expected accuracy of the determined source location.

Fig. 4 Cross sections displaying normalized error matrix, error ellipsoids for the Geiger methods,

locations of the used sensors, estimated sources, and predefined source (S6) marked, using sensor

layout E

48 S. Gollob et al.



4.3 Localization Accuracy

The deviation between the estimated source location and the controlled, predefined

one is significantly lower if the estimated one was determined with FastWay. The
mean deviation between the predefined source location and the source location

estimated with FastWay (of all 30 source localization setups) was 20.7 mm. The

homogeneous Geiger method and the heterogeneous Geiger method provide esti-

mated source locations with a mean deviation from the predefined one of 119.7 mm

and 89.6 mm, respectively. The localization error of FastWay was approximately

one-fifth of the localization error of the Geiger methods. FastWay provides 25 of

the 30 estimated source locations with the smallest deviation from the predefined

source location. The homogeneous Geiger method provides four of the most

accurate source location predictions and the heterogeneous Geiger method only

one. If FastWay did not provide the most accurate solution, the localization error of

the source location predicted with FastWay was between 0.3 and 5.0 mm larger

than the most accurate prediction. Figure 6 visualizes the deviations between the

estimated and the predefined source locations for all six sources, five sensor layouts,

and three localization methods. The bar diagram, which displays the deviation, is

limited to a maximum of 100 mm. A localization error of more than 100 mm was

Fig. 5 Cross sections displaying normalized error matrix, error ellipsoids for the Geiger methods,

locations of the used sensors, estimated sources, and predefined source (S3) marked, using sensor

layout C
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Fig. 6 Visualization of the deviation between the estimated and the predefined source locations.

In the last segment the mean (colored bar) and the median of the deviations for all six sources are

visualized
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considered as unsatisfying. Determining a satisfying source prediction for sources

S2, S3, and S4 was not possible using the homogeneous Geiger method, regardless

of the sensor layout. These sources were located in both the web (S4) and the flange

(S2 and S3). The localization error of S3 and S4 was about 250 mm, which is half of

the largest specimen’s dimension (lx ¼ 500 mm). The heterogeneous Geiger

method was not able either to predict the source location of S3 and S4 satisfyingly,

regardless of the sensor layout. Nevertheless, the localization error was smaller

compared to that of the homogeneous Geiger method. In addition, the localization

error for source S1 in combination with sensor layout A and B, as well as source S2

in combination with sensor layout E, was more than 100 mm when determined with

the heterogeneous Geiger method.

5 Conclusion

The last row of Fig. 6 emphasizes that FastWay provides significantly more

accurate source predictions than the two applied Geiger methods with regard to

the investigated experimental setups. Moreover, FastWay was the only method that

provided a satisfyingly accurate estimation of the source location for every source

and sensor layout. Nevertheless, the deviations of more than 10 mm point out that

FastWay bases on a simplified wave propagation model and does not reflect the real

physical wave propagation behavior entirely. However, the accuracy of the esti-

mated source locations can be improved significantly by means of FastWay.
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Pattern Recognition for Acoustic Emission
Signals of Offshore Platform T-Tube Damage
Based on K-means Clustering

Peng Jiang, Luying Zhang, Wei Li, and Xiao Wang

Abstract An experiment on offshore platform about the damage of the T-tube-

node is performed to determine the signal characteristics of different damage stages

by monitoring the acoustic emission and analyzing K-means clustering of the

acoustic emission. The acoustic emission signal is used as an input to determine

the characteristic parameter of damages through correlation analysis. The method

can realize the recognition of T-type pipe-node damage from the AE signal. The

reference for damage monitoring of T-type pipe node and identification of different

damage stages can also be provided.

1 Introduction

T-type welded tubes are widely used in offshore oil platforms. The stability of the

overall structure of these tubes is greatly affected by the active extension of cracks

in tubular joints. Acoustic emission monitoring is a type of dynamic nondestructive

testing technique. The detected source sound energy originates from active defects

of tested components. Acoustic emission technique can be used to monitor the

extension of dynamic cracks in T-type tubular joints, thereby enabling judgment on

the severity of the damage of tubular joints [1]. However, tubular joints on offshore

oil platforms experience interference from various signals in a complicated manner.

Due to the influence from these external sources the detection of a crack needs to be

investigated. Therefore, identifying different damage types accurately by using the

traditional acoustic emission parameter approach is difficult.

In this study, K-means clustering and correlation analysis are combined to form

a pattern recognition technique to analyze the acoustic emission signals of T-type

tubular joint damages. The recognition technique is used as a comparative analysis

with damage mechanics analysis to confirm the characteristics of acoustic emission

signals in different stages of damage. The result of this study confirms that it can

provide a basis for T-type tube damage monitoring of offshore oil platforms.
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2 K-means Clustering

K-means clustering refers to a clustering method to minimize the square of a

distance from all data set vectors to the center of data set, namely minimum

distance is regarded as the classification criterion [2]. K-means clustering uses the

principle of error sum squares for repeated iteration, thereby achieving clustering

result optimization. Thus, the distance sum squares of all samples to the centers of

their own categories are minimized [3]. The concrete steps are as follows:

1. K objects are chosen from m data samples to be the initial clustering centers.

2. The distance between each sample and the clustering center is calculated one by

one, and the corresponding samples are divided based on the minimum distance

criterion.

3. The sample mean vector is included in each clustering domain. The latest mean

vector is made as a new clustering center, which can ensure that the clustering

criterion function is minimized.

4. The calculation is finished if the algorithm convergence that the center obtained

from clustering meets the requirements of the standard density function. Other-

wise, it must return to the second step and recalculate the aforementioned

distance one by one. The K-means clustering flowchart is shown in Fig. 1.

3 Experiments

Q345 steel samples are selected as experimental specimens. One is a defect-free

T-type tube, and another is a precracked T-type tube, with a stripe 1 mm deep and

4.2 mm distant to welding root. SANS 300 KN electronic universal testing machine

is selected to load. PCI-8 acoustic emission monitoring system is selected as the

experimental system. Two WD broadband sensors are installed up and down the

node. Force load is selected as a loading way with speed of 10 N/s. The experiment

system is shown in Fig. 2.

4 Analysis and Discussion

4.1 Analysis on Acoustic Emission Parameter

Figures 3 and 4 show amplitude experience figures during the process in which

T-shaped tubes are compressively injured. Figure 3 shows many microcrack initi-

ations at the beginning of loading for the defect-free T-type tube, with a large

number of low amplitude and small signal energy. The signals are rare in the early

injury process because of the existence of prefabricating cracks, as shown in Fig. 4,

that is, nearly no microcrack initiation signal existing. In the second stage, the
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Fig. 1 K-means clustering algorithm flowchart

Fig. 2 Experimental

system diagram
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microcrack extends continuously along with the load increase. The specimen enters

the active crack propagation stage. The acoustic emission signal amplitude

increases rapidly at the same time with the largest amplitude increasing to 80 dB.

Vast amounts of energy released in the expansion of the microcracks many large

amplitude signals.

The specimen enters the stage of macroscopic crack initiation and structural

failure when the load increases continuously. The signal amplitudes can reach more

Fig. 3 Defect-free T-type tube damage amplitude figure

Fig. 4 Precracked T-type tube damage amplitude figure
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than 85 dB and the number of hits in this stage has a large drop compared with that

in the microcrack extension stage, as the specimen completely failed.

As shown in the diagram of acoustic emission parameters during this damage

experience, various stages of damaged specimen can be roughly distinguished.

However, extracting acoustic emission signals in different damage stages accu-

rately and effectively only relying on time is difficult because of the existence and

concentrated distribution of numerous acoustic emission signals in the whole

process of loading failure. Thus, the related acoustic emission parameter analysis

must be associated with clustering parameter analysis to identify the acoustic

emission signal characteristic of different damage stages.

4.2 Analysis on K-means Clustering

K-means clustering accuracy mainly depends on the selection of characteristic

parameters. Thus, it must select the most relevant parameters as input vectors

from various acoustic emission ones in front of the clustering analysis [4]. Ampli-

tude, energy, duration, and other parameters of the acoustic emission signal of a

T-type tube damage form a hierarchical clustering tree, and then get the correlation

between the parameters, as shown in Fig. 5. The figure indicates that the correlation

coefficient among energy, rise time, central frequency, and count is below 0.5,

which is lower than that among other parameters. This result is determined as the

feature vector for clustering analysis.

The optimal number of K-means clustering is determined via BD criterion. If DB

is the smallest, then the corresponding k is superior. Fig. 4 shows a line chart of DB

Fig. 5 Acoustic emission parameter correlation diagram
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coefficient to a clustering number k after k-means clustering. Figure 6 indicates that

the optimal clustering number is 3.

Figure 7 shows the connection diagram of ringing count and rise time for class

1 to class 3. The counts in class 1 are below 50, and the rise time is no more than

1000. Ringing counts in class 2 increase with the range of 50–250, and the rise time

increases obviously. Signal strength is high but decays quickly. It belongs to the

strong excitation signal. However, signals in class 3 have the characteristics of not

Fig. 6 Optimal clustering number

Fig. 7 Count-rise time clustering diagram
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only a small rise time but also a large ringing count. This observation shows that

such signals have a small amplitude but a long duration. The preceding analysis

combined with the loading damage types of materials indicates that the signals in

class 1, 2, and 3 belong to microcrack initiation, macroscopic crack initiation, and

microcrack spread signals, respectively.

The energy with the highest correlation is selected for clustering analysis. The

characteristic parameters after clustering are also used to conduct analysis intui-

tively and conveniently by corresponding to the time of specimen damage process.

Figures 8 and 9 show the clustering distribution of two different specimens.

These illustrations indicate that the signals in the overall damage process are

divided into three types. Red Class 0 signal accounts for the majority of total

signals showing low energy. This kind of signal becomes gradually dense over

time. The overall specimen damage process is accompanied by the continuous

occurrence of microcracks. Thus, a comparison with acoustic emission signal in

damage process is performed to judge an acoustic emission signal as microcracks

occur. Energy distribution shows that purple class 1 signal is higher than the crack-

occurring signal in energy value. Based on the characteristics and occurring time of

a signal, this result can be judged as a concentrated phase of microcrack extension.
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Fig. 8 Defect-free T-type tube damage clustering result
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Class 2 signal is significantly higher than the previous two signal types in terms of

energy. It also increases with the loading process. Meanwhile, this signal is widely

distributed in the middle and late stages of damage, which show macrocrack

characteristics.

5 Conclusion

This study uses K-means clustering to achieve the pattern recognition of an acoustic

emission signal of T-type tubes on an offshore platform. According to the analysis

of correlation analysis and clustering correlation of acoustic emission signal of

damage, we can obtain the occurrence of macrocrack, macrocrack extension, and

macrocrack extension of specimens. Clustering analysis is also used to analyze and

confirm the distribution law of the acoustic emission signals of different damage

types in a damage loading process. The result shows that K-means clustering

method can be used to achieve an effective recognition of the damage patterns of

T-type tubes and to distinguish the acoustic emission signals of different damage
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types. Acoustic emission parameter analysis can be combined with clustering

parameter analysis to obtain the dynamic distribution of damage on materials.

This analysis can provide a basis to recognize and evaluate the acoustic emission

signals of T-type tube damages on offshore platforms.
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Fault Analysis for Low-Speed Heavy-Duty
Crane Slewing Bearing Based on Wavelet
Energy Spectrum Coefficient

Yang Jiao, Guanghai Li, Zhanwen Wu, Huipo Geng, Jian Zhang,

and Li Cheng

Abstract By use of the custom-built crane model, loads, acoustic emission instru-

ment, and sensor, AE tests for the slewing bearing with no defect, the slewing

bearing with outer race defect, and the slewing bearing with roller defect had been

conducted under the operating conditions of low speed and heavy duty. A lot of AE

signals had been acquired and processed. AE signal acquired under different

working conditions had made wavelet decomposition using Daubechies wavelet.

All wavelet energy spectrum coefficients under every working condition had been

calculated. The judgment basis for the slewing bearing fault had been obtained by

the distribution law of wavelet energy spectrum coefficients under different work-

ing conditions. This study lays a theoretical foundation for the fault diagnosis of

crane slewing bearing working at low speed and heavy duty.

1 Introduction

Heavy-duty slewing bearing is the key component of gantry crane, tower crane, and

arm crane. These hoisting equipment run in low-speed, heavy-load, intermittent

operation. In operation a large-impact load is supported by them. Their operational

status directly affects the performance of the whole system. If they get out of order,

the production efficiency of the whole equipment can be influenced, and the safety

of personnel and equipment is threatened. Commonly used methods [1] for crane

detection are metal magnetic memory testing, electromagnetic detection, ray
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detection, ultrasonic testing, acoustic emission testing, vibration testing, etc.

Acoustic emission detection technology is used in this study.

By use of the custom-built crane model, AE tests for the slewing bearing with no

defect (ND), the slewing bearing with outer race defect (ORD), and the slewing

bearing with roller defect (RD) had been done, respectively. AE signal acquired

from different slewing bearing at different working conditions had made wavelet

decomposition and energy spectrum coefficient analysis. The slewing bearing fault

judgment had been obtained.

2 Wavelet Decomposition and Energy Spectrum
Coefficient

Wavelet analysis [2–4] is the localization analysis in time (space) and frequency.

Signal is multiscale refined gradually by expansion and translation operation.

Finally, time subdivision can be achieved in high frequency, and frequency subdi-

vision in low frequency. It can automatically adapt to the requirements of time-

frequency signal analysis, and focus to any details of the signal, and to solve the

difficult problem of Fourier transform. At present, wavelet analysis is widely used

in denoising, feature extraction, signal recognition, and location of the acoustic

emission signal.

By wavelet analysis, the signal was decomposed into low-frequency and high-

frequency components. In the decomposition, the lost information in low-frequency

part is captured by high frequency. In the next layer decomposition, the

decomposed low-frequency part is decomposed into low-frequency and high-

frequency components again, and the lost information in low-frequency part is

also captured by high frequency. By analogy, a deeper level of decomposition can

be completed. From the structure of wavelet decomposition, the frequency resolu-

tion of wavelet transform decreases with the increase of frequency.

2.1 Wavelet Decomposition

In view of the characteristics of acoustic emission signal, such as sudden, transient,

diversity of acoustic emission source signal and diversity of interference noise, the

selection of wavelet basis functions needs to be considered as follows [5, 6]:

1. In order to capture the acoustic emission signal in the low-speed and heavy-load

crane, the sampling time is longer and the data is huge, so the discrete wavelet

transform is needed to improve the data processing speed.

2. In order to embody the burst and transient characteristics of acoustic emission

signals, the wavelet bases with a certain degree of order vanishing moment are
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required to highlight all kinds of singular characteristics of acoustic emission

signals.

3. In order to eliminate or weaken the distortion of the signal in wavelet decom-

position and reconstruction, the wavelet basis function must be with symmetry.

4. In order to guarantee the smooth degree of the curve of wavelet decomposition,

the wavelet basis function with regularity can be given priority.

5. In order to guarantee the local analysis ability of wavelet bases in the frequency

domain, the wavelet base is required to have a fast decay in the frequency

domain. The selected wavelet basis should have a tight support in time domain

and has a fast attenuation in the frequency domain.

In some common wavelet bases, Daubechies wavelet, Symlets wavelet, and

Coiflets wavelet all can be wavelet bases for acoustic emission signal analysis.

Db8 wavelet is selected to make wavelet decomposition. According to the principle

of wavelet multi-resolution analysis and signal sampling rate, the decomposition

scale J ¼ 7 is selected.

2.2 Wavelet Energy Spectrum Coefficient

The wavelet energy spectrum coefficient [7–9] is defined as the ratio of the energy

of each wavelet decomposition scale to the total energy. The energy distribution of

the acoustic emission signal in each frequency band after wavelet decomposition is

characterized by it. For example, the J scale wavelet decomposition of the signal is

decomposed into a component of J þ 1 frequency range. Because of differences in

the acoustic emission source, the energy distribution of acoustic emission signal in

every decomposition scale after the wavelet decomposition is different, and the

wavelet energy spectrum coefficients can describe the characteristics of acoustic

emission source.

Wavelet analysis is used to decompose the signal into the frequency range of

J þ 1, and to define the energy of the signal in each wavelet decomposition scale

according to the following formula:

EA
J f nð Þ ¼

XN

n¼1

AJf nð Þ½ �2

ED
j f nð Þ ¼

XN

n¼1

Djf nð Þ� �2

8
>>>>>><

>>>>>>:

j ¼ 1, 2, � � �, J ð1Þ

where the f(n) is acoustic emission signal to be processed, the AJf(n) is the

reconstructed signal of low frequency component after J wavelet decomposition,

and the Djf(n) is the reconstruction signal of high frequency component after the

j wavelet decomposition, EA
J f nð Þ is expressed as the energy of the low-frequency
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signal component on the decomposed scale J, andED
j f nð Þ is expressed as the energy

of the signal in the high-frequency signal component on the decomposed scale j.
The total energy of the signal is defined:

Ef ðnÞ ¼ EA
J f ðnÞ þ

XJ

j¼1

ED
j f ðnÞ ð2Þ

The wavelet energy spectrum coefficients of each wavelet decomposition scale

are, respectively, represented with ηEA
J and ηED

j :

ηEA
J ¼ EA

J f nð Þ
Ef nð Þ ηED

j ¼ ED
j f nð Þ
Ef nð Þ , j ¼ 1, 2, � � �, J ð3Þ

In the formula, the wavelet energy spectrum coefficient of the low-frequency

signal on J is represented by ηEA
J , and the wavelet energy spectrum coefficient of

the signal in the high frequency on j is represented by ηED
j .

3 Experimental Setup, Sensor Placement, Defect Setting,
and Experimental Scheme

3.1 Experimental Setup

The experimental setup consists of crane model, loads, testing instrument, com-

puter, and sensors. The main part of the crane model and loads are shown in Fig.1.

The crane model consists of foundation, slewing bearing, control cabinet, etc. Each

load weights 2.2 tons. 0 ton (no load), 4.4 tons (half load), and 8.8 tons (full load)

are used as three kinds of loading conditions in the experiment. Through the control

cabinet, the slewing bearing speed can be adjusted. In the test, the low speed (1 r/

min), the medium speed (2 r/min), and the high speed (3 r/min) are set.

Fig. 1 The crane model

and loads
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The German company Vallen AMSY-6 is used as testing instrument. The

VS150-RIC resonant sensors are adopted. The threshold is set to 40 dB to shield

the outside noise, the sampling frequency fs ¼ 5 MHz, and sampling points

n ¼ 8192.

3.2 Sensor Arrangement

The inner ring of the crane model is stationary. As the inner ring of the rolling track

is close to the rolling bearing, the three sensors are arranged on the inner ring to

enhance acquisition signal. Three sensors were separated by 120� and placed in the
rolling bearing inner ring, as shown in Fig. 2.

3.3 Defect Setting

Outer race defect types are approximately the same, so the defect is set on interface

between the outer ring surface and maximum diameter of roller. The slot was used

as the outer race artificial defect which is shown in Fig. 3a.

In slewing bearing, the largest diameter of rings is most prone to failure, so the

defect will be set in this row of rollers. The simulation of defects is to cut 1/4 roller

in end, as shown in Fig. 3b.

Fig. 2 Sensor layout

Fig. 3 The outer race

defect and roller defect.

(a) The outer race defect.
(b) The roller defect
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3.4 Experimental Scheme

The AE signals in the slewing bearing with ND, the slewing bearing with ORD, and

the slewing bearing with RD are acquired at three loads and three speeds.

The AE data in this paper is acquired in the slewing bearing with ND, the

slewing bearing with ORD, and the slewing bearing with RD in half load and

medium speed conditions.

4 Wavelet Decomposition and Energy Spectrum Analysis
for Acoustic Emission Signals

4.1 The Slewing Bearing with ND

Crane model run at half load and medium speed: The acoustic emission signal

acquired from the slewing bearing with ND and its frequency spectrum is shown in

Fig. 4.

The spectrum of the signal is mainly distributed in the range of 30–200 kHz,

There is the peak in the vicinity of 60 and 80 Hz, and also in the vicinity of 150 and

160 Hz.
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Fig. 4 AE signal and frequency spectrum of the slewing bearing with ND
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Firstly, the wavelet denoising of the signal is carried out, and then 7-scale

wavelet decomposition for the signal after denoising has been conducted, and the

results are shown in Fig. 5.

According to the solving method of wavelet energy spectrum coefficient of

acoustic emission signal, the decomposition signal from the slewing bearing with

ND has been calculated and the wavelet energy spectrum coefficient distribution

map has been obtained. It is shown in Fig. 6.

The energy after wavelet decomposition for the acoustic emission signal

acquired from the slewing bearing with ND is mainly distributed in d4, d5, and

d6 layers.

4.2 The Slewing Bearing with ORD

The slewing bearing with artificial ORD was used in crane model. The acoustic

emission signal was acquired at half load and medium speed. Its waveform and

spectrum corresponding to peak signal are shown in Fig. 7.

The spectrum of the signal is mainly distributed in the range of 30–240 kHz,

There is the peak in the neighborhood of 40, 160, and 230 kHz.

Firstly, the wavelet denoising of the signal is carried out, and then 7-scale

wavelet decomposition for the signal after denoising has been conducted. Limited

to the length of this chapter, the results of the decomposition are omitted.

According to the solving method of wavelet energy spectrum coefficient of

acoustic emission signal, the decomposition signal from the slewing bearing with

ORD has been calculated and the wavelet energy spectrum coefficient distribution

map has been obtained. It is shown in Fig. 8.

It can be seen from the figure that the energy after wavelet decomposition for the

acoustic emission signal acquired from the slewing bearing with ORD is mainly

distributed in d4, d5, d6, and d7 layers.

4.3 The Slewing Bearing with RD

The slewing bearing with artificial RD was used in crane model. The acoustic

emission signal was acquired at half load and medium speed. Its waveform and

spectrum corresponding to peak signal are shown in Fig. 9.

The spectrum of the signal is mainly distributed in the range of 30–350 kHz.

There is the peak in the neighborhood of 100, 170, and 240 kHz.

Firstly, the wavelet denoising of the signal is carried out, and then 7-scale

wavelet decomposition for the signal after denoising has been conducted. Limited

to the length of this chapter, the results of the decomposition are omitted.

According to the solving method of wavelet energy spectrum coefficient of

acoustic emission signal, the decomposition signal from the slewing bearing with
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RD has been calculated and the wavelet energy spectrum coefficient distribution

map has been obtained. It is shown in Fig. 10.

It can be seen from the figure that the energy after wavelet decomposition for the

acoustic emission signal acquired from the slewing bearing with RD is mainly

distributed in d4 and d5 layers.

Compared with the wavelet energy spectrum distribution of the acoustic emis-

sion signal acquired from the slewing bearing with ND, the wavelet energy spec-

trum distribution of the acoustic emission signal acquired from the slewing bearing

with ORD and with RD has obvious characteristics.

The wavelet energy spectrum coefficient distribution of the acoustic emission

signal acquired from the slewing bearing with ORD mainly concentrates in the d4,

d5, d6, and d7 layers. D4 layer and d5 layer accounted for less than 56% of the total

energy; they are half of the total signal energy. D6 layer and d7 layer accounted for

more than 42% of the total energy; they are close to half of the total energy.

The wavelet energy spectrum coefficient distribution of the acoustic emission

signal acquired from the slewing bearing with RDmainly concentrates in the d4 and

d5 layers. D5 layer and d4 layer accounted for more than 85% of the total energy;

they are absolute subject of signal energy. The other layer accounted for only 15%

of the total energy; they are auxiliary components of signal energy.
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5 Conclusions

By use of the custom-built crane model, AE tests for the slewing bearing with ND,

the slewing bearing with ORD, and the slewing bearing with RD had been done,

respectively. The wavelet analysis to acoustic emission signal acquired from every

slewing bearing has been conducted. The conclusions are as follows:

The acoustic emission signal is a burst-mode signal. For the slewing bearing

with ND, signal frequency is mainly concentrated in 30–240 kHz range. For the

slewing bearing with ORD and the slewing bearing with RD, the band broadens,

and signal frequency is mainly concentrated in 30–350 kHz range.

Feature extraction method for defect of the slewing bearing based on wavelet

energy spectrum coefficient has been presented. The acoustic emission signal

features from the slewing bearing with ND, the slewing bearing with ORD, and

the slewing bearing with RD are extracted, respectively. The results show that the

acoustic emission signal acquired from two kinds of defect can be identified

correctly by this method.
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Analysis of the Fractional S Transform

Yang Yu, Tiepeng Xu, and Ping Yang

Abstract The acoustic emission (AE) signals of corrosion are non-stationary

and random. Time frequency analysis is the best approach for extracting the

features of corrosion AE signals. The fractional S transform (FRST) combines

the advantages of the S transform (ST) and the (FRFT). The window size of an

ST can be adjusted by the signal frequency and the window width can be

increased when higher frequency resolution is needed. With optimal matching

order, which is the order corresponding to the FRFT maximum peak value, a

FRFT can get a better fractional time-frequency representation by rotating the

fractional frequency axis to the optimal place. Simulation results show that the

FRST is better than the ST both in time-frequency concentration and precision,

and the FRST is able to accurately extract the characteristics of a corrosion AE

signal.

1 Introduction

Acoustic emission (AE) is the phenomenon of parts of materials emitting instanta-

neous elastic waves due to fast release of energy. The methods of AE signal

processing are mainly parameter analysis and waveform analysis [1]. For parameter

analysis, the characteristics of AE signals are represented by a number of simplified

waveform feature parameters that are then analyzed and processed. In waveform

analysis, the analysis of the waveform is based on the storage and recording of AE

signals. Of the available spectrum analysis methods, such as modal AE analysis,

time-frequency analysis is commonly used to analyze AE signal waveforms.

Time-frequency analysis is short for joint time-frequency analysis. It combines

the time domain and frequency domain to describe and observe the signal, which at
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a given time constitute the time-frequency spectrum of the signal [2]. For stationary

signal processing the most common method is the Fourier transform (FT), which is

a bridge between the time domain information and the frequency domain informa-

tion of the signal [3]. However, the Fourier transformation is a global transforma-

tion that cannot describe the local characteristics of time and frequency. For

non-stationary signal processing the most common methods are short-time Fourier

transform (STFT), Gabor transform and wavelet transform. These methods are

based on the idea of windowing the signal, and assuming that the signal is stationary

in the window. However, due to the constraint of the Uncertainty Principle the time

width and bandwidth of the window function cannot be arbitrarily narrow at the

same time, therefore it is impossible to simultaneously get acceptably accurate time

and frequency resolution. In 1996 the American geophysicist Stockwell proposed

the ST, which combines the advantages of the STFT and the wavelet transform. The

ST overcomes the problem in which the time frequency resolution is fixed when the

window function is selected in the short time Fourier transform. Because it doesn’t
need to satisfy the permissible condition of the wavelet transform, the ST doesn’t
have the cross term interference of the quadratic time-frequency distribution. Its

window function is inversely proportional to frequency (i.e. scale). Because of

these advantages, the ST has been widely used in various fields.

The FRFT is a generalized form of Fourier transformation which was developed

in the 1980s [4, 5]. In recent years it has become an important tool in signal analysis

and processing. The FRFT is determined by a parameter, α, which relates to the

rotation angle of the signal in the time-frequency phase space. When α¼ 0, the

rotation angle is zero; at this time the FRFT is equivalent to the unit operator. When

α¼ 1, rotation angle is π=2; at this time the FRFT is equivalent to the ordinary Fourier

transform. The general value of α is given to the distribution of a corresponding line

in the time-frequency plane. So the time frequency distribution can be defined from

the FRFT, which is a special time frequency distribution based on the parameter of

order a.
On the basis of previous studies, in 2012, Xu Deping proposed the FRST, which

is a combination of the ST and the FRFT. In this chapter, the FRST is studied and

investigated. We verify the superiority of the FRST in nonstationary signal

processing by comparison with the ST, discuss methods of how to find the optimal

fractional domain order, and show that when the optimal fractional order is

selected, the FRST has perfect time-frequency concentration. Finally, a corrosion

AE signal is processed by FRST and ST.

2 Fractional S Transform

FRST is a new time-frequency analysis method, it is derived from the combination

of ST and FRFT. It is a continuation of the ST in the fractional domain.
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2.1 S Transform

For a signal x(t), its ST is defined as [6],

s τ; fð Þ ¼
ð1
�1

x tð Þ fj j= ffiffiffi
2π

p e�
τ�tð Þ2 f 2

�
2πe�j2πftdt ð1Þ

The basic wavelet is w τ; fð Þ ¼ fj j= ffiffiffi
2π

p exp
�t2f 2

2

� �
exp �j2πftð Þ ð2Þ

Window function is g t; fð Þ ¼ fj j= ffiffiffi
2π

p exp �t2f 2=
2
Þð ð3Þ

In (1), t is the time, τ is a parameter that controls the window function’s position
on the t axis and f is the frequency. In (3) the window function is related to time

t and frequency f. Its width is σ fð Þ ¼ 1=
fj j. At low frequency, a wide window can be

used to get higher frequency resolution, while at high frequency a narrow window

can be applied to get higher time resolution. Therefore, the ST has higher time-

frequency precision than the Fourier transform.

2.2 Fractional Fourier Transform

Generally speaking, for a signal x(t), an order FRFT is defined as [7, 8]:

Xa uð Þ ¼ Fa x tð Þð Þ ¼
ð1
�1

x tð ÞKa t; uð Þdt ð4Þ

where Ka t; uð Þ ¼
Aαexp jπ u2 cot α� 2ut csc αþ t2 cot αð Þ½ �, α 6¼ nπ

δ t� uð Þ, α ¼ 2nπ

δ tþ uð Þ, α ¼ 2n� 1ð Þπ

8><
>: ð5Þ

is the kernel function for the FRFT, Aα ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j cot α

p
, α ¼ aπ=2, n is an integer, and

u is the fractional frequency.When fractional ordera¼ 1,α ¼ π=2,Aα¼ 1, by (4) and (5),

X1 uð Þ ¼
ð1
�1

x tð Þexp �2jπutð Þdt ð6Þ

It can be seen that X1(u) is the ordinary FRFT of x(t) from (6). Similarly X�1(u) is
the ordinary inverse FRFT of x(t). Thus, the FRFT can be considered as a gener-

alized Fourier transform.
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2.3 Fractional S Transform

2.3.1 Definition of Fractional S Transform

For a signal x(t), an order FRST is defined as [9]:

FRST a
x τ; uð Þ ¼

ðþ1

�1
x tð Þg τ � t; uð ÞKa t; uð Þdt ð7Þ

Where Ka(t, u) is the kernel function of the fractional Fourier transform,

g(τ� t, u) is the Gauss function about time t and frequency u,

g t; uð Þ ¼ μcscαj jp= ffiffiffi
2π

p
q � exp �t2 μ�cscαð Þ2p=

2q2

� �
. In (7) u is the fractional frequency, rotating

factor a2 [0, 4), α ¼ a � π=2, p, q are the adjustment factors of the Gauss window.

When a takes different values, the frequency axis is rotated correspondingly.

Especially when the value of a, p, and q are all 1, α ¼ π=2,

Ka t; uð Þ ¼ Aα exp jπ u2 cot α� 2ut cscαþ t2 cot α
� �� 	 ¼ exp �2jπutð Þ ð8Þ

g t; μð Þ ¼ μ�cscαj jp= ffiffiffi
2π

p
q � exp �t2 μ�cscαð Þ2p

�
2q2


 �
¼ μj j= ffiffiffi

2π
p � exp �t2μ2

�
2


 �
ð9Þ

At this point the FRST is the ordinary ST. That is, the FRST extends the ST

to the fractional domain after adding adjustment factors to the Gauss window of

the ST.

2.3.2 Selection of Optimal Rotation Factor a

The time-bandwidth product is one of the most important indexes for evaluating the

concentration of a time-frequency analysis. To find the optimal order of time-

frequency analysis in the fractional domain, we must find the optimal rotation

factor a that minimizes the signal’s fractional time bandwidth.

In time-frequency analysis, after adding window to the signal, the time width

and bandwidth becoming the windowed signal’s time width and bandwidth. If we

let Ts and Bs stand for the original signal’s time width and bandwidth and we let Th
and Bh stand for the window function’s time width and bandwidth, then the

windowed signal’s time width Tsp and bandwidth Bsp are defined as [10]:

Tsp ¼ Ts

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Th=

Ts

� �q 2

Bsp ¼ Bs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

ffiffiffiffiffiffiffi
Bh=

Bs

q
 �2
r

ð10Þ

This function’s compact support set is shown in Fig. 1.

In 2002, Durak proposed the concept of a generalized time-bandwidth product

(GTBP), which is defined as [11],
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GTBP x tð Þf g ¼ min
0�a<4

TBP xa tð Þf g ð11Þ

In (11), xa(t) is the a order FRFT of signal x(t). The minimum order a is the

optimal order, or aopt, when the rotation angle isaopt � π=2, the signal’s time-frequency

concentration is the best. The compact support set of the signal at this point is

shown in Fig. 2,

However, when there is a large amount of data it takes too much time to calculate

Eq. (11). In reference [12], a method is proposed of searching the aopt for the

optimal fractional Gabor transform, as the FRST is a fractional time-frequency

analysis which conforms to the Parseval theorem of FRFT. According to Figs. 1 and

2, when a is at its optimal order, the signal would have the largest peak model value

in the fractional domain. Therefore, calculating the signal FRFT under different

orders, finding the maximum peak value and the corresponding order gives the

optimal order for the FRST.

Fig. 1 The compact

support set of signal in time-

frequency plane

Fig. 2 Compact support set

for optimal order
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3 Simulation

3.1 Selection of Optimal Rotation Factor a

Figure 3 shows a chirp signal and order-peak mode curve. Fig. 3a is the chirp signal

and Fig. 3b is the order-peak mode curve for a module where the order takes values

only from 0 to 2. From Fig. 3b when the peak value is the maximum, the

corresponding optimal order aopt¼ 1.4. Figure 4 compares the time frequency

concentration of the ST with different order FRSTs. Figure 4a is the ST, Fig. 4b

is the optimal order FRST, a ¼ 1.4, Fig. 4c is the FRST, a ¼ 1.5, and Fig. 4d is the

FRST, a¼ 1.6. The time-frequency concentration of Fig. 4b is obviously better than

others. That is to say, the method as mentioned above of how to select the optimal

order a is feasible in the FRST.

3.2 Time Frequency Analysis of a Theoretical Signal
with Fractional S Transform and S Transform

Fig. 5 is the time frequency graph of ST and FRST for a cross-chirp signal, where

the cross-chirp signal is defined as:

Fig. 3 Chirp signal and order-peak mode curve
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Fig. 4 ST and different order FRST

Fig. 5 Time frequency graph of ST and FRST for a cross-chirp signal
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x tð Þ ¼ cos 2πt 10þ t=7Þð Þ þ cos 2πt 2:8� t=6Þð Þðð . It can be seen that the signal

contains two parts, the frequency of one part increases with time, and the frequency

of the other part decreases with time. With the passage of time, the two signals

frequency difference gradually increases. When the frequency difference is rela-

tively small, the ST of the signal has a frequency aliasing phenomenon but the

FRST is completely avoided. The time frequency analysis of the FRST is obviously

better than that of the ST.

3.3 Time Frequency Analysis of Corrosion Acoustic
Emission Signals with Fractional S Transform
and S Transform

The ST and FRST transforms for a group of 2048 AE signals were measured in

laboratories. Figure 6 is the waveform and power spectrum for the signals, the time

domain and frequency domain of the signals are respectively displayed as wave-

forms and power spectra. The relationship between the frequency and time of the

signal cannot be obtained. Figure 7 is the time frequency graph of the ST and the

FRST for the AE signal. We can clearly see from the signal’s peak and the time and

frequency information of the signal that the peak value of the time frequency graph

Fig. 6 Waveform and power spectrum for the Acoustic Emission Signal
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corresponds to the signal in time and frequency. Comparing the time frequency

graph of the ST and the FRST, the FRST is superior to the ST in both time-

frequency concentration and analysis precision.

4 Conclusion

In this paper, we introduced the FRST as a new time-frequency analysis method

that is derived from the combination of ST and FRFT. On the basis of previous

studies, calculating the peak mode of a FRFT to seek its optimal order is feasible

and is verified by simulation. When the optimal order a is used, the time-frequency

concentration of the FRST gives the best result. Simulation results of a theoretical

signal shows the FRST is more accurate than the ST in the non-stationary signal

analysis, so more ideal analysis results can be obtained. The simulation of a

corrosion AE signal indicated that both the ST and the FRST can be used in time-

frequency feature analysis of AE signal, but FRST is better than the ST both in

time-frequency concentration and precision.

Fig. 7 Time frequency graph of ST and FRST for the Acoustic Emission Signal
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Research of Tank Bottom Corrosion
Acoustic Emission Simulation

Yang Yu, Xinyuan Qian, and Ping Yang

Abstract Acoustic Emission is a useful tool for on-line detection of tank bottom

corrosion. The finite element software COMSOL is used to model the tank bottom.

The rules of acoustic emission signal spread from corrosion are studied by analyz-

ing signals from different directions in various positions. Digital filters and wavelet

transforms are used to extract features of the acoustic emission signals. Simulation

results showing acoustic emission signals spreading in different directions with

different frequency spectrum characteristics and varies attenuation rules contribute

significantly to the research on acoustic emission mechanisms of tank bottom

corrosion and offer guidance for sensor selection.

1 Introduction

Most storage tanks for storing petroleum products are built in the open air envi-

ronment. A free-standing tank is subject to wear and tear from exposure to the

natural environment, and the most affected part is the bottom plate of the tank. The

present technology for detecting the condition of a tank and clearing it for further

use requires stopping production and incurs a high cost. Acoustic emission tech-

nology can detect bottom corrosion phenomena in real time and detect problems

without stopping production, greatly improving production efficiency.

The classical method, determined primarily after extensive research on acoustic

emission, uses parameters such as the impact and ring count to describe acoustic

emission signals. The standards for testing have been established by using this

method. To research a tank bottom’s acoustic emission, the work using algorithms

to extract and recognize acoustic emission signal characteristics is strong, but our

ability to analyze the tank bottom acoustic emission signal is weak.

The finite element method can be applied in acoustic emission simulation

analysis as a method for finding approximate solutions of boundary value problems

for partial differential equations. Foreign countries have proposed the use of the
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finite element method for the simulation of acoustic emission signals [1]. M.A.

proposed that finite element analysis is an effective method for the analysis of

acoustic emission signals [4]. W.H. proposed that the acoustic emission source

could be simulated with good success by using the finite element method [2]. P.

Hora simulated different acoustic emission sources using finite element simulation

software [3]. To conclude, finite element analysis is an effective method for the

analysis of acoustic emission signals [4].

In this chapter, the tank bottom plate model is simulated by using COMSOL

finite element simulation software. The corrosion acoustic emission signal spread

rules are studied by analyzing signals from different directions in various positions.

Wavelet analysis is carried out to obtain the time-frequency to further extract the

signal characteristics. Using this mechanism, simulated acoustic emission signals

are decomposed into displacement components in all directions to determine the

tank bottom’s characteristics. These results can provide theoretical guidance for

sensor distribution and feature extraction.

2 Wave Theory

The ASTM defines acoustic emissions as “the class of phenomena whereby tran-

sient elastic waves are generated by the rapid release of energy from localized

sources within a material, or the transient elastic waves so generated”. The essence

of acoustic emission is a transient elastic wave caused by the fast release of energy

in a material’s interior [5]. The problem of acoustic emission in the bottom of a tank

is equivalent to the problem of fluctuation in a plate, which needs to be introduced

into the wave equation.

The relationship between stress, strain, displacement and force in any point in

the elastic body has been described based on the basic equations of elasticity. The

equilibrium equation, geometric equation and physical equation are used, which

separately described the relationship between stress and force, strain and displace-

ment, stress and strain.

The elastic wave equation in the X direction can be expressed by the following

equations.

The stress compatible equation in the X direction is (1)

∂σx
∂x

þ ∂τxy
∂y

þ ∂τxz
∂z

þ Pvx ¼ 0 ð1Þ

where σx is normal stress in the x direction, τxy, τxz are two shear stresses in the

x direction and Pvx is external force in the x direction.
The geometric equation in the x direction is (2)

εx ¼ ∂u
∂x

ð2Þ
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where u is the displacement in the x direction and εx is the strain in the x direction.
The physical equation is (3)

εx ¼ 1

E
σx � uσy � uσz
� �

vxy ¼ ∂u
∂y

þ ∂v
∂x

¼ 1

G
τxy

8><
>: ð3Þ

where v is the displacement in the y direction, E is the modulus of elasticity andG is

the shear elastic modulus.

The relationship between E and G can be expressed as

G ¼ E

2 1þ μð Þ ð4Þ

where μ is the Poisson’s ratio of the material.

By correlating those equations, 15 equations were obtained in three directions,

corresponding to six components of stress, six components of strain, three compo-

nents of displacement. Those variables can be calculated by solving those differ-

ential equations.

Those generalized dispersion equations are suitable only for the case of bulk

waves, which means waves propagate only in the medium and far away from

boundaries. The bottom plate of the tank is not thick, fixed at the bottom in cement,

which means the phenomenon of reflection and refraction may appear, usually

when waves propagate in the bottom plate. Waves in plates are guided waves which

need to be added as constraints on the generalized dispersion equations to account

for interaction with boundaries.

The most common guided waves include Rayleigh waves (a type of surface

acoustic wave that travels on solids) and Lamb waves (which propagate in solid

plates). Figure 1 shows a Reyleigh-Lamb wave’s dispersion curves [6].
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Fig. 1 (a) group velocity curve of 6 mm steel plate, (b) phase velocity curve of 6 mm steel plate
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The modal analysis which we already have can’t be used because of different

boundary conditions corresponding to different constraint equations. This must be

addressed as a boundary value problem for differential equations.

Two common way to solve these kinds of problems are difference methods and

variable methods. The finite element method may be the best way to solve this

problem when it is complicated. Compared with the traditional method, simulation

by the finite element method has the advantages of easy computing and

programming.

3 The Finite Element Model of Tank Bottom Plate

3.1 Finite Element Simulation

We used the finite element analysis software COMSOL to establish the three-

dimensional finite element model of a tank bottom plate. Finite element simulation

analysis software can simulate the different conditions of the model by setting

different values, and it has degrees of freedom and flexibility which are difficult to

physically measure by experiment. The characteristics of acoustic emission signal

propagation in the steel plate can be calculated by changing conditions such as the

receive distance, the position of acceptance, sensor placement method and so

on. These calculations are helpful in the research and practical application of

acoustic emission theory. In order to establish a suitable model, the sampling rate

and boundary conditions of the model must be set up first.

Sampling rate includes time sampling rate and spatial sampling rate. When the

sampling rate is small, effective acoustic emission information will e missed. When

the sampling rate is large, it can lead to tedious calculations, wasted time and poor

efficiency, so it is important to choose a suitable sampling rate.

Time sampling rate is:

Δt ¼ 1

kfmax

ð5Þ

where Δt is the time interval, the reciprocal of sampling rate, fmax is the highest

frequency of the signal. K is the multiple of sampling which need equal to ten times

the Δt in order to get a more accurate value; here k is 10.
Spatial sampling rate is:

Δl ¼ λmin

k
ð6Þ

where Δl is the minimum unit length, λmin is the minimum wavelength, k is the

multiple of sampling.
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Boundary conditions are the conditions for the solution of the equations on the

moving boundary. Boundary conditions include materials, boundaries, constraints

and so on. Different boundary conditions correspond to different equations. The

correct equations can be obtained only by choosing the correct boundary

conditions.

3.2 Finite Element Model of Tank Bottom Plate

Figure 2 is the finite element model of a steel plate whose size is

100 � 100 � 6 mm. The model uses structural mechanics for a solid material,

and a time dependent analysis. The black spots represent the sampling points.

The physical model adds prescribed displacement; here, displacements in the

bottom are prescribed to be 0 in the z direction, which simulates a fixed steel plate.

The domain material is linear elastic material. Table 1 shows the material

parameters.

3.3 The Simulation of Acoustic Emission Excitation Signal

A driving point of size is 1� 1� 6 mm is built into the central position of the steel.

Body load is used as a form of excitation and the total force is 1 N. The acoustic

emission excitation signal is simulated for a simplified calculation, as in

100
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-50
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-100

-50
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100

Fig. 2 The finite element

model of a steel plate

Table 1 Material parameters

of steel plate
Density Poisson’s ratio Young’s modulus

7870 kg/m3 0.29 200 � 109N/m2
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T τð Þ ¼
0

1� cos 2πt=τð Þ
0

8<
:

t � 0

0 < t � τ
t > τ

ð7Þ

where τ is the release time of the acoustic emission signal and τ¼ 200 μs for the
simplified calculation.

4 The Extraction Method of Acoustic Emission Signal
Features

Simulation of the receiving point of acoustic emission signal is shown in Fig. 3. The

signal waveform is changed significantly and the frequency is lower in the picture

because the attenuation of high frequency signal is fast and the amplitude is small.

Effective acoustic emission signals could not be obtained without signal processing.

Filtering processing should be carried out in order to obtain an effective acoustic

emission signal. This study uses a combination signal processing method includes

digital filtering and wavelet transform. The first Chebyshev filter was used because

it is easy to realize.

Fig. 3 The simulation acoustic emission signal at the receiving point
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The following Equation is the first Chebyshev filter of the amplitude frequency

characteristic curve

Gn ωð Þ ¼ Hn jωð Þj j ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ε2T2

n
ω
ω0

� �r ð8Þ

Figure 4 is the frequency characteristic of the digital filter amplitude with a

1700–2400 passband frequency.

An acoustic emission signal is non-stationary. There are many modes in the

signal, and the frequency components are complex. Methods used to analyze

acoustic emission signals must include both time and frequency domain analysis.

Fourier transformation has no positioning in the time domain, and so is not suitable

for analysis of an acoustic emission signal.

Wavelet transform is a time-frequency analysis method of variable resolution. A

key advantage it has over Fourier transforms is temporal resolution: it captures both

frequency and location information (location in time). It can be used to analyze a

non-stable signal at different frequencies, which is needed in analysis of acoustic

emission signals because of multi-scale refinement of such signals through expan-

sion and translation [7].

The wavelet transform method calculates the inner product of wavelet analysis

φ(t) and signal analysis f(t) in a scale.

W a; bð Þ ¼
Z þ1

�1
f tð Þ 1ffiffiffi

a
p φ

t� b

a

� �
dt ð9Þ
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Fig. 4 The filter passband curve
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Morlet wavelets have been used because of their higher frequency domain resolu-

tion. [8]

The plane wave is modulated by the Gauss function of the unit length and the

Morlet wavelet is obtained.

φ tð Þ ¼ π�1=4eiw0te�t2=2 ð10Þ

Morlet wavelets are expressed through wavelet transforms for time frequency

charts of acoustic emissions, which are helpful in spread characteristic analysis.

5 Simulation Analysis of Acoustic Emission Signal Spread

A tank’s bottom plate model (no weld, weld conditions) is established using the

finite element software COMSOL. By simulation, we study the spread of acoustic

emissions by signals received from six points equidistant on the X axis and different

directions (x, y, z directions). Digital filtering is used to observe the distribution of

single point signals. Wavelet analysis is carried out to obtain the time-frequency for

further extracting the signal characteristics.

5.1 Normal Displacement

Take samples c(0 0 6), x1(20 0 6), x2(40 0 6), x3(60 0 6), x4(80 0 6), x5(100 0 6) in
the X direction in the model. The normal displacement obtained from the points in

the direction of X axis can be seen in Fig. 2.

The wavelet time-frequency diagrams of each point are shown in Fig. 5.

Taking into account the impact of scale changes on graphics, the X1 point is the

strongest signal. Signals are mainly concentrated in two regions, the frequency

ranges f ¼ 500 and f ¼ 2000 � 4000. With an increase of the propagation distance,

the signal obviously divides into three parts, the frequency ranges f ¼ 2000,

f ¼ 1200 and f < 300. The original signal is strong where f ¼ 500 has no signal.

The x5 signal spectrum is shown in Fig. 6. The frequency of different points is

different in the propagation. With the increase of the distance, the signal spectrum

also changes.

The signal of the X5 points is concentrated in the areas of f ¼ 195.3, f ¼ 830.1

and about 3000. By using a Chebyshev filter on the signal obtained from the

simulation, we obtain the frequency spectrum. The spectrum after filtering in the

X direction (normal direction) is received in the x5 point, Fig. 7.

The left side of the picture is the filtered signal, and the right is the signal

spectrum. The first line in the picture is the signal in the low frequency range with

slow change and long oscillation time. The second line in the picture is the signal in

the frequency range f ¼ 800.
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The scale has been changed for easy viewing. The signal change is faster than the

signal in low frequency and not smoother than the signal in low frequency. The

third line in the picture is the signal in the frequency range f ¼ 3000.

The oscillation time is short and the phenomenon of signal superposition is

obvious. This indicates that with increasing distance, the frequency is higher, the

wider frequency band is larger and the frequency dispersion phenomenon becomes

more obvious. The frequency components also increase and the phenomenon of

signal superposition is obvious.

5.2 Tangential Displacement

Now we examine by simulation the tangential displacement on the spread of

acoustic emission by signals received from six points equidistant on the X axis.

The wavelet time-frequency diagrams of each point are shown in Fig. 8.
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Fig. 5 The wavelet time-frequency diagrams of each point on the X axis. (a) c point scale

3� 10�10, (b) x1 point scale 4� 10�9, (c) x2 point scale 1.5� 10�9, (d) x3 point scale 1.5� 10�9,
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It can be observed in the picture that the signal is stable and vigorously

attenuated with increased distance except at the x3 point. The signal is very

weak at the x5 point. The signal spectrum is unchanged with the increase of

distance.
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The signal decays obviously between the c point and the x1 point, which differs

with the normal direction. The signal of f ¼ 500 is more obvious than that of the

other frequency areas, and the signal at f ¼ 500 is not significantly attenuated.

5.3 Displacement in Z Direction

Now we examine by simulation the Z direction displacement on the spread of

acoustic emissions by signals received from six points equidistant on the X axis.

The wavelet time-frequency diagrams of each point are shown in Fig. 9.

The signal in the Z direction is rich in low frequencies and its intensity is strong.

It can be observed that in the middle part of the plate, the high frequency signal has

low intensity and the low frequency signal has high intensity, but in the edge of

plate the signal with low frequency is obviously attenuated and the higher
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frequency signal is replenished. The difference in the phenomenon shown in Fig. 5f

compared to other image spectra may be the result of the influence of the model

boundary conditions.

6 Simulation Analysis of Tank Bottom Plate

6.1 Model of Tank Bottom Plate

For further research, some welds are added based on the circular plate and the

simulation of the bottom plate of the tank. Four welds of 2 mm were constructed at

x ¼ 30 mm, 70 mm, �30 mm, �70 mm to simulate the weld seams on the bottom

plate.

The COMSOL model of tank bottom plate is shown in Fig. 10.
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The COMSOL built in material “solder, 60Sn-40Pb” was used as the material of

weld. Table 2 shows the material parameters of the weld.

6.2 Simulation Analysis of Tank Bottom Plate

According to the observation of the steel plate experiment, the displacement in

the normal direction is the main form of displacement. We examine by simulation

the normal direction displacement on the propagation of acoustic emissions

by signals received from six points equidistant on the X axis. Wavelet analysis

is carried out to obtain the time-frequency for further extracting the signal

characteristics.

The wavelet time-frequency diagrams of each point are shown in Fig. 11.

It can be seen that after adding welds to our model, the overall frequency has

been significantly decreased, which may be caused by structural changes. As the

picture illustrates, signals are still mainly concentrated in two regions, the fre-

quency ranges f ¼ 500 and f ¼ 2000 � 4000. Between x1 and x2, x3 and x4, the
signals crossing the weld show a partial attenuation. When a signal crosses the

weld, the signal is attenuated 50%. But unlike the steel plate, the normal direction

frequency remains the same at all times.
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Fig. 10 The COMSOL

model of tank bottom plate

Table 2 Material parameters

of weld
Density Poisson’s ratio Young’s modulus

9000 kg/m3 0.4 10 � 109N/m2

Research of Tank Bottom Corrosion Acoustic Emission Simulation 97



7 Conclusion

We studied the propagation of acoustic emission signals in different directions by

finite element modeling with digital filtering and wavelet transforms and reached

the following conclusions: The signal spreads in the X, Y, and Z directions with

different attenuation rules and various frequency spectrum characteristics. Signals

in the normal direction (X direction) with small attenuation and large strength is the

main transmission mode, and is also the best way to accept a signal. Sensors should

be placed in the normal direction of the receiving point. The signal in the tangent

direction (Y direction) is the weakest, but its spectrum is the same, as the signal

intensity decreases only with increased distance. The signal in the tangent direction

can be used as an auxiliary signal to determine the distance of the acoustic emission

source. The signal in the Z direction is a little weaker than the signal in the normal

direction, and its frequency characteristics change considerably in transmission.

Multi-point measurements can be used to help understand the status of the bottom

plate.
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Extracting the Fault Features of an Acoustic
Emission Signal Based on Kurtosis
and Envelope Demodulation of Wavelet
Packets

Li Lin, Qiang Xu, and Yong Zhou

Abstract This chapter presents an envelope demodulation method based on

wavelet packets and kurtosis to extract the fault features of an acoustic emission

signal. De-noising was performed first to reduce the noise. Then, we calculated the

coefficients of wavelet packet nodes and the kurtosis value after wavelet packet

decomposition. Finally, we performed an envelope spectrum analysis on the

reconstructed signal based on the maximum degree of kurtosis. To correctly extract

fault features of the acoustic emission signal, we compared the maximum ampli-

tude of different nodes’ envelope spectra and the kurtosis value. The method can

improve the accuracy of fault diagnosis.

1 Introduction

Acoustic emissions, also called stress wave emissions, are releases of strain energy

in the form of transient elastic waves. This phenomenon also occurs when a

material deforms and fractures under external force, or when internal stress exceeds

the yield limit and the material undergoes an irreversible plastic deformation. An

acoustic emission signal takes the form of a voltage signal, which can then be

picked up by sensors. The signal is obtained through processing with front amplifier

gain, and can be classified as an emergency type or a continuous type. According to

the research of the German Kaiser, acoustic emission technology has many advan-

tages: (1) It is a dynamic nondestructive test method; (2) It is very sensitive to linear

defects; (3) Proximity to the measured component is not required; (4) It is not

sensitive to the geometrical size of components, and so on. Usefulness of acoustic

emission data depends on how the signals are processed, as the emissive source can

be uncertain, diverse, and unpredictable [1, 2].
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Kurtosis index analysis was first reported in the literature when it was used for

early detection of faults in roller bearings [3]. Wavelet decomposition was used to

eliminate noise and interference signals. After that, the wavelet signal was

reconstructed and focused with energy. Finally, the Hilbert envelope spectrum

was constructed, and the envelope signal was found to reflect the fault characteristic

frequency.

In reference [4], kurtosis was used to analyze whether a fault had occurred or

not. The fault signals, which were non-stationary and modulated, were decomposed

at different levels by wavelet packet. The envelope spectrum of reconstructed

signals at different levels was illustrated. By contrasting the frequency of spectrum

peak and the fault frequencies of inner race, outer race, balls and rolling element,

the auto-diagnosis of the rolling bearing fault was realized by the minimum

distance principle.

The wavelet packet method was used to decompose the vibration signal in the

references [5, 6]. The kurtosis of the wavelet packet coefficient was calculated in

different frequency bands. The resonant frequency bands caused by bearing defects

were determined automatically, based on the kurtosis value maximum principle.

Finally, the failure frequency was determined by the spectral envelope analysis of

the wavelet packet coefficient.

To solve this problem, a method for incipient fault diagnosis of gears was

proposed in the literature [7–10] using kurtosis, wavelet packet energy features

extraction and discriminative weighted probabilistic neural networks. The method

used the kurtosis statistics in the impact load feature extraction method and wavelet

packet decomposition in extracting energy characteristics of various frequency

bands. A discriminative weight probabilistic neural network (DWPNN) was intro-

duced to solve the problem of scene noise pollution.

In order to extract the fault characteristics of acoustic emission signals, this

chapter uses integrated methods, including kurtosis, wavelet packets and spectral

envelopes. Each has its own merits, but this chapter focuses on wavelet packets and

kurtosis. First, this chapter looks at the acoustic emission signal. The acoustic

emission signal is an ultra-high frequency stress wave pulse signal, which is caused

by the distortion crack of the molecular lattice in metal processing and materials in

plastic deformation, so there is no need to determine a failure for reducing error,

one should perform de-noising using wavelets then perform wavelet packet decom-

position and calculate the wavelet packet coefficient of the node and kurtosis. After

that, one should reconstruct the wavelet packet coefficient according to the kurtosis

value maximum principle. Lastly, one should perform the envelope spectrum

analysis. In contrast to the literature [5, 6], de-noising by wavelet is performed

earlier than decomposition and reconstruction of wavelet packets in this chapter.

The envelope spectrum analysis with the wavelet packet coefficient was performed

after band-pass filtering in literature [6, 11–13]. The wavelet packet threshold

quantization was carried out on the wavelet packet coefficient of node in literature

[5–13].

So, this paper tried to use the kurtosis and wavelet packet method to extract the

fault features effectively and accurately.
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2 The Fundamental Theory

2.1 The Wavelet Filtering of Wavelet Packet

The application effect of wavelet packet theory is very significant on the

non-stationary signal. It can decompose the signal into different levels of 2n

spectrum. It can decompose the low frequency part as same as the high frequency

part.[4] But, the wavelet analysis works on the low frequency, not on the high

frequency. Therefore, this thesis chooses wavelet packet filtering. The decomposi-

tion process of the wavelet and wavelet packet is shown as Fig. 1:

The signal is decomposed into eight signals of different frequency bands by

using three layers of wavelet packet decomposition after de-noising. The frequency

of different frequency bands is shown in Table 1:

(1, 1)

(0, 0)

(1, 0)

(2, 0) (2, 1)

(3, 0) (3, 1)

(0,0)

(1,0)

(2,0)

(3,0) (3,1) (3,2) (3,3) (3,4) (3,5) (3,6) (3,7)

(2,1) (2,2) (2,3)

(1,1)

Fig. 1 The drawing of

wavelet/wavelet packet

Table 1 The frequency

range for different frequency

bands

Frequency band Frequency range (kHz)

(3,0) 0–62.5

(3,1) 62.5–125

(3,2) 125–187.5

(3,3) 187.5–250

(3,4) 250–312.5

(3,5) 312.5–375

(3,6) 375–437.5

(3,7) 437.5–500
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2.2 Kurtosis [6–8]

Kurtosis uses numerical statistics to reflect the distribution characteristics of signal

amplitude. It is the normalized four-order central moments. Based on the compar-

ison between the related literature and the records of experimental data -, kurtosis

values can clearly reflect the fault information when failure vibration generates the

large amplitude pulse signal. Therefore, it is more effective to extract the fault

feature signals by using kurtosis.

The kurtosis value of the vibration signal is seen as follows:

K ¼
Ðþ1
�1 x tð Þ � �x½ �4p xð Þdx

σ4
ð1Þ

The discrete formula is:

K ¼ 1

N

XN
i¼1

xi � �x

σi

� �4

ð2Þ

In formula, �x is the average value, p(x) is the probability density, σ and is the

standard deviation.

2.3 The Envelope Demodulating Analysis

1. The principle of envelope demodulating.

The envelope demodulation method is the comprehensive application of signal

envelope detection and spectral analysis, which judges the fault information

according to the spectral envelope peak. When the vibration signal is a high-

frequency vibration, envelopment analysis is indispensable. It is the technology

based on the traditional power spectrum analysis.

2. The principle of Hilbert transform [9, 10].

The Hilbert transform is used in the signal envelope. It is essentially envelope

transformation. It is that the vibration signal that has a 90�phase shift is com-

bined with the primary signal to form a new signal. And the new signal is the

envelope signal.

Hilbert transform xh(t) of a real signal x(t) is defined as follow:

Xh tð Þ ¼ H x tð Þ½ � ¼ 1

π

ðþμ

�μ

x τð Þ
t� τ

dτ ¼ x tð Þ � 1

πt
ð3Þ
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xh(t) can be regarded as the output of real signal x(t) through a filter, the unit

impulse response of the filter is as follows:

h tð Þ ¼ 1=πt ð4Þ

Analytical signal of x(t) is as follows:

g tð Þ ¼ x tð Þ þ jxh tð Þ ð5Þ

The amplitude A(t) and the phase ∅(t) of the analytic signal g(t) are as follows:

g tð Þ ¼ A tð Þej∅ tð Þ ð6Þ

In formula:

A tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 xð Þ þ xh2 tð Þ

p
ð7Þ

∅ tð Þ ¼ tan �1 xh tð Þ
x tð Þ

� �
ð8Þ

In the formula, amplitude A(t) is the envelope signal of signal x(t) and can be

obtained by the Hilbert transform and envelope detection. This signal filters out

the high frequency part of the primal signal. Then one performs frequency

spectrum analysis on the envelope signal A(t). The fault diagnosis can be

based on this analysis, which is better to get the failure frequency.

3 The Analysis and Processing of Acoustic
Emission Signals

3.1 The Acquisition of Acoustic Emission Signals

According to the experiment, we can get the time-frequency images of the knocking

acoustic emission signal and the flaw acoustic emission signal, [14] which are as

shown as Fig. 2:

3.2 Signal Processing

Acoustic emission signals will be affected by noise in the collection. Therefore, in

order to reduce the error, de-noising should be applied to the collected knocking

acoustic emission signal and flaw acoustic emission signal. Then, the original signal
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can be decomposed into eight signals of different frequency bands with three-step

wavelet packet decomposition. Afterwards, we can calculate the wavelet

packet coefficients for each frequency spectrum. The frequency range is shown in

Table 1. The wavelet packet coefficients of each frequency band are shown

in Figs. 3 and 4 below.

After wavelet packet decomposition coefficients are obtained, we can calculate

the kurtosis value of different spectrums and judge the scope of failure frequency by

using the sensitivity of kurtosis and the principle of the kurtosis maximum. The

kurtosis diagram is as shown in Fig. 5.

Because of the zero padding between one of the knocking signal’s source , we

take the several former wavelet packet coefficients into account. Through the

analysis of the kurtosis figure, seen in Fig. 5, the knocking signals’ wavelet packet
coefficient of the node (3, 3) and the flaw signals’ wavelet packet coefficient of the
node (3, 2) are reconstructed based on the principle of kurtosis maximum, which

show in Fig. 6.

We can then obtain their envelope-spectra after envelope demodulation as

shown in Figs. 7 and 8.

As can be seen from above, one cannot obtain the failure frequency completely.

According to preliminary judgment, the failure frequency of the knocking signal is

for low-frequency parts. And the failure frequency of the flaw signal is for
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high-frequency parts. Thus, one needs to make the comparison for the

envelope-spectra between the different frequency bands of the two signals, which

is shown in Figs. 9 and 10.

In order to analyze the fault frequency, we make a comparison for the maximum

amplitude of different nodes’ envelope spectra by using the scatter plot, seen in

Fig. 3 Wavelet packet coefficients of the knocking signals

Fig. 4 Wavelet packet coefficients of the flaw signals
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Fig. 5 Kurtosis figure

Fig. 6 The reconstruction of wavelet-package coefficients
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Figs. 9 and 10. In the two figures, each circle represents a maximum, plotted by

frequency band on the horizontal axis and frequency on the vertical. Others, the

different colors represent the different amplitude values. The red is deeper; the

value is higher. The blue is deeper; the value is smaller. Therefore, from Fig. 9, we

can obtain the maximum amplitude of all nodes in knocking signals is in

low-frequency parts. And the maximum amplitude of node (3,3) is most prominent,

which is about 17 kHz. For the flaw signals, seen in Fig. 10, the maximum

amplitude of all nodes is in the high-frequency part, and most of the maximum

Fig. 7 Envelope-spectra of the knocking signal node (3,3)

Fig. 8 Envelope-spectra of the flaw signal node (3,2)
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amplitude is at 250 kHz. And the highest is 250 kHz at the node (3,3). Then,

compared with the kurtosis figure in Fig. 5, the conclusion is in line with the

kurtosis outcome. Thus, through the analysis and comparison, it reserves that the

different fault frequency of the knocking signal and the flaw signal should be

around about 17 kHz and 250 kHz.
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4 Conclusions

Although there is a similar approach in literature [3], de-nosing after wavelet packet

decomposition may result in boundary error. For this reason, the authors made

changes. Compared with the method in the literature, mine is simple but not correct.

First of all, I perform de-noising for the collected knocking acoustic emission

signal and flaw acoustic emission signal with the wavelet method in my chapter.

Then I obtain eight different signals of decomposition and work out coefficients of

each wavelet packet using three-step decomposition of wavelet packets. After that,

I figure out the kurtosis of each wavelet packet coefficient. Ultimately, the filtered

signal that contains the fault signature signal component is determined, by using the

principle of kurtosis maximum. Of course, in order to make sure of the correctness

and the kurtosis availability, it is necessary to compare all of the reconstructed

signal nodes’ envelope spectra for the two signals. Then we can draw the conclu-

sion after envelope demodulation analysis.

The kurtosis and wavelet packet method is verified by the experiment. It is

usable to judge the failure frequency rapidly and reduce the influence of noise. It is

conducive to extract fault features of the acoustic emission signals.
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Research on the Diagnosis Method Based
on theWaveform Streaming Signal of Rolling
Bearing

Ying Zhang, Ruixiao Fan, Rui Cong, and Wei Li

Abstract The internal relations are analyzed between the different types of rolling

bearing fault characteristic frequency and the cumulative peak count of acoustic

emission waveform streaming. And the fault diagnosis method is established for the

fault diagnosis of rolling bearing based on the periodic acoustic emission waveform

streaming. Noncontact acoustic emission testing technology is used to analyze the

faults of rolling elements, inner ring, and outer ring under the condition of working.

According to the quantitative relationships between the cumulative peak count of

periodic acoustic emission waveform streaming and the characteristic frequency of

rolling bearing, the early diagnosis of rolling bearing can be carried out.

1 Introduction

Rolling bearings are critical components of rotating machine; monitoring their

conditions is important to avoid catastrophic failures and reduce the machinery

downtime [1]. When the rolling bearing is in the early fault stage, the characteristic

signal is weak, and is seriously affected by the environment noise, so the fault

feature is difficult to extract [2]. In the vibration detection method, the vibration

signal of the bearing fault is very weak, which is often overwhelmed by a relatively

large-frequency noise signal, so it is difficult to extract the information of the fault.

When the rolling bearing is faulty, the abnormal sound is produced; it belongs to the

category of acoustic emission, and the technology of acoustic emission can be used

to the noncontact detection online [3, 4], and the early diagnosis and prediction of

the fault can be realized. Acoustic emission method has obvious advantages

compared with vibration method in the condition monitoring and fault diagnosis

[5]. While the traditional acoustic emission signal is discontinuous (only below a

few milliseconds), the periodic signal of low speed can’t be collected completely.

Aiming at the shortage of traditional acoustic emission signals, a continuous means

of acoustic emission waveform streaming technology for the signal acquisition is
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used; by this means the continuous periodic signal of the complete failure of the

rolling bearing can be obtained. The corresponding relationship between the fault

characteristic frequency of the rolling bearing and the cumulative fault peak value

of the acoustic emission waveform streaming is used to establish a diagnosis

method for the fault of rolling bearing based on the technology of the acoustic

emission waveform streaming.

2 The Principle for Noncontact Acoustic Emission

When the rolling bearing is fault, the defect position in the operation process will

produce a sudden impact signal, and it is cyclical. In the absence of fault, the signal

generated is stationary. The basic principle of acoustic emission testing technology

is to use sensitive instrument to receive the acoustic emission signals, then apply

modern waveform processing technology for the adopted signals, and extract all

kinds of typical fault features to analyze the location, the range of the state, and the

development of the defect in the material or structure; the basic principle is shown

in Fig. 1.

3 Advantage and Periodic Characteristic of Acoustic
Emission Waveform Streaming

The technology of acoustic emission waveform streaming has the advantages as the

traditional acoustic emission, and also has its own advantages. Acoustic emission

waveform streaming can be used to complete the whole traditional acoustic emis-

sion test with high sampling rate. These waveforms can then be extracted from the

time domain and frequency domain as the traditional acoustic emission for analysis.

The acquisition technology of acoustic emission waveform streaming makes the

recording of the acoustic emission signal from only discontinuous, burst, and finite

length (only a few milliseconds) to the same as the vibration, it can obtain

continuous acoustic emission signals. Thus the complete periodic signals of the

rolling bearing are acquired, so that the acoustic emission waveform streaming

technique is more accurate for the diagnosis of bearing faults, and more suitable for

low-speed and heavy-load detection; meanwhile the test in real time can be

realized.

The source of the sound Propagate in air Acoustic emission sensor Preamplifier 

Signal acquisition systemSignal analysis systemComprehensive evaluationFault diagnosis

Fig. 1 The principle for the technology of acoustic emission waveform streaming
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The typical fault frequency of rolling bearing is characterized by the number of

abnormal collisions in the unit time of failure. Each collision with the generation

of waveform streaming peak counts. Rolling bearing belongs to the category of

rotating machine, and the acoustic emission signal generated by the rotation of the

rolling bearing is periodic, so the technology of acoustic emission waveform

streaming is more capable to reflect the advantage in the fault diagnosis. Therefore,

the cumulative fault peak counts obtained by the technology of acoustic emission

waveform streaming can be used to compare to the fault characteristic frequency

calculated by the theory. And then we can determine whether the rolling bearing is

fault, and also we can determine the type of the fault.

4 Calculation for the Fault Characteristic Frequency
of Rolling Bearing

The rolling bearing is made up of inner ring, outer ring, cage, rolling element, and

so on. When some faults such as crack and flake emerged in these parts, the other

parts will impact the damage point in the operation, and the periodic acoustic

emission signal is generated.

The frequency when the contact points passing the defects are not the same with

the different parts of the defects. In case the outer ring is fixed, the inner ring and the

shaft rotate together. When the rolling element, outer ring, and inner ring appear as

local defects, respectively, the typical failure impact frequency of rolling bearings

can be calculated according to the following formula:

The frequency when a defect in the rolling elements impacts with the inner and

outer ring rolling:

f r ¼
D

2d
1� d

D
cos α

� �2
" #

f s ð1Þ

The frequency when a defect found in rolling body impacts with a defect in the

outer ring:

f 0 ¼
z

2
1� d

D
cos α

� �
f s ð2Þ

The frequency when a defect found in rolling body impacts with a defect in the

inner ring:

f i ¼
z

2
1þ d

D
cos α

� �
f s ð3Þ

Type: D—the pitch diameter of roller bearing, mm

α—contract angle
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Z—the number of rolling elements

fs—spindle rotating frequency

5 Experiment

The tapered roller bearing 32,217 is selected in the test; the basic parameters are as

follows: D ¼ 115.8 mm, Z ¼ 19, d ¼ 16.9 mm, and α ¼ 14.6�; there is a defect of
strip shape in the inner ring, outer ring, and roller with 2 mm length, 2 mm width,

and 0.5, 1, 1.5, and 2 mm depth, respectively.

In the process of the experiment, the system of SAMOS PCI-2 is adopted for the

collection of the sound, the broadband sensor type of WD is selected, and the

preamplifier type of 2/4/6 is used. The threshold value is 30 dB to shield the noise

outside. The basic parameters of the acoustic emission waveform streaming signal

acquisition device are as same as traditional acoustic emission, and other settings

remain unchanged.

The method of noncontact acoustic emission is used to detect the faults. In

noncontact acoustic emission testing, sound waves propagate to the outer surface of

the bearing. Airborne acoustic emission waves directly translate to the surface of

piezoelectric crystal, and sensor eventually receives a longitudinal wave from the

air, converted into electrical signals. The signal amplitude of contact and

noncontact in two different distances is as in Fig. 2; the signal amplitude of

noncontact is less than the contact type, but the count of sound emission impact

is close to the theoretical value, which provides the experimental basis for the

single-fault diagnosis of rolling bearing. Considering that the process of the acous-

tic emission generated by the collision of defects is pointed, the distances between

the noncontact testing sensor and the rolling bearing are 100 mm, 200 mm, 300 mm,
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Fig. 2 The signal amplitude comparison of contact and noncontact acoustic emission
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400 mm, and 50 mm. The test is carried out on the test rig with adjustable speed,

and the speed of n is 60 r/min, 90 r/min, 120 r/min, 160 r/min, and 200 r/min;

different types of faults for the test have been set ahead of the time.

6 Data Analysis

The theoretical impact number of the rotation is calculated, and at the same time the

counts of the actual waveform streaming peak counts are calculated for compari-

son; the data are listed in Table 1. Taking the speed n ¼ 60 r/min, the distance

between the sensor and the bearing s ¼ 200 mm, and the depth of the prefabricated

defect is 1 mm for example for analysis. As is shown in Fig. 3a, by the analysis of

the acoustic emission waveform streaming data, we can see that the peak voltage of

the acoustic emission waveform streaming exceeds 30 mv is 3 within 1 revolution,

and it has been connected with a red line, it represents the counts of failures in

1 revolution is 3 in the actual test. By comparison with the theoretical value, it is

concluded that the failure is the roller fault. Other results are shown in Table 1.

From Table 1 it can be seen that the error rate of the rolling element failure, the

error rate of the inner ring failure, and the error rate of the outer ring failure are less

than 10%. The error rate increased gradually with increasing number of revolutions,

and the real number of the waveform peak count is generally lower than the

theoretical impact number; this is due to the rolling bearing leakage and impact

overlapping phenomenon existed in the rotation process. At the same time,

according to the data in Table 1 it can be seen that the error rate of real impact

and the theoretical number of waveform peak count are relatively small in 1 revo-

lution and in 5 revolutions; especially in 1 revolution, the real number and the

theoretical number is completely consistent. Therefore, the single-fault diagnosis of

rolling bearing can be realized according to the numbers of acoustic emission

waveform peak value.

6.1 Analysis for the Test Results of the Acoustic Emission
Waveform Roller Fault

By analyzing and processing the acoustic emission data for the test of the roller

fault, the cumulative fault peak counts of the noncontact acoustic emission wave-

form streaming can be concluded, and it is shown in Fig. 2. By comparing the

typical frequency of the roller with the theoretical calculation, it can be seen that the

cumulative peak waveform counts are compliant with the theoretical calculation

completely in 1 revolution, 5 revolutions, and 10 revolutions. While the waveform

counts of 20 revolutions are 66, and it is less than the theoretical data, the error rate

is 1.49%. The results above show that there is a corresponding relationship between
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Fig. 3 Data for noncontact

detect of the failure of

rolling body in different

revolutions
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the cumulative fault peak counts and the characteristic fault frequency. The results

of the test are highly consistent with the theoretical value in the small cycles. While

in the multiperiod the test is affected by the attenuation of the sound propagation

process and the effect of the superposition effect, the cumulative peak counts are

less than the theoretical value.

6.2 Comparative Analysis for the Test Results of Different
Types of Faults

By effective analyzing and processing the acoustic emission waveform streaming

data of the inner ring and outer ring, the cumulative waveform peak counts of the

fault defects in 5 revolutions can be obtained, as shown in Figs. 4 and 5.

It can be seen that the cumulative peak waveform counts of the outer ring fault

are completely consistent with the theoretical calculation of the bearing fault

characteristic frequency in 1 revolution and 5 revolutions from Fig. 3. While the

cumulative peak count of 10 revolutions is 80, and the error rate is 1.23%. The

cumulative peak waveform streaming counts of the inner ring fault are completely

consistent with the theoretical calculation of the bearing fault characteristic

Fig. 4 Data of detection of

inner ring fault in

5 revolutions

Fig. 5 Data of detection of

outer ring fault in

5 revolutions
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frequency in 1 revolution and 5 revolutions, and the cumulative peak count of

10 revolutions is 106, and the error rate is 1.85%.

By the analysis of noncontact acoustic emission test of rolling element fault with

Fig. 3, the corresponding relationship between the peak waveform counts and the

fault characteristic frequency can be used in the same test period for the fault

diagnosis of the rolling bearing. Although in the case of a few revolutions the fitness

between the cumulative waveform peak counts and the fault characteristic fre-

quency is high, due to the influence of the attenuation of the acoustic propagation

process and the superposition effect in practice, the cumulative waveform peak

counts are less than the theoretical value. So it is better to adopt multiperiod test

result for analysis to reduce the test error; it will not affect the fault diagnosis.

7 Conclusion

The technique of acoustic emission waveform streaming can complete the whole

traditional acoustic emission test with high sampling rate, collect the complete date

of the acoustic emission waveform, and determine whether the rolling bearing is

faulty and the fault type; this technique makes the test results more accurate; it can

be used to test and diagnose the fault of the rolling bearing under the working

condition.
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Acoustic Emission Behavior of 12MnNiVR
under Corrosion

Guanghai Li and Xinjian Wang

Abstract Large atmospheric storage tanks play an important role in the petro-

chemical, energy, and logistics industries. Improvements in materials and

manufacturing processes have enabled larger tank volume capacity, leading to

increased material performance requirements as well. 12MnNiVR is a material

typically used in the fabrication of large-scale atmospheric tanks. However, serious

tank bottom corrosion can occur, not only from the medium inside the tank, but also

from soil erosion of the tank foundation. Testing of corrosion on the tank floor is

usually conducted using nondestructive methods such as magnetic flux leakage

(MFL) to determine an equivalent bottom corrosion indication, but this requires

cleaning of the tank and access to a large area for inspection, which is costly. In

recent years, acoustic emission (AE) testing methods have been frequently used to

determine the qualitative corrosion condition of the tank floor. However, according

to researchers, only a few simple parameters of AE signals, tank bottom corrosion

severity grade, the lack of concrete storage tank under the conditions of material

effect, corrosion materials research AE signal spectrum and characteristic param-

eters, and thus the corrosion status of materials for quantitative analysis and

assessment. This study simulates corrosion conditions for 12MnNiVR, a typical

material used in the construction of atmospheric tanks. The Devanathan–Stachurski

technique is used, with electrolytic hydrogen charging corrosion on one side of the

surface material and simulated soil solution soaking on other. AE signals were

collected and analyzed over time under corrosive conditions, and the empirical

mode decomposition (EMD) and Hilbert–Huang transform (HHT) methods of

signal processing were used to obtain AE signal characteristics from the beginning

to various stages of corrosion, providing an experimental basis for online AE

measurement and qualitative assessment of large atmospheric tanks.
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1 Introduction

Large atmospheric storage tanks (AST) play an important role in the petrochemical,

energy, and logistics industries, with improvements in materials and manufacturing

processes enabling greater AST capacity. 12MnNiVR is a material that is often

used for the construction of large AST; however, tanks constructed with carbon

steel are susceptible to serious corrosion. The tank bottom suffers the greatest

corrosive effects, both on the product side (internal corrosion) and the soil side

(external corrosion) of the tank bottom. The detection of these corrosion defects is

commonly performed using nondestructive testing (NDT) methods, such as mag-

netic flux leakage testing, after tank clean-up. Such offline detection techniques,

however, are costly. In recent years, acoustic emission (AE) testing methods have

become a frequent means of determining the qualitative condition of the tank

bottom. AE parameters such as amplitude, count, and energy can be utilized to

analyze the levels of corrosion under controlled operating environments. Various

laboratory and field studies have used AE signal and parameter analysis to classify

different types of corrosion, such as uniform corrosion, pitting, and stress corrosion

cracking. The major cause of corrosion is the dynamic force generated from tank

filling and discharge, which induces stress corrosion cracking and electrochemical

corrosion from the formation of a water layer by the collection of water droplets.

Corrosion processes such as cracking, surface oxide formation and spalling, and

hydrogen blistering can release stress waves, which produce AE signals. AE testing

is also widely used for the grading of tank floor corrosion for in-service AST. The

AE signal characteristics are largely dependent on the material properties. This

study simulates corrosion conditions of a tank bottom constructed of 12MnNiVR,

and AE signals are collected over the course of the experiment. Advanced signal

processing methods are used to analyze the AE signals, and the signal characteris-

tics of various corrosion states are obtained.

2 Experiments

2.1 Experimental Setup

Corrosion occurs from both the product side (internal corrosion) and the soil side

(external corrosion) of AST bottoms constructed of carbon steel. The soil type is an

important factor affecting tank floor corrosion. In this work, we created a corrosion

test device for both sides of the specimen. The experimental design is based on the

Devanathan–Stachurski method, the principle of which is to subject the left side of

the specimen surface to electrolytic hydrogen charging corrosion, while the surface

of the right side is soaked in a simulated soil solution. The electrolytic hydrogen

permeation test apparatus is shown in Fig. 1. The specimen was fixed between two

containers, with an exposed area of 10 cm2. A National Association of Corrosion
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Engineers (NACE) Standard solution and simulated soil solution were used for the

cathode and anode sides of the device, respectively.

For the cathode side, the NACE TM0284-2003 Standard Solution A was used,

which is an aqueous solution containing 5% sodium chloride and 0.5% glacial

acetic acid. Hydrogen sulfide gas was obtained through the reaction of a mass

percentage of 30% H2SO4 solution and Na2S. The H2S concentration in the soaking

solution was determined by 0.1 N sodium thiosulfate (Na2S2O3) and 0.1 N iodine

(I2) and 5% starch solution. Typical domestic seaside saline soil was selected for the

simulated soil solution. The composition of the solution was based on physical and

chemical soil salinity formulated as follows: 0.426% (mass fraction) Cl�, 0.1594%
SO4

2�, 0.0439% HCO3
�, pH value of 7.76.

The main test supplies included the following: a sealed Plexiglas container,

constant current power supply, AE sensors, AE instrument, cables, couplant, and

pH meter. A schematic of the experiment is shown in Fig. 2.

2.2 Experimental Procedure

The main test steps were as follows:

1. The specimen was fixed between the two containers, bolted, and sealed with

silicon sealant. Sensors were mounted on a conduit connecting the inlet and

outlet;

2. Standard A solution and simulated soil solution were poured into the two

devices;

3. The AE testing system was calibrated using break tests with 0.3 mm (2H) lead

next to the sensor. The breaks were performed with the lead at an angle of

Soil simulated
solution

AE instrument

A constant current 
source

Test specimen

AE sensor

Platinum electrodeH2S

NACE 
standard solution A

Fig. 1 Schematic of the experiment
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approximately 30� to the surface and with a 2.5 mm lead extension. Before and

after the test, measurements were made of the peak amplitude response of each

sensor to a repeatable simulated AE source at a specific distance from the sensor.

(The measured peak amplitude should not vary more than 3 dB from the average

of all the sensors);

4. Nitrogen gas was introduced into the solution for about 30 min to remove

oxygen;

5. Background noise was measured before the specimen was placed into the

corrosive environment;

6. Hydrogen sulfide gas was piped into the container for 30 min. The constant

current source was turned on, and the AE signals of the electrolytic hydrogen

charging process were collected.

3 Results and Discussion

3.1 Parametric Analysis of Acoustic Emission Signals

With regard to the amplitude of the AE signals, the signal amplitude of the entire

corrosion process was less than 65 dB. The presence of a crack in the material

causes the signal amplitude to weaken. With regard to signal attenuation and

propagation path (through the bottom plate or the operating medium), the ampli-

tudes should be large enough for the AE receiver equipment. If we adopt AE testing

for large-scale AST in-service inspection, the effective testing area should cover the

entire tank floor in order to enable complete evaluation of the tank bottom corrosion

condition.

The cumulative number of AE signal hits vs. time is presented in Fig. 3, which

shows that the corrosion process can be divided into two stages. In the first stage,

Fig. 2 Experiment

equipment
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t ¼ 0–2000 s, the corrosion rate is faster, and the hit rate accelerates, reaching

100 hits/s. In the second stage, which occurs after t ¼ 2000 s, the hit rate is reduced

to 11/s. When corrosion reaches a certain point, the compact oxidation film

deposited on the surface prevents further corrosion and slows the AE hit rate. In

Fig. 4, which shows the cumulative AE signal counts vs. time, the entire corrosion

process can be divided into four periods: t ¼ 0–6500 s, t ¼ 6500–8000 s,

t ¼ 8000–14,500 s, and t ¼ 14,500–25,000 s. The count rate in the first and third

periods is essentially the same, and the count rate is substantially the same in the

second and fourth periods. The count rates are 115 counts/s and 150 counts/s.
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3.2 Hilbert–Huang Transform Analysis of Acoustic
Emission Signals

Using AE signal analysis, we have been able to determine the basic parameters of

the AE signals during the material corrosion process. To extract corrosion features

during the individual corrosion phases, we can utilize AE waveforms to further

determine the corrosion state of the material.

For extraction of AE signal characteristics during the different corrosion phases,

we selected four typical AE signal phases, as shown in Fig. 4, with time points of

t¼ 5000 s, t¼ 7000 s, t¼ 14,000 s, and t¼ 20,000 s. The triangular mark is used in

Fig. 4. These four AE signals are investigated using time–frequency analysis. The

signals are received by a broadband probe (VS45-H) at a sampling rate of 2.5 MHz,

with 4096 sampling points.

Figure 5 presents four typical signal corrosion process time-domain waveforms

and spectra. The time-domain diagram shows that the four signals belong to a

continuous AE signal. With regard to signal amplitude, the signal amplitude shown

in Fig. 5a is largest, with peak amplitude of approximately 0.5 mV. The signal
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Fig. 5 AE waveform and spectrum in corrosion periods: (a) first period, (b) second period, (c)
third period, and (d) fourth period
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amplitudes during the third and fourth periods, however, are only 0.1 mV. The four

signal frequency bandwidths are almost the same, ranging from 30 to 180 kHz. The

AE signals show a peak emerging near 50 kHz for the first and the second periods,

but this phenomenon is not present in the last two signals, which show multiple

peaks (Fig. 6).

To determine additional AE signal characteristics, the intrinsic mode functions

(IMF) of the four periods were obtained. Based on the energy of this eight-layer

decomposition, we can obtain the proportion of total energy, as presented in

Table 1. The results show that the sum of the first four components is more than
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Fig. 6 AE waveform and spectrum in corrosion periods: (a) first period, (b) second period, (c)
third period, and (d) fourth period

Table 1 IMF results in corrosion experiment

IMF1 (%) IMF2 (%) IMF3 (%) IMF4 (%) Other IMF (%)

0–6500 s 45 32 14 7 1

6500–8000 s 65 29 3 1 2

8000–14,500 s 58 26 13 2 1

14,500–25,000 s 50 30 13 4 3
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98% of the total energy, with the sum of the other components accounting for only

about 2%.

Further analysis of the AE signals was performed using the 3D Hilbert spectrum,

which is an excellent time–frequency analysis method. Three elements (sampling

points, frequency, and energy) can be seen in the 3D plot, which shows many time–

frequency characteristics (Fig. 7a–d). The first AE signal frequencies are concen-

trated in the range of 0–50 kHz., with an energy peak of 0.53 mV, and number of

sampling points in in the range of 80–1100. The second signal frequencies are

similarly distributed from 0 to 50 kHz, with an energy peak of 0.22 mV, and

80–1500 sampling points. The AE signal frequencies of the third and fourth

distributions are more widely dispersed, ranging from 0 to 80 kHz, with sampling

points ranging from 0–4000. The third AE signal peak is 0.13 mV, and sampling

points are distributed in the range of 1800–2200, with frequencies of 30–80 kHz.

The fourth signal energy peak is 0.09 mV, with a frequency range of 0–80 kHz, and

sampling points in the range of 800–1000.
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4 Conclusions

In this work, AE signals were analyzed using the Hilbert–Huang transform (HHT)

method, which revealed that the signals could be divided into four stages according

to the corrosion state. The AE signal frequencies in the first and second stages were

concentrated in the range of 0–50 kHz. The peak amplitudes were s 0.53 mV and

0.22 mV in the first and second stages, respectively. The signal frequency distri-

bution in the third and fourth stages was more widely dispersed, ranging from 0 to

80 kHz. The amplitude was 0.13 mV in the third stage and 0.09 mV in the fourth

stage.

HHT and empirical mode decomposition (EMD) methods were then used for

analysis of the AE signals, and the stages of the tank material corrosion were

obtained by analyzing the AE signal characteristics. Through analysis of the

features of corrosion AE signals, the corrosion stages were successfully identified.

These results provide an experimental basis for qualitative assessment of tank

bottom corrosion stage.
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B-Value Characteristics of Rock Acoustic
Emission Under Impact Loading

Xiling Liu, Mengcheng Pan, Xibing Li, and Jinpeng Wang

Abstract B-Value characteristics of rock acoustic emission which is based on

split-Hopkinson pressure bar system are studied in this chapter. The signals col-

lected on rock samples contain both the signals generated by rock fracturing and the

signals generated by elastic wave propagation. The parameter peak frequency can

be used to distinguish two typical signals. As the signals can be divided into two

groups based on peak frequency, in order to study the evolution process of rock

failure under the impact loading, the Hb-value of each signal is calculated with the

algorithm same as the b-value.

1 Introduction

Rock failure by stress is a process in which microcracks appear in the material,

expand, and then fracture; this process is accompanied by an acoustic emission

(AE) phenomenon. The phenomenon was discovered in the 1930s by L. Obert of

the US Bureau of Mines, who applied AE technology to the monitoring of mine

rock pillar stability and forecasting of rock burst [1]. Since then there have been

many developments and achievements in the study of rock AE characteristics,

among them b-value analysis.
The concept of b-value was derived from seismology research. In 1941, Guten-

berg and Richter [2] first derived the rule that the frequency of earthquake occur-

rence decreases exponentially with magnitude. They proposed the widely used G–R
formula:

logN ¼ a� bM

where M is the earthquake magnitude and N is the number of the corresponding

earthquakes; a and b are constants and b is the so-called b-value. Similar to

earthquakes, the elastic wave emissions produced by cracking inside brittle rock
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are related to the occurrence of frequency and amplitude, and this relationship can

be used to evaluate the changes of the crack scale [3]. Thus, b-value analysis has

become an effective way to study the AE characteristics of rock.

Many researchers have intensively studied the changes and mechanisms of

b-value of rock AE. Early studies focused mainly on the factors affecting the

b-value. Experimental studies showed that the b-value is affected by the

nonuniformity of the medium, stress, strain, temperature, rock moisture content,

and many other factors [4–8]. Moreover, some researchers examined the effect of

the number of events selected for analysis [9], number of groups [10], and the steps

[11] on the results of the calculation of the b-value, and concluded that the selection
can reflect the process of rock fracture under stress intuitively, but does not affect

the general trend of the b-value. Using the statistical distribution characteristics of

AE signals, Shiotani [12] proposed an improved b-value (the Ib-value), and Rao

[13] compared the Ib-value and b-value and found that their general trends were

similar and that the Ib-value can identify the moment of rock fracture. In terms of

b-value behavior, many studies [14–18] showed that the b-value changes during the
rock loading process: it decreases with increasing levels of stress, and reaches its

minimum values at peak stress. However most studies examined the b-value of rock
AE under static loading or low strain rate loading, while the b-value characteristics
of rock AE under impact or high strain rate loading have rarely been investigated.

Therefore, in this study we focus on the behavior and significance of the rock AE

b-value under impact loading, and discuss the difference between the b-value under
impact and under static loading conditions.

2 Experiment and B-Value Calculation Algorithm

2.1 Experimental Setup

Because its loading rate matches that of drilling and blasting, the 50-mm-diameter

split-Hopkinson pressure bar (SHPB), recommended by the International Society

for Rock Mechanics Commission on Rock Dynamics [19], was employed in this

study as the impact-loading device (Fig. 1). A PCI-2 system (Physical Acoustic

Corporation, NJ, USA) and an ultra-mini Pico-type sensor were used to record the

AE signals. The Pico-type sensor has 250 kHz resonant frequency, and was directly

glued onto the rock specimen. The AE signals detected by the sensor were

pre-amplified by 40 dB; the detection threshold and sampling rate were set at

45 dB and 40 Msps, respectively. Four types of rock (granite, limestone, sandstone,

and skarn) were selected for the experiment, and five specimens of each rock type

with a length (25 mm) to diameter (50 mm) ratio of 0.5:1 were prepared for the

tests.
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2.2 B-Value Calculation

To calculate the b-value of rock AE using the G–R formula, the magnitude is

replaced by amplitude:

logN ¼ a� b
AdB

20

where AdB is the peak amplitude of the AE hit in decibel, AdB¼ 20 lgAmax, and Amax

is the maximum amplitude of the AE hit in microvolt.

Compared with static loading, the loading time under impact loading is much

shorter, with less hits recorded by the PCI-2 system; therefore, a larger step size is

needed to obtain reliable statistical results. Thus, we selected a 5 dB step size in our

tests, and used the least squares method to calculate the b-value.

3 Results and Discussion

3.1 Analysis of B-Value Characteristics

Figure 2 shows the amplitude-frequency distribution of the four types of rock

samples, and the b-values and goodness-of-fit R2 are listed in Table 1. All the

rock samples have a linear amplitude-frequency relationship, with R2 values being

higher than 0.95, which is in line with the G-R relationship. The b-values for the
four types of rock samples under impact load were all less than 1.

Studies of rock failure [20–24] showed that at the initial stages of AE in hard

brittle materials under static loading, the b-value ranges from 1.5 to 2.5 because of

the emergence of a number of small cracks and the stress concentration caused by

the cracks. It then falls below 1.0, indicating that considerable cracking occurs.

3

121

1415

42 10 1185 6 97 7

13

18
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17

16

Fig. 1 Schematic of split-Hopkinson pressure bar system with acoustic emission (AE) testing

device. (1) Gas tank; (2) pressure vessel; (3) control valve; (4) striker; (5) light beams; (6) input
bar; (7) strain gauge; (8) specimen; (9) output bar; (10) absorption bar; (11) dashpot; (12)
electronic counter; (13) bridge; (14) ultra-dynamic strain gauge; (15) transient wave memory;

(16) data-processing unit; (17) AE sensor; (18) AE signal recording and processing unit
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However, under impact loading, small cracks do not have enough time to form

because of the significantly shortened loading time and incomplete stress concen-

tration as well as high strength impact; this leads to the emergence of significant

cracks and more energy release which results in more wave hits with larger

amplitudes and a decrease in the b-value.
The distribution of the AE hit amplitudes from the static loading and impact

loading tests (Fig. 3) shows that under static loading the majority of hits had an

amplitude of around 50 dB. The distribution pattern of the amplitude of the hits is

dominated by 50 dB amplitudes and resembles a normal distribution pattern. The

amplitude distribution of the hits under impact loading is more dispersed, with more

hits of significantly large amplitude; however, the most frequently occurring hits

are still the 50 dB amplitude hits. The amplitude-frequency pattern under impact

loading is more widely distributed, with a smaller b-value.

3.2 B-Value Analysis of Hits Grouped by Peak Frequency

The AE wave has a very wide frequency range, from infra-acoustic frequency to

supra-acoustic frequency, which can range from several Hz to several MHz. The

Fig. 2 The relation between the amplitude of the AE hits and their occurrence frequency for the

four types of rock samples. N is the number of AE hits

Table 1 B-value and the

goodness-of-fit R2 of each

specimen

Granite Limestone Sandstone Skarn

B-Value 0.6392 0.5323 0.5444 0.5913

R2 0.9785 0.9839 0.9581 0.9907
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AE can be generated from a range of sources, from microscopic dislocation

movement to macroscale fractures, with amplitudes between several μV and several

100 mV. Generally, AE signals can be divided into two types, namely, burst type

and continuous type. Initiation and propagation of cracks can generate burst-type

acoustic waves and plastic deformation can generate continuous acoustic

waves [25].

Impact loading can produce stress waves; the AE sensor will detect the signals

generated by a stress wave propagating in a rock specimen. Hence, the recorded

signals can be those generated by stress waves or by rock fracturing. The signals

generated by stress waves in a rock specimen should be similar in waveform and

frequency components to the signals recorded on the input elastic pressure bar of

the SHPB system. Figure 4 shows the waveform of a typical signal recorded on the

input elastic pressure bar. The peak frequency ( fp) was less than 100 kHz for all

such signals. Signals with fp below 100 kHz were also recorded on the rock samples

(Fig. 5); these signals have a similar waveform to that of the signals recorded on the

input elastic pressure bar. A discussion of these two types of signals can be found in

reference [26]. Although 100 kHz cannot be used as a boundary to distinguish the

signals generated by stress-wave propagation and those generated by rock fractur-

ing, other measures such as the b-value can be used to analyze these signals which

have different peak frequencies.

For the b-value analysis we divided all the acoustic signals of the rock sample

into two groups based on their peak frequency: the hits with fp > 100 kHz and those

with fp < 100 kHz. The calculated b-values of each group are listed in Table 2; the

amplitude-frequency distribution for the four rock types represents a good linear

relationship, with R2 > 0.9, which is in line with the G–R relationship. The b-value
of the hits with fp < 100 kHz is smaller than that of the hits with fp > 100 kHz,

indicating an even distribution for the amplitudes of the hits with fp < 100 kHz

while those with fp > 100 kHz are clustered. The amplitude distribution of the two

groups of hits (Fig. 6) shows that the amplitudes of hits with fp < 100 kHz are

distributed throughout the amplitude scale range from the 45 dB threshold to the

Fig. 3 The amplitude distribution under static loading (left) and impact loading (right)
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Fig. 4 A typical waveform of a hit recorded on the elastic pressure bar

Fig. 5 A typical waveform of a hit from a rock sample with peak frequency less than 100 kHz

Table 2 B-value and the

goodness-of-fit R2 for peak

frequencies below and above

100 Hz for four specimen

types

Granite Limestone Sandstone Skarn

bP-FRQ<100 0.5332 0.5258 0.4108 0.4705

R2 0.9720 0.9704 0.9348 0.9856

bP-FRQ>100 0.7661 0.5678 0.6226 0.8720

R2 0.9307 0.9742 0.9207 0.9459
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100 dB maximum value, while the amplitudes of hits with fp > 100 kHz are mostly

in the range of 45–70 dB.

3.3 Analysis of Hb-Value

In AE testing, the amplitude is the largest peak in the AE signal waveform. Each

sample point of the AE signal waveform corresponds to a voltage magnitude,

customarily expressed in decibels relative to 1 μV at the preamplifier input,

assuming a 40 dB preamp. For this case, the voltage magnitudes of the AE signal

waveform can also be used to calculate the relationship between the occurrence

frequency and magnitude of a single signal using the same algorithm as that used to

derive the b-value; we denote this calculated value theHb-value. The change inHb-
value for a series of hits is shown in Fig. 7 for the four rock types; also shown are the

corresponding counts. For most of the hits, the magnitude–frequency distribution of

their waveform shows a good linear relationship with high goodness of fit.

The first two Hb-values (Fig. 7) are always small, especially the first one, which

corresponds to the hit with the largest values of amplitude, counts, signal strength,

and absolute energy. The waveform of this hit is similar to the ones recorded on the

input elastic pressure bar of the SHPB system as well as the frequency spectra.

These similarities indicate that this waveform is generated by an impact of stress

wave propagating in the rock sample; detailed analysis can be found in our

Fig. 6 The amplitude distribution of hits with peak frequencies below (black bar) and above (gray
bar) 100 Hz
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publication [26]. The very small Hb-value corresponding to the hit with the largest

values of amplitude, counts, signal strength, and absolute energy can be regarded as

further evidence that this hit is generated by a stress wave propagating in the rock

sample.

4 Conclusions

The b-value of rock AE under impact loading is less than 1, which is much smaller

than the b-value obtained in rock AE tests under static loading. Under impact

loading conditions, small cracks do not have enough time to form because of the

shortened loading time; incomplete stress concentration as well as high strength

impact lead to the emergence of significant cracks and more energy release which

results in more high-amplitude wave hits and a decrease in the b-value.
The recorded hits were divided based on their peak frequency, corresponding to

different b-value characteristics. The b-values of the hits with fp < 100 kHz were

smaller than the b-values of the hits with fp > 100 kHz. This suggests that hits with

fp < 100 kHz were generated by stress-wave propagation, while those with

fp > 100 kHz were generated by rock fracturing under stress-wave loading. More-

over, this also indicates that the rock sample is continuously cracking during the

Fig. 7 The Hb-value and the corresponding counts for a series of hits in the four rock types
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stress-wave loading process unlike the case of rock samples under static loading

where microcracks propagate accompanied by energy accumulation that develops

into macroscale damage.

We define the Hb-value as the magnitude–frequency distribution of a single hit,

which is calculated with the same algorithm used to derive the b-value. However,
the Hb-value does not have a regular pattern in the hits series, except for the one

corresponding to the hit with the largest amplitude, counts, signal strength, and

absolute energy; this hit is significantly smaller than the others. This may be further

evidence that this hit is generated by stress-wave propagation.
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Evaluation of Acoustic Emission from
Damaged CFRP Sheets for Air Industry
Applications

M. Bardadyn, R. Karczewski, P. Sobczak, L. Golebiowski, L. Sarniak,

K. Paradowski, and A. Zagorski

Abstract In this chapter we propose a new methodology for CFRP and GFRP

composite testing. One of the most important factors describing such materials is

the shear modulus. The test we have carried out included a shear test with digital

image correlation and acoustic emission. We proposed to use the acoustic emission

method to determine degradation of fiber-reinforced composites.

In our test we used a plane localization of acoustic emission events to show

places where the first stage of degradation occurs. In this test, two different

materials and two fiber arrangements were used. On top of that, we introduced a

few kinds of damage into materials to check how the degradation changed. We

wanted to check if the degradation mechanism is changed with the change of

material structure and defect presence.

We proved that the degradation mechanism is different. What is more, we

determined which mechanism is the reason of destruction in particular materials.

The acoustic emission results presented showed that for �45/45� fiber placement,

where fibers are longitudinal to main directions of the loaded force, there are places

where stresses are concentrated. For 0/90� fiber placement, where fibers are at the

angle of 45� to the main force direction, all fibers are involved in transmission of the

force. It was also proved that the acoustic emission is suitable for fiber composite

testing. Comparing the acoustic emission results obtained during shear test and

computer simulation using the finite element method, we can clearly see that the

detected acoustic emission sources are found in places where they were predicted

by simulations.
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To characterize defects in shear samples, we conducted ultrasonic test and SEM

observation. It proved that the mechanical defect influenced layers under the

surface. Comparing it with the acoustic emission results, we can conclude that we

registered friction which was caused by delamination stemming from the mechan-

ical defect.

1 Introduction

The aerospace industry has always been introducing new technologies and mate-

rials. The main idea to develop capacity and durability of such structures was to

decrease the weight of materials and keep the strength needed to ensure safe use.

The driving force behind the development of technology in this case is also the

constant change of the manufacturers’ requirements. Another important reason is to

create airplanes which are more environmentally friendly, decrease the level of

exhaust fumes produced by machines, and use materials that are eco-friendlier. It is

why air industry materials have changed so much over the past century.

Materials used for spaceships have to cope with quite serious environmental

changes (especially temperature and pressure). Additionally, they are exposed to

collisions with different kinds of objects during the flight, e.g., birds and ice

crystals, and throughout landing and takeoff, like stones coming from under the

wheels. Therefore, materials in such applications are expected to be strong, corro-

sion resistant, impact resistant, rigid, and durable.

The milestone was the invention of fiber-reinforced plastic composites. First

used in civil aircrafts in 1957, composites are the fastest developing type of material

now. There are two major types of fiber-reinforced composites used in modern

flying structures: glass fiber-reinforced polymers (GFRP) and carbon fiber-

reinforced polymers (CFRP). For both types of materials the most important aspect

is the direction and placement of fibers [1].

Modern aircrafts are subjected to a number of drawbacks that could lead to

failures during the flight. Knowledge about them is collected and analyzed, so that

places where such defects occur can be identified. It helps to counteract failures by

periodic inspections of most exposed parts.

Design of such structures presupposes that all materials will be subject to shear

stress. Consequently, the shear stress parameter is the most crucial criterion

describing the material in such application. We identified shear stress using a

nondestructive method, i.e., acoustic emission (AE) [2]. AE can be used in structure

health monitoring (SHM) and during periodic inspections as well. Taking into

account theory, AE entails creation and propagation of elastic waves produced by

defects within materials. The source of such waves can be crack, release of internal

energy, as well as delamination or fiber breaking in composites. In other words, if

there is a defect in material, and the material is loaded, the defect generates

detectable elastic waves. On top of that, AE is able to locate the source of waves

with the accuracy of centimeters. Themain advantage of AE is the ability to examine

a whole object using sensors placed on the surface of the examined material.
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In this chapter we analyzed the behavior of composite structures exposed to shear

stress during static loads using acoustic emission and digital image correlation (DIC)

[3]. We used AE to check if this method is able to locate and determine places of

damage caused by shear stress. We also prepared simple finite element method (FEM)

[4] model to determine the distribution of the stress in glass-epoxy composites.

On top of that, we used ultrasonic testing (UT) to characterize the defects and to

check what the AE source was.

2 Pure Shear Stress in the Inclined Section

The shear test method, which we use here, lends itself to determine the shear

modulus of thin samples. This test method is most useful for determining the

shear modulus of orthotropic materials for which shear modulus cannot be com-

puted from Young’s modulus and Poisson’s ratios. Shear modulus obtained in this

kind of test is the result of planar deformation of the sample.

Pure shear can be represented as a special case of biaxial stress state [5]. Assum-

ing that the cross section is inclined at an angle of 45� to the axis of symmetry, shear

stress “τ” equal to the absolute value of the input stress “σ1” and “σ2” is the main

stress affecting the sample damage. Then, in the shear planes there is the following

equation:

σ1j j ¼ σ2j j ¼ σ ¼ τ ð1Þ

The graphical presentation of this condition is Mohr’s circle. The maximum

stress shear in the planes inclined at the angle of 45� to the main directions is

τmax ¼ �σ, and the normal stresses in those directions are zero.

The deformation of the square-shape sample is shown in Fig. 1a. Since there is

no normal stress at the edges of the sample, the length of edges does not change
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Fig. 1 The biaxial state of stresses: schematic exploration of the dependencies deformation (a),
Mohr’s circle (b)
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during the test. The vertical diagonal is extended and the horizontal diagonal is

shortened. The shape of the deformed element is shown by phantom lines. The

angles of the deformed element corners are (90� + γ) and (90� � γ), where “γ” is the
angular deflection. In the elastic strain range, it can be assumed that the angular

deflection “γ” is proportional to the shear stress τ:

γ ¼ G

τ
ð2Þ

where G is a shear modulus. Considering pure shear, there is no volume change

during the element deformation. The only change is its form. For a square-like

sample of the length “a” and the thickness “b,” the relationship between shear stress
“τ” and applied force “P” is given by the following equation:

τ ¼ P
ffiffiffi

2
p

ab
ð3Þ

3 Tested Material and Testing Method

We have tested two kinds of materials: GFRP and CFRP. Each sample had the

thickness of 2.4 mm and side length of 170 mm. There were two kinds of fiber

placement: 0/90� and �45/45�. Figure 2 shows the way of cutting samples from

composite plates.

We also introduced four kinds of defects into specimens. The samples are

labeled as follows:

• LA—Sample without defect

• LA_D—Sample with square delamination (30 � 30 mm)

Fig. 2 Shear specimen cutting methodology. (a) �45/45�, (b) �0/90�
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• LA_01—Sample with the drilled hole (8 mm diameter)

• LA_02—Sample with a square cutout (30 � 30 mm)

• LA_ID—Sample with an impact damage (hammer tapping)

A drilled hole was created to simulate a defect produced by the riveting process.

Impact damage is a typical defect of such kind of materials. It is very dangerous,

because sometimes it is very hard to find from the surface. Delamination usually

appears under the surface.

We conducted the shear test using uniaxial static testing machine Zwick/Roell

Z250. Thanks to the clamp design, there were two kinds of force applied to the

sample: stretching in vertical direction and compressing in horizontal direction. We

also placed four VS150-RIC piezoelectric AE sensors on the surface of the tested

material. We used AE to identify places where fibers start to crack. We had to use

more than one sensor because we wanted to obtain planar localization of AE

sources. In this case, sources included matrix and fiber breaks, tightening of the

fibers, and friction produced by delaminations. The acoustic test is able to detect all

those phenomena.

On the backside, samples were painted to obtain DIC maps. We painted them

with black spray and then made black dots. We used two cameras to take photos

during the test. After the test, we used VIC-2D software to process the data.

4 Results and Discussion

As mentioned before, we tested two kinds of materials: GFRP �45/45� and CFRP

0/90�. The main idea was to determine differences deriving from various fiber

placement. GFRP �45/45� material was introduced with three kinds of defects

described above (LA_D, LA_01, and LA_02). In case of CFRP 0/90�, two kinds of
defects were used (LA_01 and ID). The results for GFRP �45/450 are shown in

Fig. 3.

Shear tests of composite materials were carried out with acoustic emission

recording. The measuring instruments used in the study included a multichannel

AE measurement system AMSY-5: M6-2 produced by Vallen Systeme GmbH with

six dual-channel acoustic signal processor ASIP-2 for recording and processing of

AE signal, with software Vallen AE-Suite R2011.1115.1. We used four AE VS150-

RIC sensors with resonant frequency fs ¼ 150 kHz. For each AE signal exceeding

the threshold value of 59.9 dB, AE parameters were stored. Additionally, transient

waveforms of signals with amplitude greater than 59.9 dB are recorded for later

more detailed analysis. The sampling rate was set to 10 MHz. We carried out stress

measurements with static testing machine Zwick/Roell Z250, Fig. 4.

After the shear test, we prepared FEM simulation to find places where stress

concentration occurred. For FEMmodel, we used maximum stress criterion (biaxial

criterion). According to this criterion, a unidirectional composite is not destroyed if

the normal stresses σ1 and σ2 and the shear stress τ do not exceed the values

corresponding to their orientations to the strength [6].
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It can be described in the following form:

�Xc � σ1 � Xt ð4Þ
�Yc � σ2 � Yt ð5Þ

τ � S ð6Þ

where:

Xt—Longitudinal tensile strength

Xc—Longitudinal compressive strength

Yt—Transverse tensile strength

Yc—Transverse compressive strength

S—Longitudinal shear strength (shear strength)

Failure criteria for composite laminates are mainly analytical approximations or

curve fittings of experimental results. They allow to check the failure of the whole

layer. If any of the above conditions are met, it is considered that the material may

be damaged. The evolution of independent damage variables begins when the

corresponding failure criterion for damage initiation is satisfied. We used the failure

criteria of maximum stress, which involve the strength of the matrix in tension and

compression, in longitudinal and transverse directions. It will be denoted as Xt, Xc,

Yt, and Yc, respectively, and in-plane shear strength as SLT [5].

Fig. 3 Shear stress distribution of GFRP �45/45� obtained from FEM simulation
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A geometric model simulating the samples used for testing mechanical proper-

ties was developed using the finite element method. Numerical analysis of stresses

was carried out using the calculation package ANSYS 13.0. We employed four-

node element with 6� of freedom type “shell 181” (Table 1).

In the numerical models a laminar configuration [0/90�] consisting of six layers

of unidirectional with a thickness of 0.4 mm was considered. We prepared models

of defective sample and the load capacity under shear stresses was tested.

After the shear stress of GFRP�45/45� we can say that there are two axes where
stress is concentrated. Those axes are diagonals of samples. As we can see clearly in

Fig. 5, AE testing proved that sources of AE signals came from diagonals. On top of

that, the test showed that the defects increased AE activity. The most significant

Fig. 4 AE tests bench: (a) uniaxial static testing machine Zwick/Roell Z250, AMSY-5 AE

system; (b) AE VS150-RIC sensors mounted on the sample; (c) sample coated with a paint for

the measurement of DIC

Table 1 Material properties adopted for the FEM model

Material

EX EY EZ VXY VYZ VXZ GXY GYZ GXZ

(Mpa) (Mpa) (Mpa) (Mpa) (Mpa) (Mpa) (Mpa) (Mpa) (Mpa)

GFRP 25,000 8000 8000 0.14 0.3 0.3 4000 4000 4000
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change in AE response was caused by the square hole (LA_02). The reason was

sharp corners of the defects. Corners of the square were places of crack initiation.

Basic FEM simulation showed that in case of samples we used, the degradation

occurred in diagonals’ directions (red areas). We can also say that such a fiber

direction is improper. Stresses are concentrated and only part of fibers were

carrying the loads.

In the second part of the study we tested CFRP 0/90� composite. We assumed

that a different fiber arrangement will cause different stress distribution.

Fig. 5 The results of the shear test for GFRP �45/45�: (a) specimens after the test, (b) the
summary deformation maps obtained by DIC, (c) localization of AE events

Fig. 6 The results of the shear test for CFRP 0/90�: (a) specimens after the test, (b) localization of
AE events, (c) amplitude of localized AE events as a function of a time of loading
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In Fig. 6b and c we presented localization and intensity of AE signals obtained

from CFRP composites, respectively. Compared to GFRP, we can distinguish two

degradation types. In case of GFRP samples, degradation occurred locally on

diagonals, along the load axis. In case of CFRP, the distribution of AE events is

more uniform on the whole area of the sample. The difference is caused by a

changed fiber arrangement.

It should be noticed that in the second test the load direction is not longitudinal to

the fibers. Thanks to that, more fibers are involved in load transmission. It can also

be seen on AE signal localization (Fig. 6b) that the sources are more dispersed. It

means that the composite degradation occurs in various places. There is no stress

concentration in any particular place or even direction. Even in case of defected

samples, degradation is not concentrated in one place. It plays a significant role

especially in materials which are used for aircraft, because they are designed to

carry shear stress.

In order to characterize the defects, especially impact damage, we conducted the

ultrasonic test. As we can see in Fig. 7, in case of impact defect (LA_ID) more than

one layer was damaged. Under the surface, there were delaminations and cracks in

several layers. Considering the results of the AE, there was a local increase of AE

sources, the area of which was similar to the area of mechanical defect. We know

also that during the shear test, there was a deformation of the sample. Taking it into

account, we can conclude that what we registered by AE was friction between

damaged layers or pulling of damaged fibers. The area where we registered more

signals was not in the exact middle of the sample, so we incline to say that it was

either friction caused by pulled damaged fibers or friction due to mechanical defect

in the middle. Not so exact localization of the source might be caused by changed

wave propagation due to defects in the composite microstructure.

Fig. 7 UT visualization of

impact damage (LA_ID)
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5 Conclusions

We proved that the acoustic emission method is suitable for testing GFRP and

CFRP composites. As it can be seen in Figs. 5 and 6, AE system located AE event

sources right where the degradation was suspected. We can conclude that this type

of nondestructive test is proper for periodic checks of composite structures. Using

it, we can observe advancing degradation, not only the occurrence of irreversible

defects. Unfortunately, it is not an ideal solution. To prepare the test, the tested

material/construction has to be loaded with some force which is sometimes hard or

even impossible to do.

Secondly, we proved that fiber arrangement plays a significant role in such

materials. Differences in degradation localization are significant. It is even more

important if there is a defect in the sample. For �45/45� fiber orientation, if we

damage fibers in the diagonal direction, the whole composite is less resistant to

stress, because only a part of fibers transfers the applied loads.
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Acoustic Emission Study of Ti–Ni Shape-
Memory Alloy in Loading–Unloading

Hongyan Xing, Cheng Zhu, Yasunari Tamari, Gang Qi,

and Shuichi Miyazaki

Abstract Stress-induced martensite transformation in Ti–Ni shape-memory alloys

is a well-known phenomenon. In this work, acoustic emission (AE) data acquisition

was conducted simultaneously with mechanical testing (loading–unloading) at

room temperature. In addition to the mechanical properties of the Ti–Ni shape-

memory alloy, the AE parameters of the specimen tensile process were analyzed.

The results showed that AE parameters such as count, amplitude, and energy can

indicate the damage process.

1 Introduction

Acoustic emission (AE) is a method for observing rapid dynamic material processes

with elastic waves. The technique has rapidly gained attention and is being exten-

sively explored as a tool for investigating the micromechanics of deformation and

fracture during mechanical testing [1, 2]. It has also been applied as a nondestructive

evaluation technique for detecting and locating flaws in mechanical structures

that are able to predict stress and premature failure [2–4]. Shape-memory

alloys are widely used in engineering applications because of their high

superelasticity [5–7]. AE signals have been observed in superelasticity [8–10],

which occurs by the stress-induced martensitic transformation during deformation

of the austenite phase.
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In this study, stress-induced phase transformations were evaluated by examining

the signal characteristic parameters of the AE in order to understand the character-

istics of the Ti–Ni alloy phase change process.

2 Experimental Methods

2.1 Materials and Specimens

The test materials in this experiment were provided by the Miyazaki-Kim Labora-

tory of Tsukuba University, Japan. The chemical composition of the experimental

material is 49.1Ti–50.5Ni–0.4Fe (at %). The shape of the sheet specimen (thickness

of 1 mm) is shown in Fig. 1. The martensitic transformation was monitored by

thermal measurement with a differential scanning calorimeter, the results of which

confirmed that the sample was 100% austenite at room temperature. Tensile testing

was carried out at a constant crosshead velocity of 0.5 mm min�1, and showed

superelasticity. When the tensile stress is 530MPa, the load is finished, then unload

is beginning, when the stress reached 20MPa, the cycle is over, and in all

processing, AE signal is also observed.

2.2 AE Measurement

All testing of mechanical properties was performed on a computer-controlled

electronic universal testing machine (model MTS E45), and the entire process

was monitored using the Micro-II Digital AE system (Physical Acoustics Corpo-

ration, NJ, USA). During the experiment, two sensor probes were attached to the

sample surface with a coupling agent. A schematic of the experimental set-up,

which consisted of a sensor, an amplifier, a signal conditioner, and an oscilloscope

connected in series in that order, is shown in Fig. 2. This measurement set-up was

designed for the purpose of counting the number of AE signals. These AE signals,

including the fundamental parameters (e.g., rise time, duration, count, energy, and

amplitude) derived from the waveforms, were digitized, recorded, and stored in a

large data set.

The loading and unloading process (the equal displacement) is controlled by

computer. The loading and unloading speed of the material testing machine was set

to 0.5 mm min�1 uniform stretching. In this study, interference signals were

eliminated by setting an appropriate acquisition threshold. Mechanical noise was

filtered using a threshold value of 30 dB, below which no detectable AE signals

exist at zero loading. The preamplifier gain was set at 40 dB. Emission signals were

synchronously acquired by the emission acquisition system at a sampling rate of

one megasample per second.
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3 Results and Discussion

3.1 Characterization of AE Signals during Loading

The AE and stress–strain curves were measured simultaneously. Figure 3 shows the

count and the stress–strain curve during loading. The AE count displays the discrete

distributions as load increases, with the total number of count signals reaching

2094. Based on the distribution pattern of the count signals, the entire stretching

process can be divided into three stages, with corresponding strain ranges of

4.2–5.8%, 8–12.1%, and 16–18% for stages I, II, and III, respectively. The AE

signals illustrate the microscopic changes inside the materials, which were found to

be significant. Thus the AE study of shape-memory alloys is entirely feasible,

reflecting the martensite transformation in the internal materials over time.

Figure 4 shows the amplitude and stress–strain curve during loading. Here, the

AE signals can be clearly seen during the various stages. A large number of AE

signals are observed during loading, and the amplitude changes as the load is

increased. The stretching intensity during the various stages of the AE signals is

clearly shown. The signal amplitudes were concentrated in a certain range of 30 dB

to 45 dB, as shown as Fig. 4. Higher signal amplitude was found in the strain from

8% to 12.1%, and the maximum value reached 79 dB.

R
8

10

106
mm

4 20

Fig. 1 Shape and the size

of the specimen

Fig. 2 Block diagram of the two-sensor method for locating the source of the acoustic emission

signal
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Figure 5 shows the relationship between the absolute energy of the signals and

the stress–strain during the loading process. The sum of the absolute energy emitted

is 98,211. It can be seen from the graph that most of the AE signals are very small,

almost close to zero. However, at different stages, the larger AE energy values

appear. The absolute energy values of the three peak signals were 701, 8.86�104

and 774.5, respectively. There was a large strain energy signal (in order to better

reflect the other signal, this energy value is labeled separately) at 11.81%.

The AE energy signal is directly related to the important physical parameters

(mechanical energy, strain rate, deformation mechanism, etc.).

In summary, from Fig. 3 and 4, it can be seen that all of the AE signal can be

divided into three stages by monitoring the loading process, and the signal distri-

bution trends appear in the three stages are consistent. It showed that the AE signals

Fig. 3 The stress–strain curve and the count of AE measured during loading

Fig. 4 The stress–strain curve and the amplitude of AE measured during loading
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is burst-type signals during the loading, then the signal amplitude and count

strength are bigger, at the same time the energy signal occur bigger peak in the

three stages. It is due to the deformation of the material lattice [11–13]. The AE

signals were active, so the count and amplitude generally increased through the

progression of the three stages. These three stages can be characterized as

corresponding to the stress-induced R phase transformation (I), the stress-induced

martensite transformation (II), and the martensite growth phase (III).

3.2 Characterization of AE Signals during Unloading

Figure 6 shows the count and the stress–strain curve during unloading. Here, the

number and size of signals differs significantly different from that during loading,

with a total of only 51 count signals. The size of a single signal is between 1 and

2, reflecting the significant reduction in the amount and frequency of AE events

during unloading compared to loading. The microscopic changes in the internal

structure of the material thus clearly differ from those during loading.

Figure 7 shows the amplitude and the stress–strain curve during unloading,

where the AE signals during the various stages are clearly observed. Fewer AE

signals were observed during unloading, with most located in the signal threshold at

30 dB. High amplitude was observed only at a strain of 8.5%, as shown as Fig. 7,

and the maximum value reached 50 dB.

Figure 8 shows the relationship between the absolute energy signals and the

stress–strain during the process of unloading. Here, the energy during the entire

process is very low, essentially zero, with accumulated energy of only 25.62. The

proportion of AE energy signals was lower during unloading than during loading.

Fig. 5 The stress–strain curve and the count of AE measured during loading

Acoustic Emission Study of Ti–Ni Shape-Memory Alloy in Loading–Unloading 159



High energy was observed only at a strain of 8.5%, as shown as Fig. 8, and the

maximum value reached 18.12. This indicates that the energy released was much

higher during loading than unloading.

4 Conclusions

In this study we have proposed a method for using the AE signal of a shape-memory

alloy to monitor stress-induced martensite transformation. The following conclu-

sions may be made:

Fig. 6 The stress–strain curve and the count of AE measured during unloading

Fig. 7 The stress–strain curve and the amplitude of AE measured during unloading
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1. The AE signal was clearly confirmed during both the loading and unloading

processes. The number of AE counts was significantly higher during loading

than during unloading.

2. The number of AE signals in unloading was less than loading. This was due to

having residual deformation in the material, the inverse transformation of

martensiteand is less, it also lead to the reduction of the strain energy.

3. According to the AE signals during loading, the deformation of material can be

divided into three stages: the stress-induced R phase transformation (I), the

stress-induced martensite transformation (II), and the growth of the martensite

phase (III).
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Glass Fiber-Reinforced Plastic Composite
Acoustic Emission Signal Detection
and Source Localization

Qiang Wang, Xiaohong Gu, Xinwei Fan, and Rongyao Ye

Abstract This chapter investigates failure process in glass fiber-reinforced plastics

(GFRP) using acoustic emission (AE) technique. The GFRP panels were tested in

three-point bending in a series of loading–unloading cycles with the experimental

platform consisting of WDW-100 universal testing machine and Physical Acoustic

Corporation acoustic emission instrument. Parameter analysis and wavelet packet

decomposition were used to process collected AE signals accomplished with

damage process. Moreover, according to time reversal operator, AE source local-

ization method was tested in GFRP panel with one AE sensor. The imaging results

of impact localization have shown that it is able to detect impact point position in

complex anisotropic GFRP structure.

1 Introduction

Glass fiber-reinforced plastic (GFRP) composite materials are widely used in the

field of aerospace, construction, and special equipment with its high specific

strength, and corrosion resistance. Because of complicated manufacturing process

and harsh working conditions of GFRP composite, they are not immune to different

structural defects. Since the composites are microscopically inhomogeneous

represented by spatially irregular array of fiber and matrix, statistical distributions

of fiber strength as well as the defects are arising mainly from the manufacturing

process. Over time, these defects grow and lead to a catastrophic failure of the

structure [1]. Acoustic emission (AE) technology is a dynamic nondestructive

testing technology, which is able to analyze the damage process of GFRP timely

and effectively. Previous studies on AE monitoring of GFRP just have focused on
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AE signals due to the structures being subjected to cracking under service loads.

The significant advantage of AE over other NDE techniques lies in the fact that it is

passive, which means that the information detected comes from localized sources

(i.e., plastic deformation, cracking, corrosion within the structure provided that

some form of external loading is provided) [2].

The AE signals from GFRP composites are collected during the standard quasi-

static tensile testing and transformed by the Daubechies discrete wavelets. In the

study of GFR composite fracture behavior, classical linear fracture mechanics

method is used for comparison [3, 4]. The experimental investigations of thin-

walled channel section column GFRP subjected to static compression are described

by Kubiak et al. [5]. The acoustic emission-aided experimental tests of composite

columns under compression have proven that the AE method is useful in monitor-

ing the damage along the whole loading path—both critical and post-critical. Some

representative features such as the energy, counting, and amplitude are extracted

with the load history to study the controlling failure mechanisms of composites.

The acoustic emission method was allowed to investigate the behavior of composite

structures in the phase prior to their collapse. Ten glass-reinforced, rubber-tough-

ened polymer laminate panels were tested in three-point bending in a series of

loading–unloading cycles, with increasing deflection. The AE was monitored by

four sensors on the compressive side of the GFRP samples [6]. Furthermore,

influence of attenuation on acoustic emission signals in carbon fiber-reinforced

polymer (CFRP) cross-ply and quasi-isotropic panels is examined. The AE signals

generated by damage mechanisms are modified as they propagate across composite

laminates [7].

The conventional AE source localization is based on the arrival time at a number

of AE sensors. Based on the arrival time differences, observed in an array of three

sensors, an exact solution for the configuration of three sensors in a planar surface

was derived [8]. However, it often happens that AE waves are not clearly detected,

resulting in a failure of source location. The two-dimensional source location with

two AE sensors by using wavelet transform for thin CFRP plate was proposed to

improve location accuracy [9].

To dispersive and angular dependent group velocity, multiple scattering, bound-

ary reflections, and mode conversion in geometrically complex composite struc-

tures, the TOA will cause the wrong results. Recently, acoustic emission source

localization method was examined through a time reversal (TR) process [10]. In a

time reversal acoustic experiment, an input signal can be focused back on the

original source if the output received by a set of transducers is time reversed and

emitted back to the excitation point. The idea of using TR as a focusing method for

impact source localization was proposed by Ing et al. [11], in which a prior

knowledge of the wave velocity about the properties and structures of the specimen

and the transducer was not required. The TR approach exploits the superposition

principle in a homogenous medium, while the Rayleigh’s reciprocity theorem

utilizes the equation of motion and the stress–strain relation in the space-frequency

domain to obtain the Green’s function. Time reversal and reciprocal time reversal

are applied to achieve the focusing of the source with high resolution in
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geometrically complex anisotropic structure with diffuse field condition

(a dissipative stiffened carbon-fiber composite panel) [12, 13]. Also the impact

localization of a composite plate using TR and inverse filtering focusing with a

single receiving transducer was discussed in [14].

The purpose of this work is to analyze AE signal characteristics during GFRP

total damaging process. The GFRP panels were tested in three-point bending in a

series of loading–unloading cycles, and the fiber-damaging AE signal was explored

with hit strength and wavelet packet decomposition (WPD). After AE signal WPD,

the feature packets of AE signals in time-frequency domain were extracted. Lastly,

the TR for acoustic emission source localization with one AE sensor test was

carried out in GFRP panel (80 � 80 cm).

2 Methods

2.1 AE Signal Characteristics Based on WPT

Wavelet packet analysis is an extension of wavelet analysis. It is a multilevel

decomposition in whole frequency bands (including the high-frequency and the

low-frequency parts). It can achieve effective separation of useful information and

unwanted information of acoustic emission signal. The wavelet packet transform

(WPT) decomposed the signal utilizing both low-frequency and high-frequency

components [15]. This flexibility of a rich collection of abundant information with

arbitrary joint time-frequency resolution allowed extraction of features that com-

bine nonstationary and stationary characteristic. Let acoustic emission signal S(t) be
the digitized signal in the time domain with length N; the value of N must be a

power of two. Db4 wavelet packet basis (Daubechies series with N ¼ 5) is selected

to decompose signal. If signal is directly decomposed into three or more levels with

AE signals, it will produce 23 packets or more packets. The frequency resolution is

sensitive enough to different GFRP fiber fracture conditions, but it induces high

computational cost and reduces classification speed in application [15]:

d jþ1;2nð Þ ¼
X
l

h2j�kd
j;nð Þ
l

d jþ1;2nþ1ð Þ ¼
X
l

g2l�kd
j;nð Þ
l

8>><
>>:

, ð1Þ

d( j, n) is the nth wavelet packet coefficient in the jth level; j is a positive integer; and
n ¼ 0, 1,. . ., 2i�1; l and k are parameters related to the scaling function with

compact support; and g and h are wavelet filters related to wavelet functions and

scaling functions. After being decomposed, each wavelet packet corresponds to a

specific sub-band and contains different information of target signals with different

resolutions and different time windows.
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The energy Ej , n of each frequency band signal in the jth level is as follows:

Ejn ¼
Z

Sjn tð Þ�� ��2dt ¼ Xn
k¼1

xnkj j2, ð2Þ

where Sjn is the reconstructed signal of d ( j, n), and xnk (n ¼ 0, 1,. . ., 2i�1, k ¼ 0,

1,. . .) represents discrete amplitude of the reconstructed data.

2.2 AE Source Localization Based on TR

Based on the principle of time reversal invariance and spatial reciprocity of the

acoustic wave equation in a lossless medium, in a TR experiment, the elastic waves

diverging from a point-like target can be focused back to the original source if the

output measured by a set of transducers is time reversed and reemitted back onto the

excitation point. Nevertheless, a perfect localization would require a totally cover-

ing array of sensors (closed cavity), which is impossible to obtain in practice

[12]. Jeong et al. have proposed the impact source localization method [14],

which includes three steps. Firstly, the impulse response functions are obtained

by hitting every grid within the composite panel grid area (in Fig. 1). The impulse

response functions are received by AE sensor in a fixed position and stored in a

database. Secondly, for an actual AE event happening at any grid point, then the

impact signal was gathered by the AE sensor. Thirdly, the actual AE signal is

processed by time reversal and multiplied by impulse response functions. The grid

with the maximum amplitude (focus point) is the AE source localization.

2.2.1 The Propagation Operator H

The AE source localization test was performed in a GFRP composite panel (aniso-

tropic material). According to reference [12], the specimen region of interest was

divided intoM¼ 12� 5 excitation points distributed along a regular grid interval in

Fig. 1. At each point, the AE was generated by impact loads. The hammer was used

to impact at each grid point and the corresponding impulse response function at a

receiving AE sensor was gathered.

Due to linearity, the acoustic field measured by the AE sensor for the mth
excitation point is given by [13]:

f tð Þ ¼
XM
m¼1

hm tð Þ∗em tð Þ ¼
Z þ1

�1

XM
m¼1

hm τð Þ∗em t� τð Þdτ, ð3Þ

where * is a temporal convolution operator, em(t) is the input signal, and hm(t) is the
signal received on the mth control point after a temporal Dirac function is applied
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on the transducer (impulse response function).M is the number of excitation points.

This response includes all the propagation effects through the medium under

investigation. The f(t) is the output signal measured by the transducer at each

instant in time.

A temporal Fourier transform leads to the following relation, and (3) leads to the

simplified matrix form [12]:

F ωð Þ ¼
XM
m¼1

Hm ωð ÞEm ωð Þ: ð4Þ

The transfer matrix Hm(ω) describes the propagation in the medium from the array

to the set of excitation points and thus is called the propagation operator, which is

Fourier transform of the Green’s function.
Due to the spatial reciprocity, the equation can be written as, if we regard the

input signal Em(ω) as output signal F(ω),

Em ωð Þ ¼ HT
m ωð ÞF ωð Þ: ð5Þ

The transfer matrix HT
m ωð Þ is the transpose of Hm(ω), which describes the propa-

gation in the medium between the transducer and the excitation points (in Fig. 1):

Em ωð Þ ¼ HT
m ωð ÞF ωð Þ: ð6Þ

Therefore, the M signals representing a library of impulse responses Hm(ω) of the
GFRP structure were recorded by AE sensor and further recorded by the computer.

Fig. 1 Acoustic emission experimental layout of composite material
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2.2.2 Time Reversal Method

Our object is to focus a short pulse in the mth element of control array (60 impulse

points). According to (4), the acoustic wave received by AE transducer to the actual

impact event at m0 point:

Fm0 ωð Þ ¼ Hm0 ωð ÞEm0 ωð Þ: ð7Þ

A time reversal operation of the impulse transform function hm0(�t) in the time

domain is equivalent to taking complex conjugation in the Fourier domain h∗m0 ωð Þ
where the asterisk notates the complex conjugation; then we can calculate the

signals received on the AE sensor after propagation as

F∗
m0 ωð Þ ¼ H∗

m0 ωð Þ∗m0 ωð Þ ¼ H∗
m0 ωð ÞEm0 ωð Þ: ð8Þ

Based on (6) and (8), after time reversal emission and propagation, the new acoustic

source focusing point is [13]:

ETR ωð Þ ¼ HT
m ωð ÞF∗

m0 ωð Þ ¼ HT
m ωð ÞH∗

m0 ωð ÞEm0 ωð Þ, ð9Þ

where HT
m ωð ÞH∗

m0 ωð Þ is time reversal operator, when m0 ¼ m, ETR(ω) has a

maximum value at the focus point, which is related to the acoustic emission source

location [12].

3 GFRP AE Signal Testing Experiment

The tested GFRP composite panel was fabricated from Enric Energy Equipment

Holdings Limited. The GFRP winding processing is shown in Fig. 2. An AE suite

manufactured by Physical Acoustic Corporation is used. The R15I-AST piezoelec-

tric AE sensors are used with an operating frequency range of 50–400 kHz. The

sample damaging acoustic emission was detected by two PAC transducers (Fig. 3),

with integral preamplifiers, connected to a Physical Acoustics four-channel PCI

system. The gain selector of the preamplifier was set to 40 dB. The test sampling

rate was 1 MHz with 16 bits of resolution between 10 and 100 dB. The acquisition

parameters for the material are calibrated using the pencil lead break test: a pencil

break is broken on the surface of the specimen and the acquisition parameters are

adjusted so that the signal is well defined.

According to the national code of GB/T1449-2005, the three-point bending

experiments with glass fiber specimens were achieved in the condition of two

types of loading rate, respectively, 2 and 10 mm/min. Two panels were subjected

to three-point bending as shown in Fig. 3, using a WDW-100 universal testing

machine. To avoid breaking the fiber near the holders, each end of the sample was

glued to the sample holder.
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3.1 GFPR AE Signal Characteristics

The AE signals monitored contain complicated information on the fracture process.

AE signals were captured during mechanical testing. Signal descriptors, such as

amplitude, duration, rise time, counts, and energy, were calculated by the AE

software (AEwin) in Fig. 4. To identify the type of damage corresponding to the

AE events, AE signal is decomposed into three levels; that is, it is split into eight

wavelet packets with their frequency band ranging from 0 to 93.75 kHz for the

lowest, and 656.25 to 750 kHz for the highest (Table 1). The sampling frequency

F is 1.5 MHz.

The damage forms of glass fiber mainly consist of matrix cracking, interfacial

damage, and fiber breakage. The performance of these stages of AE signal param-

eters ranges from matrix cracking with low amplitude (40–65 dB), low duration

(less than 1000 μs), and low energy (less than 5000 μs) to fiber breaking with high

Fig. 2 The reinforced glass

fiber-winding process

Fig. 3 Schematic of

specimen three-point

bending loading
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amplitude (greater than 95 dB), high duration (greater than 3000 μs), and high

energy (more than 10,000 μs). The intensity of AE signal variation process was

discussed. Based on a parametric method, a wavelet packet energy method was

used to analyze the AE signal waveforms. AE signal frequency feature distribution

was obtained by wavelet packet decomposition. The different damage patterns and

stages during the process of glass fiber composite material deformation were

successfully recognized, as shown in Fig. 5. Three failure modes are identified

with wavelet levels centered as follows: matrix cracking (0–93.75 kHz), interfacial

damage (93.75�187.5 kHz), and fiber breakage (281.25�375 kHz). AE monitoring
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Fig. 4 Acoustic emission response for composite of fracture, (a) energy–time curve, (b)
amplitude–time curve at the moment

Table 1 Wavelet packet frequency bands

Wavelet packet bin Frequency band (kHz) Wavelet packet bin Frequency band (kHz)

(3, 1) 0–93.75 (3, 5) 375–468.75

(3, 2) 93.75–187.5 (3, 6) 468.75–562.5

(3, 3) 187.5–281.25 (3, 7) 562.5–656.25

(3, 4) 281.25–375 (3, 8) 656.25–750
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of pure matrix cracking under tensile loading shows that the dominant frequency

range of signals is at a lower level, and first packet (0–93.75 kHz) contains most of

total energy. Fiber breakage process AE signal energy was focused on the

281.25�375 kHz range, and the energy of fourth packet becomes predominant.

3.2 AE Source Localization-Based TR

In Fig. 6, the panel dimension is 80 � 80 cm, and thickness 0.5 cm, which consists

of four panels. The density is 2.55 g/cm3. The testing localization area of interest is

36� 15 cm, which was divided intoM¼ 12� 5 grids. As shown in Fig. 1, each grid

size is 3 � 3 cm. The impulse signal was generated by hammer. The impacts were

applied to 60 grid points spaced 3 cm apart using an impact hammer. The impacts

were applied to 60 grid points spaced 3 mm apart using an impact hammer. The

experimental impulse response function from each grid point was acquired using

only one AE sensor. Figure 7 shows the typical raw waveforms of hammer impact-

simulated AE signals in the time domain. The true impact hit point position is

(6, 9 cm). Amplitude is calculated peak amplitude of the TR signal at each point,
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normalized to the maximum calculated amplitude. The imaging result of impact

location is illustrated in Fig. 8. The refocusing wave fields at the source position

were represented by a normalized 2Dmap. From Fig. 8, the TR accurately estimates

the true impact source as they provide a maximum normalized value of one in the

true impact source. The TR method imaging the AE source on panel provides the

correct position and enhances its positioning accuracy.

Fig. 6 GFRP plate defect acoustic signal detection, (a) testing area, (b) AE data-gathering system
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4 Conclusion

For the characteristics of GFRP material with its inhomogeneous and anisotropic

nature, AE signal characteristics were analyzed. To identify the type of damage

corresponding to the AE events, the events were separated into those with coinci-

dent hits’ recorded data. The matrix cracking (0–93.75 kHz), interfacial damage

(93.75�187.5 kHz), and fiber breakage (281.25�375 kHz) processes are identified.

Based on the wavelet packet method, the different damage patterns and stages

during the process of glass fiber composite material deformation were successfully

recognized. On the basis of a standard time reversal approach, the AE source

localization method based on one sensor was used to enhance a higher level of

focusing of the source accuracy, and it does not require priori knowledge of the

mechanical properties of the GFRP structure and anisotropic group speed. We

exploit the benefits of a diffuse wave field and the reciprocity condition of acoustic

field to achieve the focusing of the source with a high accuracy in a GFRP board.
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Evaluating Freeze-Thaw Damage in Concrete
with Acoustic Emissions and Ultrasonics

Heather N. Todak, Marisol Tsui, M. Tyler Ley, and W. Jason Weiss

Abstract The purpose of the experiments described in this chapter was to apply

acoustic emission technology in a passive mode to identify crack development in

concrete specimens exposed to thermal cycling. Acousto-ultrasonics techniques, or

using the acoustic emission sensors in an active mode to function as both pulse

generators and receivers, were applied to periodically measure the speed of an

ultrasonic wave sent across the specimen throughout thermal cycling. The observed

reduction in wave velocity can be correlated to the degrading elastic properties of

the concrete matrix due to damage development. These experiments were

performed on concretes with a wide range of entrained air volumes which were

conditioned to various degrees of saturation to identify the critical degree of

saturation (Scrit) required for deterioration. As predicted, concrete specimens con-

ditioned to high levels of saturation showed more damage than samples at or below

the critical degree of saturation. This was made clear by studying the activity

parameters of the recorded hit data from passive acoustic emission methods as

well as by comparing the damage parameter determined from the acousto-

ultrasonic method. Large amounts of acoustic emission activity were observed

during periods of freezing resulting from cracking due to volume expansion as

well as during thawing due to friction during crack closure. Small fluctuations in

pulse velocity which clearly correlated to the temperature cycles were observed

during testing of a control aluminum sample, showing a minor dependence of pulse

velocity on temperature effects on the coupling agent alone. The combined

approach using both active and passive acoustic emission proved to be highly
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informative, making it possible to quantify bulk material damage development

while observing trends in acoustic emissions throughout multiple freezing and

thawing cycles.

1 Introduction

Concrete that is sufficiently saturated and exposed to freezing and thawing temper-

atures is highly subjectable to premature deterioration. Air-entraining admixtures

are often used to promote durability in concrete by stabilizing air bubbles (approx-

imately 0.01–1.25 mm in size) within the paste portion of concrete during the

mixing process. Air-entrainment serves an important purpose to maintain a lower

degree of saturation and provide a relief outlet for the hydraulic pressure created

during the expansion of water during the freezing phase change. Both the total

volume of air and the quality of the air void spacing are important aspects of a well-

entrained concrete system. These experiments utilize a new piece of equipment

called the super air meter (SAM), which outputs an SAM number that quantifies the

quality of the air void distribution in fresh concrete [1, 2]. This device is similar to a

standard ASTM C231 pressure meter; however it outputs both the total air volume

and the SAM number, an indicator of air void spacing. The SAM utilizes additional

pressure events and the SAM number is then defined as the difference between the

first and second equilibrium pressures [3]. Despite the use of air-entraining admix-

tures, it has been determined that once concrete exceeds a critical degree of

saturation (estimated to be approximately 86%), the material is vulnerable to

damage after even a single freeze-thaw cycle [4–6]. The degree of saturation

(DOS) is defined as the ratio of the volume of liquid in the pores (Vfilled) and the

total pore volume (Vtotal), as shown in (1):

DOS ¼ Vfilled

Vtotal

ð1Þ

2 Method

When concrete is saturated to levels that exceed the critical degree of saturation and

is exposed to freezing conditions, there is high potential for damage development.

This is attributed to having insufficient void space to accommodate the volume

expansion of the freezing liquid, resulting in hydraulic pressure and highly emissive

microcracking. Acoustic emission (AE) testing involves the interpretation of tran-

sient elastic waves which are generated by the rapid release of energy from

localized sources within a material [7]. Unlike other nondestructive testing tech-

niques, AE testing requires that the material is stressed to serve as a stimulus to

176 H.N. Todak et al.



generate flaw growth. By applying thermal cycles as the stimulus, AE testing can be

used to detect emissions produced when the pressure relief system provided by an

air-entrainment system fails in highly saturated concretes. Stress is generated

within the saturated pores due to cracking as a result of the ice formation and

fluid movement during freezing. Acoustic emission waves propagate from the flaw

site through the concrete material and are detected by sensors. The waveform

features can then be studied to draw conclusions about the flaw type and location.

Acoustic emission equipment can also be used in an active sense by applying the

concepts behind ultrasonic testing. This involves emitting a pulse with known

properties from a sensor. The pulse is then transmitted to another sensor located a

known distance away. Both sensors can be used as transmitters and receivers in a

send/receive setup. For the purposes of this chapter, this technique will be referred

to as acousto-ultrasonics. The measurement of ultrasonic velocity (the speed of the

pulse sent from one sensor to the other) is a conventional method to estimate the

elastic constants of the material [8, 9]. This is found by simply sending a pulse from

one sensor to another at a known/measured distance across the medium. Ultrasonic

pulse velocity can be used to detect deterioration in materials because the velocity

of the wave is dependent upon the elastic properties and density of the medium as

shown in (2):

Vp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ed 1� vð Þ
ρ 1þ vð Þ 1� 2vð Þ

s

ð2Þ

where Vp is the pulse velocity, Ed is the dynamic modulus of elasticity, ρ is the

density, and ѵ is the Poisson’s ratio. This relationship between ultrasonic pulse

velocity and modulus of elasticity can then be correlated to the level of damage

incurred by a concrete specimen assuming that the Poisson’s ratio remains constant.

The dynamic modulus is a measure of the structural integrity of the concrete, and a

reduction in the modulus of elasticity corresponds to increased damage in a solid

due to the stiffness reduction caused by microstructural deformities. Therefore, the

damage parameter (D) is directly related to the change in the modulus of elasticity.

By assuming no change in Poisson’s ratio or material density, the damage param-

eter can therefore be computed in terms of the reduction in pulse velocity, as shown

by (3):

D ¼ 1� E

E0

¼ 1� V

V0

� �2

ð3Þ
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3 Materials and Specimen Preparation

In order to accomplish the task of determining whether the critical degree of

saturation is dependent upon total air content, it was desired to observe the

freeze-thaw behavior for samples covering a wide spectrum of air content as well

as the quality of the air void spacing within the matrix. All of the specimens for this

set of experiments were prepared in a laboratory environment at Oklahoma State

University. This chapter examines the results from the testing of 11 concrete

mixtures with the properties shown in Table 1. Type I ordinary Portland cement

was used with a specific gravity of 3.15 and Blaine fineness of 386 m2/kg. The

coarse aggregate used was a locally available crushed limestone with a maximum

nominal aggregate size of 3/400 that met a 57 stone gradation with an SSD-specific

gravity of 2.70 and absorption of 0.73%. The fine aggregate used was natural sand

with an SSD-specific gravity of 2.65 and 0.44% absorption. A wood rosin

air-entraining admixture was used in accordance with ASTM C260-10 to obtain

the desired spectrum of air properties. Mixtures 9–11 also contain a high-range

water-reducing admixture. For reference, an SAM number of 0.20 or below is

expected to have an adequate air void system, with a spacing factor lower than

0.200 mm (0.008 in.) and specific surface above 15,240 mm�1 (600 in.�1) [1–3].

Each mixture was tested at three degrees of saturation (99%, 93%, and 88% �2

DOS). These were all above the predicted Scrit of 86% in order to provide sufficient

moisture content for damage development to be detected by acoustic emission

testing [5, 10]. The concrete was cast into sealed cylindrical molds and conditioned

for at least 180 days after casting. Samples were prepared for testing by coring and

cutting each cylinder into three samples 51 mm tall with 57 mm diameter. Each

specimen then had two opposing sensor pads ground on each side of the sample to

provide a 24 mm long, 20 mm wide, 1.5 mm deep smooth flat surface for each

acoustic emission sensor. Next, the concrete specimens were oven dried in a 110 �C
� 5 �C oven for 3 days and the oven dry mass was recorded. Full saturation (i.e.,

100% degree of saturation) for each sample was achieved by holding the concrete

under vacuum (approximately 7–10 Torr) for 3 h before adding a saturated lime-

water solution while the sample remained under vacuum for an additional 1 h

[11]. The samples remained under water for at least an additional 18 h to reach

100% degree of saturation. The desired degree of saturation was achieved for each

test specimen by letting the fully saturated samples dry in a controlled environment

until the necessary mass loss was achieved. The concrete was then sealed and

placed in a temperature-controlled environment for 7–10 days to allow the moisture

content to equilibrate within the pore structure before testing. Samples being tested

at full saturation were tested directly after the 18-h submerged period following

vacuum saturation.
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4 Experimental Procedures

Following conditioning, the air-entrained concrete specimens were tested in a

longitudinal guarded comparative calorimeter (LGCC) which was constructed in

accordance with ASTM E1225-13 and ASTM D5470-12. This setup was equipped

with two acoustic emission sensors (AE-LGCC) as shown in Fig. 1 [12]. This test

setup is designed to simulate freeze-thaw cycles and to capture phase changes and

damage development simultaneously. A cold plate (Fig. 1b) was used to regulate

three thermal cycles between 24 �C and �20 �C. The setup is fully insulated both

inside and outside the aluminum cylindrical guard with rigid extruded polystyrene

to limit heat loss and to establish one-dimensional heat flow. As illustrated in Fig. 1,

type T perfluoroalkoxy-insulated (PFA) thermocouples measured the temperature

at seven locations. The concrete specimen was positioned between two 25.4 mm tall

pieces of Pyroceram Code 9606 which were used as meter bars in this study due to

their known thermal properties and effective heat transfer. With this information,

the heat flow consumed or released by the concrete sample during phase change

could be estimated. Within the LGCC, specimens remained fully sealed with a

plastic wrapping to prevent any reduction in the degree of saturation during testing.

Despite these measures, posttest mass measurements indicated a decrease in DOS

of approximately a 1–2% during the 5-day test, and therefore the average degree of

saturation during testing is reported.

Imbedded within the insulation are two VS375-M cylindrical broadband sensors

capable of withstanding low temperatures with a frequency range of 250–700 kHz

and peak frequency of 375 kHz [13]. Vallen Systeme AEP4 external preamplifiers

with 34 dB gain capable of pulse through capabilities up to 450 Vpp (peak-to-peak

Table 1 Material properties

Mixture

ID w/c

Total air content

(%)

Coefficient of

variation

SAM

number

Coefficient of

variation

1 0.45 6.58 0.01 0.11 0.39

2 0.45 2.59 0.01 0.55 N/A

3 0.45 3.88 0.04 0.24 0.15

4 0.40 1.97 0.00 0.49 0.19

5 0.40 3.65 N/A 0.20 N/A

6 0.40 7.2 0.01 0.17 0.01

7 0.40 4.31 0.00 0.39 0.02

8 0.40 2.44 N/A 0.58 N/A

9 0.35 4.04 0.04 0.32 0.09

10 0.35 9.24 0.01 0.16 0.14

11 0.35 5.26 0.01 0.46 0.34
aMixture designs are based on target batch quantities. All mixtures include a wood rosin

air-entraining admixture that meets the requirements of ASTM C 260-10, AASHTO M 154, and

CRD-C 13. COV determined from measurements collected from 2 to 3 different SAMs. N/A

indicates that only one measurement was taken
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voltage) [14] were used with Vallen AMSY5 acoustic emission system with

transient recording for data collection [15]. To limit background noise, front-end

filters were applied to each transducer including a 40 dB threshold and the duration

Fig. 1 Longitudinal guarded comparative calorimeter with acoustic emission (a) diagram and (b)
test setup
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discrimination time (DDT) was set to be 200 ns less than the rearm time (RAT) due

to the small sample size. During analysis, an additional plausibility filter was

applied. One of the following criteria had to be met in order for the data to be

retained: (1) hit duration less than 1000 μs with greater than four counts (2) rise time

greater than or equal to 30 μs or (3) duration greater than 100 μs. Additionally, all
send/receive signals induced by the automatic pulsing were rejected from the data

set during hit analysis.

Cutouts were made in the plastic sheeting where the AE sensors made contact

with the specimen. To ensure an effective transfer of stress between the test

specimen and the sensor pad, a high-vacuum grease was applied to both the sensor

and the concrete surface. This contact medium was determined to be best due to the

strong coupling performance and low freezing point. Prior to testing, the cylindrical

longitudinal guard is clamped shut which ensured good contact pressure between

the sensor and the concrete. This model is an update to the original AE-LGCC [16]

which is suitable for small, prismatic samples and is equipped with a single AE

sensor for passive monitoring only.

With two AE sensors imbedded within the LGCC insulation, periodic acousto-

ultrasonic testing throughout the 5-day, three-cycle test was made possible. Each

hour, signal pulses were sent between the two sensors across the cylindrical

specimen. With the distance between sensor pads known, the variation in pulse

velocity over time could be monitored to later make conclusions about damage

development. For automatic pulsing, the pulse peak-to-peak amplitude was

100 volts with 1 pulse per burst at a burst interval of 1000 ms over a normal

(90–210 kHz) pulse frequency range. The average velocity computed for each burst

was used for each channel, and the average pulse velocity between the two

opposing channels was used to monitor the degrading elastic properties throughout

the freeze-thaw test. It is important to note that wave speed resolution is dependent

on distance travelled and larger sample size may provide improved wave speed

resolutions. Strong agreement between the pulse velocity measured by the two

opposing sensors was required before testing initiated to ensure good coupling at

each interface enclosed within the LGCC. Additionally, one acousto-ultrasonic

measurement was made external to the test setup before and after the freeze-thaw

cycling for comparison and identifying coupling or temperature concerns.

5 Experimental Results

The purpose of this set of experiments was to determine whether the critical degree

of saturation required for damage development is dependent upon the air entrain-

ment qualities of a concrete system. This was accomplished by quantifying the

freeze-thaw damage development for various mixtures at three levels of saturation,

assuming a linear trend, and projecting the degree of saturation associated with a

damage index of 0%. In order to accurately assess these results, it was essential to

compare the acoustic emissions and acousto-ultrasonic measurements to a control
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sample (aluminum) undergoing the same procedure. This comparison provides

valuable information about (1) acoustic emission activity generated by phenomena

other than freeze-thaw-related flaw development and (2) changes in wave velocity

due to temperature effects alone.

5.1 Passive Acoustic Emission Results

Three levels of saturation above Scrit (approximately 99%, 93%, and 88%) were

chosen for testing to ensure that damage development would occur for acoustic

emission testing to be effective. Table 2 shows the specimen temperature and

associated test time for each phase change of one representative complete data

set. These values have been determined from sudden spikes in heat flow caused by

the endothermic and exothermic phase changes. Fig. 2 shows the acoustic emission

activity generated by these samples throughout the course of three freeze-thaw

cycles. By applying the values in Table 2 to Fig. 2, it is clear to see a distinct

correlation between phase changes (and all associated cracking emissions) and

quantity and intensity of the collected signals. The most drastic peak in acoustic

activity is observed at the onset of the first freezing cycle. The accumulation of

lower amplitude emissions prior to the first freeze has been attributed to friction

generated due to a mismatch in thermal expansion coefficients between the concrete

matrix and the aggregate [16, 17]. It is evident that acoustic emission is also

produced during thawing. These emissions are attributed to nonhomogeneous stress

relief during thawing or frictional rubbing caused by crack closure following the

volume reduction of the saturation solution during phase change. This activity was

more apparent for samples tested at high degrees of saturation. As expected, very

few hits passed through the front-end filter and posttest plausibility filters for the

aluminum specimen due to lack of freeze-thaw damage development. It is hypoth-

esized that the acoustic activity shown for this control sample may be due to

pressure against the transducer due to temperature-related volume changes, burst-

ing air bubbles in the vacuum grease couplant, or unintentional external forces near

the experimental setup.

Another important feature of Fig. 2 is the cumulative signal strength (1eu ¼
1 nV s), which is a measure of energy recorded by the acoustic emission software.

For high levels of saturation (i.e., 94% and 99%), this graph illustrates a gradual rise

in energy prior to the first freeze, an obvious jump associated with the first freezing

event, another significant step associated with the first thaw, and additional steplike

increases associated with the second and third thermal cycles. It was a common

observation across all sample sets that the amount of acoustic emission activity

reduced with each thermal cycle. The total cumulative energy recorded for the fully

saturated specimen is nearly five times that of the 89% degree of saturation sample

(just over Scrit) and is an entire order of magnitude greater than the minimal

cumulative energy recorded for the control. This observation creates confidence

that the acoustic emission activity is generated primarily by freeze-thaw-related
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damage. It is important to note that the hit data is shown for both sensors located on

opposing sides of the cylindrical sample and that the signal strength shown is the

average cumulative signal strength between the two sensors.

5.2 Acousto-Ultrasonics Results

The trends observed in pulse velocity over time are most informative for quantify-

ing damage development and extrapolating a critical degree of saturation for each

air-entrained concrete mixture. Both the continuous pulse measurements taken once

hourly within the LGCC during the 5-day freeze-thaw test and measurements taken

external to the test setup before and after testing are displayed for concrete at all

three levels of saturation and the aluminum control specimen in Fig. 3. This

acousto-ultrasonic data (Fig. 3) indicates (1) expected rise in pulse velocity

corresponding to time periods when the saturation solution was frozen; (2) reduc-

tions of various intensities in room-temperature pulse velocity after the first,

Fig. 2 Acoustic emission hits and cumulative signal strength (1eu ¼ 1 nV s) for (a) fully

saturated, (b) 94% saturated, and (c) 89% saturated concrete undergoing three freeze-thaw cycles

compared to (d) an aluminum sample with no freeze-thaw-related damage
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second, and third thermal cycles; and (3) differences in internal and external

measurements related to coupling effects.

All concrete mixtures, at each tested level of saturation, displayed significant

increases in pulse velocity when the solution within the pore structure was frozen.

This observation can be simply attributed to waves traveling more quickly through

a solid medium (i.e., concrete with ice-filled porosity) than a composite medium

containing solid and liquid (i.e., concrete saturated with water). Similarly, it was a

frequent observation that samples of higher saturation showed slightly faster overall

pulse velocities than samples of the same mixture with lower saturation due to

waves moving very slowly through the associated empty void space. Much less

significant bumps in pulse velocity are shown at each freezing cycle for the control

aluminum sample (due to there being no solution to undergo freezing and thawing

phase changes), which indicates a slight dependence of pulse velocity on temper-

ature effects alone (Fig. 3d). This may be caused by temperature effects on the

coupling agent itself or changes in contact strength between the sensor and sample

as the aluminum sample undergoes thermal expansion and contraction. This minor

Fig. 3 Changes in wave velocity throughout three thermal cycles for (a–c) concrete saturated to

three different degrees of saturation compared to (d) a control aluminum sample. (Note: Pulse

velocity primary scale difference is due to different material properties between concrete and

aluminum)
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fluctuation should be considered when studying the trends in pulse velocity for the

saturated concrete specimens.

As explained previously, the damage incurred by a sample was quantified using

the reduction in room-temperature pulse velocity after each thermal cycle. The fully

saturated specimen shown in Fig. 3a shows a drastic reduction in room-temperature

wave velocity throughout the test. This reduction becomes less intense for lower

levels of saturation, and is not apparent for the control aluminum specimen due to

the absence of damage development.

The pulse velocities recorded external to the LGCC before and after testing

(shown with cross symbols in Fig. 3) often did not show good agreement with the

continuous internal measurements. As shown in Table 3 for Mix 5 and the alumi-

num control, in many causes the damage index determined by these two methods

showed significant discrepancies. It was of interest to determine which measure-

ments (internal or external) provided a more accurate quantification of damage

development. In order to evaluate the integrity of the internal and external mea-

surements, it is important to consider the differences in coupling each method

incurred. Both approaches used the same high-vacuum grease couplant at the

same locations on the specimen; however the external measurements required

that the sensors were attached, used for measurement, then uncoupled, and

reattached at the end of the experiment. Although the couplant was reapplied,

differences in couplant thickness, exact sensor position, and contact pressure

could have major implications on the resulting velocity measurements [18, 19]. A

benefit of the internal measurements is that once contact between the transducer and

the specimen was applied, the sensor remained in place for the duration of the test.

However, the couplant was subjected to the range of testing temperatures between

23 and �20 �C which may have altered its properties despite being a silicon-based

grease stable above temperatures of �40 �C. Additionally, due to the nature of the

LGCC test setup, changes in sample volume due to thermal expansion may have

caused changes in contact pressure between the transducer and the concrete during

temperature cycling. Typically, higher pulse velocity measurements are an indica-

tor of better coupling. By this standard, it appears that in some cases including those

shown in Fig. 3, the external measurements have superior coupling. However, it is

important to remember that the damage index is a relative measurement and

therefore consistency in coupling may outweigh the desire to achieve higher

pulse velocity measurements. Inconsistent coupling before and after the test for

the external measurements is likely the cause of the unrealistic negative damage

index reported for the 89% saturated Mix 5 specimen. Ultimately, the external

measurements were determined to be less reliable due to the unreasonably high

damage index measured for the control sample, whereas the internal measurements

indicated nearly no damage, as anticipated. Another benefit of using the pulse

velocity trends determined from internal LGCC measurements was having the

full spectrum of pulse velocities during all three freeze-thaw cycles rather than

before and after measurements only.
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5.3 Critical Degree of Saturation Projections

In order to determine whether the critical degree of saturation required for damage

development is dependent upon the air-entrainment properties of a concrete system,

the damage index for the 11 mixtures outlined in Table 1 at three levels of saturation

was studied against measures of air quantity and quality. Scrit was extrapolated

using the damage index calculated for cycle 1, cycle 2, and cycle 3. For the purpose

of this study, the super air meter (SAM), a device that applies multiple pressure

events to fresh concrete to determine the spacing quality and the total volume of air

voids, was used to measure these parameters [20]. The outputted SAM number

correlates with the spacing factor of the entrained air, an important quality for

freeze-thaw durability. For reference, lower SAM numbers are indicators of more

well-distributed air void systems, and an SAM number of 0.20 or below is typically

a good indicator of strong freeze-thaw performance.

The projected Scrit fell within a range of 80–90% degree of saturation, which is

consistent with previous studies [4–6]. This was anticipated due to the 9% volume

expansion water undergoes during phase change. There exists a positive trend in the

critical degree of saturation as the total air volume is increased (Fig. 4a). An inverse

relationship between Scrit and the SAM number is shown in Fig. 4b. A stronger

correlation with Scrit was observed for SAM numbers than for total air volume. This

suggests that concretes with higher quality air void systems, quantified by lower

SAM numbers, may resist freeze-thaw damage at higher levels of saturation (Scrit)
than those with poorly distributed air void systems. This trend is apparent for the

projections made for all three cycles and is strongest for the three-cycle projection.

This data suggests a dependence of Scrit on void spacing quality, and therefore it is

recommended that future specifications take this into account by treating Scrit as a
function of air properties when assessing durability. However, the critical degree of

saturation is consistently between 80 and 90%, and therefore it would be a conser-

vative approach to assume the lower bound of Scrit across all mixtures when

creating specifications. Additional mixtures and a larger range of degree of satura-

tion are required to confirm these results and to develop an empirical relationship

which quantifies Scrit as a function of air void properties.

Table 3 Damage parameter determined from pulse velocities determined both internal and

external to the LGCC

Cycle 1 damage index

(%)

Cycle 2 damage index

(%)

Cycle 3 damage

index (%)

Specimen ID

(%) Internal Internal Internal External

Mix 5, 99 4.0 5.8 9.7 7.2

Mix 5, 94 4.8 6.1 6.9 3.4

Mix 5, 89 1.4 1.6 1.9 �1.4

Aluminum 0.3 0.4 0.4 5.3
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6 Conclusions

As predicted, concrete specimens conditioned to high levels of saturation showed

more damage than samples at or below the critical degree of saturation. This was

made clear by studying the acoustic activity parameters of the recorded hit data

from the passive method as well as by comparing the damage parameter determined

from the acousto-ultrasonic method. Small fluctuations in pulse velocity observed

during testing of the aluminum sample which clearly correlated with the tempera-

ture cycling show that there is a minor influence of temperature on the recorded

pulse velocity. It was determined that the damage index determined by continuous

AE measurements taken internally in the LGCC experimental setup was more

consistent with the expected results than before and after measurements taken

external to the setup. The combined approach using both active and passive

acoustic emission proved to be highly informative, making it possible to quantify

bulk material damage development while collecting waveform data to fully under-

stand the cracking behavior of the concrete during thermal cycling. Lastly, a trend

between the critical degree of saturation and the air void spacing quality was

observed. This relationship between critical DOS and SAM number suggests that

higher quality air void distributions may provide improved protection of the paste

against freeze-thaw damage.
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Evaluation of Tensile Failure Progress
in FRP Using AE Tomography and Digital
Image Correlation

Takahiro Nishida, Tomoki Shiotani, Yoshikazu Kobayashi,

Hisafumi Asaue, Hiroshi Nakayama, and Kai-Chun Chang

Abstract Recently some applications of Fiber Reinforced Plastics (FRP) in actual

structures have been reported. However progresses of failures in FRP are still not

well known. Additionally the evaluation/inspection methods against defects of FRP

in actual structures are of high demand. In this study failure progresses in a FRP

sampled from an actual bridge were evaluated using Acoustic Emission Tomogra-

phy (AET) and Digital Image Correlation (DIC) during a tensile test considering the

applicability of these methods as future inspection methods in actual structures.

1 Introduction

Steel is widely used as civil engineering material around the world from the benefits

of mechanical properties or economical aspects. However steel materials also have

negative aspects as civil engineering materials such as its heavy weight and low

durability against corrosion. Therefore a lightweight and high durable material

taking place of steel is required. Recently some applications of FRP in actual

civil engineering structures such as a footbridge member or reinforcing material

have been discussed and reported. However progresses of failures in FRP especially

exposed to outer sever environment for several years are still not well known. Also

the evaluation/inspection methods against defects of FRP in actual structures are of

high demand.

Here, there are plenty of reports related to inspection methods for civil engi-

neering structures based on several kinds of theory or experience. Visual inspection

is one of common non-destructive inspection methods. However, it is difficult to

find defects of FRP by visual inspection before its failure because FRP tends to be

brittle fracture. Therefore a reliable and sensitive non-destructive inspection
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method for FRP is required. Related to this issue, authors have investigated

non-destructive inspection methods such as Acoustic Emission Tomography

(AET) and Digital Image Correlation (DIC) against failure of FRP as well as

other types of civil engineering materials.

From above backgrounds, in present study, the failure progress in a FRP sampled

from an actual bridge was evaluated using AET and DIC during a tensile test

considering the applicability of these methods as a future inspection method of

FRP in actual structures.

2 Experimental and Data Analysis Procedures

2.1 Outline of Test Piece

The outline of FRP test pieces used in this study is shown in Fig. 1. This test piece

was taken from FRP plate, which was sampled from an existing footbridge as

shown in Fig. 2. This footbridge was located at Okinawa prefecture, southern part

of Japan. The mean temperature there is 23 �C and relative humidity is over 80%.

The bride was constructed in the year of 2000 and used for 12 years.

The length of test piece was 480 mm and the parts up to 140 mm from the edges

were reinforced by attaching two pieces of additional FRP for the grip parts. The

thickness of test piece was 4 mm. The width of center of the test piece was 100 mm.

The area of cross section at A, B, and C shown in Fig. 1 were 400 mm2, 560 mm2,

and 480 mm2 respectively. Therefore the failure of tensile test might be occurred

around the point of A (center of test piece). Also this FRP has anisotropy of velocity

distribution as shown in Fig. 3. The wave velocity of vertical (tensile) direction was

0.7 times lower than that of horizontal direction.

2.2 Tensile Test

The edges of specimens (grip parts) were fixed on loading equipment though jacks

as shown in Fig. 4. Incremental cyclic tensile load as shown in Fig. 5 was applied to

the specimen by 2 kN up to 12.7 kN (seventh cycle), which was failure load of test

piece. During tensile test, AE activities obtained by AE sensors and surface pictures

for evaluating the strains by DIC are recorded. The front side of test piece was

mottled by black spry as shown in Fig. 6a in order to evaluate the surface strains of

test piece by DIC. On the other hand, four of AE sensors were located on the back

side of test piece as shown in Figs. 1 and 6b.
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2.3 Digital Image Correlation

In the case of DIC, five pictures in every 1 s were captured using two of correlated

digital cameras during tensile test. The surface strain behaviors of test piece were

calculated by digital correlation system based on the movements of mottled points

recorded by correlated cameras. The schematic figure of calculation of strain is

shown in Fig. 7. The strain was calculated by the movements of the mottled points

on the surface of the test piece based on following equations.

Fig. 1 Outline of test piece
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εx ¼ Xa0 � X0ð Þ=X0þ Xb0 � X0ð Þ=X0
2

εy ¼ Ya0 � Y0ð Þ=Y0þ Yb0 � Y0ð Þ=Y0
2

εxy ¼ δX1=Ya
0 þ δY1=Xa

0ð Þ þ δX2=Yb
0 þ δY2=Xa

0ð Þ
2

ð1Þ

Fig. 2 Over view of

existing footbridge

Fig. 3 Wave velocity distribution in each direction
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2.4 AE Activities and AE Tomography for Anisotropic
Materials

AE activities were recorded by AE sensors located on the back side of specimen.

The distance of AE sensors in horizontal direction was 80 mm, and that of vertical

direction was 100 mm. The sensors were put on the test piece through grease and

fixed by packing tape. AE win for Express 8 produced by MISTRAS group was

used for data correction. The sampling rate, threshold, and resonant frequency were

2M sampling per second, 50 dB, and 60 kHz respectively.

The AE tomography method was applied to the tensile test of FRP using AE

signals. This AE tomography method was developed by Shiotani and Kobayashi [1]

and was based on elastic wave tomography. The details of elastic wave tomography

and AE tomography are shown below.

Fig. 4 Tensile loading

situation

1
0

2

4

6

8

10

12

14

2 3 4 5
Cyclic number

Failure load: 12.7 kN

Lo
ad

 (
kN

)

6 7

Fig. 5 Incremental cyclic tensile load
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Elastic wave tomography has been used as a technique to identify elastic wave

velocity distribution on cross section or volume of interest. In elastic wave tomog-

raphy, the elastic wave velocity distributions are reconstructed as an identification

problem based on following equation.

ΔT ¼ f V rð Þð Þ ð2Þ

where ΔT is a vector of first travel times of an elastic waves between a source and a

receiver, V(r) is elastic wave velocity at r, and f is a nonlinear function that

computes the first travel times on the given information. Generally, the first travel

time ΔT is computed as differences between arrival times of the elastic waves at

receivers and emission times of the elastic waves at source locations as follows.

ΔT ¼ A� O ð3Þ

Fig. 6 Front side and back side of test piece during tensile test. (a) Mottled points for DIC on front

side of test piece. (b) AE sensors on back side of test piece

Y (a) Before deformation (b) After deformation

Y0

X0

X

Ya’

X

d Y2

d X1
d X2

d Y1

Y

Xa’

Xb’

Yb’

Fig. 7 Schematic outline of calculation of strain by DIC
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where A is a vector of arrival times of the elastic waves at receivers, O is a vector of

emission times of the elastic waves at source locations. Hence, the elastic wave

velocity tomography is actually an identification problem that reconstructs the

elastic wave velocity distribution from the first travel times ΔT and the function f.
The function f is constructed on the basis of ray-trace technique in the techniques. In
case of two-dimensional problems, a cross section of interest is meshed as well as

finite element analysis and ray-path is approximated as polylines as illustrated in

Fig. 8. On the approximation, relay points are installed on the mesh to raise the

accuracy of ray-path representation in the presented technique [2]. If it is assumed

that elastic wave velocity is constant in each cells and materials of a cross section is

isotropic, a travel time between a source and a receiver is shown as follows.

A� O ¼ ΔT ¼
Xn

i¼1

Si‘i ð4Þ

where Si is slowness that is a reciprocal of elastic wave velocity of cell i, and ‘i is a
length of a ray-path between the source and the receiver on cell i. Thus, travel times

on any ray-paths between two points on the cross section can be computed using

Eq. (4). The ray-path is sought from all of the potential ray paths between the two

points, so that a ray-path that gives minimum travel time is required for the elastic

wave velocity tomography. This is the shortest path problem, and Dijkstra’s
algorithm is adopted for the seeking in the present technique. Consequently, the

observation equations are given as

ΔT1

ΔT2

⋮
ΔTn

8
>><

>>:

9
>>=

>>;
¼

‘00 ‘01 . . . ‘0m
‘10 ‘11 � � � ‘1m
⋮ ⋮ � � � ⋮
‘n0 ‘n1 � � � ‘nm

2

664

3

775

S0
S1
⋮
Sm

8
>><

>>:

9
>>=

>>;
ð5Þ

Fig. 8 Representation of

ray-path on

two-dimensional mesh [1]
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where ΔTi is a travel time of ray-path i, ‘ij is a length of the ray-path i on cell j. On
the basis of the observation equations, the slowness vector is identified by an

identification technique. In this study, SIRT (Simultaneous Iterative Reconstruction

Technique) is adopted as the identification technique.

To apply the elastic wave velocity tomography for anisotropic bodies, the

anisotropy of materials is implemented in the elastic wave velocity tomography

by defining the slowness Si as a function of an angle of a ray-path. The function S(θ)
is set to the individual cells on the mesh, and each of the function is represented by a

slowness profile as shown in Fig. 9. In this profile, the directivity of the slowness is

set by specifying slowness at specified angles to a reference axis that is defined in

each cell. It should be noted that the slowness between the specified angles are

given by linearly interpolating the slowness at the adjacent specified angles as

shown in Fig. 9. The function is actually described as follows in this study.

S θð Þ ¼ Sma θð Þ ð6Þ

where Sm is the minimum slowness on the profile, i.e. this corresponds to maxi-

mum velocity in the profile, and a(θ) is a coefficient that is represented as S(θ)/Sm.

Consequently, Eq. (4) is rewritten as follows to consider the anisotropy.

ΔTf g ¼ ‘½ � Smf g ð7Þ

where,

ΔTf g ¼
ΔT1

ΔT2

⋮
ΔTn

8
>><

>>:

9
>>=

>>;
ð8Þ

Fig. 9 Slowness profile [1]
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‘½ � ¼
‘00a00 ‘01a01 . . . ‘0ma0m
‘10a10 ‘11a11 � � � ‘1ma1m
⋮ ⋮ � � � ⋮

‘n0an0 ‘n1an1 � � � ‘nmanm

2

664

3

775 ð9Þ

Smf g ¼
S0
S1
⋮
Sm

8
>><

>>:

9
>>=

>>;
ð10Þ

where aij is the coefficient of the ray-path i in cell j. The vector Sm is identified by

applying the identification technique to (7), and elastic wave velocity distribution is

visualized by using the vector. It is noteworthy that this observation equations

assume that the directivities of the slowness, actually the ratios of the slowness to

the minimum slowness at specified angles, does not change even if the Sm is

changed to simplify its computational procedure.

On the other hand AE Tomography is a technique that uses AE as signals,

i.e. this technique uses only arrival time of AE at receivers, to identify elastic

wave velocity distribution on the basis of the elastic velocity tomography. As

introduced in above, elastic wave velocity tomography reconstructs elastic wave

velocity distribution from first travel times that are computed from emission times

and arrival times of elastic waves and ray-paths that are determined by ray-trace

technique between source locations of the elastic waves and locations of receivers.

However, AE is inappropriate as the signals for the identification since it is

impossible to compute the travel times and determine the ray-path because emis-

sion times and source locations of AE are generally unknown. Therefore, in

AE-Tomography, the source locations and the emission times are identified prior

to the reconstruction of the elastic wave velocity distribution by using the AE

source location technique. The source locations have been identified by assuming

that elastic wave velocity distribution is homogeneous and ray-paths can be

approximated as straight lines between the source location and receivers in the

conventional AE source location techniques to simplify its computational proce-

dure. However, the assumptions are violated if deterioration of the cross section is

localized and severe since the elastic wave velocity locally decline in this case, and

consequently, it leads to degrade the accuracy of the identified AE source locations.

Hence, the authors proposed a source location technique based on the ray-trace

technique to avoid the difficulty [3]. And further, the anisotropy was implemented

in the source location technique to extend its applicability for AE-Tomography on

anisotropic materials [4]. In this technique, firstly potential emission times Pij of AE

are computed at individual nodal points and relay points on the mesh as follows by

executing the ray-trace from all of receivers on the mesh.

Pij ¼ Ti � δTij ð11Þ
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where i is a receiver number, j is a serial number of the nodal points, and relay

points and δTij is a travel time from the receiver i to the point j that is computed by

the ray-trace technique. It should be noted that the anisotropy is automatically

considered in the source location technique because the anisotropy is already

implemented in the ray-trace technique. Therefore, each of the nodal points and

relay points has n potential emission times where n is number of receivers. The

potential emission times are identical at the source location if the elastic wave

velocity distribution and shape of the ray-path are exactly represented. However,

the point generally does not exist since the representation is normally insufficient

due to limitations of meshing of the cross section. Thus, a point that gives minimum

variance of the potential emission times is chosen as the source location, and

average of the potential emission times at the source location is used as the emission

time. The first travel time and the ray-path can be determined by using the estimated

source locations and emission times, and the observation (7) can be formulated by

using the results. Finally, the elastic wave velocity distribution with the anisotropy

is identified by applying identification technique for the observation equations.

3 Results and Discussions

3.1 Surface Strain Distribution Detected by DIC

The surface strain distributions detected by DIC in each loading cycle are shown in

Fig. 10. Hence color contrast in the figure is shown the strain of vertical (tensile)

direction. From Fig. 10, the constant strain distributions over the surface of test

piece were observed up to fifth cycle (Maximum load was 10 kN) of tensile test,

although the strain of the surface increased as the applied load became large. Then

the two lines of localized strain parts were observed during sixth cyclic of loading.

The positions of the localized parts were 12.9 mm and 36.4 mm upper from center

line of test piece. Finally the test piece was broken at the point around 12.9 mm

from center line.

3.2 AE Activities During Tensile Test

The behaviors of vertical strain and AE parameters such as accumulated AE energy

and or peak frequency are shown in Fig. 11a, b. According to Fig. 11a, it was

confirmed that the accumulated AE energy gradually increased after fifth cycle.

Especially the AE energy became large at sixth and seventh cycles when the

localized deformations were observed by DIC. Also from Fig. 11b, some of large

peak frequencies were observed after fifth cycles.
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Figure 12 shows the relationship between peak frequency and RA value obtained

by AE parameters. Here RA value was calculated from the rise time divided by the

maximum amplitude. According to the literature review [5], the relationship

between frequency and RA value is highly related to the crack modes, tensile or

shear, and tensile crack tends to high frequency and low RA value. From the results

of Fig. 12, it was confirmed that most of data tended to be plotted in the tensile

mode. From above results, it was supposed that the tensile failure of epoxy resin or

fibers occurred at the minute region in test piece after fifth cycles.

Fig. 10 Surface strain distribution on test piece detected by DIC

Fig. 11 Behavior of vertical strain and AE parameters such as (a) accumulated AE energy and or

(b) peak frequency
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3.3 AE Tomography

The AE tomography method described in Sect. 2.4 was applied to the obtained AE

activities during tensile test. The results were shown in Fig. 13. Figure 13a shows

the results that the initial velocity distribution in FRP test piece was isotropy. On the

other hand, Fig. 13b shows the results that the initial velocity distribution was

followed by Fig. 3, where the velocity of vertical direction was 0.7 times of that of

horizontal direction. Also “☆” and “þ” in figures mean the AE source obtained by

four sensors and three sensors respectively. The data of tensile test was separated

into three parts, (1) elastic region, (2) partly plastic region and (3) failure based on

the results of surface strain.

In the case of (1) elastic region, the velocity distribution was almost constant

regardless of conditions of initial velocity, isotropy and anisotropy. However in the

case of (2) partly plastic region and (3) failure, the results of two cases were quite

different depending on the condition of initial velocity distributions, that is isotropy

or anisotropy. In the case of the isotropy velocity distribution, the velocity of lower

part of test piece became higher than that of elastic region although middle and

upper part of velocity decreased. On the other hand, in the case of anisotropy, the

lower part of test piece almost constant during tensile test and it was confirmed that

the velocity of the upper part (failure part) of test piece was decreased. According to

the surface strain of test piece shown in Fig. 10, the defected part of test piece is

localized from 0.01 to 0.04 m upper from center line and the results of AET

considering with anisotropy followed with this results. Therefore it was considered

that the results shown in Fig. 13b correctly represented the velocity distribution of

tensile failure of test piece.

Fig. 12 Relationship

between peak frequency

and RA value
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4 Summary

The following results were obtained from present study.

1. The surface strain of FRP during tensile test could be obtained by digital image

correlation.

2. The energy and peak frequency of AE in tensile failure progress of FRP were

increased with the surface strain increasing during tensile test and it was

considered that the tensile failure process of FRP could be properly detected

by evaluating AE parameters.
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Fig. 13 AE source and velocity distribution of test piece during tensile test considering (a)
isotropic or (b) anisotropic velocity
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3. The AE tomography method could be applied to detection of the failure part of

FRP successfully. Especially the case of results considering anisotropy velocity

distribution were followed by the results of the surface strain behaviors.

4. From above results, it was assumed that the evaluation of AE parameters and AE

tomography method could be applied to future inspection of FRP structures as

well as digital image correlation.
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Assessment of Damage Evolution in Paper
Material Based on Acoustic Emission:
An Experimental and Statistical Method

Liang Zhang, Jianyu Li, Gang Qi, Yingli Zhu, Ming Fan, and Yuxin Qi

Abstract Assessments of damage evolution in paper material are essential to

understand, predict, and control this material failure, to which has been paid a

great attention in the field of pulp and papermaking. However, for many reasons the

evaluation of mechanical performance was not the primary concern in the paper

industry previously. The most important points lie in lack of experimental means to

obtain the complex damage information and hardness of deterministic mechanical

formulas in modeling such a heterogeneous material. This chapter introduces an

experimental and a statistical method under a multivariate framework to assess the

damage evolution of paper material based on acoustic emission (AE). The intrinsic

dynamics of material microstructure during damage evolution were captured with

high-resolution, high-speed visualization in real time. Certain pivotal AE parame-

ters (such as timing, quantity, and AE amplitude) extracted from the recorded AE

signals were used as inputs to establish a multivariate DA including scale and

observation vectors. Based on the multivariate DA, information entropy is applied

to evaluate damage states quantitatively, and Andrews plot is utilized to cluster

damage data with applied stress/strain in different damage stages. Results show that

the damage evolution in packaging paper specimen under uniaxial tensile loading

mode characters multistage progression, which is evidenced by Andrews plot and

optical damage recognition of paper specimen surface topography using scanning

electron microscope (SEM) during loading history.
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1 Introduction

Paper material has been extensively used in goods packaging and transporting for

its low cost, lightweight, ease of shape and design, recyclability and biodegradabil-

ity, and also excellent mechanical properties [1–3]. Actually during its lifetime,

paper products are exposed to various kinds of loadings including transportation

and handling impart load from shocks, vibrations, and compression forces and

likewise tension from printing process. All these may produce severe physical

damage, such as cracking, rupturing, twisting, shearing, creasing, as well as com-

bination of all these damages, which ultimately accelerated its failure time. Hence,

it is of profound significance to understand the damage behavior of the paper

material.

The evaluation and characterization of damage evolution during fracture process

of paper material, however, are still staying in a “smeared-out” sense. Many

traditional experimental methods are still kept developing and using today.

Mechanical indicators of paper, such as tensile strength, bursting strength, tearing

resistance, and folding endurance, arising from standard test methods and pro-

cedures, have been proved to be valuable for reflecting the mutual relationships

between mechanical properties and manufacture of paper material [4]. However,

these methods didn’t dig deep into the progressive damage process leading to final

failure.

Currently, successful application of deterministic mechanical models combined

with experimental data in other solid material provides much important reference

for the study of paper material. Suhling J. C. et al. (1985) began to apply tensorial

type failure criteria with linear and quadratic terms to calculate the strength of paper

board under plane stress [5]. Correlated with experimental data and operational

simplification, the criteria became attractive for predicting the strength of paper-

board. Isaksson P. et al. (2004) developed a model for isotropic strain-hardening

elastic anisotropic plasticity coupled to anisotropic damage, which properly simu-

lates the failure of packaging paper material subjected to tensile loading [6]. Veri-

fied by experimental parameters, the model was efficient to model irreversible

deformations calibrated of tensile-loaded paper. Harrysson A. et al. (2007) provided

a large strain orthotropic elasto-plastic constitutive model by calibration with

biaxial tension tests, and worked satisfactorily in simulation of a creasing operation

of corrugated boards [7]. However, the agreement between formula and experiment

does not necessarily ensure that the mechanical model accurately can accurately

describe and characterize the authentic physical nature of mechanical damage. The

artificial calibration in simulation just highlighted the reliability and applicability of

experimental data.

In essence, the damage evolution of paper material involves variability, diver-

sity, and interactivity of events of random damage (ERD) existing over various

scales ranged from micro- to macroscopic. ERD refers to the failure mechanism

residing in material microstructure, such as fiber breakage, fiber pullout, inter-ply

failure, and crack formation or crack propagation. The size, shape, energy, and
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magnitude of ERD are unpredicted and randomly distributed. The occurrence of

ERD releases strain energy rapidly in forms of stress waves. This phenomenon is

usually termed as acoustic emission (AE), and can be measured and recorded as

acoustic signatures [3, 8]. The obtained AE parameters including amplitude, quan-

tity, and time map to these physics of ERD. Knowing the correlation between a

detected AE signatures and ERD, statistical analysis of AE parameters is also

“physics.” To distinguish the different influence of scales ERD on the material

structure, we establish a multivariate DA coupling multiscale and time effects

[9–11]. The establishment of DA enables us for further multivariate analysis of

AE data for identifying and characterizing damage evolution.

The objectives of this investigation are as follows: (1) the quantification of the

evolving damage states involving randomness but rule based; (2) clustering of

damage modes for further exploring the correlations and interactions of ERD

under the influence of multiscale and multi-physics coupling; and (3) the optical

recognition of damage physics.

2 Experimental Procedure

2.1 Materials and Specimens

In this investigation, the clay-coated kraft back (CCKB), one typical grade of

recycled paper for packaging, is chosen as the case study. Schematics of CCKB

(its grammage is 200 g/m2 and clay-coated one side) are shown in Fig. 1, which

depicts a complex heterogeneous structure in three dimensions. During manufactur-

ing, most fibers tend to line up in the running direction of web, and this direction

refers to as machine direction (MD); the fibers are presumably hydrogen-bonded

side-by-side cross the running web, and consequently this direction is called the

cross direction (CD); the out-of-plane direction (ZD) refers to thickness direction of

paper material, cf. Fig. 1 [3, 7, 12]. The verso of this paper material shows a

stochastic network of plant fibers, while its recto showing a blackened flat surface

refers to coating plane with fillers in the porosity of network. Along the cross

section the two major layers included fibrous layer and coating layer which are

distinguished distinctly, and even the internal structure of the fibrous layer is

multilayered.

We cut paper samples from CCKB into rectangular tensile specimens of effec-

tive dimensions of 140 mm � 25 mm. An initial crack of length 1 mm was

pre-fabricated at one edge and along centerline edge of the specimen. Here,

30 specimens in MD (the long side corresponds to MD of this paper material)

were made.
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2.2 Measurement of Acoustic Emission During Damage
Evolution

In current experimental work, AE data acquisition was simultaneous with mechan-

ical testing (in mode-I loading) under certain laboratory conditions (at about 26 �C,
60% RH). Schematics of experimental setup are shown in Fig. 2. Two piezoelectric

Fig. 1 The basic structure of paper material, obtained from the clay-coated kraft back (CCKB)

Fig. 2 The schematic of AE measurement setup: (a) the specimen is clamped to MTS Universal

Tensile Testing Machine, (b) AE data acquisition system
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sensors were symmetrically glued to the surface of the specimen at locations about

10 mm far from the pre-fabricated crack line.

All the paper specimens were loaded to rupture uniaxially at movement

(CMT4304). Meanwhile AE was real-timely monitored during this uniaxial tensile

test by Micro-II digital AE system of Physical Acoustics Corporation (PAC), with a

sample rate of 1 MSPS and a 40 dB preamplifier (PAC, its band-pass filter is about

20–1200 kHz). Two Nano-30 miniature AE sensors with a resonant response at

300 kHz and a good frequency response over the range of 125–750 kHz were used.

The mechanical noise was filtered using a threshold value of 32 dB, below which no

detectable AE signals exist at zero loading.

In experimental practice, AE signals caused by the ERD started to emerge when

the specimens were strained to certain level. These AE signals including that

essential parameters (rise time, duration, counts, energy, amplitude, etc.) deriving

from the waveforms were then recorded, and stored into a big data set. Furthermore,

scanning electronic microscopy (SEM) techniques were used to overview the skin

topography of damage surface of paper specimen.

3 Data Analysis

3.1 Establishment of the Multivariate DA Based on Multiple
Scales of Events of Random Damage

The ERD originated from material failure have been captured, recorded, and stored

as AE signals timely and continuously. Hence, the valuable information of ERD,

i.e., their initiation, growth, localization, and magnitude, could be successfully

characterized as AE features. Primary AE parameters, such as timing, quantity,

and amplitude, were extracted as input variables of DA [9, 10, 13]. Ultimately, we

obtained a matrix DA, composed of observation and scale vectors, which equal to

quantify the evolution of ERD. Actually, the matrix DA-based AE presented

progressive process of damage evolution in paper material, and especially laid

fundamentals for further multivariate analysis to explore the intrinsic physics of

damage evolution (Fig. 3).

The formula of DA is given by [9, 10, 13]

Material Failure

AE Feature
Extraction Input Variables

• Spectrum

• Scale
• Time series

Row Vectors

Column Vectors
• ObservationMultivariate, DA

AE Signals AE Data

010111
001011

010100
001010

Fig. 3 The sketch of the establishment of the multivariateDA based on multiple scales of events of

random damage
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DA ¼ αij
� �

M�N
¼

α11 � � � α1j � � � α1N
⋮ ⋱ ⋮ N ⋮
αi1 � � � αij � � � αiN
⋮ N ⋮ ⋱ ⋮
αM1 � � � αMj � � � αMN

0
BBBB@

1
CCCCA ð1Þ

where the matrix element αij ¼ counts (AE events lie in the jth amplitude-scale

subinterval, and the ith observation subinterval). The sign N, the total number of

column vectors of DA matrix, indicates the number of divided scales based on

amplitude. The sign M, the total number of row vectors, indicates the number of

observation vectors (or spectrums) based on varying time level:

DA ¼

Y A
1

⋮
Y A
i

⋮
Y A
M

0
BBBB@

1
CCCCA, Y A

i ¼ αi1; αi2; � � �; αij; � � �; αiN
� � ð2Þ

where Yi
A (i ¼ 1, 2,. . ., M ) represents the ith row vector, and indicates the damage

state at specified time level.

3.2 Application of the Entropy Value to Quantify
the Evolving Damage States

As already stated, the observation vectors of DA actually represent the distribution

of numbers and scales of obtained ERD at specified time level, which reflect the

damage state to some degree. The damage state can be assessed by applying

probability entropy according to our previous work.

Firstly a normalized form of DA is given by

DA ¼ pA
ij

� �
M�N

¼
pA
11 � � � pA

1N

⋮ ⋱ ⋮
pA
M1 � � � pA

M�N

0
@

1
A, pij ¼ αij=

XN
j¼1

αij ð3Þ

Then a probabilistic entropy s is [9, 10, 13, 14]

s �
XN
j¼1

pij xð Þ ln 1= NPij
xð Þ� �� � ð4Þ

Several concrete important properties of entropy s are described as follows [9]:

210 L. Zhang et al.



1. Increasing entropy: ∂s/∂t > 0. The higher the value of s, the greater the

uncertainty of occurrence of multiscale ERD, and then the material microstruc-

ture is more vulnerable to failure.

2. Near-equal entropy (knee transition): ∂s/∂t � 0. The stable value of s indicates
the immutability of the propagation of multiscale ERD.

3. Decreasing entropy: ∂s/∂t < 0 or sharp uncertainty. The smaller value of

s indicates the less uncertainty of occurrence of multiscale ERD. In other

words, the occurrence of ERD gathers in less scale interval. Or the value of

entropy s fluctuates wildly due to the destabilization of material structure for

ultimate failure.

One point to note is that generally it is the relative value of s that should be

focused on, because only in certain source physics the meaning of s is valuable.
When the entropy s is correlated with the varying time, trajectory of damage state

(TDS) is obtained. It has been evidenced that application of TDS to describe whole

damage evolution process is effective and practical.

3.3 Application of Andrews Plots to Cluster Damage Modes

An exploratory data analysis, Andrews plot, is employed to visualize the spectrum

of multivariate DA, which helps us to find the similarity of different damage modes

with increasing time and clustering them precisely. Here, the algorithm of Andrews

plot is defined by the following trigonometric function [15]:

f Y A
i
tð Þ ¼ αi1ffiffiffi

2
p þ αi2f sin 2πtð Þ þ αi3 cos 2πtð Þ

þ� � � þ αij sin jπtð Þ, if j is evenþ
αij cos j� 1ð Þπtð Þ, if j is odd

	 

þ � � �

ð5Þ

where the continuous dummy variable, t, belongs to the interval [0, 1]. Here,

before making the plots, we should standardize every Yi
A (zero mean and unit

standard deviation), so the resulting αij is represented by αsij. The modified algo-

rithm is given by

f Y A
i
tð Þ ¼ α s

i1ffiffiffi
2

p þ α s
i2

�
sin 2πtð Þ þ α s

i3 cos 2πtð Þ

þ� � � þ α s
ij sin jπtð Þ, if j is evenþ
α s
ij cos j� 1ð Þπtð Þ, if j is odd

	 

þ � � �

ð6Þ

This formula can be regarded as the projection of the observation vectorY A
i ¼ ðÞ

Y A
i ¼ α s

i1; α
s
i2; . . . ; α

s
ij; . . . ; α

s
iN

� �
onto the vector

1=
ffiffiffi
2

p
; sin 2πtð Þ; cos 2πtð Þ; . . . ; sin jπtð Þ, if j is evenþ

cos j� 1ð Þπtð Þ, if j is odd

	 

; . . .

� 

.
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Hence, in this data spectrum visualization, those individual vectors Yi
A featuring

similarity will dance similar in the form of curves correspondingly. Use of Andrews

plot to identify clusters of damage modes graphically is based on advantages that

this data transformation maintains many useful inherent properties of the original

ERD-based damage data, such as mean preservation, distance preservation,

one-dimensional projections, and linear relationships.

4 Results and Discussion

4.1 Acoustic Emission Behavior of Paper Material Under
Tensile Test

Figure 4 shows the plot of applied load and AE amplitude against time relationship

from all 30 specimens in MD. During the initial loading stage (the time is before

150 s, and the load is less than 75 N), there are no detected AE signals exceeding the

threshold, which means that little of ERD occur or the released energy is too weak

to measure. For paper material, these results were primarily attributed to the

ductility and malleability of fibers, mutual connection of hydrogen bond among

fibers, and even inherent cushioning property of fibered network structure

[3, 11]. Essentially all these properties contribute to the absorption of mechanical

energy done by external force. Hence, this stage can reasonably be identified as the

elastic deformation. Before approaching maximum loading, acoustic emission
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Fig. 4 The representation of AE signal amplitude vs. time during loading. As shown in Fig. 3, we

detected many AEs before the final fracture
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events begin to occur. It is worth noting that initiation of AE activities indicates one

“critical point” in damage evolution, after which damage exerts significant influ-

ence on the mechanical performance of paper material. The count of AE events

increases rapidly after the maximum load, suggesting more ERD counts in this

loading stage. During this loading stage, cracks form, propagate, and extend until

ultimate fracture of the paper specimen. Actually, the process of damage accumu-

lation, coalescence, and development illustrates a gradual loss of instability of

material’s fibered network structure.

4.2 The Multistage Progression of Damage Evolution
in Paper Material

Figure 5 illustrates results of TDS for 30 paper specimens under tensile test. As is

shown Fig. 5, the entire loading in tensile test can be divided into four stages

following the tendency of s according to Section 3.2. As shown in Fig. 6, the

clustering results of Andrews plot present that the four groups of plots correspond to

the four stages. From the detailed analysis of the damage ensemble of each stage, it

is possible to associate these different stages with typical variation of ERD and

source physics. All following observations are made:

Stage I (t � 160 s in Fig. 5): smin ¼ ln(1/10) and ∂s/∂t � 0. During the initiation

of loading, this does not indicate immutability of the occurrence of multiscale ERD
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Fig. 5 Trajectory of damage state for paper material
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but represents that there exists little occurrence of ERD, cf. Fig. 4. Andrews curves

marked blue in this stage in Fig. 6 cluster together. For paper material, these results

were primarily attributed to the ductility and malleability of fibers, interaction of

hydrogen bond among fibers, and even porous network structure, which all con-

tribute to absorb the energy of mechanic work by external force without any

irreversible damage. Additionally, the damage-related variables of this stage also

associate to in-plane stiffness and other elasticity-related parameters for strength

evaluation of paper material, but further data analysis is needed to find these

variables or indicators.

Stage II (160 s < t � 300 s in Fig. 5): ∂s/∂t > 0 and ∂2s/∂t2 > 0. During this

stage s begins to accelerate at higher and higher speed rate, which suggests that

distribution of multiscale ERD becomes more and more uniform. From this stage,

ERD begin to occur and spread ranging from low scale to high scale. Here the ERD

residing in paper structure begin to influence the plastic performance and other

mechanical properties of paper material. Andrews carves of this stage are also

marked blue in Fig. 6, which show high similarity with stage I. It shows that the

increase of entropy s doesn’t necessarily identify the increase of severity of the

damage state; on the contrary it demonstrates the enhancement of material toler-

ance to tensile load. From the perspective of source physics, occurrence of

multiscale ERD was driven by the expansion of the force or strain field beginning

from the vicinity of a pre-fabricated crack tip to volume. In other words, the

influenced region by ERD began to propagate radially from crack line. It is
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reasonable to infer that at the onset of the damage process those ERD of lower

energy occur in the failure mechanism such as fragile nodes or weak de-bonding of

network structure, fibril breakage, and other initiation of low energy-intensive

micro-damage. Note that this damage state presents an initiation of plastic

deformation.

Knee transition (300 s < t � 320 s in Fig. 6): transition from ∂2s/∂t2 > 0 to ∂2s/
∂t2 < 0, which slows down the increasing speed of value of s. During this knee

transition, the Andrews curves marked green dance together in the transition zone.

If we define the midpoint of this stage as the knee point, i.e., tknee � 310 s in Fig. 6,

it corresponds to �80% of the paper material’s tensile loading time. It can be

anticipated that this finding may have in-depth relationships with mechanical

properties of paper material. The underlying physics of the knee transition deserves

further data analytics.

Stage III (320 s< t� 355 s in Fig. 6): ∂s/∂t> 0, from ∂2s/∂t2 < 0 to ∂s/∂t� 0.

This means immutability of the occurrence of multiscale ERD in damage process of

paper specimens and damage states tend to become more stable. But the stable stage

is very short and features local fluctuation in paper material. In Fig. 6, the family

Andrews curves (marked red) of this stage are 180� in the phase angle parting from
previous two stages. The crack line has formed cross the specimen and the distri-

bution of ERD in the range of all scales becomes unchangeable. The radial region of

multiscale ERD stops from expanding, and moves following the crack tip until

ultimate failure. The occurrence of fundamental micro-damage mechanism, such as

fiber breakage, fiber-fiber bond failure, delamination between fibers and

non-fibrous components, failure of non-fibrous components, and even “fretting”

between different components (especially the friction in dislocation of fibers),

becomes relatively constant without significant occurrence of new damage modes.

Stage IV (t > 355 s in Fig. 6): ∂s/∂t < 0 or sharp uncertainty, when the paper

specimens approach failure. Sometimes the shape of the TDS curves changes

rapidly due to the loss of stability for tolerating the driven force. This stage was

empirically regarded as precursors of failure.

4.3 Optical Damage Recognition of Paper Specimens Under
Tensile Loading

Figure 7 shows the topography of surface damage of paper specimens in MD at

different stages during loading history. As shown in Fig. 7a, the main micro-crack

was initiated. Actually, in experimental practice AE observations showed that ERD

occurred before the onset of main crack. At the beginning, the internal ERD were

excited by the elastic deformation or preexisting defects in paper microstructure but

not be observed visually. Also radical cracks on coating surface in the vicinity of

the main crack indicate the regions of multiple stress fields. This stage corresponds

to the first two stages (stages I and II in Fig. 5), when the occurrence of ERD doesn’t
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necessarily identify the increase of severity level of the damage state or the loss of

tolerance to driven force. As shown in Fig.7b, as the external force was increasing,

the main crack began to propagate macroscopically and simultaneously many

radical secondary cracks initiated randomly from main crack line and finally

some parts of them coalesced. During this stage, the region of stress field around

the crack tip and crack line stopped expanding, all fundamental damage mecha-

nisms were included, and then damage evolution process was relatively stable.

Finally, catastrophe failure was approached, when a nonlinear trace of rupture is

behind as shown in Fig. 7c.

5 Conclusions

In this investigation, we develop an experimental and statistical method under

multivariate framework to assess the damage evolution of paper material based

on AE. Experimentally, AE technology is a powerful tool to investigate the damage

evolution of paper material. Application of entropy to quantify the evolving dam-

age state with time levels based on DA shed additional light to assessment of

damage evolution in paper material. The obtained TDS present that the process of

damage evolution in paper material under tensile load characters multistage pro-

gression. This is also evidenced by the Andrews plot cluster, which distinguished

different groups of curves. Additionally, optical damage recognition using SEM

also provides the experimental evidence for our statistical analysis.
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Fig. 7 The SEM evaluation of paper specimen surface topography: (a) initial damage; (b)
significant damage; (c) approach fracture
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Innovative AE Measurement by Optical
Fiber Sensing for FRP

H. Asaue, T. Shiotani, T. Nishida, K.C. Chang, and H. Nakayama

Abstract Recently, composite materials are widely applied to the civil structures

due to their high corrosion resistance, lightweight, and high mechanical strength.

Along with these conditions, a long-term and periodic measurement for damage

monitoring for civil structures is imperative by fiber-reinforced plastics (FRP). The

advantages of optical fiber sensing technology have attracted the attention in FRP

measurement such as its long life, ready embeddedness, large-scale measurements,

lack of disturbance by electrical noise, and excellent harmonization with FRP. In

this study, detection of AE activity was confirmed for evaluation of precursory

damage as a break using the FBG of optical fiber sensing with high-speed data

sampling.

1 Introduction

Recently, fiber-reinforced plastic (FRP) composite material has been widely used in

civil structures. Civil structures made of reinforced concrete demand a special

attention to the corrosion protection components exposed to the corrosive environ-

ments such as coastal area. In order to meet the demand, maintenance costs

increase. Nevertheless, FRP for civil structures provide solutions for problems

because FRP have high corrosion resistance, lightweight, and high mechanical

strength. Therefore, FRP composites replaced traditional materials, i.e., steel and

concrete, for bridge became a tendency in civil applications. However, due to the

poor reliability on long-term durability and insufficient data of physical properties

for its short usage history in Japan, FRP for civil structures in bridges are generally

more likely to use light-load designs. Hence, for pervasiveness of FRP, it is

necessary to evaluate damage progress and physical behavior in actual structures

made by FRP. Consequently, long-term and periodic measurement methods must

be developed in order to extend the performance and service life of infrastructure.
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The benefits of optical fiber sensing technology have attracted the attention

because of its long life, ready embeddedness, large-scale measurement, lack of

disturbance by electrical noise, and excellence with FRP. Currently, although static

monitoring of FRP can be performed with multiple numbers of fiber Bragg gratings

(FBG), e.g., time-division multiplexing (TDM) or wavelength-division

multiplexing (WDM) technology [1], dynamic monitoring to the level of acoustic

emission is still in progress [2]. The feasibility of acoustic emission (AE) detection

for FRP by dynamic measurement using high-speed FBG monitoring system was

evaluated and discussed in this study.

2 Optical Fiber Sensing

2.1 Optical Fiber Sensing by FBG

An optical fiber sensing system consists of an optical source, a fiber as transmission

path, a measuring section, and an optical receiver. The system has been widely used

to measure various physical parameters including strain, vibration, and tempera-

ture. Optical fiber sensing is divided into two groups called distribution and

multipoint. The former is applied for continuous longitudinal direction, and the

latter can be used as an existing sensor because of high-speed data sampling and

high accuracy. One great advantage of multipoint measurement is that the mea-

surement provides a convenient evaluation of AE detection activity by optical fiber

sensing. For this reason, FBG sensors for multipoint measurement are a suitable

method to be used for this purpose. WDM and TDM are two major multipoint

measurements for FBG sensors. The WDM can provide high-speed data sampling

and high accuracy, but the number of FBG sensors in a single line is limited about

ten FBG sensors. On the other hand, the TDM can markedly increase the number of

FBG sensors, i.e., a hundred FBG sensors in a single line, but the disadvantages of

TDM over WDM are that it needs at least 2 m spacing between FBG sensors, and

large time-consuming process in one-time measurement. Therefore, due to high-

speed data sampling and importance of AE detection, the technique of WDM was

selected in this study.

2.2 Outline of FBG

An FBG is an optical fiber sensor created by periodic variation of the refractive

index which is induced by ultraviolet ray irradiation within the core of optical fiber.

The overview and schematics of FBG sensors are shown in Fig. 1. The grating acts

as a mirror on the variation of the real part of the refractive index. The change of
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refractive index works as a grating. The grating reflects that optic source is satisfied

with the condition for Bragg reflection. Bragg wavelength λb is defined by

λb ¼ 2nΛ ð1Þ

where n and Ʌ are effective refractive index in the core of optical fiber and

grating spacing, respectively [3]. For example, when FBG sensor is strained, Bragg

wavelength is shifted to the long-wavelength direction. A number of FBG can be set

in one fiber by changing Ʌ of each FBG.

3 Experiment Condition

3.1 Outline of Specimen

In this study, FRP was sampled from undersurface plate of an existing footbridge as

shown in Fig. 2. The footbridge was located in Okinawa Island in southern Japan.

The bridge was constructed in 2000 and has been used for 12 years. A schematic

diagram of FRP specimen is shown in Fig. 3. Two pieces of additional FRP were

attached as grip parts on the end of a specimen. The length, width of center, and

thickness of it were 480 mm, 100 mm, and 4 mm, respectively. AE sensors and

strain gauges were set up on the specimen in addition to FBG. Spacing of sensors

was 80 mm in direction of short axis and 100 mm in direction of long axis.

3.2 Cyclic Tensile Test

The cyclic tensile test was carried out by AG-50kNX (Shimadzu Co., Ltd.) in this

study. Load capability of the equipment is 50 kN. The equipment can be controlled

by dedicated software using a computer. The edges of specimen (grip parts) were

fixed on loading equipment through jacks as shown in Fig. 4. Incremental cyclic

tensile load as shown in Fig. 5 was applied to the specimen by 2 kN up to 12.7 kN.

12.7 kN was failure load of the specimen. The layout of sensors is shown in Fig. 6.

Fig. 1 Overview and schematics of FBG
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3.3 AE Activity Measurement

During tensile test, the results of AE activities were obtained by FBG and general

AE measurements. FBG measurement was carried out by AR5011B FBG monitor-

ing system (Anritsu Co., Ltd.) incorporated with WDM and AWG (arrayed wave-

guide grating) (Fig. 7).

The FBG system specifications are summarized as follows. Usually, the range of

sampling rate is from 1 to 1 kHz. However, detection of AE activity is required at

least nearly 1 MHz of the sampling rate. Therefore, the FBG system which enables

high-speed sampling rate of 806.45 kHZ was developed, and was used in this study.

Acquisition time is 0.01 s per event. Measurement ranges of spectrum wavelength

and FBG peak are from 1530.334 to 1580.350 nm and from 1531.116 to

1579.518 nm, respectively. Reproducibility of wavelength is 5 pm. In this study,

optical signal port is applied in one of the connected ports. In some case, it can be

Fig. 2 FRP footbridge

Fig. 3 Outline of specimen
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extended up to eight connected ports. Many types of fiber connector have been

developed for different purposes. Both SC and PC (not angled PC) fiber connectors

are used in this study. Adapted fiber is a single-mode fiber which has the size of

426 (W)� 177(H)� 451(D) mm, and the weight of 10.6 kg. Configuration diagram

of AR5011B is shown in Fig. 8.

Optical signal for FBG is divided into each wavelength into AWG. Then, the

optical signal is transduced into electrical signal by photodetector (PD) array, and

analog signals are converted into digital signals in ADC field-programmable gate

array (FPGA), and finally sent to control PC. In the case of AE system, it consists of

Micro-II Express (Physical Acoustics Co., Ltd.) with four AE sensors with reso-

nance frequency of 60 kHz incorporated with integral preamplifier. Dynamic data

acquisition system was specifically used for AE measurement in both systems. It

Fig. 4 Tensile loading
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means that AE activity data can be obtained when activity exceeded a certain

predefined threshold level, 20 picometers in FBG measurement, and 40 dB pream-

plifier in AE system in this study.

Fig. 6 Specimen with

sensors

Fig. 7 Overview of FBG observation instrument (AR5011B)
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4 Results and Discussions

According to the test results, the FRP was damaged at 390.7 s from test start. It is

important to note that the strain curve has linear relationship with tensile loads. The

experimental results show that FRP was damaged after applying 12.7 kN loading on

a specimen. The results of the AE amplitude and wavelength difference of FBG

over the time are shown in Fig. 9a, b, respectively. As shown in Fig. 9, a gap of

strain curve at 383 s corresponding yield point occurred immediately prior to final

brakeage. The detection of AE activities before 350 s cannot be measured by

dynamic FBG, while the detection of AE activities corresponding to the emergence

of large-energy AE event was obtained after 350 s as shown in Fig. 9c. Despite less

sensitivity for AE activity measurements, the applied AE activity measurements by

dynamic FBG were sufficient to obtain the results.

Relatively sharply defined waveforms were obtained by FBG measurement

when the elapsed times are 383.5, 384.57, and 390.7 s. The former two were

wavelength difference of FBG over 1.5 nm after reaching corresponding yield

point, and the last measurement was at brakeage. FBG waveforms and AE wave-

forms obtained at same period are plotted in Fig. 10a–c. High-frequency fluctuation

in AE activities and FBG waveforms can be detected in 500 μs from arrival time

(it means 1500 to 2000 μs in the graph) at the case of 383.51 and 384.57 s. In

addition, long-wave period fluctuation appeared after high-frequency fluctuation,

which corresponds to the later phase in the AE system. As the reason to this, it is

thought that AE sensor has a resonance frequency of 60 kHz but the FBG do not set

off the resonance frequency. Different waveforms from the above were obtained at

the case of 390.7 s in both AE system and FBG. According to this, both large

variations of up to 2500 μs are common. Thus, the possibility of AE waveform

discrimination of even FBG is indicated. Based on the test results, waveforms of AE

activity would be obtained by dynamic FBG measurements. However, FBG wave-

forms are biased to the direction of short wavelength. For this reason, it is thought

Fig. 8 Configuration

diagram of AR5011B
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that FBG were affected by constraint bonding to FRP. FBG were difficult to extend

so that FBG waveforms are biased.

These results indicate that the feasibility of AE detection by dynamic measure-

ment using FBG sensors is recommended to perform at this generation, although

suitable installation and resonance frequency of FBG sensors should be considered

carefully on FRP for high-sensitive measurement.

5 Conclusion

The following results were obtained from the present study:

1. AE activity before final breakage of FRP can be confirmed by dynamic FBG

measurements.

2. Large-energy AE activity on yield point and final breakage would be detected by

waveform of dynamic FBG measurement.

3. FBG data quality would be affected by its installation.

From above results, feasibility of AE detection using dynamic FBG measure-

ment would be demonstrated.

Acknowledgment This research was promoted by COI program “Construction of next-

generation infrastructure using innovative materials - Realization of a safe and secure society

that can coexist with the Earth for centuries” supported by MEXT and JST.

Fig. 9 (a) Relationship between AE amplitude and strain, (b) wavelength change by FBG, and (c)
increment of AE energy was conformity with that of FBG wavelength change
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Fracturing Behaviors of Unfavorably
Oriented Faults Investigated Using
an Acoustic Emission Monitor

Xinglin Lei, Shinian Li, and Liqiang Liu

Abstract In order to shed light on the mechanism and characteristics of the

reactivation of unfavorably oriented faults due to natural or man-made stress

changes, we investigated the stick-slip behavior of precut faults having different

angles to the greatest principal stress in granite rock samples using an acoustic

emission (AE) technique under well-controlled laboratory conditions. The results

show that the friction coefficient of a precut fault depends only on its stick-slip

history, being independent of fault angle. In all cases, the fault friction drops from

~0.75 to 0.6 after a few stick-slip iterations. Many AE events preceding each stick-

slip event were observed. We mapped both on-fault and off-fault microcracks in

detail with their AE hypocenters. A tendency toward decreased AE activity was

observed. Experimental results suggest that there are two competing mechanisms

governing the evolution of the frictional properties and the damage zone charac-

teristics of such faults. On the one hand, the fault plane is smoothed by fault

slippage as a result of asperities failing on the fault plane and a fault gauge is

created. On the other hand, the fault plane is roughened by new damage. As a result,

both AE activity and fault friction tend to decrease, but with significant fluctuations.

1 Introduction

Reactivation of preexisting favorably and unfavorably oriented faults is an impor-

tant issue in earthquake seismology and petroleum applications. It is particularly

important in seismicity induced by fluid injection or extraction in various applica-

tions such as oil/gas production, shale gas fracking, geological storage of CO2 and

other wastes, and enhanced geothermal systems [1, 2]. Reshearing of favorably

oriented faults provides the lower limiting bound to overpressures, which is a key
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parameter in the design and management of injection applications. At the same

time, unfavorably oriented faults are also important because they are stable and

show very low levels of background seismicity under regional stress conditions, but

might be reactivated due to man-made local stress changes. Therefore, we should

pay special attention to such faults, both known and unknown, in geomechanical

analyses and risk assessments of related applications.

Rocks with foliated structures also have weak planes, so they exhibit fracturing

behaviors similar to some natural faults [3]. It has been observed that the orientation

of foliations within a given stress regime, which weaken the structure of some

sedimentary and metamorphic rocks, plays a governing role in the fracturing

process of the rock [3]. In earthquake seismology, seismicity on unfavorably

oriented faults is considered to be evidence of over-pressurized fluids and has

attracted researchers’ attention for a long time (e.g., [4–7]). Thus, explaining the

fracturing properties of faults under various stress conditions is important.

Acoustic emission (AE) events have been observed during frictional sliding on

precut faults in laboratory rock samples. Besides the lithology of the blocks, the

roughness of surface, geometries (bend and orientation) of the fault, gouge, and

loading speed have been investigated (see review in [8]). Most published studies are

motivated by the need to provide frictional models for faults, which are required for

earthquake cycling simulation, so either most experiments are performed under

pure shear conditions or the samples tested are favorably oriented for rupture under

triaxial compression conditions. So far, AE activity related to the stick-slip of

unfavorably oriented faults has not been systematically investigated in the labora-

tory. Motivated by these facts, we carried out a systematic study using rock samples

containing artificially precut faults as well as naturally created faults and acoustic

emission technology in well-controlled laboratory conditions. Here, we present our

experimental results using granite samples precut at 45� and 50� orientations.

2 Test Samples and Experimental Setup

2.1 Test Samples

The test samples were prepared in two steps. First, cylindrical samples 50 mm in

diameter and 125 mm long were cored from a granite block. The granite is fine-

grained and has a relatively low density of preexisting microcracks. It thus dem-

onstrates a high P-wave velocity, ~6.0 km/s under atmospheric conditions. The

cylindrical samples were then cut along a given angle (θ) with respect to the axis,

which is the direction of greatest principal stress under the experimental conditions.

We simply call the precut angle the “fault angle” and refer to the test sample with

it. For example, “D45#1” indicates sample number 1 with a fault angle of 45�. We

completed a series of experiments using samples with these precut faults. Some

experiments were designed to investigate the repeatability of the experimental
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results. In this chapter, we focused mainly on results for three samples with

unfavorable angles, D45#1, D45#2, and D50#1. The commonly accepted typical

range of frictional coefficient for faults in the upper crust is ~0.6–0.75. Therefore,

based on the Mohr-Coulomb failure criteria, the optimal angle, at which faults show

minimum frictional strength, is ~25�–30�. The faults in our test samples are thus

deemed to be unfavorably oriented, and the friction strengths of D45 and D50

samples are expected to be 50% and 100% greater than for an optimally oriented

fault, respectively. The test samples and fault planes are homogeneous at the

mesoscale, but random inhomogeneity on the grain scale is significant.

To record ultrasonic signals radiating from microcracking events and stick-slip

events and for making velocity measurements, up to 24 piezoelectric transducers

(PZT), each 5 mm in diameter, having a resonant frequency of 2 MHz were

mounted to the curvilinear surface of the sample. The sample and two end pieces

were either coated with silicone sealant or jacketed with a 3 mm thick heat-shrunk

tube of silicone rubber to prevent confining oil from leaking into the sample. In the

first method, we mounted PZTs and strain gages on the rock surface, and then

carefully coated the sample and two end pieces with silicone sealant. The coating

work takes a few weeks. In the second method, the sample and two end pieces were

jacketed with a heat-shrunk tube. Then, ~8 mm diameter holes were opened by

cutting the tube for mounting the PZT sensors. After all the sensors were properly

mounted, the holes were filled with silicone sealant. The second method requires a

much shorter sample preparation time. The jacketed samples can suffer relatively

large shear displacement (at least ~5 mm) compared to the coated samples.

2.2 Experimental Setup and Procedure

Figure 1 shows a block diagram of the loading and AE monitoring systems, which

are basically similar to those used in fracture testing intact rock samples

[9, 10]. When loading, the axial force is controlled by a spring-force balancing

system, and the spring is simply compressed by a stepping motor. After a stress

drop, the force of the spring does not change, so the reloading speed is very fast,

reaching ~40 MPa/s. The loading system will be replaced soon with a servo-control

system. In the present study, time-dependent healing is not considered, so the

loading speed is not important for our purposes.

The recently updated waveform-recording system has 24 A/D channels to

digitize the analog signals with a sampling rate up to 100 MHz, a dynamic range

of 16 bits, and onboard buffer memory of 256 mega words per channel. The AE

signal from every sensor is pre-amplified by 40 dB and then fed to the recording

system. In this study, we digitized the AE signals with a sampling rate of 25 MHz

and a sample length of 4096 words (~160 μs). Two peak detectors were used to

capture the values of the maximum envelope amplitudes from two artificially

selected sensors after 20 dB preamplifiers. An automatic switching subsystem

was used to sequentially connect selected sensors (eight sensors in the present
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study) to a pulse generator to generate ultrasonic pulses for velocity measurement.

During the velocity measurement, signals from the source sensor were recorded by

all the other sensors. The time required to measure eight sources is less than 1 s.

Therefore, losing AE events during velocity measurement using this system is very

rare.

In our laboratory, the mixed noise level for AE signals is ~40 dB after applying

the 20 dB preamplifiers. The threshold for the peak detectors was thus set to be

45 dB. The effective dynamic range is 45–100 dB, corresponding to a relative

magnitude range of 2.75, equivalent to earthquake magnitude [11]. Due to attenu-

ation, some events that had insufficient energy could be recorded by only the one

detector nearest to the AE hypocenter. As a result, the number of events counted by

two detectors could be different. Data recorded by the peak detectors are used to

calculate seismic b-values, which are very useful in characterizing the pre-failure

damage phases [8, 12]. Waveform data were recorded for the purposes of hypo-

center determination and source mechanism solution, which require clear first

motions at more than four sensors. Hence, we designed a complicated triggering

Fig. 1 Block diagram of the renewed experimental apparatus and data acquisition systems used

for rock fracture test and acoustic emission monitoring
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logic for the waveform-recording system. First, three pairs of neighboring sensors

were selected as triggering sensors. To avoid biased triggering, the three pairs

needed to be homogeneously distributed on the sample surface. An OR logic is

used within each pair, and an AND logic is used among the three pairs. Then, a

triggering threshold level is determined, which is ~10 times higher than that of the

peak detectors. As a result, the AE hypocenter data constitute a subset of relatively

large events among the AE count data and only a few percent of the peaks detected

have AE waveform data. Higher thresholds and multiple homogeneously distrib-

uted trigger channels ensure that sufficient AE hypocenter data are collected

throughout the sample space.

The new waveform-recording system has three working modes: single event,

multi-event, and continuous mode. In this study, we mainly used the multi-event

mode, in which the system can record up to ~5000 events per second since digitized

waveform data are directly stored in the onboard memory. Its very short dead time,

during which new events cannot be recorded, ensures that event loss during AE

bursts is not important. Its onboard memory can store all the waveform data of

65,536 events under the aforementioned sampling conditions. Velocity measure-

ments were performed at artificial intervals. The velocity data were used in hypo-

center determination. First, P wave arrival times were picked up and hypocenters

were determined automatically. The arrival time pickup is advanced by utilizing an

autoregressive (AR) model and the Akaike information criteria (AIC) as proposed

in 1973 (see reprint [13]). Careful checks could be manually performed using an

interactive interface in the Windows operation system. We were able to determine

the detailed locations of microcrack and stick-slip events with a location error of

less than 2–3 mm in most cases. In order to guarantee such precision, we use only

AE hypocenters determined by at least eight arrival times. Focal types, including

shear cracks, shear-dominated wing cracks, tensile cracks, and pore closures, were

obtained statistically for all located events based on the method of Lei et al. (2000)

[9]. At the same time, detailed focal mechanism solutions including P and T

directions were determined for relatively larger shear events recorded at

multisensors with clear first motions.

In our experiments, the normal stress σ and shear stress τ acting on the fault

plane are functions of the fault angle θ given by

σ ¼ σ1 sin θ þ σ3 cos θ
τ ¼ σ1 cos θ � σ3 sin θ

ð1Þ

The static and dynamic frictional coefficients are estimated from the peak and

minimum stress during a stick-slip event by

μ ¼ τ=σ ð2Þ

Based on Coulomb failure law, the critical condition for rupturing on a

preexisting fault of a friction μ and an effective normal stress σe is
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τ ¼ σeμ ð3Þ

Another relevant conception in the present study is “slip tendency.” The slip

tendency of a fault to undergo slip under a given stress pattern depends on the

frictional coefficient of the surface and the ratio of shear to normal stress acting on

the plane [14]:

Ts ¼ τ=σeð Þ=
μ ð4Þ

It is clear that fault reactivation occurs when its slip tendency equals 1.

3 Results

3.1 Typical D45 Sample Results

Figure 2 shows the major parameters against time from the experiment on sample

D45#1. In total, 17 stick-slip events were recorded in a single run. The total shear

displacement on the fault plane is ~5 mm. To get more events, the test sample

would need to be reset. As seen from Fig. 2, the first stick-slip event occurred when

the peak axial stress reached 253 MPa, leading to a stress drop of ~123 MPa. The

peak stress of later stick-slip events decreased gradually with some fluctuations to a

relatively stable value of ~130 MPa.

As shown in Fig. 2b, the static frictional coefficient during the first stick-slip

events is ~0.75, which reduced to a stable mean value of ~0.6 after several stick-

slips. In this sample, the dynamic frictional coefficient fluctuates between 0.45 and

0.55.

AE activity was initiated when the axial stress reached ~100MPa. The event rate

increased with increasing stress until the first stick-slip event occurred. After every

stick-slip, there is a quiescent period showing very low AE activity. When the axial

stress reached 80–90% of the peak stress of the previous stick-slip event, AE

activity was reinitiated and continued, with the event rate increasing until the

next stick-slip occurred. In total, the number of AE events per stick-slip cycle

shows a gradual decrease as the number of previous stick-slips events increases,

indicating the role of slip smoothing.

Figures 3 and 4 show the basic results from sample D45#2. The peak axial stress

is 290 MPa, 37 MPa higher than that of D45#1. We stopped the experiment after

seven stick-slip events occurred. Compared with later stick-slips, the first event

shows the largest stress drop and the residual shear stress acting on the fault is

almost zero, so this is an overshot event. Both the peak and the minimum show

some fluctuations. From the second stick-slip on, the peak stress falls in the range of

180–215 MPa, while the minimum stress varies from 80 to 110 MPa. AE activity is

in agreement with D45#1. Following a quiescent period after each stick-slip, AE
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activity was reinitiated when the axial stress reached 80–90% of the peak stress of

the previous stick-slip event. As the number of previous stick-slip events increased,

the number of AE events in a stick-slip cycle tended to decrease.

In Fig. 4, the AE hypocenters preceding each stick-slip are projected onto two

orthogonal planes: the fault plane and the vertical profile perpendicular to the fault

plane. Most AE hypocenters are clustered in a narrow zone along the fault plane.

Cases of off-fault damage, especially in the footwall, are also observed.

Fig. 2 Results for sample D45#1 with a precut fault of 45�. (a) Plots show axial stress, confining

pressure (Pc), and AE counts recorded at two selected sensors against time. (b) Plots show zoomed

views of the period of stick-slip events with additional plots of frictional coefficients calculated

from axial and confining pressure data

Fracturing Behaviors of Unfavorably Oriented Faults Investigated. . . 235



Fig. 3 Results for sample D45#2 with 45� precut. Axial stress, confining pressure (Pc), and AE

counts recorded at two selected sensors are plotted against time

Fig. 4 The top row shows the distribution of AE hypocenters on a vertical profile perpendicular to

the precut fault. The lower row shows AE hypocenters projected on the dipped fault plane. Each

column shows AE hypocenters preceding stick-slip events indicated by sequential numbers from

S-1 to S-7. In the bottom row, open and closed circles indicate tensile-dominated and shear-

dominated microcracks, respectively. Note that most AE hypocenters are concentrated in a narrow

zone along the fault plane, but off-fault damage is also important, especially in the footwall
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3.2 Typical D50 Sample Results

The basic results for sample D50#1 are shown in Figs. 5 and 6. As seen in Fig. 5, the

peak axial stress was 397 MPa. The first stick-slip event then occurred, leading to a

large stress drop. We stopped the experiment after four stick-slip events occurred to

avoid overly damaging the sample, allowing confining oil to leak into the sample,

making it impossible to ensure that no leakage occurred during the early stick-slips.

It is very interesting that the dynamic stress drops during the stick-slip events are

very large, and the residual shear stress on the fault is almost zero. Before the first

stick-slip, the peak detectors recorded ~5000 AE events. More than 40,000 AE

events were observed preceding the second stick-slips. AE activity before the third

stick-slip is very low. More than 20,000 AEs were observed preceding the fourth

stick-slip. Similar to the results from samples D45#1 and D45#2, a clear quiescent

period was observed following all stick-slip events. When the axial stress reached

~60% of the peak stress of the most recent previous stick-slip event, intensive AE

activity began and continued until the next stick-slip occurred.

Figure 6 shows the AE hypocenter distributions projected onto two orthogonal

planes: the fault plane and the vertical profile perpendicular to the fault plane. The

AE hypocenters are limited to a narrow zone along the fault plane before the first

stick-slip. After that, off-fault damage becamemore important than on-fault damage

and several AE clusters appeared along an angle of ~30� to the greatest principal

stress axis, i.e., the optimal orientation for shear fracturing. Such aligned AE clusters

demonstrate the nucleation of sub-faults. Increased AE event rates before the second

and fourth stick-slips, therefore, resulted from intensive microcracking activity

associated with the formation and growth of these aligned sub-faults.

Fig. 5 Results for sample D50#1 with 50� precut showing axial stress, confining pressure (Pc),

and AE counts recorded at two selected sensors against time

Fracturing Behaviors of Unfavorably Oriented Faults Investigated. . . 237



4 Discussion and Conclusions

From (1) and (3), the rupture strength expressed in differential stress, for conve-

nience, can be obtained as a function of fault angle for different (static) frictional

coefficients. Figure 7 shows plots of experimental data and theoretical data for

friction coefficients of 0.6, 0.65, 0.7, and 0.75. In all tests, the first stick-slip event

has a relatively large frictional coefficient, ~0.7–0.75, and then a decreasing

tendency is observed. Finally, the fictional coefficient becomes rather stable at a

mean value of ~0.6 with some fluctuations. Thus, our experimental results agree

very well with the commonly accepted values of (dry) fault friction in the upper

crust. Due to the formation of sub-faults in the D50 samples, stick-slips in D50

samples are complicated and show larger fluctuation amplitudes than the D45

samples. Decreasing frictional coefficient is an indicator of fault surface smoothing,

Fig. 6 The top row shows the distribution of AE hypocenters on a vertical profile perpendicular to

the precut fault. The bottom row shows AE hypocenters projected on the dipped fault plane. Each

column shows AE hypocenters preceding stick-slip events indicated by sequential numbers from

S-1 to S-4. In the bottom row, open and closed circles indicate tensile-dominated and shear-

dominated microcracks, respectively. Note that AE hypocenters are limited to a narrow zone along

the fault plane, while in later events, off-fault damages are more important and some sub-faults

with an optimal orientation are created
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which might result from the failure of geometric and mechanical asperities on the

fault surface. After the tests, we observed some fault gauges. As indicated by the

fluctuation of the frictional coefficient, both on-fault and off-fault damage could

play a role in roughening the fault surface.

Our experimental results clearly demonstrated that, in the case of the D50

samples, after the first stick-slip event some sub-faults are created along an optimal

direction, say ~30� to the greatest principal stress. Due to their optimal orientation,

the newly created faults grow and rupture more easily since the slip tendency on

these faults is a maximum. After a few stick-slips on the old fault, further fracturing

is governed by these faults. It is therefore reasonable to assume that at field scale,

activity on the old unfavorably oriented fault would be supplanted by activity on the

new favorably oriented fault.

For θ ¼ 45�, no sub-faults were created for up to ~20 stick-slip iterations, which
is the limit allowed in a single run under our conditions. However, the fault zone

could be widened by off-fault damage.

In conclusion, the frictional behaviors and on-fault/off-fault damage observed in

these tests demonstrate that there are two competing mechanisms. On the one hand,

the fault plane is smoothed by fault slippage as asperities on the fault plane fail.

Thus, we can see a decreasing tendency in AE activity and friction coefficient. The

friction coefficient of the precut fault depends only on the history of stick-slip,

independent on fault angle. In all cases, the fault friction drops from ~0.75 to 0.6

after a few stick-slips. On the other hand, the fault plane is roughened by new

damage, which leads to fluctuations in AE activity and frictional behavior. In the

Fig. 7 Fault strength as a

function of angle to the

maximum principal stress,

for different (static)

frictional coefficients from

0.6 to 0.75. Circles

represent experimental data

of this study. In all tests, the

first stick-slip event shows a

relatively high frictional

coefficient, ~0.7–0.75. Then

a decreasing tendency is

observed. Finally, the

frictional coefficient

becomes stable at 0.6–0.65

with some fluctuations, in

agreement with the

commonly accepted mean

value of natural faults in the

upper crust
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D45 samples, the smoothing mechanism plays a dominant role, while in the D50

samples, the roughening mechanism and formation of sub-faults in optimal direc-

tions are important.
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Investigation of Acoustic Emission
Characteristics on Harbor Portal Crane

Zhanwen Wu, Gongtian Shen, Junjiao Zhang, Xuerong Tao, and Dajin Ni

Abstract Acoustic emission (AE) testing was carried out for the inspection of

A-frame structure in a harbor portal crane and its testing areas were the repair

welding on the A-frame. The acoustic emission localization characteristics, param-

eter distribution, and frequency spectrum characteristic are analyzed in this chapter.

Also, the magnetic particle testing was used for reinspection of the AE location

areas. The results indicated that the AE linear location method could be used well

on the A-frame of the harbor portal crane during the loading test, which AE sources

was produced by the surface crack defects of the repair welding. During the loading

process, the maximum AE signal amplitude of the located events is about 69 dB,

and the AE signal frequency mainly in 100–250 kHz range. During the load-

keeping process, the maximum AE signal amplitude of the located events is

about 55 dB, and the AE signal frequency mainly in 100–400 kHz range with a

peak at about 160 kHz.

1 Introduction

Nowadays, harbor portal crane is one of the important equipment in the ports and

docks. There are thousands of port cranes in use of the coastal and inland port in

China, and about 20,000 cranes are in the later stage of service or extended stage.

Cracks and deformation generally exist in the metal structure of these cranes,

especially in the area of slewing platform and A-frame which is under the cyclic

fatigue loading [1]. These may lead to failure and even the overall collapse of the

crane with costly downtime.

At present, there is no effective method of crack detection and its activity

evaluation in the nondestructive testing of the port crane metal structure

[2]. There are some investigations for the AE technology applied in the inspection
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of the crane structure in China and abroad [3–5], but the reports are also rare in the

crack detection of the real crane.

In this chapter, the acoustic emission technique was used to obtain the AE signal

characteristics of the crack in the A-frame structure of the harbor portal crane. The

testing areas on the A-frame were the repair welding. Normally, these areas were

susceptible to cracks.

2 Testing Object and Methods

2.1 Testing Object

The testing was practiced on a portal crane TQ 10-33, which was made in 2002,

with its rated lifting capacity of 10 tons, radius from 10 to 33 m, and working level

A6. The slings for lifting loads are both the hook and grab. The A-frame structures

were mainly inspected and focused on the repair welding areas where cracks have

been found. The welds with cracks have been repaired 2 months before this test.

The main material of the A-frame is Q235B steel. The appearance of the tested

crane is shown in Fig. 1.

One of the testing areas is located in the right-side pull rod of A-frame structure,

which is to the right side facing the hook. The pull rod is a box structure. The repair

welding is in the middle of the pull rod which is the connection between the pull rod

Fig. 1 Appearance of the

portal crane

244 Z. Wu et al.



and the platform of the radius-changing mechanism with gear. Vibration and impact

are often produced in the platform, which could be the cause of the fatigue cracks.

The length of the repair welding area is about 200 mm; the thickness of the steel is

8 mm.

The other testing area is located in the left side supporting frame of A-frame

structure which is to the left side facing the hook. The supporting frame is also a box

structure. The repair welding is in the end of the supporting frame which is the

connection between the supporting frame and the top platform of the A-frame. The

length of the repair welding area is about 200 mm; the thickness of the steel is

12 mm.

2.2 Instrument and Sensor Arrangement

In the test, a fully digital multichannel AE system series AMSY-5 was used, which

includes the sensors, preamplifier, computer software, and cables. The sensor

model is VS150-RIC, and the gain is 34 dB.

According to the previous research, the linear location method was used in this

test. The sensor arrangements in the structure with the repaired welds are shown in

Fig. 2.

Before the AE testing, the simulated AE sources of lead break were applied in

the repair welding. The simulated AE sources could be located correctly between

the adjacent sensors.

Fig. 2 Sensor arrangement in the pull rod and supporting frame of the A-frame
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2.3 Loading Procedures

The loads of the portal crane daily are 6 tons. The test load is 9.2 tons. The twice-

loading tests are carried out. The load-keeping circle of the first time is 10 min, and

the second circle is 5 min. The AE signals of the two loading tests are recorded.

3 Testing Results and Discussion

3.1 AE Location During the Testing

During the two loading tests, many AE signals appeared in the repaired welding

areas. These AE signals could be located. Figures 3 and 4 show the AE located

events of the two testing areas. Table 1 shows the statistics of the AE events in the

two detection areas. The magnetic particle testing was used for reinspection of the

AE location areas. The results show that in these two repair welding, there are new

cracks generated.

From the AE location events of the pull rod of the A-frame, we can see that there

are 118 AE events in the first loading process, but only 20 events in the second time.

At the same time, eight AE events appeared in the first load-keeping process, but

only three events in the second time. It shows that the crack surface friction

produced a large number of AE events in the repair welding area during the loading

process. But there are only a few AE events in the load-keeping process.

From the AE location events of the supporting frame of the A-frame, we can see

that there are 67 AE events in the first loading process and 30 AE events in the first

load-keeping process, but only 1 AE event in the second process. It shows that there

are many AE events generated by the crack during the load keeping.

Fig. 3 Distributive AE events vs. location in the pull rod: (a) first loading process; (b) first load-
keeping process; (c) second loading process; (d) second load-keeping process
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Comparing the two areas’ AE location events, there are many AE events in the

first testing circle in both areas, but only a few AE events in the second testing

circle.

3.2 Distribution AE Location Signal Parameters

For the analysis of the AE event intensity, Table 2 shows the average AE ampli-

tudes of the five maximum located events. The AE intensity value of the located

events is about 68.9 dB during the loading process and about 51.1 dB during the

Fig. 4 Distributive AE events vs. location in the supporting frame: (a) first loading process; (b)
first load-keeping process; (c) second loading process; (d) second load-keeping process

Table 1 Statistics of the AE events in the two detection areas

Areas

First loading

process

First load-

keeping process

Second loading

process

Second load-

keeping process

Pull rod

(400–600 mm)

118 8 20 3

Supporting frame

(200–400 mm)

67 30 20 1

Table 2 Average AE amplitude of the five maximum located events

Areas

First loading

process

First load-keeping

process

Second loading

process

Second load-

keeping process

Pull rod (dB) 67.2 51.1 68.9 44.5

Supporting

frame (dB)

69.5 55.3 68.6 41.5
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load-keeping process in the repair welding of the pull rod. For the supporting frame,

these two AE intensity values, respectively, are 69.5 dB and 55.3 dB.

3.3 AE Waveform Behavior of the AE Location Events

Figures 5, 6, and 7 show several typical AE signals’ waveform and frequency

spectrum characteristics of the AE location events. From these figures, these show

that:

(a) In the loading process, the frequencies of the AE signals are mainly distributed

in the range of 100–250 kHz. There are two main peaks at 100 and 160 kHz.

And the energy at the peak of 100 kHz is bigger than the energy at 160 kHz.

(b) In the load-keeping process, the frequencies of the AE signals are mainly

distributed in the range of 100–400 kHz. There are four main peaks, at

100, 160, 250, and 350 kHz. And the maximum energy peak appears nearly

at 160 kHz.

Fig. 5 AE waveform and frequency spectrum for pull rod during the loading process

Fig. 6 AE waveform and frequency spectrum for pull rod during the load-keeping process
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4 Conclusion

According to the testing results, we can get the conclusions that:

1. The AE events of the crack propagation on the A-frame of the portal crane could

be correctly located by using the AE linear location method. The magnetic

particle testing results also show that there are surface crack defects in the AE

location area which are the repaired welds.

2. Due to the existence of crack defects, there are many acoustic emission location

events in the loading process. But there are less AE events in the load-keeping

process than the loading process.

3. During the loading process, the AE intensity value of the located events is about

67–69 dB. And the AE intensity value is about 51–55 dB during the load-

keeping process.

4. The frequencies of the AE signals are mainly distributed in the range of

100–250 kHz during the loading process, and its maximum energy peak is

nearly at 100 kHz. But the frequencies of the AE signals during the load-

keeping process are mainly distributed in the range of 100–400 kHz, and its

maximum energy peak is nearly at 160 kHz. The AE events in the loading

process are mainly generated by the crack surface friction, but the AE events in

the load-keeping process are mainly generated by the growth of the crack.
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Fatigue Failure Evaluation of RC Bridge
Deck in Wheel Loading Test by AE
Tomography

Tomoki Shiotani, Takahiro Nishida, Hiroshi Nakayama, Hisafumi Asaue,

Kai-Chun Chang, Toyoaki Miyagawa, and Yoshikazu Kobayashi

Abstract In Japan, remediation and replacement of reinforced-concrete

(RC) bridge decks consumes a major part of the road structure maintenance budget,

and numerous studies have explored ways to expand the service life of the deck.

Traditionally, corrective maintenance procedures and repairs have been conducted

when noteworthy deterioration becomes visible to the naked eye, for example, as

crack patterns on the deck surface. However, from the perspective of life cycle cost,

to reduce maintenance budgets, the deterioration and damage should be evaluated

before the damage reaches the surface (J Struct Eng 123: 1390–1401, 1997).

Accordingly, in this study, internal damage of an RC deck due to fatigue failure

is reproduced by a wheel loading testing apparatus, and the damage progress is

evaluated by AE measurements as well as by elastic wave/AE tomography analysis.

1 Introduction

Bridge deck replacement consumes a large share of road investment costs.

A principal cause of damage, fatigue failure, often goes unnoticed until the deteri-

oration becomes so remarkable as to be observable on the bridge deck surface.

Crack characteristics, including the direction of the cracks and the density of the

surface, are used to determine the degree of the fatigue failure damage. Bridge

owners, however, have long believed that their investment could be reduced if

internal damage could be evaluated with nondestructive testing (NDT) approaches,

so the degree of damage could then be reasonably contained [1]. NDT methods for

visualizing internal damage described in the literature include elastic wave tomog-

raphy and AE tomography [2, 3], and X-ray tomography [4]. However, these

methods involve considerable time and expense, and can be harmful to human
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health, so they have not been widely used. Acoustic emission measurements are

now considered the only solution capable of tracking damage continuously [5]. But

because AE monitoring requires multiple specific sensors, preamplifiers, and

corresponding multi-channel systems, it is reserved for only a limited number of

important structures. In addition, the external environmental frequently presents

unavoidable noise signals that interfere with long-term monitoring, so that real-time

fatigue damage monitoring with AE techniques has been conducted only for

experimental purposes [6]. In contrast to AE monitoring, ultrasonic approaches,

in which signal excitation and detection can be implemented with as few as one pair

of excitation and receiver sensors, are more convenient for exploring internal

damage. In this ultrasonic technique, the locations of defects can be measured by

propagation time under the assumption that there exist unique or spatially homo-

geneous values of ultrasonic wave velocity. In the case where the wave propagation

length of the media is already known, overall deterioration can be estimated by a

calculation involving wave velocity and propagation time. In order to identify AE

sources that indicate damage positions or areas, wave velocity is necessarily

determined in advance of the test. Sources are then determined based on differences

in the arrival times of waves at various sensors given a specific velocity value—for

example, 4000 m/s. Innovative AE tomography, which the authors have been

developing for more than a decade, enables us to determine both the wave velocity

and the location of AE sources, and even to determine whether the damage is

evolving or already exists within the materials of interest. In this paper, the progress

of fatigue failure of RC decks is reproduced by a wheel loading apparatus, and AE

measurements and elastic wave excitations for tomography analysis are executed at

proper timings throughout the test. Finally, the internal progress of fatigue damage

is visualized and quantified by elastic wave velocity, followed by comparison with

resultant surface crack conditions.

2 Wheel Loading Program

To induce fatigue failure quantitatively, an RC deck specimen was subjected to

repeated wheel loading with a steel wheel as shown in Fig. 1. The apparatus

contains a steel wheel 300 mm in diameter and 400 mm wide, which can be applied

to a load of up to 250 kN in the case of dynamic loads and 534 kN in the case of

static loads in the vertical direction. Contrary to the conventional wheel loading

machines with a movable loading wheel [7], the foundation and the specimen it

holds are moved in a longitudinal direction within �500 to �1000 mm (�500 mm

in this test). The repetition rate can be set between 0.897 and 9.97 rpm/min

(8.97 rpm in this test). The test specimen was 3000 � 2000 � 210 mm in size

with steel reinforcement arranged as shown in Fig. 2.

Stepwise cyclic loading was performed as shown in Fig. 3. First, a load of 98 kN

was repeatedly applied 100000 times, then the test was suspended to excite elastic

waves for elastic wave tomography. Subsequently, AE monitoring with static load
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Fig. 1 Wheel loading test machine
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Fig. 2 Configuration of RC deck specimen
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application to the previous maximum of 98 kN was conducted only once for AE

tomography, assuming no further damage. An AE measurement was again

conducted for the next loading step of 127.4 kN for reference, and further load

repetitions of 200000 cycles were applied. Elastic wave excitations and AE mon-

itoring were subsequently performed after this loading step, applying static loads up

to 127.4 kN. AE monitoring was then performed during the next loading of

156.8 kN. With this 156.8 kN load, cyclic loading was conducted 250000 times.

The same manner of elastic wave excitations for elastic wave tomography and AE

measurements were repeated after this loading step, and the specimen failed during

the following loading step. As shown in Fig. 4, cracks generated during the test

were repaired by injecting epoxy-acrylate high-penetration resin. The agent was

also expected to shield the specimen against water infiltration. After repair, elastic

wave excitations were conducted for tomography, and then load application

matching that which was first applied, i.e., 98 kN, was carried out with AE

monitoring.
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3 Monitoring

Damage evolution can be visualized by plotting accumulated AE sources through

the whole failure process. However, as there are few cases in which AE sensors

were installed at the time of bridge construction, cumulative damage interpretation

cannot be performed with in situ AE activity; therefore, tomographic approaches

have been employed using elastic wave tomography through the thickness of the

structure. In conventional elastic wave tomography, the excitations are made at

designated locations with accurate time records of excitation, leading to time-

consuming measurements and the need for a large numbers of sensors. In bulky

3D structures for which there is no access to the rear area, 3D visualization of

damage requiring sensor placement on the rear side cannot be implemented by

conventional tomography. As a solution for this difficult configuration, the authors’
research group has proposed a new approach, ‘acoustic emission tomography’
(hereafter referred to as AET). In AET, the calculation of both source locations

and velocity distributions are implemented simultaneously [3]. We recently suc-

cessfully applied this approach in addressing three-dimensional problems [8].

In order to monitor AE activity as well as artificial excitations, 32 AE sensors of

60 kHz resonance were placed onto the four planes: 10 on the top, 14 on the bottom

and 2 each on the four sides. Artificial excitations were made by a 35 mm diameter

hammer at 12 designated points on the top and 14 points on the bottom surface. The

wheel loads were applied in the longitudinal direction shown as the area surrounded

by green lines in Fig. 5. In each phase-suspension of wheel loads, the specimen was

subjected to static vertical loads at the central area shown by a blue rectangle. Both

AE signals and elastic wave signals due to excitations were amplified at the sensor-

integrated pre-amplifier by 40 dB and acquired by an AE monitoring system, 48-ch

Express 8 PAC with a 16 bit A/D conversion rate and a 1 MHz sampling rate.

Fig. 5 Arrangement of AE sensors. (a) Upper surface (unit: mm) (b) Bottom surface (unit: mm)
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4 AE Tomography

As shown above, in AET, both source locations and velocity distributions are

calculated simultaneously, using the procedure described here. Here, we describe

the source location algorithms, leaving detailed tomographic procedures to the

other literature [2].

The source location technique is based on a ray-tracing algorithm [9]. This

algorithm is characterized by installation of relay points in each cell as illustrated

in Fig. 6. In a conventional ray-tracing algorithm, because the ray paths are formed

by segments among nodal points, its resolution depends on the mesh characteristics,

implying that high accuracy in source location requires a fine mesh. This leads to

incrementing the number of degrees of freedom, since slowness, which is a recip-

rocal of velocity, is defined in each cell, and consequently makes the identification

procedure more complicated. In this ray-tracing algorithm, the relay points between

nodes are proposed, and a ray path is formed by segments among nodal and relay

points, as shown in Fig. 7.

By using this approach, the resolution of ray tracing is increased without

incrementing the degrees of freedom. As one role of the relay points is to relay

the signals, the relay points should be distributed uniformly on the surface, but this

can be difficult due to the heterogeneous shapes of the cross sections of concrete

structures. To solve this problem, the relay points are installed by using the

iso-parametric mapping that is used in the ray-tracing algorithm. Since each cell

is mapped to an isosceles right triangle, the relay points can be uniformly installed

in the mapped cell, as shown in Fig. 8. Although this algorithm does not provide

Fig. 6 Conventional set

of relay points
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exactly uniform distribution of relay points if the shape of the cell is skewed, the

distribution is improved by avoiding the use of strongly skewed cells. The source

location is estimated using this ray-tracing algorithm.

The procedure for estimating source location is briefly described in Fig. 9. As the

first step in estimating the source location, ray tracing is carried out for a receiver as

illustrated in Fig. 10. This procedure calculates travel times tij from a receiver i to
all nodal and relay points that are numbered as j. Since the first travel time Ti at
receiver i is known, the possible emission time of the signal Eij is computed by (1)

at a nodal or relay point j.

Eij ¼ Ti � tij ð1Þ

This step is applied to all receivers, and then variance of the Eij is computed as

follows.

Fig. 7 Revised ray path in

consideration of proposed

relay points

Fig. 8 Mapping to the

global coordinates of set

relay points

Fatigue Failure Evaluation of RC Bridge Deck in Wheel Loading Test by AE. . . 257



σj ¼
P

i

Eij � mj

� �2

N
ð2Þ

in which

mj ¼
P

i

Eij

N
ð3Þ

where N is the number of receivers. To estimate the source location, the variance σj
is evaluated. If the slowness distribution is identical to the real slowness distribu-

tion, σj must be equal to zero at the source location and mj must be the emission

time. Due to discretization errors of the slowness distribution and insufficient

Fig. 9 Procedure to estimate source locations

Fig. 10 Mapping to the

global coordinates of set

relay points
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resolution of ray tracing, σj is generally not zero, even at the source location, as with
the identification procedure of seismic tomography. However, it is predicted that σj
is at a minimum at the source location. Hence, in this procedure, the source location

is determined as a nodal or relay point of minimum variance σjmin. Additionally, mj

is used as the possible emission time. The accuracy of the estimation of the source

location is controlled by the density of the nodal and relay points, because the

source location is assigned to a nodal or relay point in the proposed algorithm.

Furthermore, by applying this technique to the iterative procedure of identifying

wave velocity structures, the source locations are updated in every iterative step,

improving the accuracy of the source location. This approach can be applied not

only to AE signals but also to signals that are generated by any excitation point.

Seismic tomography requires source location, emission time and travel time to

the receiver. However, signals having neither emission time nor source location can

be used for seismic tomography; source location and emission time can be esti-

mated from travel times to the receivers under the wave velocity distribution

determined by the method introduced in the previous section. Based on these

facts, we introduce a seismic tomography procedure that uses estimated source

location, as shown in Fig. 11. In seismic tomography with estimated source

location, the first step is to estimate the source locations and emission times. If

the observed travel times can be separated into groups that are associated with

individual excitation points, the estimation of source location and emission time

can be carried out for each observed travel time group. The second step is to apply

ray tracing to all estimated source locations. In this step, ray tracing is carried out

for all of the estimated source locations, and the travel time from the estimated

source locations to the other nodal or relay points is calculated. Adding the

computed travel time to the estimated emission time, the theoretical travel times

at receivers are given by the following equation:

Ti
0 ¼ mj þ tij ð4Þ

Fig. 11 Procedure to estimate source locations and velocity distributions
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In the third step, the slowness distribution is updated to eliminate the difference

between the theoretical and observed travel times by an identification technique.

In order to apply this 2D AET practically, 3D AET has been proposed [8]. First,

elements in the 3D AE tomography are expressed in three dimensions, differently

from those of 2D AE tomography. The greatest difference between 2D AET and 3D

AET is the ray-tracing technique in the algorithms. In the developed ray-tracing

technique, the waves in 3D AET are expressed by (5) and (6), which are expanded

to three dimensions and are different from (7), the formula used in 2D AET.

a1xþ b1yþ c1zþ d1 ¼ 0 ð5Þ
a2xþ b2yþ c2zþ d2 ¼ 0 ð6Þ

axþ byþ c ¼ 0 ð7Þ

To use this developed ray-tracing technique, it must be possible to verify the AE

source location and the deterioration of elastic wave velocity in three dimensions.

5 Results and Discussions

The velocity distributions are referred to as ‘tomograms,’ and are exhibited for the

cases with artificial excitation and with AE sources in Fig. 12a, b. The circles and

the stars in the figure indicate the locations of the AE sensors and AE sources,

respectively, used for AE tomography. These are the tomograms after the first load

step, that is, after 100 k runs of 98 kN. As shown in the figures, no remarkable

damage could be estimated by the velocity distributions. Note that the tomogram

resulted from the 2D AE tomography, i.e., all the AE sources were projected on the

top surface, and the velocity distributions were obtained based on the projected AE

sources on the surface, so that neither exact areas nor source locations could be

addressed by these results.

Fig. 12 Tomograms with two types of sources (figures are shown by the unit of meters/second):

(a) with artificial excitations, (b) with AE sources
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The tomogram using several AE sources during the subsequent static load

application of 127.4 kN is shown in Fig. 13. At this step, obvious vertical damage

areas are represented by the low-velocity zones. For the subsequent loading steps,

similar low-velocity zones appear in the tomograms. During AE monitoring after

the 250 k runs of 156.8 kN, intensive AE activity is observed around central area of

the specimen and resultant vertical cracks at �0.10 m and �0.75 m in the longi-

tudinal direction have emerged, as shown in Fig. 14. Surprisingly, these

Fig. 13 Tomogram with AE sources during load application of 127.4 kN

Fig. 14 Tomogram with AE sources after 250 k runs of 156.8 kN
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characteristics of damage have already been estimated by the tomogram obtained

during load application of 127.4 kN (see Fig. 13). The tomogram revealed no

correlation between the location of the principal vertical crack generated in

�0.1 m in the longitudinal direction and the low-velocity areas. This discrepancy

seemed to be generated by two factors. One is that the tomogram was based on the

AE sources projected to the top surface and exhibited one of the distributions within

the specimen, i.e., Fig. 14 seemed to exhibit one of the internal and narrow damage

areas. The other is due to the form of the principal vertical crack, i.e., it seemed to

be generated perpendicular to the surface; however, it is possible to form diagonal

damage in the thickness direction. Besides the central area, the low-velocity area in

Fig. 13 was expanded to the left side in Fig. 14, and therefore fatigue damage

evolution due to cyclic loads was manifested by those tomograms.

The tomogram with artificial excitations after repair can be found in Fig. 15.

Two expanded low-velocity zones in Fig. 14 have disappeared, and overall recov-

ery of the velocity can be observed. The repair effect is thus verified with velocity

distributions. After repair, a static small load of 98 kN was applied to the specimen,

and unexpectedly a large number of AE sources were acquired around the loading

area as show in the stars of Fig. 16. These AE activities appeared to be generated by

the failure of the thin repair agent on the surface. The resultant tomogram based on

these AE sources accorded well with the AE activity. Low-velocity zones emerged

around the loading plate (see Fig. 5a for the location of the plate). From these

findings it can be implied that the repair agent did not improve the surface

protection against water infiltration, although the recovery of the crack could not

be examined in this study, and will be studied with 3D AE tomography.

Fig. 15 Tomogram with artificial excitations after repair
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6 Conclusions

Elastic wave and AE tomography were applied to the quantification of fatigue

damage in an RC deck. The damage was reproduced by a wheel loading apparatus

and these tomographic approaches were conducted in every loading phase. Conse-

quently, although 3D approaches will be presented in the follow-up paper, it was

concluded that internal damage can be evaluated by tomograms on the surface, and

visible cracks on the surface can be predicted by the tomograms in previous phases.

With the tomographic approaches, repair evaluation for establishing lifetime sce-

narios for concrete structures, seems to be possible.
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Testing the Node of a Railway Steel Bridge

Using an Acoustic Emission Method

Marek Nowak, Igor Lyasota, and Dawid Kisała

Abstract Research on bridge construction elements was conducted as part of a

joint project by the Cracow University of Technology and PKP Polish Railway

Lines, funded by the NCBiR. In the first phase, the material properties were defined,

and modeling calculations for the bridge and node were performed. In the next

phase, the node was loaded using a scheme corresponding to the real loading

conditions of this part of the bridge.

Tests were performed on the prepared test stand with the registration of acoustic

emission signals. The recorded measurement data were analyzed to determine the

signal characteristics, the signal parameters used for assessing defects, and the most

effective system for locating signals.

1 Introduction

Many operated railway steel bridges in Poland are in poor condition from many

years of use, and appropriate diagnostics are needed for bridge structural assess-

ment. Some of the bridges are small, but very often they are long, so visual

diagnostic methods are typically used, and in exceptional cases, other nondestruc-

tive testing is performed. Therefore, in many cases, a complete evaluation of the

conditions of these steel bridges lacking, and studies are needed to determine the

most effective and accurate diagnostic approach.

The Cracow University of Technology, together with PKP Polish Railway

Lines—the owner of the majority of railway infrastructure in Poland—conducted

a project funded by the National Centre for Research and Development in order to

explore diagnostic methods for assessing the steel railway bridges using an acoustic

emission method.
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One stages of the project involved laboratory studies on the elements of a real

bridge structure.

2 Test Object

In order to carry out the laboratory tests, an element was obtained for rebuilding

from the riveted truss of a single-span bridge with a drive bottom, which was built

in 1905. The joint consisted of two sections of stringers about 3 m in length and a

total of 0.67 m with additional reinforcements, and a section of floor beam mea-

suring about 0.7� 0.95 m. The scheme of the element for testing is shown in Fig. 1.

3 Material Tests and Model Analysis

Due to the incomplete documentation regarding the type and properties of the

material, studies were conducted prior to the implementation of stress testing to

determine the chemical composition, mechanical properties, and metallographic

microstructure using both fixed and portable microscopes. These studies showed

that the individual elements of the node differed in terms of the chemical compo-

sition and structure of the material.

The chemical composition test showed that the material had very low carbon

content (0.03–0.07%). Figure 2 shows images of the microstructure of the web

stringer after Nital etch, indicating a ferritic structure, with cementite on grain

boundaries and a large number of non-metallic inclusions.

The intention was to create a test with loading conditions representing the

working conditions of that element. For designing the test stand and loading

conditions, the bridge construction and node were evaluated using finite element

analysis. The bridge analysis was carried out using Robot Structural Analysis on the

rod model in a spatial structure with dimensional elements in three-dimensional

space.

Fig. 1 The scheme of the test object
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For the assumed load from railway stock, a chart of the envelope of bending

moments in the string from constant weight and load moving rolling stock was

determined. The characteristic values are shown in Fig. 3.

Numerical calculations were carried out (in ANSYS Workbench 13 software) to

determine the deformations and zones of maximum stresses in a loaded node.

Calculations were performed for individual elements of complex construction and

for determination of the stresses in the main directions. Examples of visualizations

are presented in Fig. 4. Due to the symmetry of the object relative to the plane of the

floor beam, the simulations shown in the figure are for one part of the element.

Fig. 2 The microstructure of the web stringer material (�250 and �800 magnification)

Fig. 3 Visualization of the model, the location of the joint on the model, and the envelope

characteristic bending moments in the stringers (kNm)

Fig. 4 Stress distribution by the HMH hypothesis and deformation simulation for loading of node
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The maximum values of stresses by the HMH hypothesis (up to 400 MPa) are at

the top and bottom of the stringer–floor beam connections. In the area of the rivets,

the stresses have medium values (180–230 MPa), but the stresses in the rest of the

web area are low. The calculated maximum displacement for the assumed force

value of 120 kN in the middle part of the node was about 16 mm.

4 Equipment and Test Methodology

The above-mentioned tests and calculations made it possible to design a test stand

and to determine the type of loading of the node. The registration of AE signals was

carried out by three-point bending using an Instron tensile testing machine (Instron

Schenck Testing Systems) with a hydraulic cylinder (IST PL1000) with maximum

force of 1000 kN. Both static and dynamic tests were performed. A view of the joint

on the test stand is shown in Fig. 5.

To register the AE signals during the joint loading tests, two types of resonant

sensors were used (total of 34 sensors), which were attached to the joint by

magnetic holders. These included the VS150-RIC AE sensors with resonant fre-

quency of 150 kHz and an integrated preamplifier (34 dB gain), and the VS75-V

sensors with resonant frequency of 75 kHz and an additional preamplifier (AEP4;

34 dB). The Vallen AMSY-6 measuring system was used, with software contained

in the Vallen control panel.

The layout of the sensors was similar among the tests, but the positions of some

sensors were changed in individual tests. The main sensor layout is presented in

Fig. 6.

Fig. 5 View of joint on test stand
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5 AE Tests

The three main objectives of the laboratory tests with the acquisition of AE signals

on steel bridge elements are presented below. In these tests, the AE signals were

acquired with the following parameters: threshold range of 46–49 dB; frequency

range of 50–300 kHz for VS75-V sensors and 95–300 kHz for VS150-RIC resonant

sensors; rearm time ¼ 0.4 ms; duration discrimination time ¼ 400 μs.

5.1 Tests of Node with Corrosion Products

One of the purposes of this research was to separate acoustic signals generated by

cracks and material defects from the signals caused by corrosion products

remaining in confined spaces and elements of bridge structures subjected to

loading.

For this purpose, two series of measurements were performed, one during the

dynamic loading of the node with corrosion products, and the other after their

removal at the upper part of the node. This allowed us to determine the emission

characteristics of the signals generated by the remaining corrosion products during

loading of the structure. Figure 7a shows the locations of AE signals in the area with

large quantities of corrosive products, and Fig. 7b shows the same area after

removal. These locations relate to signals recorded by sensors with a frequency

of 75 kHz during two identical time sequences of the cyclic loading of the node to

the maximum force of 240 kN.

The recorded signals were analyzed to determine their parameters and frequency

characteristics. The basic parameters of these signals in different correlations used

during the analyses are shown in Fig. 8.

In general, the frequency at the maximum amplitude of the spectrum

(FmaxAmp) for signals recorded during loading of the node with corrosion prod-

ucts was 88–90 kHz, but the center of gravity of the frequency spectrum for those

signals was in a range of 84–88 kHz.

The correlation graphs show the amplitudes of the located signals of up to 75 dB

(a few signals up to 87 dB), with signal duration in a range of 200–1100 μs. The
number of counts generally does not exceed 40, and only a few signals have signal

strength values exceeding 180 nVs.

Fig. 6 Layout of sensors on node
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5.2 Location of AE Signals on Complex Construction
Elements

Complex geometries were also investigated to explore the possibility of using

different variants of layouts, groups, and algorithms available in Vallen software

for the location of AE signals, using planar and linear algorithms. These tests were

carried out using a Hsu-Nielsen artificial source to generate signals in a selected

area of the node. The sensors were assembled on stringers and floor beams. The

results were compared in terms of the number of localized signals and location

accuracy as specified by the parameter LUCY (location uncertainty). This param-

eter describes how well a calculated source position fits with the measured arrival

time differences. It is the value of the standard deviation of distances from the ith
sensor to the signal source (Si) and the same distances calculated according to speed

and difference in signal arrival time Dsti, as follows:

Fig. 8 AE signal parameters recorded during loading of the node in the area of the overhang of

corrosive products

Fig. 7 AE signal location for loading structure (a) with a large covering of corrosion products,

and (b) after removal of corrosion products
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LUCY ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

N � 1

X

N

i¼1

Dsti � Si � S1ð Þð Þ2
v

u

u

t

where

Dsti ¼ Δti •V;

Δti is the difference in signal arrival time between the first and the ith sensor, and

V is the speed of signal propagation.

Figure 9 shows the location signals for different location configurations (sensors

on stringer and floor beam, only on stringers, etc.) and the number of localized

signals (location events) for these configurations, as well as the number of localized

signals for which the location error (LUCY) does not exceed 10% of the maximum

distance between the sensors participating in the location.

The analysis allowed us to determine the most effective system for locating

signals for geometrically complex steel structures. For algorithm with sensors on

floor beam (Fig. 9a) the number of located signals is 34 but only for 18 of them the

LUCY parameter does not exceed 10% of the maximum distance between the

sensors. The system with two location groups (Fig. 9c) is effective (52 located

events, and 50 with low LUCY), but it requires a greater number of sensors. The

combination with sensors on the stringer and floor beam was most effective

(Fig. 9b). This system can be used for monitoring of objects with defects.

A linear location algorithm using sensors mounted large distances apart was also

used, and the results are presented in Fig. 9d. This system enabled the detection of

sources, but it was less accurate.

Fig. 9 Location of signals, number of localized signals, and location accuracy for different

variants of locating systems: (a) sensors on the floor beam, (b) sensors on both stringers and

floor beam, (c) system with two location groups (d) linear location
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5.3 Determination of the AE Signal Parameters Describing
the State of Structural Defects

During loading of the elements of the composite structure, a large number of AE

signals are generated, especially in the case of severe corrosion damage or material

defects. Thus it is important to select a parameter or combination of AE parameters

that enable the detection of active structural defects that threaten the integrity of the

structure. This task was the last stage of the laboratory tests.

Numerical calculations were used to determine the zone with the greatest stress

values of the node, which was the area with the largest number of localized AE

signals during static and cyclic loading of the node (Fig. 10).

For realization of the tasks in the zone with lower stress values, artificial

discontinuities (cuts) were created in the flange of the stringer. After a series of

loading with measurement of AE signals, discontinuity was increased.

Figure 10 shows the location of the AE signals during cyclic loading of the node

without artificial defects. A large number of signals are detected in the area with the

highest stress values.

The introduction of artificial defects—the discontinuity of the lower flange of the

stringer (as indicated in the figures)—generates AE sources during subsequent

loading cycles. Figure 11a illustrates the location of the signals after the introduc-

tion of a discontinuity (cutting), and Fig. 11b shows the increase in the number of

signals located in the area of the defect after a second discontinuity is performed.

A multi-parametric analysis of the recorded AE signals was carried out to define

the parameters describing the state of structural damage. Sample graphs created for

analysis using the standard signal parameters and grading processor parameters are

Fig. 10 Location of AE signals for loading of node without artificial defects
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shown in Fig. 12. The red points denote signals in the artificial defect area and the

green points denote signals located in other areas.

For example, on the graph titled Cascade Signal Strength vs. Duration, the

signals located in the area with defects are not separated, but are in one part of

the correlation graph. Better separation is seen on the Severity vs. Historic Index

graph, where higher severity values are found for signals detected in the zone with

artificial defects.

The use of selected signal parameters as a filter for separation of the recorded AE

signals enabled the elimination of most of the signals generated at the time of

Fig. 11 Location of AE signals for a node with artificial defects: (a) first step of discontinuity, (b)

second phase

Fig. 12 Parameters of the signals recorded during loading of the node with artificial defects

located around the node (CGRP ¼ 1) and in the area with defects (CGRP ¼ 1 and Py-A ¼ 1)
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loading before the introduction of discontinuities, without damaging the material.

The results of the filtering for nodes with one and two discontinuities are shown in

Fig. 13.

6 Conclusions

Analysis of the recorded signals allowed us to define the characteristics of the

signals generated by corrosion products arising during the loading of structural

elements.

The application and verification of location accuracy for different locating

systems enabled the selection of the most effective system for use in monitoring

the measurement of objects with defects.

Measurements performed during the loading of elements after the introduction

of artificial defects and multi-parametric analysis were the basis for determining the

parameters and their values indicating the degree of structural damage.

Laboratory tests conducted on elements of bridge structures were pretests for the

study of real objects using acoustic emission analysis, which is ongoing.
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Evaluation of Deterioration of Concrete Due
to Alkali-Aggregate Reaction Based
on Through-the-Thickness Elastic Waves

S. Uejima, T. Nishida, T. Shiotani, H. Asaue, T. Miyagawa, S. Furuno,

and K. Hirano

Abstract There are many reports related to concrete structures deteriorated by

alkali-aggregate reaction (ASR). In order to evaluate the progress of deterioration, a

visual inspection of the structure has been principally carried out. However, this

visual inspection cannot detect internal defects of the concrete structure, so that

sometimes the results of inspection mislead maintenance or asset management.

Therefore, the evaluation method which can assess the internal damage should be

established. Authors have studied wave velocity tomography as indices to evaluate

inside concrete damage.

In this study, actual concrete bridge piers which have been damaged by ASR

were experimented. Based on the velocity distribution namely tomogram, the

internal defects of concrete affected by ASR could be visualized. Furthermore,

the progress of deterioration could be evaluated by the resultant tomogram as well.

1 Introduction

Alkali-aggregate reaction (ASR) is one of the serious forms of deteriorations of

concrete structures around the world. Therefore, there are many reports related to

concrete structures deteriorated by ASR. In order to evaluate the progress of

deterioration, a visual inspection of the structure has been principally carried out

as nondestructive evaluation. In other words, the conventional evaluation has often

been carried out based on the surface information of the structure. However, this

visual inspection cannot always evaluate the state of concrete structure satisfacto-

rily because of lack of inside damage information. Destructive evaluation with

cored concrete samples is thus employed as an inspection of actual concrete

structures in order to obtain the internal information. However information

obtained by such destructive tests is so localized and limited that the whole of

deterioration progress in concrete structures cannot be studied. Therefore, the
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evaluation method which can assess the internal damage in large concrete structures

should be established.

Elastic wave tomography [1] using several parameters of the wave is one of the

solutions against those issues. This is a method for evaluating the concrete charac-

teristic using a specified elastic wave feature in each set element over the structure

based on variations of elastic wave parameters through the propagation. For

example, velocity and attenuation of amplitude in elastic waves are some kinds of

elastic wave features. Among those parameters, the elastic wave velocity has been

well used to relate the deterioration because the elastic waves are regarded to be

associated with the elastic moduli, implying information of internal damages such

as voids or cracks in the materials. Under the existence of such defects as voids or

cracks, the elastic waves will result in scattering, reflection, and diffraction, leading

to the decrease of elastic wave velocity. Therefore, the paths showing lower

velocity were assumed to be deteriorated in the structure. This theory supports

the algorithm of elastic wave tomography and finally tomogram was represented as

elastic wave distributions. In this study, the actual concrete bridge piers which have

been damaged by ASR were focused on and these ASR damages were evaluated

based on obtained tomogram.

2 Methodology

2.1 Measurement

In this study, two bridge piers were evaluated using through-the-thickness elastic

waves. This bridge is located in Toyama Prefecture, Japan, and has been used for

46 years. Based on the visual inspection, one of the piers (P2) was deteriorated by

ASR severely, although another pier (P3) was not so much deteriorated. The

condition of surface cracks of P2 is shown in Fig. 1.

Elastic waves were excited by impacting a steel sphere ball as shown in Fig. 2.

First, 45 acceleration sensors were arranged on three sides of the concrete bridge

pier as shown in Fig. 3. Secondly, elastic waves were generated from the other large

side of concrete surface as shown in Fig. 3. Here, an acceleration sensor was placed

in the vicinity of each impact point in order to measure the input waveform and

impact time. Seventy-three excitation points are also indicated in Fig. 4. The

diameter of impact hammer was φ100 mm. With this sensor arrangement as well

as manner of impact, P2 and P3 were measured and evaluated by using through-the-

thickness elastic waves.
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2.2 Data Analysis

In order to determine wave velocity distributions of the bridge pier, several analysis

steps are necessary as shown below.

First, arrival time of each sensor is determined with Akaike Information Crite-

rion (AIC) picker [2]. AIC picker can determine the arrival time of detected AE

waveforms or elastic wave. For the seismogram x of length N, the AIC value is

defined as (1)

AIC kð Þ ¼ k � log var x 1; k½ �ð Þf g þ N � k � 1ð Þ � log var x k þ 1; N½ �ð Þf g ð1Þ

where k ranges through all the seismogram samples.

Fig. 1 Condition of surface

cracks of bridge pier and

sensor-attached situation

(left)

Fig. 2 Elastic wave

excitation with impacting a

ball on concrete surface

(right)
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Fig. 3 Arrangement of sensors on concrete surface

Fig. 4 Hammering point arrangement
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The point where the AIC is minimized with the least squares method determines

the optimal separation of the two stationary time series, and thus this is interpreted

as the phase onset. That is why noise is well represented by a relatively low AIC

value, whereas input wave signals gradually require a higher AIC value. Thus,

arrival time of each sensor is found with AIC picker.

After each arrival time is determined, the propagation velocity of through-the-

thickness elastic wave is calculated by both of the distance from the excitation point

to the receive point and Tobs (observed propagation time) which is obtained by (2)

Tobs ¼ To � Ts ð2Þ

where Ts is the excitation time and To is the arrival time [3].

On the other hand, in the algorithm of the elastic wave tomography, the inverse

of velocity, which is specifically referred to as the “slowness,” is given as an initial

parameter into each element as shown in Fig. 5. Next, Tcal (theoretical propagation
time) obtained by a finite element model is the total of the propagation time

calculated by the slowness and the distance in each element (refer (3)). Third, ΔT
which defines the difference between observed propagation time (Tobs) and theo-

retical propagation time (Tcal) is obtained by (4)

Tcal ¼
X
j

sj � lj ð3Þ

ΔT ¼ Tobs � Tcal ð4Þ

where lj is the length crossing each element and sj is the slowness of each element.

Then the slowness in each element is revised in order to reduceΔTwhich defines

the difference between observed propagation time and theoretical propagation time.

The slowness correction amount is obtained by (5). In addition, the revised slow-

ness is obtained by (6)

Fig. 5 Slowness for

calculation of

propagation time
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s0j ¼ sj þ Δsj ð6Þ

where Li is the total distance of the wave in the i-element. In other words, Li is the
sum of wave distances in i-element.

The iteration calculation from (5) to (6) enables to obtain the accurate slowness

and finally the velocity in each element corresponding to the observed propagation

time of multiple waves over the structure, resulting in forming the tomogram of the

elastic wave velocity over the target area. Through these steps, wave velocity

distributions were determined in this research.

3 Results

3.1 Input Waveform Result

An example of input waveforms which were obtained from input accretion sensor is

shown in Fig. 6. Some of the maximum amplitudes were around 1–4 V with

φ100 mm hammer. Moreover, Fig. 7 shows the fast Fourier transform results of

Fig. 6 Input waveform with impact hammer of φ100 mm
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the input waveforms of impact hammer. As shown in Fig. 7, the dominant fre-

quency of the impacted wave with φ100 mm is about 1 kHz.

3.2 Wave Velocity Distribution

First, P2 bridge pier is analyzed and evaluated. According to the visual inspection,

this bridge pier seemed seriously damaged by ASR. The situation of surface

damage about P2 is shown in Fig. 8. A large number of continuous horizontal

cracks could be found at the center of bridge pier. The result of elastic wave

tomography of P2 is shown in Fig. 9. In general, the elastic velocity of intact

concrete is 4500 m/s. However, that of P2 shows remarkably low values in contrast.

Moreover, extremely low-velocity distribution can be seen at the areas where the

large cracks on the bridge surface were presented. As for the internal structure of

P2, lower velocity area can be seen at the center (x ¼ 4 to 5 m, y ¼ 0.9 m, and

z ¼ �0.5 to �2 m). It is noted that such deterioration could not be found with the

visual inspection.

On the impact side, the surface crack at the center of bridge pier (see Fig. 8) can

be found from the result of tomogram, which is Y ¼ 0.9 m of Fig. 9. On the other

hand, the surface crack on the sensor side cannot be found clearly from the result of

tomogram. Therefore, the other excitation must be needed on the opposite side and

the data should be analyzed.

Fig. 7 FFT power spectrum
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Second, P3 bridge pier was analyzed and evaluated. This bridge pier has not

been damaged so much based on the visual inspection. The situation of surface

damage about P3 is shown in Fig. 10. The result of elastic wave tomography of P3 is

shown in Fig. 11 (with φ100 mm impact hammer). The elastic velocity of P3 is

higher than that of P2. Therefore, P3 is a better situation than P2. However, the

elastic velocity of P3 also shows remarkably low values in contrast and the areas of

surface crack on the impact side show the lower velocity in each height (Y ¼ 0 m,

0.9 m, and 1.8 m). Moreover, the internal deterioration has been found in the area

Fig. 8 Surface damage of P2 and coordinate of bridge pier
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from X ¼ 2 to X ¼ 4. Compared to the cross figures of Y ¼ 0 m and 1.8 m, the

internal concrete has not been damaged so much in the cross figure of Y ¼ 0.9 m

while some surface cracks can have been found apparently. It means that the

situation of surface crack does not correspond to the internal defect.

4 Conclusion

In this research, the deterioration due to ASR in actual concrete bridge piers was

evaluated using elastic wave tomography using velocity distributions. This analysis

was performed with through-the-thickness waves. From the results of tomograms,

the internal defects of concrete affected by ASR could be successfully visualized.

Conclusions can be made as follows:

• The internal defects of concrete affected by ASR could be visualized by using

elastic wave tomography with velocity distributions.

• In general, the elastic velocity of intact concrete is 4500 m/s. However, as for the

bridge piers in this study, the average of elastic wave is about 2000 m/s.

Therefore, overall these concrete structures have been damaged by ASR.

Fig. 9 Tomogram of P2 with φ100 mm impact hammer (cross figure)
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• The result of internal damage does not always correspond to the surface visual

inspection result. Therefore, it might be considered that not only surface infor-

mation but also internal information with employing this elastic wave tomogra-

phy must be carried out when the ASR damage and defect are evaluated

quantitatively.

• In order to examine this study, the experimental study has been conducted,

which is related to the internal deterioration due to ASR and this elastic velocity

distribution.

Fig. 10 Surface damage of P3 and coordinate of bridge pier
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Assessing Deterioration of an In-field RC
Bridge Deck by AE Tomography

M. Fukuda, K.C. Chang, H. Nakayama, H. Asaue, T. Nishida, T. Shiotani,

T. Miyagawa, K. Watabe, and T. Oshiro

Abstract Deterioration of aging infrastructures is an important issue in many

developing and well-developed countries. For maintenance of the infrastructures

in limited budgets, proactive inspections and countermeasures are important before

severe structural damage occurs. To assess the deterioration of those structures in a

reliable and preferably nondestructive manner is highly demanded. Responding to

the demand, acoustic emission (AE) tomography can be regarded as a powerful

method since it builds the elastic-wave velocity distribution of the medium that AE

waves propagate through while simultaneously locating AE sources. Such a method

has been widely tested in laboratories but not yet fully realized in fields. In the

present study, the applicability of two-dimensional (2D) and three-dimensional

(3D) AE tomography techniques to the evaluation of internal damages in existing

RC bridge deck was examined using the data obtained by single-side AE measure-

ment. The overlay of 2D elastic-wave velocity distribution with AE source loca-

tions reveals that AE was active in moderate-velocity areas and the boundaries of

low-velocity areas, which were regarded as deteriorated areas with progressing

defects. Moreover, in the AE measurement, a large number of AE with small

amplitudes were observed in the severely deteriorated panel; amazingly, primary

AEs were captured, which implied the propagation of an internal crack in the deck.
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1 Introduction

Recently, deterioration of aging infrastructures like RC bridge decks is becoming a

major concern around the world. As available budgets and manpower are always

limited, effective maintenance of infrastructures is highly demanded. Proactive

inspections and countermeasures are important before severe structural damage

occurs. In addition to the conventional visual inspections, nondestructive testing

techniques that can evaluate interior damage of the infrastructures are widely

investigated. Here acoustic emission (AE) tomography can be regarded as one of

the efficient nondestructive testing techniques mentioned above [1]. In the visual-

ized velocity distribution, lower-velocity zones may indicate deteriorated areas in

acknowledging the fact that damage like cracks or voids in concrete structures may

force elastic waves bypass and therefore decrease their observed velocities. Such a

method has been widely tested in laboratories but not yet fully realized in fields

[2, 3].

In the present study, the applicability of two-dimensional (2D) and three-

dimensional (3D) AE tomography techniques to the evaluation of internal damages

in existing RC bridge deck was examined using the data obtained by single-side AE

measurement. In addition, basic evaluations based on AE parameters are

implemented.

2 Outline of AE Measurement in Actual RC Deck

The surface condition of the target RC deck is shown in Fig. 1. This RC deck is

supported by steel girder and has been served for 40 years as a part of a highway in

Nara Prefecture, Japan.

AE measurement system is AMSY-6 MB19 by Vallen Systeme GmbH. Twelve

AE sensors of 30 kHz resonant frequency (VS30-V by Vallen Systeme GmbH)

were installed on the bottom surface of the highway bridge deck, 6 on the panel

severely deteriorated (upper panel in Fig. 1) and 6 on another panel slightly

deteriorated (lower panel) by visual inspection. AE activities under normal traffic

loadings were monitored from 10:08 AM, 24th Dec., 2014 to 9:28 AM, 26th Dec.,

2014 and a total of 29,438,265 AE events were acquired. Most of AE data obtained

in-situ measurements are secondary AE induced by traffic loads. The relationship

between the AE peak amplitude and LUCY (Location Uncertainty, defined in

VisualAE®) [4] is shown in Fig. 2. It shows that as the peak amplitude increases,

the number of AE events and LUCY decrease. Herein, the threshold was set as

60 dB for peak amplitude and 0.3 m (half of sensor spacing) for LUCY, i.e., AE

events with peak amplitude smaller than 60 dB and a LUCY larger than 0.3 m are

filtered out for further analysis.
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Fig. 1 Target RC deck and sensor layout

Fig. 2 Relation between peak amplitude and LUCY
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3 AE Analysis

3.1 Source Location Analysis

AE source locations are shown in Fig. 3, where the AE peak amplitudes are labeled

as follows: 60–70 dB in green circle, 70–80 dB blue square, and 80–90 dB in purple

triangle. Also, the numbers of AE events clustering in a circular area of 0.1 m in

diameter are marked in hollow circles as follows: 10–14 events in blue, 15–19

events in yellow, 20–30 events in pink, and more than 29 events in red. It is

observed that AE activities were denser and generally of smaller peak amplitude

in the severely deteriorated panel than the slightly deteriorated panel.

3.2 Crack Propagation Detected in AE Measurement

In order to investigate the AE source locations in detail, the measured area was

divided into small area of 0.1 m � 0.1 m and AE sources were counted for each

area. Among those small areas, we were interested in a specific area where

extraordinarily many AE events (383 in number) were captured. The cumulative

number of AE events in this area is shown in Fig. 4a, where the full time-span was

separated into 5 intervals: Interval 1 is from 10:00, 24th Dec. to 18:30, 25th Dec.,

Interval 2 is from 18:30 to 20:20, 25th Dec., Interval 3 is from 20:20 to 22:30, 25th

Dec., Interval 4 is from 22:30, 25th Dec. to 1:30, 26th Dec., and Interval 5 is from

Fig. 3 AE source locations
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1:30 to 9:28, 26th Dec. In this area, AE occurred from 6:00 to 9:00, 25th Dec.

(in Interval 1 of Fig. 4a), calmed down once and then occurred continuously from

18:30, 25th Dec. to 3:30, 26th Dec. (intervals 2–5).

The AE sources location is shown in Fig. 4b. Amazingly the majority of the

sources distributed in two belt zones. Let us take a closer look at Area

1 (x ¼ 0.05–0.06 m, y ¼ 0–0.04 m, Fig. 4b) and Area 2 (x ¼ 0.02–0.03 m,

y¼ 0.05–0.07 m). In Area 1, a large number of AE events were observed in Interval

1. In Area 2, AE events were observed continuously in all intervals and they

extended towards upper-left side of this area. Although the frequency characteris-

tics or other AE parameters have not been comprehensively studied yet, the rapidly

increasing number (Fig. 4a) and spatial concentration (Fig. 4b) of AE events in

Area 2 might imply a propagating internal crack, which released primary AE

waves.

4 2D AE Location and Elastic Wave Velocity Distribution

Elastic wave tomography analysis (see [1, 2] for detailed algorithm) was also

implemented using hammering impacts. Area of tomography analysis and ham-

mering points are shown in Fig. 5. In the elastic wave tomography analysis, velocity

distribution of surface or measured media is acquired. It is known that the velocities

tend to be high when the media is uniform and sound. The elastic wave velocity

distribution overlaid with AE sources location is plotted in Fig. 6. It is observed that

AE of large amplitude occurred at moderate-velocity areas (3300–3800 m/s) and

the boundaries of low-velocity areas (3300 m/s or lower); fewer AE occurred at

high-velocity areas (4100 m/s and higher) and low-velocity areas.

This observation can be explained in mechanical sense as follows. In high-

velocity areas, which are generally regarded as sound areas, AEs are inactive and

Fig. 4 AE events in a specific 0.1 m � 0.1 m area. (a) Cumulative number of AE events. (b) AE
source location
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Fig. 5 Area of tomography analysis and hammering points

Fig. 6 Comparison of AE location and elastic wave velocity
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their amplitudes are small because there are little defects causing internal frictions.

It means that crack interface is mostly contact in this area. Therefore, this result

indicates less defects area. In the low-velocity areas, which are regarded as highly

deteriorated areas, AEs are inactive as well since the defects like cracks have fully

developed and little new defects propagating. This area can be estimated as crack

interface with less contact; AEs are difficult to generate because of less friction. The

area is regarded as a defected area.

As for the moderate-velocity areas and the boundaries low-velocity areas, AEs

are active and their amplitudes are large due to the propagation and frictions of

newly developing defects. It is estimated that the results of velocity structures

indicate edge of clacks. AEs are easy to generate in the area because clacks will

make progress at this area. Fatigue damage by traffic load has been progressing

during the measurement.

5 3D AE Tomography Analysis

A 3D AE tomography was performed, using the obtained AE events. The same area

as that for 2D analysis as shown in Fig. 7 was considered, which is confined by the

sensors No. 1, 5, 8, and 12. The area was discretized into 6 � 8 � 2 meshes in the

X � Y � Z dimensions. Forty AE events that had large amplitude and were

measured by at least four sensors at the same event were used for the 3D AE

tomography analysis, to obtain 3D AE source locations and elastic wave velocity

distribution. AE sources located by 3D AE tomography analysis are compared with

those by 2D AE tomography analysis, as shown in Fig. 7. From these results, it

could be said that similar source locations were identified in 2D and 3D analysis.

3D analysis is more powerful in that AE sources can be located inside the deck.

3D elastic wave velocity distribution from 3D AE tomography analysis is shown

in Fig. 8, where variations of the internal velocity can be observed. The elastic wave

velocity distributions extracted at the horizontal planes z ¼ �0.05 and �0.15 m are

shown in Fig. 9. Near the bottom surface of the deck (z ¼ �0.05 m), low velocity

areas were observed and those areas were considered as deteriorated areas. On the

other hand, at the plane z ¼ �0.15 m, high velocity was observed in most areas,

which indicated the internal deterioration was less progressed than the surface. The

velocity distributions at cross-section of x ¼ 0.45 m, 0.75 m and y ¼ �0.45 m,

�1.35 m, are shown in Fig. 10. It was observed that velocity distributions were not

uniform in the concrete deck and low velocity (around 2000 m/s) areas were

distributed below the depth of 0.1 m measured from the bottom surface (the sensor

side). As mentioned above, 3D AE tomography analysis would be able to visualize

the interior distribution of concrete quality, which is unavailable by both the 2D AE

tomography analysis and conventional visual inspection.
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6 Summary

Following conclusions could be drawn from the present experimental study.

1. In the AE measurement on the real RC deck, a large number of AE with small

amplitudes were observed in the severely deteriorated panel and a smaller

Fig. 7 AE source location detected by 2D and 3D tomography

Fig. 8 Panel diagram of 3D analysis
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number of AE with large amplitudes were detected in the slightly deteriorated

panel. Amazingly, primary AEs were captured during the measurement, which

implied the propagation of an internal crack.

2. The overlay of 2D elastic-wave velocity distribution with AE source locations

reveals that AE was active in moderate-velocity areas and the boundaries of

Fig. 9 Elastic wave velocity distribution (z-axis)

Fig. 10 Elastic wave velocity distribution (x-axis and y-axis)
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low-velocity areas, which were regarded as deteriorated areas with progressing

defects. Contrarily, AE was less active in high- and low-velocity areas, which

were regarded as sound areas and deteriorated areas with fully developed

defects, respectively.

3. The present AE tomography works well for the in-field RC bridge deck as

illustrated above. It is available to assess deteriorations of the target deck in

either 2D or 3D elastic-wave velocity distribution, which encourages a further

practicability study along this line.
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Energy and Industrial Technology Development Organization.
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A Preliminary Study on Application of AE
Methods to Detecting Aggregation Regions
of RC Bridge Decks

T. Shiotani, T. Nishida, K.C. Chang, T. Miyagawa, M. Ohara,

and H. Yatsumoto

Abstract Nowadays, numerous “aggregation” problems are reported in existing

RC bridge decks. Since aggregation is known as a main factor that decreases the

serviceability and safety of the decks, it is highly demanded to detect and recover it

as early as possible. However, those regions are invisible from asphalt pavement

surfaces, so the aggregation parts are recognized after severely deteriorated. Facing

this challenge, this study is devoted to develop a nondestructive testing method that

the aggregation regions can be detected from asphalt pavement surfaces by captur-

ing the acoustic emissions (AE) under traffic loads. As a preliminary experimental

study, a laboratory-scale specimen was conducted with one end equipped with and

the other end without modelled aggregation regions. From incremental cyclic

loading tests, it is verified that, firstly, the aggregation regions may yield a great

amount of AE activities, significantly more than the non-aggregation regions, under

loads of similar order to traffic loads, and, secondly, most measured AE waves,

dominated by low frequencies, are those likely caused by the frictions between

aggregated particles.
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1 Introduction

Nowadays, numerous “aggregation” problems are reported in existing RC bridge

decks and related investigation was widely conducted around the world by means of

nondestructive testing such as GPR, Impact Echo, Ultrasonic wave, and Half-cell

potential [1]. It is considered that the main factor of aggregation in RC decks is

fatigue damage caused by repeated traffic loads and rain. Aggregation may greatly

decrease the serviceability/durability of RC deck and it is necessary to detect/

recover the aggregation region at an early stage.

AE wave is an elastic wave generated by the release of energy by the formation

of micro-cracks or frictions of materials [2, 3]. In general, primary AE is generated

by the fracture of materials, while secondary AE is generated by the frictions

between cracked and fractured surfaces. Based on the above phenomenon, this

study proposed the application of AE methods to detect aggregation regions of RC

bridge decks when subjected to traffic loading. To preliminarily investigate its

feasibility, laboratory experiment were conducted on a pair of test specimens, one

being sound and the other one with an artificial aggregation region. In addition, the

sensitivity of AE measurement to different levels of loading and AE sensors of

different resonance frequencies were also investigated.

2 Experiment Procedures

2.1 Outline of Specimen Preparation

Two types of concrete specimens, aggregation test specimen and sound test spec-

imen, were prepared in this study. Mixture proportion for the test specimen is listed

in Table 1. The test specimens were 200 mm in thickness, 300 mm in width, and

700 mm in length as shown in Fig. 1. This 200 mm thickness resembled the actual

thickness of RC bridge decks in Japan. Also, the specimens were paved, with a layer

of 80 mm thick, dense graded asphalt as shown in Fig. 2.

The aggregation region is experimentally simulated by filling course aggregates

with the maximum size of 20 mm in a part of concrete. The dimension of the

aggregation region was 200 mm � 200 mm � 45 mm as shown in Fig. 3.

Table 1 Concrete mixture proportion

Merging ratio (kg/m3)

Cement Water

Sand Gravel

AdmixtureType (1) Type (2)

295 168 443 431 978 2.95

W/C (%) Sand ratio (%)

57% 47.40%

300 T. Shiotani et al.



The aggregation region was simulated exclusively with gravels for simplicity,

although real aggregation regions in RC decks may consist of fine and coarse

particles.

2.2 Loading Patterns

As shown in Fig. 4, a universal loading machine with the maximum loading

capacity of 2000 kN was used to apply external loads. Cyclic loading and unloading

Fig. 1 Dimension of the test specimen and sensor layout

Fig. 2 Overview of the test specimen
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were applied to specimens manually. Thin rubber pads of 3 mm in thickness were

installed between the bottom surface of specimen and loading plate to reduce the

horizontal gap of the surface of the test specimen, to avoid stress concentration at

certain points, and to avoid the friction between the contact surfaces.

Fig. 3 Simulated aggregation regions under asphalt layer

Fig. 4 Universal loading

machine used
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A static cyclic loading was applied to specimens considering general vehicle

weights. Two types of loading cases were applied: an incremental cyclic loading for

resembling general vehicle loadings (Fig. 5a) and a constant cyclic loading at 10 kN

for examining Kaiser effect (Fig. 5b). During the tests, loads and displacements (see

Fig. 1 for loading and sensor location) were recorded by data loggers.

2.3 Sensor Location

In this study, three types of AE sensor, 30, 60, and 150 kHz in resonance frequency,

were attached on the asphalt surface, to clarify frequency characteristics of AE

waves obtained from aggregation regions. These AE sensors were placed in the

range of aggregation regions in every direction (see Fig. 1 for sensor layout). In

addition, displacement sensors around a loading point were installed to examine the

deformation behavior of test specimens.

3 Experimental Results and Discussions

3.1 Deformation Characteristic

The displacement sensors around a loading point were set up to evaluate the

deformation behavior of both sound test specimen and aggregation test specimen

under loading and unloading conditions. The test processes and test results are

shown in Fig. 6.

From the results, it can be found that the displacement in aggregation test

specimen was two times larger than that in sound specimen. The displacement of

sound test specimen at 50 kN of load was approximately 1 mm, while the displace-

ment in aggregation test specimen became 2 mm under the same loading

Fig. 5 Loading patterns (a) Incremental cyclic loading (b) Constant cyclic loading
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magnitude. On the other hand, almost 1 mm of residual deformation in sound test

specimens was found after unloading, while the displacement in aggregation test

specimen was back to zero. It is assumed that the asphalt layer had bending

behavior in elastic state as shown in Fig. 6, so that there was a gap between asphalt

layer and gravels simulating aggregation region. On the other hand, the sound test

specimen presented consolidation deformation at a certain point due to the exis-

tence of concrete under asphalt layer and the displacements of specimen show

plastic behavior. Considering above, it can be explained that frictions between

aggregates are main causes of the AE generation in the aggregation test specimen.

3.2 Kaiser Effect

Kaiser effect was discussed using the data of constant cyclic loading. As shown in

Fig. 7, the number of the AE hits rarely decreased after second cycle AE activity in

aggregation test specimen, while the results of the sound test specimen exhibited

remarkable reduction of AE hits after second cycle AE activity. Based on the above

data, it was considered that the occurrences of AE in sound test specimen were

affected by consolidation deformation during initial loading. Otherwise, when the

Fig. 6 Displacement during loading and unloading (a) The aggregation test specimen (b) The
sound test specimen
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aggregation part was subjected to the constant cyclic loading repeatedly, it was

confirmed that AE waves can be captured and recorded due to frictions between

aggregates.

3.3 Relations of Load and AE Parameters Such as AE Hits
or AE Energy

Figure 8 shows the relationship between load and cumulative AE hits for the

aggregation test specimen and the sound test specimen and Fig. 9 shows the

relationship between load and cumulative AE energy.

It seems that AE hits gradually increased when the applied load exceeded the

previous cycle in Fig. 8. This tendency is also confirmed in the results of energy

shown in Fig. 9. Here the rapid growth of AE energy was observed around the 650th

second of testing duration in Fig. 9, although the number of AE hits gradually

increased in Fig. 8. It is considered that large cracks with large energy AE occurred

in the sound test specimen at this moment.

Also, from these graphs, it can be seen that both the number of AE hits and

energies in the aggregation test specimen were larger than those in the sound test

specimen. Especially, the accumulated energy for the sound test specimen and

aggregation test specimen was around 5.5 � 103 eu and 6.5 � 105 eu, respectively

(eu: energy unit ¼10�18 J), by using 30 kHz resonance-type AE sensor at 50 kN of

loading. The accumulated energy was about 120 times larger in the aggregation test

specimen than the sound test specimen. In addition, the number of accumulation AE

hits of the aggregation test specimen was approximately ten times more than that of

the sound test specimen.

In addition, three kinds of AE sensor were set up to examine the corresponding

energy. Based on the observation, it can be concluded that the level of accumulated

energy was high when low-frequency resonance sensor was selected.
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Fig. 7 The number of AE hits in the constant cyclic loading of 10 kN (a) The aggregation test

specimen (b) The sound test specimen
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3.4 Influence of Sensors on AE Detections

Generally, an AE can be classified into primary emissions and secondary emissions.

For example, when particle breakage occurs, an AE wave (primary AE) is charac-

terized by essentially higher frequency and larger energy [4]. However, it is known

that an AE wave (secondary AE) generated through particle friction is characterized

by lower frequency. In this study, incremental loading on the aggregation test

specimen was adopted to identify frequency characteristics of the AE waves. The

peak-frequency histograms during loading and unloading processes for three types

of AE sensors are given in Fig. 10.

As known in Fig. 10, low-frequency band of 10–30 kHz dominated the AE

waves in both the loading and unloading processes due to the friction between the

aggregates occurred in the aggregation test specimen. The similar frequency dis-

tributions in loading and unloading processes indicate that the AE monitored in this

specimen is mainly secondary AE. Therefore, it is more appropriate to adopt lower

frequency resonance sensor.

Fig. 8 Load vs. AE hits (a) The aggregation test specimen (b) The sound test specimen

Fig. 9 Load vs. AE energy (a) The aggregation test specimen (b) The sound test specimen
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The minimum loads for AE activities to be observable in each test specimen are

listed in Table 2. From this table, it can be found that the minimum load for AE

detections increased as the cycle number increased. Also lower frequency reso-

nance sensors such as 30 or 60 kHz can detect the first AE in smaller loads.

From the above observations, it can be concluded that AE sensors with reso-

nance frequency less than 60 kHz would be more suitable for detecting aggregation

regains under asphalt pavements.

3.5 Peak Frequency and Peak Amplitude

Figure 11 shows the relationship between peak frequency and peak amplitude. In

the case of aggregation test specimen, it is observed that the maximum peak

amplitude of test specimens was more than 80 dB, implying a strong possibility

that the location of aggregation regions under general traffic loads can be detected

by measuring AE activities.

Fig. 10 Peak frequency vs. the number of AE hits in aggregation test specimen (a) 30 kHz AE

sensor (b) 60 kHz AE sensor (c) 150 kHz AE sensor

Table 2 Minimum loads for

AE activities to be observable
(a) The aggregation test specimen (unit: kN)

Loading step Sensor type

30 kHz 60 kHz 150 kHz

1 Cycle (max: 2.5 kN) – 2.5 –

2 Cycle (max: 10 kN) 2.5 5.2 7.8

3 Cycle (max: 25 kN) 6.8 11.1 13.1

(b) The sound test specimen (unit: kN)

Loading step Sensor type

30 kHz 60 kHz 150 kHz

1 Cycle (max: 2.5 kN) – – –

2 Cycle (max: 10 kN) 1.5 3.8 8.4

3 Cycle (max: 25 kN) 4.2 6.5 9.4
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4 Conclusions

The following conclusions can be derived from this experimental study.

1. The feasibility of applying AE methods to detecting aggregation regions under

general traffic loads was verified, in observing that the peak amplitudes of AE

waves were more than 80 dB at the aggregation region and were larger than

those at the sound region.

2. It is considered that AE hits at the sound part were generated by consolidation of

asphalt pavement and the number of AE hits decreased with cyclic loads growth

due to Kaiser effect. On the other hand, at the aggregation part, the frictions of

aggregates were detected by AE sensors with small asphalt consolidation.

3. AE sensors with resonance frequency less than 60 kHz would be suitable for

detecting AE activities occurred in aggregation regions.
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Acoustic Emission Testing on Aluminum
Alloy Pressure Vessels

Jun Jiang, Cheng Ye, Zhongzheng Zhang, and Yongliang Yu

Abstract To study the acoustic emission (AE) signal characteristics of aluminum

alloy pressure vessels, a small aluminum pressure vessel containing a groove defect

was tested using AE methods. The conventional parameter-based approach and

signal-based analysis were combined to analyze recorded AE signals. The results

show that AE signals induced by residual stress relief have lower amplitude and

frequency, and joint cracks and expansion can produce a large number of high-

energy and high-amplitude signals, with peak frequencies mainly in the range of

100–300 kHz. The quantity of location points is less, mainly caused by crack

propagation, but accurate location can be determined. The research results have

certain reference value for AE testing of aluminum alloy pressure vessels.

1 Introduction

Acoustic emission (AE) technology, an important nondestructive testing technique,

has been successfully applied in the field of pressure vessel inspection. Current

AE testing investigations are primarily aimed at carbon and low-alloy steel material

[1–5], and applications for aluminum alloy are rare [6, 7]. Aluminum alloy pressure

vessels often find important uses in some special conditions. To further expand AE

techniques to the field of aluminum pressure vessel testing, it is very important to

understand the AE characteristics of aluminum alloy pressure vessels.

In this chapter, a small aluminum pressure vessel containing a groove defect was

tested by AE technology. The AE signals were recorded and analyzed during the

loading process in order to obtain the AE signal characteristics of the aluminum

pressure vessel.
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2 Test Procedure

Figure 1a shows the small aluminum alloy pressure vessel we tested. It was a new

pressure vessel and built with aluminum alloy 5754. The vessel was 600 mm in

diameter and 950 mm high, with wall thickness of 8 mm. The design pressure of the

vessel was 0.85 MPa. Two nozzles, one in the middle of the vessel top head and one

in the lower part of the cylinder, provided connection points for a hydraulic test

machine and a pressure gauge. The vessel was supported by three legs evenly

arranged along the cylinder. One groove was made with a grinding machine at the

vessel vertical weld middle position with length of 50 mm, depth of 4 mm, and

width of 7 mm.

The AE equipment was an AMSY-5 model of German company Vallen

Systeme. This system consists of 50 separate monitoring channels for gathering

AE information. There are three kinds of AE sensors used. The first sensor was an

SR150 resonant sensor of resonant frequency 150 KHz with bandwidth of

100–850 KHz for S1, S2, S3, S4; the others were bandwidth sensors with band-

widths of 100–850 KHz for S5 and with bandwidth of 40–450 KHz for S6.

The sensors were arranged as follows: S1 and S2 were symmetrically mounted

circumferentially on two sides of the groove. With the groove centered, the distance

of two sensors was one third of the cylinder circumferential length on each side of

the groove. S3 and S4 were arranged in the center of the vessel head, one up and one

down, and the distance from the center of the groove was about 70 cm. S5 and S6

were asymmetrically mounted axially on two sides of the groove. The exact axial

distance from S5 and S6 to the groove center was designated as x cm; the exact

value was not important as the S5 and S6 broadband sensors were used only for

signal frequency analysis and comparison, and were not involved in the detection of

AE characteristics parameter analysis or location calculations. Figure 1b shows a

schematic of the arrangement of sensors on the pressure vessel.

The channel group corresponding to the S1, S2, S4, and S5 sensors was used in

the test for detection and location. Location was determined by time difference, and

the detection threshold was set to 40 dB. During the pressure cycle, the loading

process followed a ladder pattern, as listed in Table 1. When the load value was

Fig. 1 The tested aluminum alloy pressure vessel and sensor arrangement diagram: (a) the test

vessel; (b) AE sensor arrangement
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0 Map, it means that the vessel was filled with water but the pressure gauge read

zero. The whole test procedure referenced GB/T 18182-2012 [8]. The detected AE

signals were observed during the test, and penetration methods were used to

confirm crack initiation and propagation in the groove.

3 Results and Discussion

3.1 Characteristic Parameters Distribution and Analysis

The main method currently used to characterize and evaluate AE testing of pressure

vessels uses AE characteristic parameters. The conventional characteristic param-

eters include amplitude, rise time, duration, energy, and counting. Figure 2 shows

the test results of characteristic parameters including amplitude, rise time, energy,

and counting versus load history schematic for the four channels corresponding to

the S1, S2, S3, and S4 sensors. Figure 3 illustrates the history of AE hits versus load.

Figure 4 shows the appearance of cracks within the groove during different load

stages using a penetration test.

Amplitude is a very important characteristic in AE testing, and it can be directly

associated with AE source mechanisms, and is often used to identify and determine

the type of AE sources and to evaluate test results. As shown Fig. 2a, when the load

is 0 MPa, an aluminum alloy pressure vessel containing grooves can produce a

greater number of AE signals, but the amplitude is low. With the load increasing,

the AE hit signals are significantly reduced, but at a higher amplitude with rising

pressure. When the pressure reached 2.4 MPa, there was a sharp increase in the

number of AE signals, especially high-amplitude (>55 dB) signals in larger

quantities, and we saw high-amplitude signals even up to 100 dB. After the pressure

Table 1 Load versus time in test

Pressure

(MPa) Time (s) Load state

Pressure

(MPa) Time (s) Load state

0 0–412 Hold pressure 3.3 2437–2807 Hold pressure

0–0.8 412–474 Rising pressure 3.3–3.8 2807–2832 Rising pressure

0.8 474–775 Hold pressure 3.8 2832–3167 Hold pressure

0.8–1.6 775–857 Rising pressure 3.8–4.2 3167–3168 Rising pressure

1.6 857–1147 Hold pressure 4.2 3168–3881 Hold pressure

1.6–2.0 1147–1177 Rising pressure 4.2–4.7 3881–3953 Rising pressure

2.0 1177–1493 Hold pressure 4.7 3953–4556 Hold pressure

2.0–2.4 1493–1532 Rising pressure 4.7–4.9 4556–4625 Rising pressure

2.4 1532–1892 Hold pressure 4.9 4625–5159 Hold pressure

2.4–2.8 1892–1923 Rising pressure 4.9–5.4 5159–521 Rising pressure

2.8 1923–2405 Hold pressure 5.4 5210–5873 Hold pressure

2.8–3.3 2405–2437 Rising pressure
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Fig. 2 Diagram of conventional AE characteristic parameters versus load history: (a) amplitude

and load history; (b) duration and load history; (c) rising time and load history; (d) energy and load
history
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exceeded 2.8 MPa, the number of AE signals maintained a high level as the pressure

rose, but showed a slow decreasing tendency, though the number of high-amplitude

(>55 dB) signals still maintained their higher level. The amplitude value of AE

Fig. 3 Diagram of acoustic emission hits versus load history

Fig. 4 Appearance of cracks within the groove by penetration test. (a) Holding pressure stage for
2.8 MPa. (b) Holding pressure stage for 5.4 MPa
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signals was significantly higher in the rising pressure phase than in the sustained

phase. The results are shown in Fig. 3, which displays the AE hits quantity

distribution with time and load.

The AE testing procedure can be roughly divided into three phases according to

the quantities, amplitudes, and magnitudes of the AE signals with load and time:

0 MPa, 0–2.4 MPa, and 2.4–5.2 MPa. The tendency of the amplitude with regard to

magnitudes of load and time reflect the evolving deterioration of the aluminum

alloy pressure vessel containing a groove defect. When the gauge read 0 MPa, the

device was in fact bearing a load caused by the weight of the water. Rolling and

welding of the pressure vessel fabrication process unavoidably produces residual

deformation and stress. When the vessel is filled with water, the residual stress is

released and results in many AE signals with lower amplitude. In the second stage,

the pressure vessel undergoes elastic deformation with increasing loading, relieving

residual deformation and residual stress, but due to stress concentration the groove

portion, which produces only a small part of the plastic deformation, shows the

initiation of a small amount of micro-cracks, forming lower-amplitude signals.

In the rising pressure stage, the amplitude value increases sharply and shows

significant linear segment shape. These signals maybe induced by crack initiation

and propagation in the groove and a current rush caused by the wall when the

pressure is rising. These kind of noise signals induced by current rush in the low

pressure stage obviously, with the pressure increases, gradually weakened. How to

exclude the interference noises during rising pressure requires further research.

Application of location functions of acoustic the emission testing system and

pattern recognition technology may be effective methods for distinguishing

between crack growth signals and noise signals induced by current rush. In addi-

tion, in the holding pressure stage, current rush did not exist, and more signals

originated from material damage and defect extension. Extracting such signals to

analyze is more representative, and is an important method to exclude the distur-

bance of current rush noise signals.

The third stage, with the pressure increasing, the groove site materials occurred

on a larger plastic deformation, micro-cracks jointly formed a large crack and

continued to expand, resulting in a large number of high-amplitude AE signals.

Figure 4a shows a visible crack revealed by penetration testing at the holding

pressure phase of 2.4–2.8 MPa. The crack clearly consists of small cracks from

the joint, corresponding to relatively high-amplitude AE signals. Figure 4b illus-

trates crack morphology in the groove at a holding pressure stage within 5.4 MPa.

Compared to Fig. 4a, the crack length and width of the opening become larger,

indicating a significant expansion of the crack.

Figure 2b–d shows a diagram of the AE signal duration, rise time, and energy

characteristic parameters versus load time history. Combining the above-mentioned

three stages, divided by amplitude in Fig. 2a, we can summarize parameter char-

acteristics as follows: In the first phase, the AE signals induced by residual stress

and strain relief have longer duration and rise time, with lower energy and ampli-

tude. In the second stage, AE signals are mainly caused by micro-crack formation,

and most of the signals have short duration, short rise time, and low-energy and
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low-amplitude characteristics. The third phase is the crack growth stage, where

most signals shows short rise time, long duration, and high-energy and high-

amplitude characteristics. During the loading process, especially the rising pressure

phase, there are always some signals with long duration, long rise time, high

energy, and high amplitude; these signals are likely to be caused by the current

rush to the wall.

3.2 Location Analysis

One of the important functions of AE testing system is source location. The current

common location method is the plane time difference location method. The source

positions are obtained by calculating the differences in the times at which different

sensors receive a given signal. In the AE test, when at least three sensors receive AE

signals from a single source simultaneously, the AE test system can find the

source’s position.
When acoustic emission signals produced by one AE source are received by four

sensors of a channel group, the source position can be determined by multiple

regression algorithms. The AE signals generated by current rush can be distin-

guished from those generated by actual crack growth by applying location func-

tions. Sources of current rush can be located, but the positioning results are not

necessarily located in the actual groove defect, while AE events generated by crack

growth will be located at the groove’s position.
The AE testing location results are shown in Fig. 5. Most of the AE location

points are in the middle of the diamond composed by the S1, S2, S3, and S4 sensors,

Fig. 5 Acoustic emission source location detection experiment results picture
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which is the actual region of the crack in the groove. There are also location points

deviating from the groove position. These location points, distributed in the vicinity

of the sensor S1, located near the container legs and on the opposite side of the

outlet pipe, may be inconsistencies of deformation for the container body and leg

pad or may be current rush with the wall by inlet flow. The probability exists that

the localization algorithm result contains some uncertainty in the deviation when

the crack signals are simultaneously received by four sensors.

Compared with the number of channel groups that received AE events, the AE

location points are fewer in quantity and composed of higher-amplitude signals. By

the positioning principle known when the AE signal is not simultaneously received,

three or more sensors are unable form the source location. The main reason for this

situation is that aluminum alloy has good plasticity and toughness compared to

high-strength steel and is not easy to crack, which results in AE signals with lower

amplitude and energy induced by the initiation and propagation of cracks. In

addition, the signal attenuation in the material is large. As shown in Fig. 6, the

maximum attenuation can reach 37 dB for 600 mm, which means that if the crack

AE signal amplitude is below 77 dB, it cannot be received by S3 and S4, and

therefore cannot be located. All of these factors lead to many signal being unable to

cross amplitude thresholds and be received by at least three sensors simultaneously

to form a location point.

During the experiment, each stage yields some location points, but most occur in

the visible crack joint positioning and expansion stage. These signal characteristic

parameters were extracted and constitute the location points listed in Table 2. Most

signals have high amplitude (above 60 dB), short rise time, longer duration, and

high-energy characteristics. These features are very important in AE test results

analysis, especially for defect identification and evaluation.
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3.3 Signal Waveform Analysis

Three types of sensors are used to analyze signal waveforms in the test process.

It was found that continuous and burst-type signals both exist in the test, but the

burst-type signals are dominant. The frequency band of such signals is rich and

distributed within the 20–1200 KHz range.

During different load stages, there are some differences in frequency distribu-

tions for AE signals. In the first stage, namely at 0 MPa, most signals have a peak

frequency of less than 100 KHz, which indicates that the signals generated by

residual stress release have lower frequency. In the second stage, i.e. in the

0–2.4 MPa loading range, the peak frequency of most signals is also less than

100 KHz, which shows that the frequency of signals caused by plastic deformation

are lower. In the third stage, while pressure rises from 2.4 MPa to 5.4 MPa, the

Table 2 Load versus time in test

First hit

channel

Amplitude

(dB)

Rising time

(μs)
Energy

(eU)

Duration

(μs)
Pressure

(MPa) Time (s)

1 63.3 14.2 1.27E + 05 98995.2 0 343.049242

1 45.6 375.8 9.40E + 01 403.8 0 373.746913

1 78.4 1380 4.74E + 04 1874.4 1.3623762 779.276211

1 75 733 8.06E + 05 99,999 1.5207921 788.413637

2 84 18.8 7.33E + 06 99,999 1.9325301 1147.07275

1 89.7 1078 1.68E + 07 99,999 2.5139108 1906.75982

2 94.9 1086.4 3.57E + 07 99,999 2.5417323 1907.87139

2 84.8 727.6 6.41E + 06 99,999 2.6703412 1917.95982

1 69.3 739.8 1.68E + 05 99,999 2.6929134 1918.42814

2 71.2 723.2 3.73E + 05 99,999 2.8 1953.87581

1 54.7 11.6 3.77E + 02 419.2 2.8 2185.27166

1 76.9 734.8 9.81E + 05 99174.4 2.8 2265.88829

1 79.1 20.6 2.30E + 06 98995.2 2.8 2316.03555

2 74.6 1080 9.78E + 05 99,999 2.8 2329.89637

2 76.5 1090.4 1.65E + 06 99,999 2.8 2337.35513

1 77.2 329.8 2.57E + 04 1630.8 2.8441928 2408.299

4 69 9.2 1.30E + 04 12883.2 3.3 2604.18761

1 77.6 321.8 2.21E + 04 1992 3.3780886 2809.5878

2 52 28.4 1.37E + 02 40 4.7 4217.51452

2 73.1 1077.6 6.19E + 05 99,999 4.7537705 4569.24508

1 62.6 214.2 1.91E + 04 63052.8 4.9 4642.00745

1 78.7 226.6 5.04E + 05 99,999 4.9 4966.38797

1 79.1 83.8 1.34E + 04 1293.2 4.9 5151.57865

1 75 227 1.69E + 05 99,999 5.4 5307.42742

1 67.8 218.2 2.84E + 04 61772.8 5.4 5399.48755

1 58 10.6 1.53E + 03 5724.8 5.4 5543.01396

1 61.4 47.6 5.68E + 03 24121.6 5.4 5618.37626
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corresponding peak frequency of signals is widely distributed, although most are in

a range of 100–200 KHz. There is a big crack joint and expansion in this stage,

which shows the frequency features of crack joint and propagation. In addition, the

high-amplitude AE signals caused by current rush have a lower peak frequency, and

the peak frequency of those high-amplitude signals consisting of location points are

mainly in the ranged of 100–200 KHz.

Modal AE theory holds that when the power source is perpendicular to the board,

it mainly produces bending waves in a lower-frequency range, and when the power

source is parallel to the plate it will produce higher-frequency expansion waves in

the plate [9]. The signals caused by plastic deformation and micro-cracks that form

in the second stage have lower frequency and should belong to bending waves,

while the signals produced by crack joint and expansion in the third stage consist of

expansion waves. Typical low-frequency and high-frequency AE signals and spec-

trum are shown in Fig. 7.

4 Conclusions

1. When an aluminum alloy pressure vessel containing a groove defect is loaded,

residual stress release produces low-amplitude signals A small amount of plastic

deformation and initiation of micro-cracks produce fewer signals with lower

amplitude. Joint cracks and expansion generates a large number of high-

amplitude signals.

Fig. 7 Typical acoustic emission signals and spectrum
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2. Applying time difference location methods, only a few high-amplitude signals

can be located.

3. The peak frequencies of signals generated by residual stress release and plastic

deformation and micro-crack initiation are mainly distributed in a range less

than 100 KHz. Signal frequencies caused by joint cracks and expansion are rich,

with peak frequencies mainly distributed in the range of 100–300 kHz.
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Development of Damage Evaluation Method
for Concrete in Steel Plate-Bonded RC Slabs

N. Ogura, H. Yatsumoto, K.C. Chang, and T. Shiotani

Abstract The steel plate bonding method has been conventionally used on

reinforced concrete (RC) slabs of road bridges in Japan as a protection from fatigue

damage. As more than 30 years have passed since the first application of this

method, some of the RC slabs previously repaired by steel plate bonding started

to show debonding of the steel plates (detected by dully sounds) or internal damage

of concrete of the slabs. A steel plate-bonded RC slab forms a composite structure

of steel and concrete. Its flexural rigidity and other capacities will decrease if the

adhesive agent or other material combining the steel and concrete is deteriorated. If

the concrete slab itself is damaged significantly, the resistance performance of the

composite structure will be affected, irrespective of the bonding condition. How-

ever, although the presence or extent of debonding of adhesive agent can be roughly

estimated from the change in sound observed during inspection by the hammer

impact test, there are no decisive methods for detecting or evaluating the internal

damage of the concrete. This study proposes a method for evaluating damage in

concrete of RC slabs bonded with steel plates on road bridges in service, using the

anchor bolts, which had been installed for holding the steel plates temporarily until

complete setting of adhesive agent, as ultrasonic probes.
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1 Introduction

Fatigue damage to reinforced concrete (RC) slabs under cyclic loading from vehicle

traffic has been a problem to road bridges which are mostly made of concrete. Many

of the existing bridges in Japan were built during the rapid growth period after the

WWII, and the fatigue problem is frequently found in their slabs, especially those

built before 1970. Many field surveys and researches have been made, and various

strengthening measures have been developed using the results. One of such results

is the steel plate bonding method. Steel plates are bonded to the slab bottom

surfaces by using anchor bolts, resin, or other means to improve load carrying

performance of the structure. This technique has become popular and has been used

on many bridges including those of the Hanshin Expressway, an important urban

expressway network in the Kyoto-Osaka-Kobe area. The RC slabs of the Hanshin

Expressway built to the old design standards are thinner than those of today, having

a lower load carrying capacity or durability. About a half of them, or about 70,000

panels (about 2–3 m on each side per panel) in total, have been repaired by this

technique. However, over 30 years have passed since its first practical application,

with unexpected increases in traffic volume and vehicle load beyond the initially

estimated design levels. The previously repaired slabs are often found to have

debonding of the steel plates which is evaluated by dully sounds during hammer

impact tests.

The relative authorities of the Hanshin Expressway and other urban expressway

networks have started to strengthen inspections; however, internal damage of

concrete of slabs bonded with steel plates cannot be observed by the visual

inspection because of the steel plates covering the bottom concrete surfaces.

Although the presence and extent of debonding can be roughly estimated from

the change in sound observed during inspection by the hammer impact test, there

are no decisive methods for detecting or evaluating the internal damage of concrete

[1, 2].

This study attempts to establish a method for evaluating damage in concrete of

RC slabs bonded with steel plates on road bridges in service. Focus was put on the

anchor bolts which had been installed for holding the steel plates temporarily until

complete setting of adhesive agent. Those temporarily set anchors were utilized as

ultrasonic probes. Figure 1 shows a picture and a schematic view of an RC slab

bonded with steel plates.

2 Sensing Technique Using the Temporary Set Anchors

2.1 Background of the Anchor Bolt Sensing Technique

To evaluate the soundness of the steel plate-bonded RC slabs, some techniques

need to be developed for evaluating the soundness of the concrete slabs themselves
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as described in the previous section. Since the evaluation is to be made on bridges in

service, it is desirable from the viewpoint of public impact to avoid coring,

chipping, or other destructive techniques which inevitably require traffic restric-

tions. The authors investigated the applicability of existing nondestructive testing

techniques as well as means of access from the bottom surface of the slab to

eliminate impact on traffic on the roads.

The steel plate bonding method uses adhesive agent (epoxy resin) to combine the

RC slabs and the steel plates. The steel plates need to be held in place temporarily

until adequate adhesion develops during construction. The anchor bolts are the

temporary retainers installed for the steel plates and usually driven to a depth of

about 50–60 mm in cover concrete of the slabs to securely hold the steel plates,

making a full contact with the inside of the concrete slabs.

This study focused on the anchor bolts installed in all steel plate-bonded RC

slabs and developed a sensing technique utilizing them as ultrasonic probes.

2.2 Outline of the Internal Damage Detection System

Figure 2 shows a schematic of the proposed internal damage detection system

which utilizes the anchor bolts as sending probes. An impact elastic wave is

generated by hitting an anchor bolt at the head which is protruding about 20 mm

from the surface of the steel plate with a hammer or similar tool. Propagation of the

Temporary set anchors

Pavement
SlabSteel plates

Fig. 1 A picture and a schematic view of RC slab bonded with steel plates

Fig. 2 Schematic diagram of measurement
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generated wave is analyzed to determine internal damage of concrete present in the

propagation path inside the RC slab. The propagated wave is received by a sensor

installed on the head of the other anchor bolt. Since the anchor bolt on the impact

side is hit at the head, it is impossible to mount a sensor like the one on the receiving

side. Instead, the sensor is installed on the surface of the steel plate in the vicinity of

the impact-side anchor bolt in the proposed system. The authors carried out

demonstration experiments using artificial specimens as well as a sample taken

out of a slab of an existing bridge to investigate applicability of the proposed

damage detection system to existing structures. The results are reported in the

following sections.

3 Preliminary Experiment Using Artificial Specimens

3.1 Outline of the Experiment

In order to examine various factors in using the anchor bolts as sensing probes, the

authors prepared control specimens having a design strength of 24 N/mm2 and

defect specimens having a simulated defective part in the surface area. They had a

rectangular shape of 300 mm � 300 mm � 2200 mm as shown in the schematic

diagrams of Fig. 3. The defective part in the defect specimens was created by

placing poorly proportioned concrete to a depth of 20 mm from the surface. Other

materials used in the specimens include SS400 steel plates with a thickness of

4.5 mm which are commonly used for steel plate bonding in the field, M12 concrete

anchors for the temporary set anchors, and epoxy resin for steel plate bonding. Steel

plate debonding was reproduced by dividing each specimen into two parts at the

center and leaving the gap between the steel plate and concrete surface of the right

half ungrouted to create a poor bond zone. The gap in the left half was grouted fully

with epoxy resin to make a full bond zone. Table 1 shows measured compressive

strength and static modulus of elasticity of the concrete used. Holes were drilled to a

depth of 60 mm as specified, and the anchor bolts were spaced at 400 mm as

commonly practiced in the field.

3.2 Measurement Method

An elastic wave was generated by hitting an anchor bolt and received by an acoustic

emission (AE) sensor (resonant frequency of 150 kHz), which was installed on the

head of the other anchor bolt to obtain the waveform data as shown in Fig. 2. The

other AE sensor was installed on the surface of the steel plate at a distance of 30 mm

from the anchor bolt on the impact side to obtain the input waveform data. The

former was referred to as the receiving sensor, and the latter was the impact-side
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sensor afterwards. The waveform recorder recorded the input waveforms generated

by the impact as well as the output waveforms after propagation through the steel

plates and concrete. Sampling period was 0.2 μs, and the number of samplings was

25,000. A steel ball with a diameter of 15 mm was used to apply the impact to the

head of the anchor bolt and generate the elastic wave. The diameter of 15 mm was

selected through a preliminary test which revealed that the receiving sensor could

not detect time history response waveforms at a distance of 2 m or longer between

the sensors when steel balls smaller than 15 mm were used.

3.3 Propagation Velocity Before and After Steel Plate
Bonding

It is well known that propagation velocity of an elastic wave decreases when the

concrete has a decrease in compressive strength or rigidity, cracks or other damage

by deterioration. The authors measured propagation velocity in this study,

expecting that there should be significant change in propagation velocity of the

elastic wave traveling through the concrete. Figure 4 shows the measured propa-

gation velocities with respect to measurement pair. The solid dots in the diagram

represent the velocity before steel plate bonding, and the hollow dots represent the

velocity after steel plate bonding. Theoretically, propagation time should be equal

when the impact-side and receiving-side measurement points are interchangeable,

like Measurement pairs 2–3 and 3–2. Therefore, in calculating propagation velocity

by dividing measurement-pair distance with propagation time, the average of those

pairs was taken as their representative; for example, the average of Measurement

lines 2–3 and 3–2 for Measurement line 2–3. Propagation velocity in the absence of

steel plates was found to be 4200–4300 m/s in all measurement lines in the control

specimens. In contrast, that in the defect specimens was 4000–4100 m/s in all

measurement lines, decreasing by about 5% from that in the control specimens.

This proves that propagation velocity decreases in deteriorated concrete as

described in previous studies. Propagation velocity in the presence of steel plates

was about 5500 m/s in all measurement lines in the control and defect specimens.

Steel plate bonding conditions were changed at the center of the specimens as

Table 1 Physical property test results of the specimens

Compressive strength (N/mm2) Static elastic modulus (kN/mm2)

Measured value Average Measured value Average

Control specimens 33.9 33.7 28.7 28.6

33.4 28.3

33.9 28.9

Defect specimens 22.3 23.3 25.4 25.2

23.9 25.0

23.8 25.1
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described in the previous section. For example, Measurement lines 2–3 and 3–4 are

same in measurement distance, 400 mm, but different in the steel plate bonding

conditions. The similarity in propagation velocity observed between the measure-

ment lines with different structural conditions was likely attributable to the

extremely fast propagation in the steel plates which could override the influence

from the concrete or epoxy resin. It would be possible to evaluate damage in

concrete from the difference in elastic wave propagation velocity measured by

using the anchor bolts as sensing probes. However, it was found difficult to

determine the velocity of an elastic wave propagated through concrete bonded

with steel plates because of the extremely high velocity of propagation in steel

plates.

3.4 Frequency Analysis Before and After Steel Plate
Bonding

Figure 5 shows the frequency analysis results with respect to measurement pairs on

the waveforms recorded at the impact-side and receiving sensors in the control and

defect specimens before and after steel plate bonding.

Spectral centroid was used as an evaluation index in the frequency analysis. It is

an analysis technique focused on elastic wave energy which can express attenua-

tions in the elastic wave in low and high frequency components during propagation

quantitatively. The spectral centroid used here is a weighted average of the fre-

quency spectrum obtained by Fourier transform.
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The spectral centroid was calculated with (1), by weighting the average with

frequency components between 1 kHz and 50 kHz (0.15 kHz increment) so that

influence of noise or minor vibration of the specimens would be reduced (Fig. 6).

Spectral centroid kHzð Þ ¼
P

Ei � Fi
P

Ei
ð1Þ

where Fi: frequency of the i-th segment, Ei: magnitude corresponding to Fi.
As shown in Fig. 5, spectral centroid on the impact side showed no significant

differences between the control and defect specimens in the absence of steel plates.

However, comparison between the measurement lines within or crossing the

boundary of the full and poor bond zones after steel plate bonding showed a

decrease in spectral centroid, indicating the effect of bonding condition of the

epoxy resin. Spectral centroid on the receiving side decreased with the increase

of the sensor-to-sensor distance in the absence of steel plates. This was likely
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because of the effect of distance attenuation. Propagation energy attenuation was

more significant at longer distances because the impact was applied in the same

direction as the anchor bolts and also because the signals were received through the

medium of the anchors. These suggest that this method is applicable to a compar-

ison at a same distance but not to a comparison at different distances. In contrast,

this tendency did not appear after steel plate bonding, suggesting the strong

influence of the presence of steel plates.

3.5 Wavelet Analysis After Steel Plate Bonding

The preliminary experiments above provided the following findings: (1) soundness/

deterioration of concrete can be readily determined from propagation velocity when

steel plates are absent; (2) when the temporarily set anchors are used for measure-

ment, distance attenuation has a major influence in the frequency-based evaluations

due to dispersion and reduction of input energy; and (3) although the influence of

the presence of epoxy resin does not appear in the propagation velocity which is

more influenced by elastic waves propagating through steel plates, frequency

analysis on the elastic waves at the receiving sensor provides quantitative

evaluation.

These findings suggested that time domain evaluation would provide more

significant differences for evaluating internal damage of steel-bonded concrete.

To eliminate the influence of the waves propagated through the steel plates, the

wavelet analysis was performed to waveforms recorded at the receiving sensor.

Figure 7 shows the analysis results for Measurement pair 5–2 (sensor-to-sensor

distance: 1200 mm) in the control and defect specimens after steel plate bonding. A

peak appeared at around 12 kHz in the wavelet analysis results. The authors

extracted change in the time-history spectrum, focusing on the frequency of

12 kHz as the prominent frequency. A difference was found in time to reach the

peak between the control and defect specimens. Based on the finding, another index

was proposed in this study. A velocity index defined as dividing the measurement-

pair distance (the distance wave propagation) with the time to the peak; such an

index expresses the velocity at which the wave of the prominent frequency was

transmitted (hereinafter referred to as the “prominent frequency transmission

velocity”). Figure 8 shows the prominent frequency transmission velocity obtained

for all measurement pairs. General decrease in velocity was observed in both of the

control and defect specimens. Propagation velocity of an elastic wave is known to

decrease when concrete is damaged and affected in rigidity. It would be possible to

determine transmission of the waves in concrete to some extent by focusing on an

appropriate frequency and determining transmission of the peak of the wave

corresponding to the focused frequency.
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4 Verification Experiment Using a Slab Extracted from
an Existing Bridge

4.1 Overview of the Verification Experiment

An experiment was carried out by using a sample of steel plate-bonded RC slab

extracted from an existing bridge to verify the applicability of the proposed method to

real structures. The target slab had been in service for about 50 years on the Hanshin

Expressway. The sample slab was cut out for soundness evaluation and subjected to a

moving-wheel loading test as shown in Fig. 9. Measurement using the anchor bolts as

sensing probeswas carried out two times at the same locations: one before themoving-

wheel loading test and the other after 4000 cycles of moving-wheel loading.

Figure 10 shows the measurement locations on the steel plate-bonded RC slab

sample. Using the 12 anchor bolts numbered in the diagram, 12 measurement pairs

Fig. 9 Cutting out a steel plate-bonded RC slab sample (left) and carrying out moving-wheel

loading test (right)
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with different distances were set in longitudinal and transverse directions. For the

purposes of safety, the steel plates were temporarily removed in the field during the

cutting of the slab, with the anchor bolts left in position. They were reinstalled

before starting the moving-wheel loading test. Poor bonding condition was

reproduced by applying release agent to the interface between the steel plates and

the concrete.

4.2 Verification Results

Figure 11 shows the changes in the two proposed indices after 4000 cycles of

moving-wheel loading. The transmission velocity of the prominent frequency

(12 kHz) in focus, which was the index specially defined for detecting internal

concrete damage, showed a decrease in 10 of the 12 measurement pairs after the

4000 cycles of loading. Although the reason for the increase in 2 of 12 measurement

pairs is still under investigation, the general tendency of decrease in most measure-

ment pairs suggested the applicability of the proposed method to real steel plate-

bonded RC slabs. The spectral centroid on the receiving side also showed a

decrease in most measurement pairs after 4000 cycles of loading as compared to

the initial values.

The simultaneous change in those two indices could be illustrated in a scatter

plot, as shown in Fig. 12, where the solid triangles represent the status before

loading, the hollow triangles represent the status after the 4000-cycle loading, and

the solid and hollow circles are their means respectively. In the scatter plot, the

points after 4000 cycles of loading are distributed in the bottom left, and those

before loading are distributed mostly in the upper right. Suppose that internal

damage had occurred in concrete during the moving-wheel loading test, cracks

should have occurred inside the slab, causing a decrease in propagation velocity.

Such cracks could have also led to damping of the high-frequency components of
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elastic waves. Consequently, scatter plots using the proposed two indices might be

practical to evaluate internal damage of concrete of steel plate-bonded RC slabs and

determine priorities for repair or strengthening.

5 Conclusions

In this study we proposed a method for evaluating damage in concrete of steel plate-

bonded RC slabs on road bridges in service. The focus was placed on the anchor

bolts penetrating the steel plates into the concrete which had been installed for

temporary use in steel plate bonding. We developed a sensing technique and an

internal damage detection system, utilizing the temporary set anchors as ultrasonic

probes. Experiments were carried out using laboratory specimens as well as a

sample extracted from an existing bridge slab. The results showed that internal

soundness of concrete of steel plate-bonded RC slabs could be evaluated success-

fully by utilizing the temporarily set anchors as sensing probes, without removing

the steel plates.
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Acoustic Emission Testing Research
of Blowout Preventer

Junru Zhao and Wei Li

Abstract This chapter explores the application of acoustic emission (AE) testing

technique in blowout preventor (BOP) shell. Two problems are presented in this

dissertation. First, a tensile test is implemented, using a specimen made of BOP

shell material ZG25GrNiMo, and the AE characteristics of the shell material during

tensile process are obtained. Then, a pressure test of a BOP shell with crack

performed with water and the AE characteristics of the BOP shell during pressure

process are obtained. The research shows that the AE frequency spectrums char-

acteristics of BOP shell material are different at different damage stages, and the

AE technique can be used to test the damage of BOP shell.

1 Introduction

The BOP is an important well control equipment in oil drilling process, used to

control the wellhead pressure and to ensure that oil drilling is safe and of high

efficiency. In using this, cracks will occur mostly in the inner surface of the shell

because of impact, corrosion, wellhead pressure, and repeated pressure experiment,

and mostly the cracks and defects will be at the transition of the shape for the

complex structure. Because the shell of the BOP is thick, magnetic particle testing

and penetrate testing cannot detect internal defects of the shell. The testing of the

BOP shell lacks effective method, and mostly relies on our senses and experience.

If the internal cracks of the shell exist for a long time and develop gradually, then

the BOP shell will leak or even fail, which will bring costly damage for drilling

production, even personnel casualties.

The AE technique offers the unique opportunity to monitor components in real

time and detect sudden changes in the integrity of the monitored element, which is a

dynamic nondestructive testing method. The principle is that dynamic input sources

cause a stress wave to form, travel through the body, and create a transient surface

displacement that can be recorded by piezoelectric sensors located on the surface.
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The monitoring range of the sensor is only related with its receiving radius,

material attenuation, and quantity of the sensor, which ideally can monitor any

complex components without being affected by their shapes and sizes. In this

research, we firstly carried out AE testing to BOP shell material ZG25CrNiMo

during its tensile test to obtain the characteristics of the AE signals during its

deformation, yield, and fracture process. Then, a BOP shell with a defect was tested

by using AE technique when it was pressurized.

2 AE Tensile Testing of Small-Scale Specimens

2.1 Research Significance

In this experiment, AE technique was employed to study the failure process of

small-scale specimens under axial tensile loading, and the AE characteristics of the

process were analyzed. The specimens were made of BOP shell material

ZG25CrNiMo. While performing the AE monitoring of the specimen during its

tensile process, we can obtain the characteristics of the AE signals during its yield,

plastic deformation, and fracture process, and the relation between AE signal

parameters and mechanical behavior of the specimen, which can lay a foundation

for the result evaluation of AE testing of BOP shell.

2.2 Experiment Specimens

For purpose of this research experiment, a total of ten specimens were tested to

study the AE characteristics of the BOP shell material ZG25CrNiMo. The shape of

the specimens is shown in Fig. 1, the ends of which are cylinders for being clamped

by the fixture. The surface of the ends must be flat and smooth to paste the sensors.

Fig. 1 Figure of the experiment specimens
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2.3 Experiment System

In this experiment, the major equipment was the SAMOS-II AE detection instru-

ment, produced by Physical Acoustics Corporation (PAC) in the USA. Software

controlling the monitoring process was AEWin, which enables filtering, storage,

and graphical replay of all AE data. The tensile process was carried out in the

SHT4605 computer-controlled electrohydraulic servo-type 10-ton universal tensile

testing machine, and the moving speed of the load cell was 0.5 mm/min. The

sensors were broadband sensors, and the preamplifier was set for 40 dB. Experiment

equipment and sensor arrangement are shown in Fig. 2.

2.4 Data Analysis of the Experiment

2.4.1 The AE Characteristics of the Specimen During the Tensile

Process

It can be seen from Fig. 3 that the material has typically four stages of mechanical

properties: elastic stage, yield stage, plastic deformation stage, and the last fracture

stage.

Figures 4 and 5 show the relation of amplitude and energy of acoustic emission

signals against time, respectively.

As the tensile process advances, in the elastic deformation stage, AE activity

events were frequent, but the damage energy and the amplitude were relatively low,

mainly because of the influence of the noise signal produced by the friction between

sensor

sensor

Fig. 2 The experiment equipment and sensor arrangement
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the specimen and the fixture. At the ending of the elastic stage, the yield stage

began, and an increase in AE activity was observed in all specimens. Elastic

resistance to the stretch broke, the specimen released a great amount of elastic

potential energy, and a peak of AE amplitude and energy appeared. In the plastic

deformation stage, after the energy release of the yield stage, the material entered

the work-hardening stage, no great amount of energy was released, but the energy

accumulated again; therefore, the AE activity was weak until fracture, when large

mount of lattice was damaged and then the AE amplitude and energy increased

significantly.

Different types of acoustic emission sources will produce different characteris-

tics of acoustic emission signals. In fact, the acoustic emission sources are very

complicated during the specimen tensile process, and the acoustic emission source

types of every stage are not unique, but superimposed by several sources. The above

analysis only shows the most important type of acoustic emission source of every

stage.

2.4.2 The Waveform and Spectrum Analysis

Wavelet de-noising to the collected signals reduced effectively the influence of the

electrical noise and mechanical friction. The time-frequency analysis based on fast

Fourier transform was carried out for the signals and the typical signal at each

damage stage was investigated. Figure 6 shows the waveform and spectrum char-

acteristics of every damage stage of the BOP shell material after wavelet

de-noising.

As can be seen from Fig. 6, the signals generated during the tensile process are

all burst acoustic emission signals, but the waveform and spectrum are different.

Yield process produces signals with minimum amplitude and multiple frequency

peaks; the amplitude of plastic stage increases, and the frequency is mainly in the

vicinity of 90–150 kHz. Fracture stage produces the maximum signal amplitude and

frequency, and the peak concentrates in the vicinity of 100–150 kHz. This shows

that yield process produces broadband and minimum amplitude signals, and in the

plastic deformation and fracture process, the signals have focused frequency, and

fracture process produces maximum amplitude.

3 AE Crack Detection of BOP Shell

The experiment is carried out in a testing pressure room for well control workshop,

using an annular BOP with a crack. Because the shell is too thick, corrosion

cracking and leaking cannot occur, so we cut a crack of 100 mm length and

5 mm width, then welding on the surface and polishing are performed, as shown

in Figs. 7 and 8. The BOP shell was pressured by the pneumatic pump and AE

signals from the defects were collected at different pressure holding steps.
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Fig. 7 Cutting breach in

the BOP

Fig. 6 Waveform and frequency spectrum figure at different damage phases during tensile

process of the shell material of blowout preventer. (a) Yield. (b) Plastic deformation. (c) Fracture
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3.1 Experiment Equipment

The experiment uses the same equipment as in Sect. 2.3. The sensors use the USWD

broadband AE sensor, in order to get more wide frequency range of signal. Using the

2/4/6 preamplifier produced by the US PAC company, and the gain set to 40 dB.

3.2 Sensor Placement

According to the shell shape of the annular BOP, we arrange two groups of sensor

arrays; each array makes up of three sensors, respectively, for the 1-2-3 and 4-5-6

sensors, using triangle location method.

3.3 Experiment Process

At the locations of the sensors, polish some 30 mm diameter areas on the BOP shell

for pasting the sensors. Set data collection procedure, calibrate the sensitivity of

every channel, and make sure that the differences between every channel and the

average are less than 3 dB.

The loaded medium of the BOP is water and the pressurized equipment is

pneumatic pumps. The loading process is shown in Fig. 9. The maximum pressure

is the hydrostatic test pressure. There are four pressure holding steps: The first one

is 10% of the maximum value for detecting the background noise. The other three

are 80% of design pressure and the maximum pressure. Collect the data of the last

three processes as the experiment data.

Fig. 8 Polishing the breach

after welding
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3.4 Data Analysis

At each pressure holding phase, the data analysis results showed a clear correlation

between AE characteristics and crack growth. At the first pressure holding step,

there are only several AE signals, and the activity and strength of the sound source

are weak; at the second pressure holding step, there are active, high-strength sound

sources; at the third pressure holding step, there are strong-activity, high-strength

sound sources. Through the inspection, as shown in Fig. 10, the BOP has obvious

leak, and the leaking location coincides with the AE position. Results show that AE

technique can detect the different stages of the crack propagation and effectively

locate possible areas. A novel application has been developed.

4 Conclusions

From the result, we can conclude that AE event rate and generation behavior

showed different characteristics depending on the different damage stages, using

acoustic emission technology to monitor BOP shell during hydrostatic testing is

10min

pressure

time

take the three stages test data

10min

10min

20min

Fig. 9 Schematic diagram of BOP pressurization process

Fig. 10 The appearance when BOP shell is leaking
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feasible, and the AE technique is a good tool which can be used to monitor the

initiation and expansion of the fatigue crack, and improve the online inspection

level of BOP shell.
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Acoustic Emission Testing of Cryogenic
Pipelines in Operating Conditions

T. Lusa, J. Płowiec, M. Szwed, Ł. Sarniak, and A. Zagórski

Abstract This chapter presents some selected results of application of the acoustic

emission method for diagnostics of technical condition of cryogenic pipelines in

working conditions. The aim of the research performed was to create a solution

suitable for online testing of pipeline performance using acoustic emission testing

method (AT) in service, under constant working parameters of operation or with a

slight working pressure overload.

1 Introduction

Process pipelines that operate in sub-zero temperatures are an essential element of

the production installations in the petrochemical industry. Depending on the trans-

ferred medium, the material and structure of the pipeline must meet the conditions

in which safety of use is ensured. Said pipelines, constructed in the 1960s, fre-

quently fail to meet the requirements currently set for materials. Additionally, the

conditions of operation are usually conducive to gradual degradation manifested,

for instance, by accumulation of defects resulting from material fatigue [1]. Control

tests conducted in operating conditions, with the use of non-destructive testing

methods, have a limited scope of application due to the operating temperature of the

pipelines, frequently below �100 �C. Furthermore, the methods and procedures

currently in use do not allow for the assessment of all essential pipeline elements,

including welds, resulting from both the time of their being exposed to the natural

conditions and technical limitations arising from difficult access to the investigated

zone [2].

This chapter presents some selected results of the research work on the applica-

tion of the acoustic emission technique for diagnostics of cryogenic pipelines

during operation, without the necessity of shutting down the system. Laboratory

tests were mostly associated with the development of a dedicated couplant, AE

T. Lusa (*) • J. Płowiec • M. Szwed • Ł. Sarniak • A. Zagórski
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sensor and holder. Work was performed under industrial conditions employing as a

verification method the acoustic emission method and ultrasonic defectoscopy

phased array method.

2 Testing

2.1 Acoustic Emission Sensor

The first stage of laboratory research work involves the development of a dedicated

acoustic emission sensor that is capable of providing stable operation in a temper-

ature as low as �185 �C.
This acoustic emission sensor designed for operation in extremely low temper-

atures was developed in cooperation with the manufacturer of acoustic emission

test equipment—Score Atlanta Inc. The main criterion for selection of sensor was

the frequency response. Sensors with 150 kHz resonant frequency were selected as

they are characterised with the highest sensitivity in terms of crack detection [3].

Table 1 presents the operating parameters of the sensor (Fig. 1).

Table 1 Operating parameters of the sensor for low-temperature testing

Parameter Description

Resonant frequency 150.9 kHz

Preamplifier Non-integrated

Case Stainless steel

Cable Integrated (without connector)

Cable length 1 meter

Average sensitivity �65.5 dB ref 1 V/μBar in range 100–200 kHz

Dimensions ϕ20 mm � 22 mm

Working temperature �185 �C � +80 �C

Fig. 1 Low-temperature AE sensor and its frequency response
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Integration of the cable with the sensor case was to eliminate noises generated on

the connector due to the freezing of water steam from the air.

The conducted laboratory tests confirmed that the sensor operates in a stable

manner in the temperature of �185 �C.
Due to the fact that the thermal shocks generated in the course of installation of

the sensor on the pipeline surface can cause fractures of the piezoelectric crystal, it

is necessary to first cool the sensor down in the liquid nitrogen environment with the

cooling rate not exceeding 10 �C/min prior to its installation.

2.2 Development of the Low-Temperature Couplant

The couplant in acoustic emission tests provides proper acoustic coupling between

the measuring sensor and the surface of the tested object for the reason that it is

necessary that it preserves its properties throughout the entire measuring cycle. The

studies regarding development of the coupling agent involved tests at a laboratory

site of the couplants available on the market that can operate in low temperatures as

well as the couplants developed within the scope of the project. In order to verify

the effectiveness of various types of coupling agents, the thermal conditions to be

found on the wall of the process pipeline were simulated and the couplants were

tested in such conditions. For the purpose of complex laboratory tests, it was

necessary to design and construct a special cold box ensuring a stable maintenance

of the required sub-zero temperature. The thermos was made of 6 mm thick

304 austenitic steel plate and thermally insulated lining. A 20 mm thick

300 mm � 100 mm steel plate sample was placed inside the cold box and the

measurements were conducted on it. Liquid nitrogen was used as the cooling agent.

The temperature inside the cold box and on the surface of the cooled sample was

monitored by means of a thermocouple.

Tests for effectiveness of the coupling agents were conducted upon removal of

the sample from the thermos, followed by mounting it in the special handle made of

graphite EPS in the temperature of �160 �C. Due to nitrogen boiling and, as a

consequence, generation of a high-level noise, it was impossible to carry the

measurements out directly in the thermos. Table 2 presents the results of average

Table 2 Coupling agents used in testing

Coupling agent Average noise level (dB) Sensitivity (dB) (20 mm from the sensor)

MOLYKOTE 33 grease 33 96

AEROSPEC 200 grease 38 98

Ethyl alcohol 41 97.6

Silicone oil 36 98

Machine tool coolant 34 94.5

AG-1 couplant 30 98.7
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noise levels and sensitivity of AE sensor. The tests involved the use of the

Hsu-Nielsen source with a 0.5 mm graphite rod.

The laboratory tests showed that only the machine tool coolant and developed

AG-1 couplant did not freeze. The required coupling conditions were obtained only

for the developed AG-1 couplant that is a mixture of glycerine and propanol in

volumetric proportions of 1/50. The obtained results of an average noise level and

average AE amplitude for the wall temperature of �160 �C for the developed

couplant indicate the possibility of its application even in lower temperatures.

2.3 Sensor Holder

The design work on a structural model of the mounting handle was conducted at a

laboratory site, using a model pipeline. The objective of the research work was to

develop a handle that provides equal tension of the acoustic emission sensor on the

surface of the investigated object, with a constant force [3]. Due to the fact that

pipelines operating in temperatures lower than �100 �C are mostly made of

austenitic stainless steels, i.e. paramagnetic materials, the designed handle takes

into account that it will be mounted on the thermal insulation of the pipeline. Such

insulation consists of an insulating material secured with aluminium plate sheets.

The structure of the mounting handle also takes into account thermal insulation in

the form of polyurethane foam which prevents formation of thermal bridges

resulting from temperature differences between the pipeline surface and its sur-

rounding. The head of the developed mounting handle which keeps the acoustic

emission sensor can move in two planes, independently from the other parts of the

handle. This allows the sensor to, somehow, “adjust itself” to the curves of the

pipeline surface, improving the accuracy of signal detection. The couplant is

pumped directly onto the contact surface of the sensor and pipeline wall through

a special handle in-built duct (Fig. 2).

The suggested structural solution was tested in industrial conditions on a section

of an actual process pipeline selected for the tests. The obtained results are

satisfactory in the context of mounting stability, tension, as well as efficiency of

couplant application.

2.4 Pipeline Testing with AE

A section of an actual technological pipeline in active operation was selected for the

purpose of the research work that is the subject of the implemented project.

Detailed data are presented in Table 3.

The pipeline is used to transfer gaseous state of the hydrogen, carbon monoxide,

carbon dioxide, hydrogen sulphide and methane mixture in the operating temper-

ature of �163 �C.
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The tests conducted on the selected process pipeline were performed using the

acoustic emission method in the operating conditions. The first stage involved

determination of the attenuation curve by means of the Hsu-Nielsen source and

background noise level. The work included also development of a method of sensor

arrangement on the tested pipeline, measurement time and selection of the acoustic

signal acquisition parameters. The measurements were carried out with the use of

the designed mounting handles and AE sensors as well as the AG-1 couplant.

Table 4 presents a specification of acoustic signal acquisition parameters.

As mentioned above, the pipeline operating pressure was 4 MPa and it was

constant for the last 6 months of operation. The AE tests involved an increase of the

pipeline pressure to the value of 4.16 MPa, i.e. 104% of the nominal operating

pressure. In connection with the characteristic of the conducted technological

process, pressure fluctuation was found ranging from 4.09 to 4.16 MPa. In that

case the use of the pipeline load scheme with stable holds at several levels was

Fig. 2 Scheme of the mounting handle for the acoustic emission sensors and the installation

method of mounting it to the thermal insulation. 1—AE sensor, 2—head, 3—aluminium plate, 4—
thermal insulation, 5—tube, 6—spacer ring, 7—spring, 8—set screw, 9—couplant cable, 10—pin

with thread

Table 3 Parameters of the

process pipeline selected for

the tests

Parameter Value

Year of construction 1979

Length/diameter 110 m/152.4 mm

Wall thickness 7.1 mm

Working pressure 4 MPa

Medium flow rate 2166 kg/h

Min. temperature �163 �C
Material Stainless steel 304

Medium (gas) H2 + CO + CO2 + H2S + CH4

Acoustic Emission Testing of Cryogenic Pipelines in Operating Conditions 351



impossible. A decision was made to conduct two 6-h-long measuring sessions with

an increased pressure and then to compare the recorded acoustic signals from both

sessions. Figures 3 and 4 present results of linear localisation of signals on the entire

pipeline and in a located AE source. The presented results are representative for

both measurement sessions.

2.5 Verification of Acoustic Emission-Located Source

The conducted measurements resulted in the localisation of only one acoustic

emission source between sensors 34 and 35, as presented in Fig. 4. The source

was registered in both measurement sessions. The average signal amplitude at the

located source was 64 dB. The tests of the pipeline welds were commenced upon

removal of thermal insulation at the site of the located source. Weld inspection was

carried out in operation conditions using a phased array ultrasonic flaw detector. A

Table 4 Settings of the

measurement system and

measurement data acquisition

Parameter Description

Background noise level 42–50 dB

Max. sensor spacing 3 m

Threshold 56 dB

Filters 95–850 kHz

Number of measuring sensors 38

AE sensors 150 kHz resonant

AE system Vallen AMSY-5

Preamplifier/gain AEP4/34 dB

Fig. 3 Results of linear localisation of acoustic emission signals on the investigated pipeline
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10 MHz, 32-element phased array probe with a 45� wedge was applied in a

sectorial scan mode. The benefits of phased array technology over conventional

UT come from its ability to use multiple elements to steer, focus and scan beams

with a single-transducer assembly [4]. Beam steering can be used for mapping

components at appropriate angles. This can greatly simplify the inspection of

components with complex geometry. Electronic focusing permits optimising the

beam shape and size at the expected defect location, as well as further optimising

probability of detection. The ability to focus at multiple depths also improves the

ability for sizing critical defects for volumetric inspections. Focusing can signifi-

cantly improve signal-to-noise ratio, and electronic scanning across many groups of

elements allows for C-Scan images to be produced very quickly [5].

As a result of ultrasonic testing, a flaw located near the outer surface of the pipe

was detected. The flaw (crack) was about 5 mm long and 1 mm high. The obtained

results are presented in Fig. 5.

Fig. 4 Number of located events and signal amplitude at the located AE source
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3 Conclusions

The aim of the research work presented in this chapter was to develop a research

method of testing cryogenic pipelines in their operating conditions.

In effect, conditions required for acoustic coupling of the developed AG-1

couplant in the temperature range of �160 �C were obtained as confirmed by the

acoustic emission tests and ultrasonic defectoscopy in the operating conditions of

the pipeline.

The developed acoustic emission sensor allows testing technical objects, the

wall temperature of which reaches down to �185 �C, as shown by tests conducted

at the laboratory and industrial sites. For the purpose of preventing any thermal

shock it is, however, necessary to first cool the sensor down to the required

operating temperature with the cooling rate not exceeding 10 �C/min.

The design of the mounting handle for the AE sensor ensures its stable pressure

throughout the test period, facilitates application of the couplant on the sensor

contact surface and prevents formation of thermal bridges.

The tests of the pipeline conducted in operating conditions under the pressure

increased to 104% of the operating pressure revealed the presence of a single

acoustic emission source identified as a weld crack by means of the ultrasonic

defectoscopy phased array technique.
The results of the research confirmed that it is possible to evaluate the technical

condition of cryogenic pipelines in operating conditions using the proposed

methodology.

The obtained results constitute a base for elaboration of test procedures of

acoustic emission and ultrasonic phased array technique for in-service cryogenic

pipeline investigation. Nowadays, research work is focused on separation of signals

generated by various noise sources and cracks using the pattern recognition
method.

Acknowledgment The research work presented in this chapter was fully funded by the National

Centre for Research and Development within the framework of the LIDER III Programme No. -

LIDER/18/44/L-3/NCBR/2012 entitled “The methodology for the characterization, in the actual

Fig. 5 End view (D-Scan) obtained by volumetric merge of ultrasonic testing results
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state of degradation, of the material and welded joints of technological pressure pipelines used for

transporting chemical substances maintained at temperature levels of below minus 100�C, using
the Acoustic Emission method”.
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Hit-Based Acoustic Emission Monitoring
of Rock Fractures: Challenges and Solutions

Zabihallah Moradian and Bing Qiuyi Li

Abstract The two common AE measurement techniques are continuous-based

streaming and hit-based triggering. In the continuous streaming method, the system

records the emissions over longer periods of time. As a result, the data file may

consume significant memory. Since rock fractures produce burst (discrete) signals,

the hit-based method is commonly used. In this method, the system saves as much

information as is reasonably required, and therefore the technique is cheaper in cost

and in storage space. This method also allows the system to calculate the AE

parameters of each hit in real time, simplifying the analysis process. Defining a

proper setup for parameters such as threshold, sampling rate, file length, PDT,

HDT, HLT, and Max duration is a critical step in data acquisition by the hit-based

method especially close to the time of rock failure, when the AE activity is very

high and signals may overlap each other. The aim of this paper is to discuss

hit-based AE monitoring of experimental rock mechanics tests in terms of require-

ments and limitations and providing some solutions. Issues include data loss due to

mask time, miscalculation of the AE parameters due to improper parametric setup,

and system saturation due to high AE activity close to the rock fracture.

1 Introduction

When a microseismic event occurs, each sensor individually detects the AE event

as an AE hit. The path that a signal takes from the point of origin to the digitized

waveform consists of source, propagation through the material, material boundary,

coupling, sensor, cable, preamplifier, and analog to digital conversion in the data

acquisition (DAQ) system. The effects on the signal waveforms through this path

can be categorized as source effect, propagation effect, and instrumentation effect.

Along this path some phenomena such as attenuation, reflection, refraction, and

mode conversion change the shape and the properties of the original signal.
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If small test specimens are used, the geometry may cause signal reflection such

that the resulting detected signal will be a superposition of the directly propagating

signal from the source, along with all reflections. Another important factor affecting

the characteristics of the detected signals is the material and the thickness of the

coupling used between sensors and the surface of the specimen. For minimizing the

effect of coupling on the AE signals a thin material with low attenuation should be

used to attach the sensors to the specimen. Nevertheless, the efficiency of the

coupling should be verified by artificial sources such as a pencil lead break (PLB)

or an active sensor pulse. The breaking of the pencil lead creates a very short-

duration, localized impulse that is similar to a natural AE source such as a crack. An

active pulse works similarly in that an impulse can be generated by the sensor and

detected by itself or another sensor.

Acoustic emission sensors are generally piezoceramic and are made from lead

zirconium titanate (PZT). They generate a voltage upon surface displacement, and

as such are able to transform elastic waves into an electrical signal. The key

parameters for sensors are the range of signal frequencies that the sensor can detect,

as well as how sensitive it is in that range. The sensitivity of sensors is defined in

decibels as dB¼ 20 log(V/a), where V is the output voltage of the sensor in response

to a reference movement of magnitude a. In acoustic emissions this is either a

movement of 1 m/s or a pressure of 1 μbar. Within sensors, there are two broad

categories: resonant and broadband (wideband) sensors. Resonant sensors typically

have higher sensitivity, lower frequency range, and lower cost. They are also not

useful for waveform analysis because (1) they may not accurately detect other

frequencies beyond their resonance frequency and (2) as their name implies, they

are prone to resonance and significantly distort the source signal. As a result only

first arrivals and some parameters such as amplitude can be gathered from resonant

sensors. Broadband sensors, on the other hand, are damped and so have lower

sensitivity but cover a larger frequency range. They are also less prone to resonance

due to the damping block in the sensor design.

With regard to low frequencies (nominally below 20 KHz), ambient noises can

interfere with low amplitude signals while for high frequency signals attenuation

problems can be encountered since they decay much faster. A trade-off must be

applied in this regard. Considering this, Hardy [1] has suggested a general fre-

quency range for geotechnical materials from 1 to 500 KHz; however for eliminat-

ing low and high frequency components a band-pass filter of 20–400 KHz is usually

recommended.

In most systems preamplifiers are required since the voltages from the sensors

are low and would acquire too much noise if the signal is sent directly to the DAQ.

The boost from the preamplifier is expressed similarly to sensor sensitivity as

dB ¼ 20 log G, where G is the gain factor. Thus, signal conditioning at or near

the sensor is necessary to allow transmission to and detection by the DAQ system.

For this purpose, low noise preamplifiers are usually placed at a cable distance of no

more than 1.2 m from the source. Forty decibel is commonly used, and corresponds

to an amplification factor of 100.
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When the voltage read by the acquisition system passes the threshold, a hit is

triggered and the time of arrival is recorded. When the signal amplitude reaches a

maximum and starts to decline, the DAQ card records the maximum amplitude, and

waits an additional peak definition time (PDT) to see if the previous signal

amplitude is exceeded (Fig. 1). If it is, the measurement continues, otherwise the

previous amplitude is defined as the peak amplitude. As the signal continues, the

card always records the time of the last threshold crossing. If there is no further

crossing within the hit definition time (HDT), the last recorded time defines the end

of the signal. If signal never goes under the threshold within the HDT, the system

continues registration of the waveform until a certain time period (maximum

duration) and then it automatically defines the end of the signal. After either the

HDT or maximum duration has been reached, the DAQ card waits until the HLT

(hit lockout time) expires. At this point, the DAQ card is reset and ready to acquire

the next signal.

In addition to recording the number of acoustic hits the DAQ system records

certain properties of the AE waveforms. Common parametric features include hits,

amplitude, counts, duration, energy, and rise time. Frequency domain features such

as peak frequency and frequency centroid are also determined from the fast Fourier

transform (FFT) of the recorded waveforms, although these parameters are very

sensitive to the resonant frequency of the sensors. Figures 2 and 3 show the

common AE features in the time and frequency domains.

Fig. 1 Important parameters in hit-based data acquisition setup
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2 The Importance of the AE Setup

In the following sections, the importance of the AE setup in hit-based AE method

will be evaluated in terms of requirements and limitations. Limitations include

miscalculation of the AE parameters due to improper parametric setup of PDT,

HDT, and max duration and data loss due to HLT.

Fig. 2 Common parameters of an AE waveform in time domain. Amplitude is the highest peak

voltage of the signal, counts are the number of the times that the signal crosses the threshold,

duration is the time interval between the first and the last threshold crossing, rise time is the time

interval between first threshold crossing and the signal peak, and energy is the area under the

envelope of the signal (colored area)

Fig. 3 Peak frequency is the point where the power spectrum is greatest and frequency centroid is

the center of mass of the power spectrum graph
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2.1 Threshold

In the hit-based method, the system only saves data when the signal satisfies a

certain condition such as a threshold value. As a result, the method only saves as

much information as is reasonably required, making it cheaper in cost and in storage

space. One disadvantage is that if the save condition is not properly specified, useful

data may be lost. If a simple threshold is used, a balance should be struck between

setting signal threshold limits high enough to filter out the majority of the back-

ground noises, yet low enough to pick up small desirable signals [2], though there

are certain mechanical and hydraulic noises which have broad spectral content like

small acoustic emission signals. In rock fracture testing, 40 dB is a reasonable

threshold for most of the experiments but if the level of noise is low, a lower

threshold like 35 dB can also be used. If the noise level is high, a higher threshold

such as 45 or 50 dB can be used but then after the test especially for source location

the threshold must be reduced, if threshold passing is used for arrival time

detection.

2.2 Peak Definition Time (PDT)

High PDT is recommended to detect the maximum amplitude of the signal. A low

PDT (close to the signal wavelength) can also be used to set the first motion

amplitude as the parameterized amplitude. In either case the PDT parameter is

less important than the HDT and HLT as it doesn’t affect the triggering and end

condition of hits.

2.3 Hit Definition Time (HDT)

If a long HDT is considered in the setup, several signals coming from different

sources can be detected as a single hit. In this case, the number of AE hits decreases

and other parameters such as duration, counts, energy, and signal strength will be

approximately the sum of the contributed signals in the registered hit (Fig. 4). As a

solution, one can reduce the HDT, or alternatively increase the threshold. In the

case of a short HDT, a single signal can be detected as several hits. Large signals

with their reflections can cause such a situation. Using a longer HDT, increasing

HLT or applying some damping material to reduce reverberation can mitigate this

problem.
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2.4 Maximum Duration

For a hit-based monitoring technique, it is undesirable for hits to be based on the

maximum duration (Fig. 5). This can occur when the rock is close to its peak load,

and unstable fracturing begins. In this case, emissions can be produced at a rate

exceeding that set by the HLT and maximum duration, at which point the hit

duration parameter becomes unrepresentative of the true hit rate. Given that a

minimum mask time is required between hit registrations for most hit-based

systems, it is then recommended in these scenarios to increase the maximum

duration to the largest possible value such that the minimum amount of data loss

occurs. The data can then be post-processed with a higher or a floating threshold to

transform it into a useable format.

Fig. 4 Defining the signal by HDT (a) proper setup of HDT (a single hit defined by HDT) and (b)
when HDT is set too long (several hits were detected for the duration of 3 ms as a single hit due to a

high HDT)
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2.5 Hit Lockout Time (HLT)

The hit lockout time (HLT) is the parameter defined as the wait time after acqui-

sition of a signal. The general use case of this is to prevent reflected or long duration

signals from being considered as a fresh signal. However, an excessively long HLT

time can prevent the capture of next rapidly occurring emissions. In rock, given that

the quality factor Q tends to be much lower than for metals [3], reflections tend to

decrease in energy rapidly while signals tend to be short in duration and so small

HLT values are recommended. Short HLT values are also recommended given that

rupture in rock can cause a large number of hits within a short time period, as seen

in Fig. 6. Data loss due to HLT can be calculated from:

Data loss ¼ (Max duration)/(Max duration + HLT), if the signal is defined by

Max duration.

2.6 Sampling Rate

The sampling rate controls the accuracy of the timestamp of any data since the error

is equivalent to time between recordings. Time can be converted to distance since

the wave velocities are generally known, for example to achieve an accuracy of

1 mm in a medium with v ¼ 4000 m/s, a time accuracy of 4000/0.001 ¼ 4 MHz is

required. However, note that this constitutes only the theoretical accuracy of

localization, whereas in experiments typically larger errors stem from issues such

as inaccuracy in arrival time picking, mismeasurement of sensor locations, and

anisotropy in velocity model.

Fig. 5 Waveform and spectral density plot of a superimposed hit that has been defined by

maximum duration
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3 System Saturation Close to the Failure: Case Study from
Hydraulic Fracturing Tests on Granite

The described method employs PCI-2 data acquisition cards from Mistras Group.

These cards are specified to have a sampling rate up to 40 MHz at 18 bit resolution.

The cards are designed with a hit-based architecture, in that the card requires time to

re-arm after every acoustic hit. This effect is also known as the mask time. The

cards have continuous streaming capability, but only 10 MHz can be streamed over

all channels whereas 5 MHz on eight channels is required in our experiments. The

details of the experimental setup have been presented in [4–6].

The AE system was used in hydraulic fracturing experiments done at MIT,

where it was noted that two classes of problems with the AE system occur close

to the time of fracturing. These two cases are illustrated in Figs. 7 and 8, and the AE

setup parameters used in these tests are given in Table 1.

Synchronizing the analog and digital systems in the acquisition makes it possible

for the acquisition card to consistently trigger, particularly around the time of

fracturing. This however requires a significant usage of computational resources

since large volumes of data are received in this period, and it was noted that data

acquisition was bottlenecked by the computer accessing the acquisition cards. This

is illustrated in Fig. 7 where no data are gathered in the 4 s prior to fracture. It can

then be concluded that a relatively fast CPU and hard drive are required for an AE

system. These requirements were satisfied when the PCI-2 acquisition system was

upgraded to a computer with an Intel i7-4790k CPU, 16 GB of DDR3 RAM, and a

5400 rpm WD hard drive.

Fig. 6 Data loss due to HLT
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In Fig. 8, the number of hits decreases near to the drop in pressure, and it was

noted that the time between hits was exactly 100 ms when this occurred. This

phenomenon can be explained by the acquisition card architecture. The system

operates on an analog basis, in that parametric information such as duration,

amplitude, and energy are recorded without digitally logging the voltages of the

waveform trace. The analog-digital converter that produces voltage recording is

only activated when the analog side is activated, but the end conditions differ

between the analog and digital systems. The analog system has a flexible condition

that ends the hit when the voltage does not exceed the threshold for a specified hit

Fig. 7 System saturation due to high AE hits rate close to the rock fracture—Specimen 1

Fig. 8 Data loss due to large duration or continuous AE hits around rock fracture—Specimen 2
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definition time (HDT), or when the maximum duration is reached if the HDT

condition is not met for a long period of time. On the other hand, the digital system

is static in that it saves for a specified amount of time only. It was observed that over

the course of an experiment the HDT controls acquisition for most of the test, while

the maximum duration parameter controls acquisition close to failure. This is seen

in Fig. 8, where the maximum duration was set to 100 ms and the length of digital

trace to 0.384 ms, resulting in significant data loss close to failure. To avoid this

problem, in subsequent tests the length of digital traces was set to match the

maximum duration. The AEwin software used with the PCI-2 cards limits digital

traces to 15,360 samples, which corresponds to 3.072 ms at a sampling rate of

5 MHz. Consequently, 3 ms is used as the maximum duration parameter such that

minimal data are lost during acquisition.

Currently the majority of a logged waveform contains voltage data; however, as

seen in Fig. 9, there is a small segment at the beginning and end of each signal that

contains zeros.

The reason for this is that the analog waveform only saves 3 ms exactly, while

the length of the digital logging corresponds to 3.072 ms. The total time of the

beginning and end zeros corresponds to this difference of 72 μs. The time of zeros at

the beginning also corresponds to the amount of pre-trigger time, and suggests that

no data can be recorded in the period of time where the AE card is re-arming. As a

result, increasing the pre-trigger during the time of data saturation will not yield

additional data as the voltages will be zero. It also suggests that the pre-trigger

should not be set to more than 72 μs as the length of useful data will then be less

than 3 ms and more data will be lost. It was also found that some gaps in acquisition

occur when the pre-trigger is set too low to a value of 25 μs, and so the previously

used value of 50 μs will continue to be used.

The second issue pertains to the time in between recorded waves, as shown in

Fig. 6.

This time appears to be related to the programming of the data acquisition card,

in that time is required between recordings for “re-arming.” It appears that this time

is unstable if the hit length time (HLT) is short, as shown in Fig. 10.

Table 1 AE parameters for

experiments shown in Figs. 7

and 8

Sampling rate 40 MHz

Number of sensors 8

Preamplification 40

Maximum duration 100 ms

File length 15 k

Waveform time length 384 μs
Pre-trigger 50 μs
PDT 200 μs
HDT 800 μs
HLT 2 μs
Threshold type Fixed

Threshold 35 dB
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Fig. 9 Small segment at the beginning and end of each signal that contains zeros

Fig. 10 System re-arm time at HLT ¼ 350 μs
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The re-arm time is initially high, and then fluctuates between 400 and 800 μs,
averaging around 570 μs. This would correspond to a downtime of

570/(3072 + 570) ¼ 15.7%. If the HLT is increased, the system reaches a state of

stability around HLT ¼ 1000 μs, as shown in Fig. 11.

However, to reach this state of stability the HLT was increased beyond the

re-arm time of an unstable HLT, and the average time between hits is 928 μs, as
opposed to 570 μs before. Since the unstable re-arm time is not a significant issue, it

is more desirable to operate at a low but unstable HLT as less data are lost.

Another possibility is to use shorter save segments, since it is unknown if the

re-arm time scales with the amount of data saved. Currently saved segments are

3 ms long. An HLT of 350 μs was used with 2 ms data saves, as shown in Fig. 12.

It appears that the re-arm time decreases slightly to an average value of 492 μs.
However, the scaling is less than linear, i.e., it does not scale by 2/3, and so it is

more desirable to collect in 3 ms segments. Some occurrences of the case of system/

Fig. 11 System re-arm time at HLT ¼ 1000 μs

Fig. 12 System re-arm time at HLT ¼ 350 μs and 2 ms segments
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card overload was also noted using 2 ms segments and so 3 ms segments are also

recommended for reliability.

As a result of the above analyses, it appears that the system is capped at 84%

uptime for a sampling rate of 5 MHz. This can be achieved by the three following

parameters while ensuring that as few parametrics as possible are collected.

1. 30 μs < Pre-trigger < 72 μs
2. HLT < 400 μs
3. 3 ms data segments sampled at 5 MHz

The full list of settings is shown in Table 2. Figure 13 shows the test results of a

granite specimen tested with the modified setup in Table 2. No saturation occurred

for the new setup.

Table 2 The modified AE

settings used the rest of the

tests

Sampling rate 5 MHz

Number of sensors 8

Preamplification 20 dB

Maximum duration 3 ms

File length 15 k

Time/waveform 3 ms

Pre-trigger 50 μs
PDT 200 μs
HDT 800 μs
HLT 350 μs
Threshold type Fixed

Threshold 37 dB

Fig. 13 Modification of the CPU and the AE data setup reduces the effects seen in Figs. 7 and 8
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4 Conclusions

The two common DAQ setups are continuous-based streaming and hit-based

streaming. In the continuous streaming method, the system registers indiscrimi-

nately and therefore consumes significant memory space. As a result, the analysis

can become more difficult due to large volumes of data. Various algorithms can

then be used in post-processing to separate the data file into discrete hits.

Since rock fractures produce signals in bursts, the hit-based method is commonly

used. In hit-based method, the DAQ system calculates the AE parameters of each

hit and stores them. If necessary, it can also save the waveform (mostly a portion of

it but not the whole). The main limitation of such a system is the hit-based

architecture, which is a significant asset during burst type emissions but prevents

continuous monitoring during periods of high activity. This is due to the acquisition

card needing to re-arm after every hit, resulting in small blanks between hits.

Close to the failure point where macro-cracks initiate, propagate, and coalesce,

the event rate in the rock is high and the DAQ cards became overloaded due to

being triggered constantly thus the system may go to saturation. Upgrading the CPU

of the system and modifying the acquisition setup largely solved this problem.

Observations using the synthetic continuous signal showed that given a sampling

rate of 5 MHz, the re-arm time of the acquisition card is approximately 570 μs in
between 3000 μs digital traces, which corresponds to 570 μs

570 μsþ3000 μs ¼ 15% downtime.

It appears this re-arm time is a limitation of the acquisition card, and as a result

cannot be further reduced by improving the computer.

Alternatively, it is possible to avoid this situation by increasing the threshold,

using a floating threshold or lowering the loading rate such that failure occurs more

slowly. It should be noted that even using a floating threshold may cause loss of

potentially useful lower amplitude signals since the floating threshold tends to be

implemented with some lag.
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Acoustic Emission Monitoring of Brittle
Fatigue Crack Growth in Railway Steel

Zhiyuan Han, Guoshan Xie, Hongyun Luo, Mayorkinos Papaelias,

and Claire Davis

Abstract Rail networks are gradually getting busier with rolling stock traveling at

higher speeds and carrying heavier axle loads than ever before. In order to consider

the further application of acoustic emission (AE) for railway damage monitoring,

the fatigue and AE characteristics during the fatigue crack growth (FCG) process in

a rail steel were investigated in this study. For better recognition and prediction

fatigue damage of rail steel, the relationship between the micromechanism and the

characteristics of AE signals were studied. The FCG experiments were carried out,

and the AE signals emitted from FCG process were studied by AE parameters and

Fast Fourier Transformed (FFT) spectra analysis. The AE results were also com-

pared with the fracture surfaces. The results show that the AE technique is capable

of acquiring and identifying brittle fracture events during FCG of rail steel.

1 Introduction

Rail networks are gradually getting busier with rolling stock traveling at higher

speeds and carrying heavier axle loads than ever before. These operating conditions

frequently lead to wear and fatigue damage under cyclic loading and generate

various types of rail defects, such as head check, split head, bolt-hole crack, and

transverse crack defects [1]. Further growth of these defects will finally cause the

service failure of rail if they remain undetected. Therefore, inspection and assess-

ment of the growth of these defects in service is critical in making maintenance

decisions and ensuring the smooth operation of the rail network.
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Acoustic emission (AE) is widely used as a structural health monitoring tech-

nique for detecting fracture processes and damage evolution in steel structures. The

continuous monitoring of fatigue crack growth (FCG) processes is one of the most

important applications of AE, which is difficult to achieve by any other nonde-

structive evaluation techniques. Previous studies considering AE characteristics

during the FCG process have showed that AE was capable of detecting FCG even at

a FCG rate of 2.5 � 10�8 m/cycle [2]. The relationship between AE parameters,

such as count and energy, and the stress intensity factor range has also been well

established in a variety of steels to predict fatigue life and crack length [3–6]. These

results suggest that the AE technique can be used as a potential quantitative method

for FCG monitoring and damage evaluation in rail steels.

However, it is noteworthy that railway steel has a microstructure that is mainly

composed of pearlite, which is very different in terms of fatigue and AE behavior

from the ferrite steels investigated in most previous studies. Though Papaelias et al.

[7], Bassim et al. [8], and Thakkar et al. [9] have reported some important AE

features recorded during the development of damage in rail steel, the AE charac-

teristics and relationship between AE signals and fracture events during FCG of rail

steel have not been extensively studied yet. Thus this study is an attempt to reveal

the AE characteristics related to the damage mechanisms during the FCG process in

a pearlitic rail steel to order to consider the further application of AE for railway

damage monitoring.

2 Experimental Details

2.1 Materials and Specimens

Standard single edge notched specimens were extracted from 260 grade rail steel

(0.7 C and 1.0 Mn in wt%) with dimensions 120 � 20 � 10 mm. As can be seen in

Fig. 1, the specimens were extracted from the web plane and in the longitudinal

orientation of the rail steel. The nominal mechanical properties of the 260 grade rail

steel are given in Table 1.

2.2 Test Instrument and Procedure

Three point bending fatigue tests were carried out on a Dartec 50 kN servo-

hydraulic universal test machine at ambient temperature (300 K). Three specimens

were pre-cracked to initial crack lengths of 9.5 mm, 10 mm, and 10.8 mm respec-

tively. All specimens were tested under sinusoidal cyclic loading at a frequency of

1 Hz and load ratio of 0.1. The peak load was 3.5 kN for all specimens. The fatigue

crack length was measured by electrical potential difference (EPD) method which
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was set at initial notch. The crack length data and the stress intensity factor range

ΔK were calculated after the tests. After the fatigue tests, the fracture surfaces were

observed using a JEOL scanning electron microscope.

2.3 Acoustic Emission Monitoring

AE signals generated during the fatigue tests were recorded and analyzed by using a

DiSP with an AEwin v2.19 acoustic emission system (Physical Acoustic Corpora-

tion, USA). Two Pico wideband piezoelectric transducers with a bandwidth range

between 150 and 750 kHz were used to pick up these AE signals. The sensors were

coupled to the surface of the sample using grease and held in place using strong

adhesive tape. The AE sensors were mounted approximately 20 mm away from the

center of the sample, one on either side of the cracked region. This position was also

used to make a linear source location of the AE signals. A preamplifier with 40 dB

gain and a compatible filter (150–750 kHz), which has been proved to be sensitive

to crack signals [4, 5], were used to capture the AE signals; the sampling rate of AE

system is 2 MSPS. The AE amplitude and duration thresholds during recording

were set as 40 dB and 50 μs respectively to minimize the number of mechanical

noise-related hits being recorded during tests. The linear AE source location was

also used to make sure that the obtained signals were generated from the crack area.

Fig. 1 Details of four point bending specimen

Table 1 Typical mechanical properties of 260 grade rail steel

Minimum tensile strength Yield strength Minimum elongation at rupture Brinell

�1.040 MPa �608 MPa 9% 320–360 HB

Acoustic Emission Monitoring of Brittle Fatigue Crack Growth in Railway Steel 373



3 Results and Discussion

3.1 FCG and AE Characteristics

The plots of fatigue crack length versus fatigue cycle number with corresponding

AE amplitude are shown in Fig. 2a–c for specimens A–C respectively. Due to the

different initial crack lengths, the total fatigue life was different between the

different specimens. However, all these specimens show a sudden rupture at a

crack length of approximately 13 mm as can be seen in Fig. 2. The corresponding

AE amplitude results in Fig. 2 show that numerous AE events are generated during

the FCG process. The amplitude of most of the AE events recorded ranges between

40 and 60 dB, and there is a significant increase in number of these events as the

crack length increased. However, the most interesting phenomenon is the appear-

ance of high amplitude (>70 dB) events in all specimens, some of which even

reached 99 dB, which is the upper limit of the recording system, as seen at the top of

the figures. Such high amplitude events are rarely reported in previous studies

concerned with ferritic steels [10–12], suggesting that a different AE source

mechanism exists in pearlitic rail steel during the FCG process, which will be

discussed in the following sections.

Fig. 2 Fatigue crack length versus fatigue numbers with corresponding AE amplitude for

(a) Specimen A, (b) Specimen B, (c) Specimen C
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AE energy and energy rate is used for quantitative analysis of the AE data.

Figure 3 shows the FCG rates (da/dN) and AE energy rates (dE/dN) versus stress
intensity factor ranges ΔK on double logarithmic axes. It can be seen that the da/dN
obeyed the Paris law for all specimens and show good consistency [13]:

da

dN
¼ CΔKm, or : log

da

dN

� �
¼ log Cþ mlog ΔK ð1Þ

where C and m are constants for a particular material, and their fitting values are

summarized in Table 2, which are consistent with that in [1]. On the other hand, the

dE/dN exhibit a similar general trend as da/dN (i.e., increasing value with stress

intensity factor). The well-established relationship between dE/dN and ΔK can be

described as [6, 14]:

dE

dN
¼ BΔKp, or : log

dE

dN

� �
¼ log Bþ plog ΔK ð2Þ

It should be noted that although the trend of energy rates for three specimens

basically obeyed (2) and showed a certain similarity in fitting parameters, the data

fluctuation is significantly large even in one specimen. It can be clearly seen in

Fig. 3 that dE/dN can exceed 100 even at lowerΔK level, which is nearly two orders

of magnitude higher than that at some higher ΔK level. It implies the sudden

increase of AE energy during FCG, and indicates that the relation between dE/dN

Fig. 3 FCG rates and AE count rates for different specimens
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and ΔK ((2)) may not be as suitable for fatigue life predication in rail steel as in

ferrite steels [6, 15, 16] due to its high instability.

The cumulative AE energy during FCG is given in Fig. 4. For better comparison,

the fatigue cycles for specimens B and C are re-calculated to keep the same fatigue

life as specimen A due to their similar FCG rates and final crack lengths. As can be

seen in Fig. 4, the three specimens show a high consistency in cumulative AE

energy throughout the FCG process. It is noteworthy that the increase of cumulative

AE energy shows an intermittent characteristic. A sudden increase of AE energy

with a few extremely high energy events can be observed around some certain

fatigue cycles for all specimens as marked by boxes in Fig. 4; the corresponding

crack lengths are also indicated in the figure. Further investigation revealed that

these high energy events (>2000) are from the high amplitude (>90 dB) events

observed in Fig. 2 and are also responsible for the high dE/dN during FCG in Fig. 3.

3.2 AE Source Mechanism and Brittle Fracture During FCG

The amplitude distribution ranging from 40 to 60 dB corresponding to the large

number of low amplitude AE events observed during the FCG process in Fig. 2 is

very similar to that seen in previous studies. The AE source for these events can

be attributed to plastic deformation in the plastic zone around the crack tip or to

ductile crack extension events [12]. To further understand these high energy and

amplitude events, the fracture surface of the specimens was examined and is shown

Fig. 4 Cumulative AE energy versus fatigue cycles
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in Fig. 5. Figure 5a shows a low magnification image of the fracture surface for

macro-observation. Most parts of the flat surface are characterized by transgranular

fracture as shown in Fig. 5b with some ductile characteristics, which is in agree-

ment with the result in Ref. [1]. In addition, some typical cleavage fracture facets

with river patterns are also distributed on the fracture surface as marked in Fig. 5a

by boxes and shown in Fig. 5c. The crack lengths corresponding to when these

brittle fractures occurred were approximated on the fracture surface and given in

Fig. 5a. Coincidentally, the crack lengths for these cleavage fractures match very

well with those determined for the high amplitude and energy AE events as

indicated in Fig. 4. This suggests that the AE source mechanism for the high

amplitude and energy AE events can be attributed to brittle cleavage fracture during

Fig. 5 Scanning electron micrographs of fracture surfaces: (a) low magnification images, (b) high
magnification of flat surface, (c) high magnification of cleavage fracture
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FCG of rail steel. This explanation is reasonable because brittle fracture generally

releases much higher energy and results in much higher AE activity as compared to

ductile fracture [17]. The AE source location result, as shown in Fig. 6, also

indicates that all of these high amplitude events are generated exactly from the

middle of the specimen, suggesting they are crack propagation events rather than

noise from other sources.

3.3 Identification of Brittle Fracture Events by AE
During FCG

It has been discussed above that the high amplitude and energy AE events are

related to the brittle cleavage fracture events during FCG. Identification of these

events is of great important for AE monitoring of fatigue damage in rail steel.

Though the high amplitude and energy distribution can be used to identify these

events, other characteristics such as frequency spectra and multiparametric analysis

are still needed to distinguish these brittle fracture events from other sources

signals, particularly if AE monitoring of rail in service is desired.

The typical waveforms and Fast Fourier Transformed (FFT) spectra for the high

amplitude and low amplitude events during FCG are shown in Figs. 7a, b, c, d

respectively. The burst type waveform can be observed for both signals in Fig. 7a, c,

which is usually the fingerprint for crack propagation events. The FFT spectra for

these two types of signals in Fig. 7b, d show that they all have a peak frequency at

Fig. 6 AE source location result where the crack position is located at 60 mm in the

X-position axis

378 Z. Han et al.



around 150 kHz. However, compared to the low amplitude events, the high

amplitude events also exhibit much higher amplitude at frequencies around

250 kHz and above 400 kHz. The high frequency components in high amplitude

events can be attributed to the fast energy release of brittle fracture. Khamedi et al.

Fig. 7 Typical waveforms and FFT spectra for (a, b) high amplitude events, and (c, d) low
amplitude events
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studied the AE spectra during the fracture process of dual phase steels, and

suggested that the components in the frequency ranges of 125–250 and

500–625 kHz could be attributed to ferrite deformation and martensite phase

fracture [18], which is in agreement with the present study except that for rail steels

it will be pearlite fracture.

A multiparametric analysis of AE amplitude and duration was performed and the

typical results are shown in Fig. 8. It can be seen that most high amplitude AE

events in the range beyond about 65 dB amplitude and below 99 dB are concen-

trated at long duration, and showing a linear relationship between amplitude and

duration on logarithmic axes. The slope of the linear fitting of this correlation is

about 0.23. The results are highly repeatable in all three specimens, thus suggesting

the relationship is reliable for identifying the high amplitude events and predication

of the extremely high amplitude (99 dB) brittle fracture events during FCG. It

should be noted that the amplitude—duration relationship of the low amplitude

events and some scatter in the events distributed below 70 dB causes deviation in

this linearity, and that this is similar to the results of a ductile steel in Ref. [11],

which suggests they are plastic events rather than brittle fracture events during FCG.

4 Conclusions

The fatigue and AE characteristics during the FCG process in a rail steel were

investigated in this study. The results show that the AE technique is capable of

acquiring and identifying brittle fracture events during FCG of rail steel. The results

obtained from the present study can be summarized as follows:

Fig. 8 Relationship between AE amplitude and duration
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1. The brittle fracture occurred during FCG of rail steel could be directly related to

the high amplitude (>70 dB) and high energy (>2000) AE events, which also

leads to high dE/dN even at lowerΔK level. The relation between dE/dN andΔK
may be not suitable for fatigue life predication in rail steel, even though it is used

for ferrite steels, due to its high variability.

2. The AE energy and fractography results showed that brittle fracture occurred

intermittently during FCG for all specimens. It indicates that brittle fracture may

be induced by accumulated fatigue damage and can be quantitative character-

ized by AE energy.

3. The brittle fracture AE events exhibited characteristic spectrum with high

frequency components and specific amplitude–duration relationship, which can

be used to identify these events from other sources.
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Experimental Research on Acoustic Emission
Monitoring of Dynamic Corrosion
on a Simulated Tank Floor

Ying Zhang, Chengzhi Li, Wei Li, Feng Qiu, and Yongtao Zhao

Abstract In this work, an acoustic emission monitoring experiment of a tank floor

plate was conducted in a laboratory simulation of practical production conditions.

In addition to analysis of the corrosion mechanism, emission signals were collected

in experiments using acoustic emission signal parameter analysis, and the acoustic

emission characteristics of the tank floor corrosion process were obtained under

different working conditions. Thus this chapter provides a basis for acoustic

emission testing and evaluation in the field, with improved reliability.

1 Introduction

Among the various types of storage tank corrosion, corrosion on the tank floor is

both the most common and the most serious. As this corrosion occurs because the

lower surface is in contact with the foundation, it is typically not present on the

upper surface. Thus the maintenance and detection of tank floor corrosion is

especially difficult [1, 2]. Traditional detection methods, which require the tank

to be shut down and replaced or the tank bottom cleaned, or involve a point-by-

point scan and inspection, are time-consuming and carry a high cost of manpower

and detection expense. In contrast, the recently developed acoustic emission

method is an online, highly efficient, economical, and internationally recognized

detection technique for large-scale atmospheric metal storage tank floors. Earlier

tank floor corrosion experiments using acoustic emission characteristics were able
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to monitor only static corrosion, making it difficult to reflect the true state of tank

floor corrosion [3]. In actual production processes, however, tanks will experience

different operating conditions, such as cleaning, feeding, and discharging. These

conditions all affect the state of corrosion on the tank floor, for which the

corresponding acoustic emission signals are not yet well known [4, 5]. Therefore,

in this work, changes in operating conditions caused by cleaning, oil feeding/

discharging, and liquid level changes in the tank in actual production processes

were simulated to mimic changes in the field, and acoustic emission monitoring was

performed on our tanks in different settings (idle tank, used tank, tank floor stirring,

partial destruction of corrosion products on the tank floor) under laboratory condi-

tions. Using the idle tank emission signal as a reference value, we conducted a

comparison analysis of the other three acoustic emission signals. Therefore,

through the analysis of acoustic emission signal characteristics under the four

operating conditions, this work explores how changes in operating conditions

influence corrosion of the tank floor.

2 Experimental Study

2.1 Tank Floor Corrosion Acoustic Emission
Detection System

The storage tank simulation is shown in Fig. 1. The experiment uses a third-

generation all-digital SAMOS system (Physical Acoustics Corporation, USA), an

R3α sensor, a 2/4/6 preamplifier with 1–1200 kHz filter range and 35 dB gain, and

vacuum grease as couplant. The simulated storage tank material is Q235 carbon

structural steel with dimensions of φ600� 700� 4 mm. The rust in the tank bottom

is removed with sandpaper, and the inner and outer walls of the tank are evenly

coated with anti-corrosion paint. Based on the material and the structure size, we

chose acoustic emission system parameter settings as shown in Table 1.

2.2 Experimental Program

Under laboratory conditions, acoustic emission monitoring tests are conducted for

four storage tank simulations, with tanks numbered from 1 to 4. The test data were

monitored 6 h every day for 29 days. The sensor arrangement is shown in Fig. 2.

Three sensors are arranged around 60 mm of the tank bottom wall so that the sound

transmitting signal can be effectively received by the sensor. Storage tank 1 (sensor

numbers 1, 2, 3), storage tank 3 (sensor numbers 7, 8, 9), and storage tank 4 (sensor

numbers 7, 8, 9) are new, while storage tank 2 (sensor numbers 4, 5, 6) has been

used and has undergone rust cleaning. The medium in the tank is clean water, and
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the liquid level is 60%. All the acoustic emission monitoring experiments are

performed after the medium is stable. In the first set of experiments, the acoustic

emission signals of storage tanks 1 and 2 are monitored to analyze the effect of the

tank cleaning treatment on the corrosion of the bottom plate. The second group of

experiments entails monitoring the acoustic emission signals of storage tank 3 to

analyze the impact of a disturbance to operations on the medium in the tank after

the acoustic emission signal appears to be in a steady state. In the third set of

Fig. 1 Simulated tank

Table 1 Parameter settings for the acoustic emission system

Threshold (dB) Sampling rate (K/s) PDT (μs) HDT (μs) HLT (μs)
35 1024 300 600 600

1(4,7,10)

2(5,8,11)

3(6,9,12) Acoustic
Emission
Monitor

Fig. 2 Schematic of the

sensor arrangement
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experiments, the acoustic emissions of storage tank 4 are monitored for the purpose

of analyzing the effects of local scouring with injected liquid after a change to the

original operating conditions from local damage to the storage tank bottom.

3 Analysis of Experimental Results

3.1 Statistical Analysis of Corrosion Signal of Bottom Plate
Under Different Operating Conditions

As shown in Fig. 3, among the four storage tanks, sensors 3, 4, 7, and 11 receive

slightly higher clashing figures than the other channels of the respective tanks,

indicating that there are many acoustic emission signals near them. Therefore, we

select the data of these four sensors for the experimental analysis.

Table 2 presents the total parameter ranges over 29 days (6 h/day) of monitoring

the received acoustic emission signals. From the amplitude statistics we can see that

the signal amplitude of sensor 6 is significantly higher than that of sensor 1, and the

signal amplitudes of sensors 7 and 11 are slightly higher than that of sensor 1. From

the range of the storage tank energy we can see that the highest signal energy values

for sensors 1 and 11 are obviously lower than the maximum for sensor 6, while the

energy of sensor 7 is slightly lower than that of sensor 1. This implies that the

corrosion activity on the bottom plate of tank 2 is much greater than that of tank

1, and the corrosion activity for tanks 3 and 4 is slightly higher than for tank

1, which is in a static operating condition.
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3.2 Analysis of the Corrosion Process in Different Working
Conditions

3.2.1 Corrosion Acoustic Emission Characteristics of New Storage

Tanks vs. Cleaned Storage Tanks

The first set of experiments is shown in Fig. 4, with comparative analysis of the

effect of tank cleaning on the corrosion of the bottom plate. As the picture shows,

the impact number is greater in tanks 1 and 2 in the initial corrosion stage, but the

initial corrosion of tank 2 is more obvious than that of tank 1. As the corrosion

process continues, the impact number of the bottom plate of tank 1 gradually

stabilizes, while the impact number of tank 2 shows an increasing trend. According

to the corrosion mechanism of metal materials, the impact number is greater in the

initial corrosion period because the substrate has no corrosive products to protect

Table 2 The range of AE signal parameters in different working conditions

Tank no. Working conditions Sensor no. Range (dB) Impact count Energy

1 Static state 1 35–45 9–98 1–827

2 Use history 6 35–84 73–730 1–596

3 Disturbance to the floor 7 35–56 6–150 1–817

4 Damage to the bottom plate 11 35–67 16–172 1–652
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100
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Fig. 4 Corrosion process diagram for floors of tanks 1 and 2
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the corrosion reaction. However, after a period of corrosion, the corrosion products

on the surface of the substrate have a protective effect on the substrate, so the

corrosion rate decreases. Tank 2 has suffered corrosion in the past, and some

residual corrosion products remain even after cleaning of the surface. The substrate

surface is not smooth, so local corrosion forms easily. The combination of the

formation of corrosion products and the poor matrix enable peeling and accelera-

tion of corrosion. However, the surface of tank 1 is complete, and the newly formed

corrosion products are closely related to the matrix, which protects the matrix, so

corrosion tends to be flat.

3.2.2 Comparison of Acoustic Emission Characteristics Between

the Static Stage and post- Perturbation

The second set of tests is shown in Fig. 5. These are the experience drawings of

acoustic emission signals for simulation tests of the disturbance condition. From the

picture we can see that tank 3 in a static state receives a large number of impacts in

the early stage of corrosion and tends to flatten as time passes. After the perturba-

tion, the impact number is obviously increased, and then it moderates with time.

This is due to the loosening of corrosion products on the tank bottom after the

disturbance, and the second contact of the corrosion solution with the metal forms a

certain degree of secondary corrosion, but the magnitude is modest and the effect is

small, and the new corrosion product is quickly formed, leaving the corrosion in a

relatively stable state.

3.2.3 Comparison of Acoustic Emission Characteristics of the Tank

Bottom Plate Before and After Damage

The third set of tests is shown in Fig. 6. These are the experience drawings of

acoustic emission signals for the damage condition of local corrosion products.

From the diagram we can see that the acoustic emission hit number increases

significantly after local corrosion damage to the bottom plate of tank 4, and the

process of higher hit numbers continues for a long period and then gradually flattens

out. This is because the corrosion products caused by local damage are loosened

after the long period of immersion in water, and the matrix is then again exposed to

the corrosive medium, which accelerates the local/regional corrosion process, with

an increase in hit numbers. New corrosion products are generated and cover the

base plate over time; the corrosion process flattens out again, and the acoustic

emission signal stabilizes.
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3.3 Amplitude Analysis

Samples were collected from the four tanks every 6 h during monitoring over

29 days. The test results show that the acoustic emission signal rarely decreases

in the limited transmission range because of the small volume of the test tank.

Signals emitted by the acoustic source are thus effectively received by the sensors.

Stable corrosion signals can be divided into two parts: one with a range of

40–55 dB, low signal amplitude, and continuous signal as the base for corrosion;

and the other with a range of 55–80 dB, high signal amplitude, and discrete

distribution, indicated the respective loosening, rupture, and stripping processes

of the corrosion layer.

The first set of tests is shown in Figs. 7 and 8, with a comparative analysis of the

influence of tank treatment on bottom plate corrosion. The representative early and

stable corrosion stages of tanks 1 and 2 are chosen for amplitude comparison. The

experiment compares the amplitude parameters of the corrosion on the first and

29th days to distinguish the influence of two kinds of working conditions on storage

tank floor corrosion. From the experience drawing of the first day, it is easy to

observe that the signal amplitude for both tanks is low and the signals are
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Fig. 5 Corrosion process diagram for tank 3 before and after change in working condition of tank

floor plate
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continuous; however, the increase in the corrosion signal in the initial stage in tank

2 is greater than that of tank 1, which reveals that at the beginning of the corrosion

process, the corrosion activity is higher in tank 2 than tank 1. Monitoring on the

29th day shows that after a long period of corrosion, the signal amplitude of tank

2 is significantly increased, and some of the signals are distributed in the region of

55–80 dB, indicating that a severe corrosion reaction occurs in the base plate.

However, there are few acoustic emission signals in 1 tank 1, which implies that the

corrosion flattens out.

The second set of experiments is shown in Fig. 9. Here, the magnitude of the

change in tank 3 is compared across three stages: the first phase is the first day of the

stationary state (initial corrosion); the second stage is the 14th day, at the static

stage before the disturbance of the base (stable corrosion period); the third phase is

the 16th still day after resumption of the disturbance. The amplitude history across

stages indicates that tank 3 has more low-amplitude signals at the beginning of the

corrosion process, primarily basic corrosion signals. Over time, the signal decreases

and corrosion is mitigated. The signal is increased after the disturbance, and signal

amplitude also increases. Some of the signals are distributed in the region of

55–80 dB, which indicates that the disturbance loosens the corrosion product to a

certain degree, and the peeling accelerates the corrosion of the bottom plate.
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floor plate

390 Y. Zhang et al.



The third test group is shown in Fig. 10. Here, the magnitude of the signals in

tank 3 is compared across three stages: the first phase comprises the first day of the

stationary state (initial corrosion); the second stage is the 14th day, representing the

static stage before the disturbance to the base (stable corrosion period); and the third

phase is the 16th still day after the resumption of the disturbance. The history of the

three amplitude demonstrates that from the initial to the stable corrosion stage, the

amplitudes diminish and signals decrease. When the corrosion reaches a stable

period, associated with the static stage, disturbance is applied to part of the base,

and we find that signal amplitude increases and is distributed mainly in the region of

55–80 dB. This indicates that regional damage to the bottom plate ruptures the

passive coating, and the separation of the corrosion layer results in the exposure of

regional metal, which in turn undergoes further erosion.
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3.4 Correlation Analysis

The corrosion signal amplitude and energy-related characteristics of the three test

groups are then analyzed. From the signal energy association graph, we can see that

a stable corrosion signal is divided into two amplitude categories: class A, com-

prising 35–45 dB, and class B, comprising 45–65 dB. In Fig. 11, the energy–

amplitude correlation diagram for the first day of the first group shows that tanks

1 and 2 are at the initial stage of corrosion, with corrosion signals concentrated

primarily in the class A range of 35–45 dB. A portion of the signal energy in storage

tank 1 is higher than that in tank 2, but the storage tank 2 signal energy is obviously

greater than the tank 1 signal energy. The Class A signal amplitude is relatively
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small and distributed in a low-amplitude range, but its energy is higher, as the class

A signals correspond to the base of stable corrosion. This stage comprises the

process of corrosion, including the electrochemical reaction, the accumulation of

corrosion products, and liquid infiltration of the corrosion layer. The entire process

is relatively stable, with no dramatic signal changes. In Fig. 12, the energy–

amplitude correlation diagram for the 29th day illustrates that after a longer period

of storage tank corrosion, the energy and amplitude of tank 2 signals exhibit an arc

distribution. With increased amplitude, the corrosion signal energy also increases.

In addition to the lower-energy class A signals, a large number of higher-energy

class B signals are distributed, mainly in the high-amplitude region corresponding

to the loosening of the corrosion product, the bubble burst, and other corrosion

signal energy release processes, although the total number of these signals is far less

than that in the low-amplitude signal region. In addition, very few acoustic emission

signals are present in tank 1. The low signal energy and high amplitude indicate that
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Fig. 11 (a) Energy–amplitude correlation diagram for storage tank 1 monitoring on the first day.

(b) Energy–amplitude correlation diagram for storage tank 2 monitoring on the first day
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the corrosion is stable, and the corrosion signal is stronger and more active in tank

2 than tank 1.

The second group of experiments is shown in Fig. 13. The energy–amplitude

correlation diagram shows a comparison of the three stages of the three storage

tanks: the first stage, first day at rest (early corrosion); the second stage, 14th day at

rest (corrosion stability period) prior to the disturbance of the base plate; and the

third stage, 16th day after disturbance recovery. The diagram reveals that the

energy count of the initial corrosion period is greater than that of the corrosion

stability period, but the amplitude is lower. In addition, the energy of the storage

tank is increased after the tank disturbance, and the amplitude is higher than that of

the stationary phase, although still distributed mainly in the A region. The degree of

change is limited, primarily because the disturbance only loosens the corrosion

product, and peeling does not occur. Thus, the disturbance will affect the bottom

plate corrosion, but the change will be small and the effect limited.

The third group of experiments is shown in Fig. 14, and the energy–amplitude

correlation diagram for the three stages of storage tank 4 are compared and
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Fig. 12 (a) Energy–amplitude correlation diagram for storage tank 1 monitoring on the 29th day.

(b) Energy–amplitude correlation diagram for storage tank 2 monitoring on the 29th day
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working conditions. (a) Initial corrosion period of the stationary phase. (b) Stable corrosion period
of the stationary phase. (c) Corrosion process of the tank bottom plate after local damage
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analyzed, as follows: first stage, first day at rest (early corrosion); second stage, 14th

day at rest (corrosion stability period) prior to local damage to the base plate; third

stage: 16th day after recovery from the damage. The diagram shows that after the

local damage to the base plate, the total energy clearly increases, the amplitude is

increased, and a portion of the signal is distributed in the B region. This is mainly

because the local damage to the base plate causes the oxide film to rupture and the

corrosion product to peel off, and the body is exposed to the medium, leading to

corrosion. This explains why the damage to the bottom plate results in a greater

degree of change in the impact of the medium on corrosion of the base plate.

4 Conclusions

1. Under different working conditions, the bottom plate can exhibit different

acoustic emission phenomena (different acoustic emission signal characteristics)

corresponding to the corrosion state of the tank bottom. Through acoustic

emission monitoring, we can better understand the influence of the change in

working conditions on bottom plate corrosion.

2. Compared with new storage tanks, the medium in old storage tanks causes more

severe bottom plate corrosion. The bottom plate of a tank with a history of use

shows a U-type distribution as time increased. The energy and amplitude

association diagram shows that corrosion acoustic emission signals have an

arc distribution: with increasing time, the impact number of the new tank

decreases exponentially, with fewer signals and more sporadic distribution in

association with energy and amplitude.

3. The influence of the medium on bottom plate corrosion is altered by the

disturbance to the storage tank, but the magnitude of the change is not large

and has little influence on the corrosion process. As the energy is gradually

reduced, the amplitude increases. After the disturbance, the impact number

increases, but as the monitoring duration increases, the impact number is

reduced, and the energy is higher than in the static state.

4. Local damage to the bottom plate will accelerate corrosion. After the local

corrosion products of tank bottom plates are destroyed, the impact number is

obviously higher than that of a static state, with significantly higher energy and

amplitude. As monitoring time increases, the impact number shows an expo-

nential decline. However, the acoustic emission signal is reduced at a slower rate

than at rest.
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Study on the Influence Rule of Residual Stress
on Ultrasonic Wave Propagation

Chunguang Xu, Wentao Song, Jianfeng Song, Hongyu Qian,

and Hanming Zhang

Abstract Residual stress has significant impacts on the performance of the

mechanical components, especially on its strength, fatigue life, corrosion resis-

tance, and dimensional stability. In this chapter, based on acoustoelasticity theory,

the ultrasonic linear detection method of residual stress and the nonlinear detection

method are analyzed in theory. In the study of ultrasonic linear detection method,

the time of longitudinal wave propagation along the stress direction and shear wave

with a propagation direction perpendicular to the stress direction and a polarization

direction parallel to the stress direction are used to characterize the stress value. In

the study of ultrasonic nonlinear detection method, ultrasonic nonlinear coefficient

of second order and third order is used to characterize the stress. To build exper-

imental systems to contrast the detection results of linear method and nonlinear

method, it shows that the two methods have good agreement. At last, the linear and

nonlinear method are applied to field detection of residual stress, and achieved good

results.

1 Introduction

The engineering properties of materials and structural components, notably fatigue

life, distortion, dimensional stability, corrosion resistance, and brittle fracture, can

be considerably influenced by residual stresses [1]. Such effects usually bring to

considerable expenditure in repairs and restoration of parts, equipment, and struc-

tures. Accordingly, residual stress analysis is a compulsory stage in the design of

parts and structural elements and in the estimation of their reliability under real

service conditions [2].

Determination of the stress state, as well as its magnitude and its depth, which

extends inside the material, has been traditionally done by diffraction techniques

such as X-ray or synchrotron radiation [3–5]. More recently, a nondestructive

method which shows promise for subsurface stress measurement uses acoustic

transducer as an ultrasonic strain gauge [6, 7].

C. Xu (*) • W. Song • J. Song • H. Qian • H. Zhang

School of Mechanical Engineering, Beijing Institute of Technology, Beijing 100081, China

e-mail: xucg@bit.edu.cn

© Springer International Publishing Switzerland 2017

G. Shen et al. (eds.), Advances in Acoustic Emission Technology, Springer
Proceedings in Physics 179, DOI 10.1007/978-3-319-29052-2_34

403

mailto:xucg@bit.edu.cn


This chapter analyzes the ultrasonic linear detection method of residual stress

and the nonlinear detection method theoretically, based on the theory of

acoustoelasticity. Through the establishment of the experimental system, the detec-

tion results of two methods are compared, and they are basically identical.

2 Principle of Residual Stress Testing Method

2.1 Ultrasonic Linear Detection Principle

Acoustoelasticity theory is one of the main bases for ultrasonic stress testing.

Acoustoelasticity theory is based on the finite deformation of continuum mechanics

to study the relationship between the elastic solid stress state and the macroscopic

elastic wave velocity.

Based on the four basic assumptions of acoustoelasticity, the elastic wave

formula (acoustoelasticity formula) in stress medium under initial coordinates can

be obtained [8–10] using the following equation:

∂
∂XJ

δIKt
i
JL þ CIJKL

� � ∂uK
∂XL

� �
¼ ρi

∂2
uI

∂t2
ð1Þ

where δIK is Kronecker delta function; ρi is the density of the solid in the loading

condition; uI and uK are the dynamic displacements; XJ and XL are the particle

position vectors; CIJKL is the equivalent stiffness, which depends on the material

constant and the initial displacement field; and t iJL is the Cauchy stress shown in the

initial coordinates under the solid loading state.

In the case of homogeneous deformation, (1) can be simplified as follows:

CIJKL þ δIKt
i
JL

� � ∂2
uK

∂XJ∂XL
¼ ρi

∂2
uI

∂t2
ð2Þ

When the solid is isotropic, (2) can be analytically expressed [11]: For the

longitudinal wave propagating along the stress direction:

ρ0V
2
111 ¼ λþ 2μþ σ

3λþ 2μ

λþ μ

μ
4λþ 10μþ 4mð Þ þ λþ 2l

� �
ð3Þ

For the shear wave with a propagation direction perpendicular to the stress

direction and a polarization direction parallel to the stress direction [12]:
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ρ0V
2
133 ¼ μþ σ

3λþ 2μ

λn

4μ
þ λþ 2μþ m

� �
ð4Þ

In (3 and 4), λ and μ are the Lame constants; l ,m , n are the Murnaghan

constants; ρ0 is the density of the solid before deformation; and σ is the stress

applied in one direction (tensile stress is positive and compressive stress is

negative).

2.2 Ultrasonic Nonlinear Detection Principle

The existence of stress is closely related to the nonlinear effect of ultrasonic after its

transmission through the material, which shows the increase and change of the

high-frequency harmonic component of ultrasonic wave.

Using the perturbation method to solve (2), it can be gained [13]:

u x; tð Þ ¼ A1 sin kx� ωtð Þ

� β

8
A2
1k

2x cos 2 kx� ωtð Þ � δ

48
A3
1k

3x cos 3 kx� ωtð Þ þ 3 cos kx� ωtð Þ½ �
ð5Þ

In the formula, ω denotes circular frequency, and k is wave number. The

amplitudes of the second and the third formulas in (5) are set to A2 and A3 (i.e.,

the amplitude of the second and the third harmonic of the ultrasonic receiving

signal), respectively, and then the following formula is obtained:

β ¼ 8A2

k2xA2
1

ð6Þ

δ ¼ 48A3

k3xA3
1

ð7Þ

By (6) and (7), when the transducer frequency and propagation distance are

fixed, the second-order nonlinear coefficient β and the third-order nonlinear δ are

directly proportional to A2=A
2
1 and A3=A

3
1, respectively. In the process of detection,

the relative nonlinear coefficients of the second order and third order are defined,

respectively, as:

β0 ¼ A2

A2
1

¼ k2

8
βx ð8Þ
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δ0 ¼ A3

A3
1

¼ k3

48
δx ð9Þ

Based on the dislocation model, the relationship between the second-order and

the third-order nonlinear coefficient and the residual stress can be obtained, respec-

tively [14]:

β0 ¼ �E3

E2

þ 16π2ΩΛdph
3R2 1� νð Þ2E2

2

G2b
þ 384π3ΩΛdph

4R3 1� νð Þ3E2
2

G3b2
σ ð10Þ

δ0 ¼ 384π3ΩΛdph
4R3 1� νð Þ3E3

2

G3b2
� 5376π4h5ΩΛdpR

4 1� υð Þ4E3
2

G4b3
σ ð11Þ

In the formula, E2 and E3 represent the second-order and third-order elastic

constants of metal materials; Λdp is the unipolar dislocation density; L denotes the

dislocation chord length; R is the conversion coefficient between shear stress and

normal stress; G is the shear modulus; b is the Burgers vector; Ω is the conversion

coefficient between shear strain and normal strain.

In the case of the incident ultrasonic amplitude A1 is large, the second harmonic

amplitude A2 and third harmonic amplitude A3 caused by the nonlinearity of

medium will be large enough. Therefore, the ultrasonic signal of a single frequency

can be used to penetrate the specimen with residual stress. After the ultrasonic

signal is acquired, through the measurement of A2, A3, and the fundamental

amplitude A1, the residual stress values of different ultrasonic nonlinear behaviors

can be obtained by formulas (10) and (11).

3 Establishment of Test System

3.1 Ultrasonic Linear Detection System

Based on the principle of ultrasonic linear detection system of residual stress, a

linear detection system is established, as shown in Fig. 1. Using one-sending-one-

receiving work pattern, the basic hardware of the system consists of industrial

control computer, ultrasonic receiving and sending card, data acquisition card,

temperature transducer, ultrasonic transducer, and temperature sensor. In order to

weaken the guided wave effect and improve the resolution of the stress field, the

ultrasonic transducer with a center frequency of 5 MHz and a size of 0.25 in is used.

Temperature variation will cause ultrasonic wave speed change and then cause

stress measurement error. To assure the measurement accuracy, the measurement

error deduced by temperature variation should be corrected. To implement the

compensation of the relationship between temperature and ultrasonic transit time

between transducers, the experimental results are presented in Fig. 2.
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3.2 Ultrasonic Nonlinear Detection System

The principle diagram of nonlinear ultrasonic detection system is shown in Fig. 3.

The system mainly includes the sine-wave generator, digital oscilloscope, ampli-

fier, excited receiving surface wave transducer, and computer.

Fig. 1 Principle diagram of ultrasonic linear detection system of residual stress
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The experimental system is excited by the sine-wave generator to generate the

excitation signal, then surface wave transducer with center frequency of 5 MHz is

driven, and acoustic signal is generated in the specimen. In order to get better

harmonic amplitude of the received signal, the signal is received by the transducer

with a center frequency of 10 MHz and the FFT transform of the received waveform

is used to measure the fundamental amplitude of A1 and higher harmonic ampli-

tudes A2 and A3. Study on the second-order relative nonlinear coefficient β and

tensile stress σ is taken.

3.3 Experimental Materials and Processes

3.3.1 Sample Material Properties and Specimen Preparation

45 steel is a high-quality carbon structural steel, one of the most commonly used

steel. Its chemical composition is shown in Table 1.

The density of 45 steel is 7850 kg/m3, elastic modulus E is 210 GPa, and

Poisson’s ratio μ is 0.269. The yield limit of 45 steel obtained by standard tensile

test is 355 MPa, the strength limit is 490 MPa, the hardness is 60.4 HRB, the surface

wave velocity is 3000 m/s, and the longitudinal wave velocity is 5900 m/s.

Computer

Specimen

Transmitting 
probe

Receiving 
probed

Amplifier Amplifier

Sine-wave 
generator

Digital
oscilloscope

Fig. 3 Nonlinear ultrasonic testing system

Table 1 Chemical composition of 45 steel

Composition Si Mn P S Cr Ni Cu Fe

Contents (%) 0.20 0.60 0.04 0.03 0.20 0.20 0.18 The rest
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3.3.2 Stress Loading

In the experiment, in order to observe the effect of tensile stress on the nonlinear

phenomenon of ultrasonic better, to stop loading for 20 s every 20 MPa, the stress

loading range of 45 steel is 0 ~ 400 MPa. Using the system to record the waveform

of the received signal, the loading experimental field and tensile stress-time curve

are shown in Figs. 4 and 5.

Fig. 4 Setup of stress

loading

Time (s)
0 200 400 600 800 1000 1200

0

St
re

ss
 (M

Pa
)

100

200

300

400

Fig. 5 Tensile stress-time curve
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4 Results

4.1 Experimental Results of Ultrasonic Linear Detection
Method

Figure 6a, b shows the relationship between the change of the sound time Δt and the
output tensile stress of the stretching device Δσ. The measured points are not less

than 10, the number of repeated stretching is not less than five times, the average

value of the data is linear fitting, and the reciprocal of linear slope is namely the

stress coefficient K.

Fig. 6 The relationship between the time and the tensile stress. (a) The relationship between the

time and the tensile stress of the longitudinal wave propagating along the stress direction and (b)
the relationship between the time and the tensile stress of the shear wave with a propagation

direction perpendicular to the stress direction and a polarization direction parallel to the stress

direction
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For the longitudinal wave propagating along the stress direction:

Δt ¼ 0:0972Δσ � 1:8015 ð12Þ

For the shear wave with a propagation direction perpendicular to the stress

direction and a polarization direction parallel to the stress direction:

Δt ¼ 0:0339Δσ þ 0:0909 ð13Þ

Thus, as for the plastic material in the elastic range, the stress state of the current

along the wave propagation direction can be characterized by the stress coefficient

K of the material measured in the experiment.

4.2 Experimental Results of Ultrasonic Nonlinear Detection
Method

The relationship between the ultrasonic relative nonlinear coefficient and tensile

stress in the tensile test of 45 steel is shown in Fig. 7a, b. When the tensile stress is

less than 300 MPa (about 84.5% of yield limit), the second-order relative nonlinear

coefficient β and tensile stress are approximately linear relationship; when the

tensile stress is more than 300 MPa, the second-order nonlinear coefficient β with

the tensile stress increased changes rapidly.

The relationship between the third-order relative nonlinear coefficient δ0 and
tensile stress σ is consistent with the one between the second-order nonlinear

coefficient and tensile stress.

To fit the experimental curve, the fitting curve of the relative nonlinear coeffi-

cient and tensile stress is obtained, and fitting curve of the second-order nonlinear

coefficient β
0
and tensile stress σ is shown below:

β0 ¼ 5� 10�6σ2 þ 0:0008σ þ 0:154 ð14Þ

Fitting curve of the third-order nonlinear coefficient and tensile stress σ is shown
below:

δ0 ¼ 1� 10�5σ2 þ 0:0007σ þ 0:0045 ð15Þ

By formulas (14) and (15), the relative second-order nonlinear coefficient β
0
and

third-order nonlinear coefficient δ
0
obtained by measurement, namely, can be used

to characterize the stress state.
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Fig. 7 The relationship between ultrasonic nonlinear coefficient and tensile stress. (a) The

relationship between ultrasonic second-order relative nonlinear coefficient and tensile stress and

(b) the relationship between ultrasonic third-order relative nonlinear coefficient and tensile stress
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5 Application

5.1 Application of Linear Ultrasonic Contact Detection
Method

5.1.1 Welding Stress Detection in Pipelines

The material of pipeline is X70 steel and welding procedure is manual arc

welding. We tested residual stress around straight weld joint in a section of

pipeline. The results are shown in Fig. 8. In order to verify the accuracy of the

test results, a hydrostatic test has been carried out. From Fig. 9, it is observed that

the blasting area is consistent with the dangerous area evaluated by ultrasonic

wave method.

Fig. 8 Distribution curve of residual stress

0

straight weld joint

4700

testing 
probe

4980 (mm)

stress direction

4860

the blasting area

Fig. 9 Hydrostatic experimental verification
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5.1.2 Gear Residual Stress Testing

We evaluated the residual stresses in the gear tooth root using an ultrasonic

measurement method, Fig. 10. The gear tooth root was divided into six equal

sections in the axial direction. Each regional stress value was measured twice.

The results are shown in Fig. 11a. The measurement results of 23 teeth are shown in

Fig. 11b.

5.2 Application of Nonlinear Ultrasonic Noncontact
Detection Method

Using robots, scanning was carried out on the welded aluminum plate through water

coupling as shown in Fig. 12. Based on nonlinear method the result of second-order

nonlinear coefficient of aluminum plate is shown in Fig. 13. This method is a rapid,

noncontact, and nondestructive testing technology.

In addition, we also carried out application research on residual stress testing

of high-pressure pipe, vehicle driving shaft, vehicle shell weld joint, aviation

turbine disk, blade of aviation engine, aluminum alloy plates, high-speed rail-

way track, component with coating layer, glass and ceramics, circuit board, gear

tooth root, bearing, thin pipe or tube, fiber composites, and so on. The states of

residual stress distribution in those mechanical components we tested match

with the actual results. Up to now, there already have been more than 20 corpo-

rations in China using the ultrasonic detector to nondestructive testing residual

stress.

Fig. 10 Experimental setup
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Fig. 11 Gear residual stress distribution. (a) Axial direction of the gear stress distribution in the

tooth root and (b) teeth root stress distribution in 23 tooth gear
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6 Conclusion

1. Based on the theory of acoustoelasticity, the linear ultrasonic testing method and

the ultrasonic nonlinear detection method are analyzed, respectively, in theory.

The linear relationship between stress and ultrasonic longitudinal and shear

propagating velocity are obtained. Furthermore, the relational expression

between stress and the second and third nonlinear ultrasonic coefficient is also

obtained.

2. By setting up an experimental system, to compare the results of linear and

nonlinear residual stress detection, it shows that the two methods can effectively

measure the residual stress, and the detection results are in good agreement.

Fig. 12 Experimental setup

Fig. 13 Second-order

nonlinear coefficient

distribution
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