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PREFACE

Interaction of a fluid with a solid body is a widespread phenomenon in
Nature. It occurs at different scales and in different applied disciplines:
swimming of fish, flight of an airplane, transport of material through water
pipelines and blood flow in human arteries are just few significant examples.

Interestingly enough, even though the mathematical theory of the
motion of bodies in a liquid is one of the oldest and most classical problems
in fluid mechanics, owed to the seminal contributions of Stokes, Kirchhoff,
and Thomson (Lord Kelvin), only very recently have mathematicians
become interested in a systematic study of the basic problems related to
fluid-structure interaction, from both analytical and numerical viewpoints.

In fact, contributions to the subject are nowadays growing at such a fast
pace that it is highly desirable to have an updated information on the state
of the art.

This book is a unique collection of fundamental papers written by world
renowned experts aimed at furnishing the highest level of development in
several significant areas of fluid-structure interaction.

Specifically, the contribution of Th. Dunne et al. is devoted to a
numerical analysis of the problem of a viscous fluid interacting with a
deformable elastic body. In particular, it reviews the pros and cons of
whether it is more appropriate to use a Lagrangean or Eulerian formulation.

The article by V. Heuveline and P. Wittwer provides a detailed survey
on the progress over the recent years made on the problem of the interaction
of an exterior Navier–Stokes flow with a rigid structure at low Reynolds
number.

The paper of M. Razzaq et al. centers around the use of the Arbitrary
Lagrangean Eulerian formulation in the numerical resolution of the problem
of fluid-solid interaction. As an application, the influence of endovascular
stent implantation onto cerebral aneurysm hydrodynamics is investigated.

v
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vi Preface

J. San Martin and M. Tucsnak consider the coupled problem of the
interaction of a fluid with a number of rigid bodies. Their contribution
surveys the fundamental mathematical analysis that is at the basis of the
problem.

Finally, the article of A. Quarteroni presents some of the basic models
that are used to describe blood flow dynamics in local arterial environments
and to predict the vessel wall deformation in compliant arteries.

We hope that the diversity of the topics along with the different
approaches will allow the reader to have a global and updated view on
the latest results on the subject and on the relevant open questions.

Editors
Giovanni P. Galdi and Rolf Rannacher
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CHAPTER 1

NUMERICAL SIMULATION OF FLUID-STRUCTURE
INTERACTION BASED ON MONOLITHIC

VARIATIONAL FORMULATIONS

Th. Dunne, R. Rannacher∗ and Th. Richter

Institute of Applied Mathematics
University of Heidelberg, INF 293/294

D-69120 Heidelberg, Germany
∗rannacher@iwr.uni-heidelberg.de

The dilemma in modeling the coupled dynamics of fluid-structure interaction
(FSI) is that the fluid model is normally based on an Eulerian perspective in
contrast to the usual Lagrangian formulation of the solid model. This makes the
setup of a common variational description difficult. However, such a variational
formulation of FSI is needed as the basis of a consistent Galerkin discretization
with a posteriori error control and mesh adaptation, as well as the solution of
optimal control problems based on the Euler–Lagrange approach. This article
surveys recent developments in the numerical approximation of FSI problems
based on “monolithic” variational formulations. The modeling is based either on
an arbitrary Lagrangian–Eulerian (ALE) or a fully Eulerian–Eulerian (Eulerian)
description of the (incompressible) fluid and the (elastic) structure dynamics.
These global one-field formulations constitute a strongly implicit coupling of
the dynamics of fluid and structure which, in contrast to the commonly used
weakly coupled two-field formulations, provides the basis for a robust and efficient
solution process. In this context a fully consistent treatment of mesh adaptation
(DWR method) and optimal control (“all-at-once” approach) becomes possible
within a Galerkin finite element discretization.

1. Introduction

Computational fluid dynamics and computational structure mechanics are
two major areas of numerical simulation of physical systems.With the intro-
duction of high performance computing it has become possible to tackle

1
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systems with a coupling of fluid and structure dynamics. General examples
of such fluid-structure interaction (FSI) problems are flow transporting
elastic particles (particulate flow), flow around elastic structures (airplanes,
submarines) and flow in elastic structures (haemodynamics, transport of
fluids in closed containers). In all these settings the dilemma in modeling the
coupled dynamics is that the fluid model is normally based on an Eulerian
perspective in contrast to the usual Lagrangian approach for the solid
model. This makes the setup of a common variational description difficult.
However, such a variational formulation of FSI is needed as the basis of
a consistent approach to residual-based a posteriori error estimation and
mesh adaptation as well as to the solution of optimal control problems by
the Euler–Lagrange method. This is the subject of the present paper, which
is largely based on the doctoral dissertation of the first author Dunne22 and
the survey article Dunne and Rannacher.24

Combining the Eulerian and the Lagrangian setting for describing FSI
involves conceptional difficulties. On one hand the fluid domain itself is
time-dependent and depends on the deformation of the structure domain.
On the other hand, for the structure the fluid boundary values (velocity and
the normal stress) are needed. In both cases values from one problem are
used for the other, which is costly and can lead to a drastic loss of accuracy.
A common approach to dealing with this problem is to separate the two
models, solve each separately, and so converge iteratively to a solution
which satisfies both together with the interface conditions (Fig. 1). Solving
the separated problems serially multiple times is referred to as a “partitioned
(or segregated) approach”.

t n
t n+1

Fluid

Structure

Fluid

Structure

t n+2

Fluid

Structure

Fig. 1. Partitioned approach, Lagrangian and Eulerian frameworks coupled.
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Fig. 2. Transformation approach, both frameworks Lagrangian.

A partitioned approach does not contain a variational equation for the
fluid-structure interface. To achieve this, usually an auxiliary unknown
coordinate transformation function Tf is introduced for the fluid domain.
With its help the fluid problem is rewritten as one on the transformed domain
which is fixed in time. Then, all computations are done on the fixed reference
domain and as part of the computation the auxiliary transformation function
Tf has to be determined at each time step. Figure 2 illustrates this
approach for the driven cavity problem considered in Sec. 8. Such so-called
“arbitrary Lagrangian–Eulerian” (ALE) methods are used in Huerta and
Liu,35 Wall,58 Hron and Turek,33 and corresponding transformed space-
time finite element formulations in Tezduyar, Behr and Liou51, 52 and
Tezduyar, Sathe, Stein and Aureli.53 For other ways of dealing with implicit
coupling in FSI models, we refer to Vierendeels56 and Wall, Gerstenberger,
Gamnitzer, Forster and Ramm.59 Computational comparisons of partitioned
and monolithic approaches have recently been made in Heil, Hazel and
Boyle.30

Both, the partitioned and the transformation approach to overcome the
Euler–Lagrange discrepancy explicitly track the fluid-structure interface
by mesh adjustment and are generally referred to as “interface tracking”
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methods. Both methods leave the structure problem in its natural Lagrangian
setting.

However, one may follow the alternative way of posing the fluid as well
as the structure problem in a fully Eulerian–Eulerian (Eulerian) framework.
A similar approach has been used by Lui and Walkington43 in the context
of the transport of visco-elastic bodies in a fluid. In the Eulerian setting
a phase variable is employed on the fixed mesh to distinguish between
the different phases, liquid and solid. This approach to identifying the
fluid-structure interface is generally referred to as “interface capturing”, a
method commonly used in the simulation of multiphase flows, Joseph and
Renardy.40 Examples for the use of such a phase variable are the Volume
of Fluid (VoF) method32 and the Level Set (LS) method — Chang, Hou,
Merriman and Osher,16 Osher and Sethian,44 Sethian.49 In the classical LS
approach the distance function has to continually be reinitialized, due to the
smearing effect by the convection velocity in the fluid domain. This makes
the use of the LS method delicate for modeling FSI problems particularly
in the presence of cornered structures. To cope with this difficulty, in
Dunne21, 22 a variant of the LS method, the Initial Position (IP) method, has
been proposed that makes reinitialization unnecessary and which easily
copes with cornered structures. This approach does not depend on the
specific structure model.

The key variable in structure dynamics is the deformation, and since this
depends on the deflection, it is understandable why structure dynamics is
preferably described in the Lagrangian frame. The set of “initial positions”
(IP set) of all structure points enables us to describe the deformations in
the Eulerian frame. This set is then transported with the structure velocity
in each time step. Based on this concept the displacement is now available
in an Eulerian sense. Also its gradient has to be rewritten appropriately,
which will be explained in Sec. 4.2. Since the fluid-structure interface will
be crossing through cells, we will have to also transport the IP set in the
fluid domain.

If we were to use the fluid velocity for the advection of the IP set, this
would lead to entanglement of the respective displacements, which would
“wreak havoc” on the interface cells. This is a known problem with LS
approaches.A common way for fixing this problem has been to occasionally
fix the LS field between the time steps. The problem with this approach is
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that the variational formulation is no longer consistent. As an alternative,
we harmonically continue the structure velocity into the fluid domain. In
the fluid domain, we then use this velocity for advecting the IP set. Since an
IP set is available in both domains, we can always at each point determine
if it belongs to the fluid or solid part of the model.

Again this approach is similar to the LS approach.Actually, it is possible
to also develop a model for FSI using the level set approach, Legay,
Chessa and Belytschko.41 But when developing a complete variational
formulation the two key characteristics of the LS approach also become the
main cause of concern: reinitialization and the signed distance function.
Although the problem of reinitialization here can also be avoided by
using an harmonically extended velocity, the trouble concerning corner
approximation persists. In contrast to this, by using an initial position set,
we are deforming a virtual mesh of the structure which is extended into the
whole domain.

The equations we use are based on the momentum and mass con-
servation equations for the flow of an incompressible Newtonian fluid
and the deformation of a compressible St. Venant–Kirchhoff or likewise
incompressible neo-Hookean solid. The spatial discretization is by a
second-order finite element method with conforming equal-order (bilinear)
trial functions using “local projection stabilization”, Becker and Braack.4, 5

The time discretization uses the second-order “Fractional-Step-θ” scheme
originally proposed by Bristeau, Glowinski and Periaux.13 This method
has the same complexity as the Crank–Nicolson scheme but better stability
properties, see Rannacher.46

Based on the Eulerian variational formulation of the FSI system, we use
the “dual weighted residual” (DWR) method, described in Becker and Ran-
nacher,7–9 Becker, Heuveline and Rannacher,6 Bangerth and Rannacher,2

Braack and Richter,10 to derive “goal-oriented” a posteriori error estimates.
The evaluation of these error estimates requires the approximate solution of
a linear dual variational problem. The resulting a posteriori error indicators
are then used for automatic local mesh adaptation. The full application of
the DWR method to FSI problems requires a Galerkin discretization in
space as well as in time. Due to the use of a difference scheme in time, in
this paper we are limited to “goal-oriented” mesh adaptation in computing
steady states or (somewhat heuristically) to quasi-steady states within the
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time stepping process. The incorporation of automatic time-step control
will be the subject of forthcoming work.

The method for computing FSI described in this paper is validated at a
stationary model problem that is a lid-driven cavity involving the interaction
of an incompressible Stokes fluid with a linearized incompressible neo-
Hookean solid. Then, as a more challenging test the self-induced oscillation
of a thin elastic bar immersed in an incompressible fluid is treated
(FLUSTRUK-A benchmark, see Hron and Turek.34) For this test problem,
our method is also compared against a standard “arbitrary Lagrange
Eulerian” (ALE) approach. The possible potential of the fully Eulerian
formulation of the FSI problems is indicated by its good behavior for
large structure deformations. All computations and visualizations are done
using the flow-solver package GASCOIGNE26 and the graphics package
VISUSIMPLE.57 The details on the software implementation can be found
in Dunne.21–23

The outline of this paper is as follows. Section 2 (“Notation”) introduces
the basic notation for the ALE as well as the Eulerian formulation of the
FSI problem and Sec. 3 (“Reference frameworks”) discusses the reference
frameworks, Lagrangian and Eulerian, which will be used throughout this
paper. The corresponding variational formulations are developed in detail,
first separately for the structure and fluid parts in Sec. 4 (“Variational
formulations of fluid and structure problems”) and then for the coupled
FSI problem in Sec. 5 (“Variational formulations of the FSI problem”).
Section 6 (“Discretization”) describes the discretization in space and time
as well as the techniques for solving the algebraic systems and for evaluating
directional derivatives. The derivation of a posteriori error estimates and
strategies for mesh adaptation is explained in Sec. 7 (“Mesh adaptation”). In
Sec. 8 (“Numerical test 1: elastic flow cavity”) the newly proposed Eulerian
method is validated at a stationary test problem “elastic flow cavity”. Then,
Sec. 9 (“Numerical test 2: FSI benchmark FLUSTRUK-A”) contains the
results obtained by the two approaches, ALE and Eulerian, for the solution
of the benchmark problem FLUSTRUK-A (oscillations of a thin elastic bar)
for various combinations of material models and flow conditions. The paper
is closed by Sec. 10 (“Summary and future development”) which gives a
summary and points at some directions of ongoing and future research on
the basis of the approaches described in this paper.
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2. Notation

We begin with introducing some notation which will be used throughout this
paper. By � ⊂ R

d (d = 2 or d = 3), we denote the domain of definition
of the FSI problem. The domain � is supposed to be time independent but
to consist of two possibly time-dependent subdomains, the fluid domain
�f (t) and the structure domain �s(t). Unless needed, the explicit time
dependency will be skipped in this notation. The boundaries of �, �f , and
�s are denote by ∂�, ∂�f , and ∂�s, respectively. The common interface
between �f and �s is �i(t), or simply �i.

The initial structure domain is denoted by �̂s. Spaces, domains,
coordinates, values (such as pressure, displacement, velocity) and operators
associated to �̂s (or �̂f ) will likewise be indicated by a “hat”.

Partial derivatives of a function f with respect to the i-th coordinate
are denoted by ∂if , and the total time-derivative by dtf . The divergence of
a vector and tensor is written as divf = ∑

i ∂ifi and (divF)i = ∑
j ∂jFij .

The gradient of a vector valued function v is the tensor with components
(∇v)ij = ∂jvi.

By [f ], we denote the jump of a (possibly discontinuous) function f

across an interior boundary, where n is always the unit vector n at points
on that boundary.

For a set X, we denote by L2(X) the Lebesque space of square-
integrable functions on X equipped with the usual inner product and norm

(f, g)X :=
∫

X

fg dx, ‖f‖2
X = (f, f )X,

respectively, and correspondingly for vector- and matrix-valued functions.
Mostly the domain X will be �, in which case we will skip the domain index
in products and norms. For �f and �s, we similarly indicate the associated
spaces, products, and norms by a corresponding index “f” or “s”.

We will generally use roman letters, V , for denoting spaces of functions
depending only on spatial variables and calligraphic letters, V , for spaces
of functions depending additionally on time. Let LX := L2(X) and L0

X :=
L2(X)/R. The functions in LX (with X = �, X = �f (t), or X = �s(t))
with first-order distributional derivatives in LX make up the Sobolev space
H1(X). Further, H1

0 (X) = {v ∈ H1(X) : v|∂XD = 0}, where ∂XD is
that part of the boundary ∂X at which Dirichlet boundary conditions are
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imposed. Further, we will use the function spaces VX := H1(X)d , V 0
X :=

H1
0 (X)d , and for time-dependent functions

LX := L2[0, T ; LX], VX := L2[0, T ; VX] ∩ H1[0, T ; V ∗
X],

L0
X := L2[0, T ; L0

X], V0
X := L2[0, T ; V 0

X] ∩ H1[0, T ; V ∗
X],

where V ∗
X is the dual of V 0

X, and L2 and H1 indicate the corresponding
properties in time.Again, the X-index will be skipped in the case of X = �,
and for X = �f and X = �s a corresponding index “f” or “s” will be used.

3. Reference Frameworks

In modeling the variation of a spatial continuum in time two approaches are
commonly used. The Lagrangian or material framework and the Eulerian
or spatial framework. Both approaches have the simple goal of describing
how a certain scalar quantity of interest f : R

d × I → R changes in space
and with time. The choice of the “reference point” of the value f is what
distinguishes the two frameworks. We denote by x ∈ R

d and t ∈ I the
spatial and temporal coordinates, respectively. The function f is assumed
to be sufficiently smooth with respect to space and time.

3.1. Lagrangian framework

In the Lagrangian framework one observes the value at a preselected point
that is moving (and possibly accelerating) steadily through space. The initial
position of the point at the initial time t0, we define as x̂. Thus, the position
of the point is a function of the initial position x̂ and time t,

x = x(x̂, t).

We define the velocity v of this point as the total time derivative of its
position x,

v(x, t) := dtx(x̂, t) = ∂tx + ∇̂x dtx̂. (3.1)

Since x̂ is the position of the point at an initial time it follows that it does
not change in time, i.e., dtx̂ = 0 and v = ∂tx.

To be more precise, in the Lagrangian framework we should refer to
f(x, t) as f̂ (x̂, t) := f(x(x̂, t), t). Visually one can imagine that we are
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observing the value at a material point that was initially at the position x̂

and is moving through space with velocity v. The total time derivative of f̂

in the Lagrangian framework can thus be written:

dtf̂ (x̂, t) = ∂tf̂ (x̂, t) + ∇̂f̂ (x̂, t) dtx̂ = ∂tf̂ (x̂, t). (3.2)

Since the Lagrangian approach describes the movement and deformation
of individual particles and volumes it follows that this framework is the
natural approach for modeling structure dynamics.

3.2. Eulerian framework

In the Eulerian framework one observes the value at a fixed point x in
space. Hence this framework is also referred to as a spatial framework.
Looking back at the Lagrangian framework one can imagine that at the
point x at different times there will continuously be different material points
moving through. Each such material points will have a respective initial
position x̂. Thus, the velocity v at this space-time position (x, t) is still to
be understood as the velocity of the material point with the initial position
x̂, i.e., v(x, t) := dtx(x̂, t) = ∂tx.

In an Eulerian framework the quantity of interest is written as f(x, t)

with x and t being anywhere within the permitted space-time continuum.
Taking the total time derivative of f leads to

dtf(x, t) = ∂tf(x, t) + ∇f(x, t) dtx = ∂tf(x, t) + v · ∇f(x, t). (3.3)

The second term is referred to as the “transport” or “convection term”. This
term is a characteristic difference between the Eulerian and Lagrangian
frameworks. In the Lagrangian framework, when the total time derivative
is expanded into all its partial derivatives, there is no convective term due
to the spatial parameter being constant in time. In contrast, in Eulerian
frameworks convection can generally be expected in the expanded total
time derivative.

The Eulerian framework presents itself as the natural approach for
modeling fluid flow. This follows as a consequence that one is less interested
in the individual behavior of particles and more interested in flow properties
at certain spatial points in the flow domain. In viscous fluids with behavior
similar to soft materials, a Lagrangian approach would be plausible.
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Generally though particle movement in fluids is considerable and their
initial positions in relation to each other have effectively nothing in common
with their later relative positions. Hence the Eulerian framework presents
itself as the natural approach to modeling fluid flow.

The key formula for deriving the basic conservation equations in
continuum mechanics is provided by Reynold’s transport theorem. Let
T̂ : �̂ × I → � be a C2 diffeomorphism and the scalar function f(x, t) :
� × I → R be differentiable. Then, for any subset V̂ ⊂ �̂, with
V(t) = T̂ (V̂ , t) and the velocity field v as defined above, there holds

dt

∫
V(t)

f dx =
∫

V(t)

{∂tf + div(fv)} dx. (3.4)

3.3. Arbitrary Lagrangian framework

The Lagrangian and Eulerian frameworks introduced above are natural
frameworks of references. It is more common though that one will need
a framework of reference that is arbitrary and independent of the initial
particle positions or the spatial domain. A common example (one we will
later also encounter in the numerical tests) is a fluid flow in a domain that
changes with time, �(t). Instead of modeling and simulating the flow in
�(t) one assumes the existence of a (for a fixed time t) C2 diffeomorphic
mapping T̂ (x̂, t) : �̂ × I → �(t) continuous in space and time, with �̂

as the reference (and usually the initial) domain �(t). The requirement
of C2 diffeomorphism means that the mapping is (in addition to being
diffeomorphic) also two times continuously differentiable.An approach that
uses such an arbitrary frame of reference is called “arbitrary Lagrangian–
Eulerian (ALE)”, see Hughes, Liu and Zimmermann.38 We will also refer
to an arbitrary framework as an “ALE framework”. For an overview of the
various methods of applications using anALU framework see Bungartz and
Schäfer14 and Heil, Hazel and Boyle.30 With the help of the mapping T̂

functions and operators on �(t) can be rewritten as such on the domain �̂.
For this reason, as a preparatory measure, we introduce the most commonly
needed transformation identities developed below.

By f̂ and Ĵ , we denote the Jacobian matrix and determinant of T̂ ,
respectively,

f̂ := ∇̂T̂ , Ĵ := detF̂ . (3.5)
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In the context of material deformations later the mapping T̂ will also be
referred to as the “deformation” and accordingly f̂ as the “deformation
gradient”. Since T̂ is a deformation it must for each fixed time preserve
orientation and not annihilate volume. This follows from the requirement
that it is continuous and diffeomorphic. Thus, Ĵ > 0. Let f(x, t) and v(x, t)

denote scalar- and vector-valued functions that are differentiable in space
and time. With T̂ we define

f̂ (x̂, t) := f(T̂ (x̂, t), t), v̂(x̂, t) := v(T̂ (x̂, t), t). (3.6)

The respective reference-based spatial derivatives of f̂ can be obtained by
the chain rule,

∂̂if̂ (x̂, t) =
n∑

j=1

∂jf(T̂ (x̂), t)
∂̂T̂j(x̂, t)

∂̂x̂i

. (3.7)

Thus, we can write the gradient of f̂ as

∇̂f̂ = ∇f F̂ . (3.8)

For the partial and total time derivatives of a scalar function f(x, t) there
holds

∂tf = ∂tf̂ − (F̂−1∂tT̂ · ∇)f̂ ,

dtf = ∂tf̂ + (F̂−1(v̂ − ∂tT̂ ) · ∇̂)f̂ ,
(3.9)

which can be seen by considering the derivative as limit of difference
quotients. Analogous relations hold for vector-valued functions.

Next, we derive transformation formulas for volume and surface
integrals. Let V ⊂ � be an arbitrary volume in � and V̂ = T̂−1(V)

the corresponding subset in �̂. With f̂ (x̂) = f(T̂ (x̂)) = f(x) and
dx = detT̂ dx̂ = Ĵdx̂, we transform the volume integral over V to an
integral over V̂ , ∫

V

f(x) dx =
∫

V̂

f̂ (x̂)Ĵ dx̂. (3.10)

The “Piola transform” of v is Ĵ F̂−1v̂. For its divergence there holds

Ĵ divv = d̂iv(Ĵ F̂−1v̂), x ∈ T̂ (x̂) ∈ �. (3.11)
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Further there holds

dtĴ = d̂iv(Ĵ F̂−1v̂). (3.12)

There hold the transformation formulas∫
V

divv dx =
∫

V̂

d̂iv(Ĵ F̂−1v̂) dx̂. (3.13)

and ∫
∂V

v · n dox =
∫

∂V̂

(Ĵ F̂−1v̂) · n̂ dx̂. (3.14)

3.4. Conservation equations and boundary conditions

Fluid flow is modeled based on the assumption that mass, momentum,
angular momentum and energy are preserved. These are naturally expressed
in an Eulerian framework. Here, we will only consider “incompressible”
Newtonian fluids with constant density. The constitutive relation for
the (symmetric) Cauchy stress tensor in the case of an incompressible
Newtonian fluid is

σ := −pI + ρν(∇v + ∇vT ), (3.15)

with the kinematic viscosity ν, the hydrodynamic pressure p, the density ρ,
and the flow velocity v. Conservation of angular momentum is automati-
cally fulfilled for incompressible Newtonian fluid flow. Based on this the
conservation equations for momentum and mass decouple from the energy
conservation equation. For modeling our FSI problems, we will not need
the temperature or the specific internal energy-density state variables and
therefore omit the energy conservation equation. Thus, we only consider the
conservation equations for momentum and mass, i.e., the classical “Navier–
Stokes equations”:

ρ∂tv + ρ(v · ∇)v + divσ = ρf in �f × I,

divv = 0 in �f × I.
(3.16)

These equations are derived by using Reynold’s transport theorem (3.4) for
f = ρ (“continuity equation”) and f = ρvi (“momentum equation”).
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The Navier–Stokes equations are usually not written with the full stress
tensor σ in Eq. (3.15) but instead with a reduced version of the tensor
σ̃ := −pI + ρν∇v, which is justified by the relation div∇vT = 0. We
refrain from using the reduced tensor σ̃ since this would lead to an incorrect
representation of the boundary forces. The proper calculation of these forces
is most important since fluid-structure interaction is essentially driven by
just these forces at the interface.

We will also need the momentum equation in an ALE framework with
the respective reference frame V̂ . We use the mapping T̂ and the notation
and transformation formulas described above. There holds∫

V̂

{ρ̂Ĵ∂t v̂ + ρ̂Ĵ ((v̂ − ∂tT̂ ) · ∇̂)v̂ − d̂iv(ĴσF̂−T )} dx̂ =
∫

V̂

Ĵ ρ̂f̂ dx̂.

Since this relation holds for arbitrary volumes V and respective V̂ , we
conclude

ρ̂Ĵ∂t v̂ + ρ̂Ĵ ((v̂ − ∂tT̂ ) · ∇̂)v̂ − d̂iv(ĴσF̂−T ) = Ĵ ρ̂f̂ . (3.17)

Generally when modeling flows using an Eulerian framework the
boundaries are fixed and not moving. As a boundary condition in time an
initial value v0 for v at the initial time t0 is prescribed. Spatially the boundary
∂�f can be split into three non-overlapping parts, ∂�f = �fD ∪ �fN ∪ �i

with each part relating to a different boundary condition. The first two parts
are the well-known conditions

v = vfD on �fD (Dirichlet),

σnf = gf on �fN (Neumann).

In the FSI problem there is a moving interface �i which is the common
boundary to the structure. We assume that on this boundary momentum is
conserved and that the velocity of the fluid and material particles just at the
boundary are equal. This leads to the FSI boundary conditions on �i that
must be fulfilled simultaneously:

vf = vs, σf nf = σsnf on �i. (3.18)

Here and below, to distinguish the fluid and structure values, we have added
a respective “f” or “s” suffix.
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4. Variational Formulations of Fluid and Structure Problems

In this section, we prepare for the “monolithic” variational formulations of
the FSI problem by developing formulations of the structure and fluid parts
in the different frameworks considered.

4.1. Fluid model

For the liquid part, we assume Newtonian incompressible flow governed
by the usual Navier–Stokes equations, i.e., the equations describing
conservation of mass and momentum. The (constant) density and kinematic
viscosity of the fluid are ρf and νf , respectively.

4.1.1. Fluid model in Eulerian formulation

The equations are written in an Eulerian framework in the time-dependent
domain �f (t). The physical unknowns are the scalar pressure field pf ∈
Lf and the vector velocity field vf ∈ vD

f + V0
f . Here, vD

f is a suitable
extension of the prescribed Dirichlet data on the boundaries (both moving
or stationary) of �f , and g1 is a suitable extension to all of ∂�f of the
Neumann data for σf · n on the boundaries. We have “hidden” the fluid-
structure interface conditions of continuity of velocity and normal stress in
parts of the boundary data vD

f and g1.
The variational form of the Navier–Stokes equations in an Eulerian

framework is obtained by multiplying them with suitable test functions
from the test space V 0

f for the momentum equations and Lf for the mass
conservation equation.

Problem 1 (Fluid model in Eulerian formulation). Find {vf , pf } ∈
{vD

f + V0
f } × Lf , such that vf (0) = v0

f , and

(ρf (∂t + vf · ∇)vf , ψv)f + (σf , ε(ψv))f = (g1, ψ
v)∂�f + (f, ψv)f ,

(divvf , ψp)f = 0,

(4.1)
for all {ψv, ψp} ∈ V 0

f × Lf , where

σf := −pf I + 2ρf νf ε(vf ), ε(v) := 1

2

(∇v + ∇vT
)
.
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4.1.2. Fluid model in ALE formulation

In fluid-structure interaction problems that we will later be observing the
FSI domain� is time independent, but it is composed of the fluid domain�f

and the structure domain �s, which will be changing with time.An approach
to modeling a fluid flow in a dynamic domain is assuming that a reference
domain �̂f and piecewise continuously differentiable invertible mapping T̂

exist so that T̂ (x̂, t) : �̂f ×I → �(t). Based on this assumption, we rewrite
the Navier–Stokes equations in anALE framework with the reference frame
�̂f where we use the mapping T̂ and the notation described above,

Ĵρ∂tv̂ + Ĵρ(F̂−1(v̂ − ∂tT̂ ) · ∇̂)v̂ − d̂iv(Ĵ σ̂F̂−T ) = Ĵρf̂ in �̂f ,

d̂iv(Ĵ F̂−1v̂) = 0 in �̂f ,
(4.2)

with σ̂ := −p̂I + ρν
(∇̂v̂F̂−1 + F̂−T ∇̂v̂T

)
, F̂ := ∇̂T̂ , and Ĵ := detF̂ .

Similarly the boundary conditions must be set in the ALE framework.
As a boundary condition in time the same initial value is prescribed
v̂0(x̂, 0) = v0(T̂ (x̂, 0)) = v0 for v̂, now set in the ALE framework, at
the initial time t0. The fluid boundary ∂�̂f can be split into three non-
overlapping components, ∂�̂f = �̂fD ∪ �̂fN ∪ �̂i, with each part relating
to a different boundary condition. The first two parts are the well-known
conditions

v̂ = v̂D on �̂fD (Dirichlet),

Ĵ σ̂F̂−T n̂ = ĝ on �̂fN (Neumann).

The moving boundary �i corresponds to a fixed boundary �̂i on the
reference domain. In an Eulerian framework the boundary conditions on
the moving boundary �i are the same as in the fluid flow case: continuity
of velocity and normal-flux of the stress. In the reference configuration the
velocity is not transformed. The stress though is transformed, since not the
Cauchy stress tensor is used in the momentum conservation equations, but
instead the first Piola–Kirchhoff stress tensor. This leads to the boundary
conditions

v̂f = v̂s, Ĵf σ̂f F̂−T
f n̂f = Ĵ sσ̂sF̂

−T
s n̂f on �̂i. (4.3)
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The variational form of the Navier–Stokes equations in an ALE
framework is again obtained by multiplying them with suitable test
functions from the test space V̂ 0

f for the momentum equations and L̂f

for the mass conservation equation. For later purposes, we write all fluid
specific variables with a respective “f” suffix. This includes the domain
mapping now referred to as T̂f . The physical unknowns are the scalar
pressure p̂f ∈ L̂f and the velocity v̂f ∈ v̂D

f + V̂f .

Problem 2 (Fluid model in ALE formulation). Find {v̂f , p̂f } ∈ {v̂D
f +

V̂0
f } × L̂f such that v̂f (0) = v̂0

f and

(Ĵf ρf ∂tv̂f + Ĵf ρf (F̂−1
f (v̂f − ∂tT̂f ) · ∇̂)v̂f , ψ̂v)

f̂
+ (Ĵf σ̂f F̂−T

f , ∇̂ψ̂v)
f̂

= (ĝf , ψ̂v)
�̂fN

+ (Ĵf σ̂f F̂−T
f n̂f , ψ̂v)

�̂i
+ (ρf Ĵf f̂ f , ψ̂v)

f̂
,

(d̂iv(Ĵf F̂−1
f v̂f , ψ̂p)

f̂
= 0, (4.4)

for all {ψ̂v, ψ̂p} ∈ V̂ 0
f × L̂f where

σ̂f := −p̂f I+ρf νf (∇̂v̂f F̂−1
f +F̂−T

f ∇̂v̂T
f ), F̂f := ∇̂T̂f , Ĵf := detF̂f .

Here, v̂D
f is a suitable extension of the prescribed Dirichlet data on the

boundaries of �̂f and ĝf is the Neumann boundary condition on �̂fN . We
have hidden the fluid-structure interface condition of continuity of velocity
in part of the boundary data v̂D

f . The fluid-structure interface condition of

continuity of the force Ĵf σ̂F̂−T n̂f , we have let stand for later purposes.

4.2. Structure model

Material deformations are modeled based on the assumption of conservation
of momentum and optionally volume. The main quantity of interest is the
vector field describing the displacement of the body from its initial state.
Consequently the Lagrangian formulation is the natural frame of reference.
Here, we will consider elastic materials, that is to say the observed material
returns to its initial state once all applied forces are removed. We refer to
the domain of the initial state as �̂s (“reference configuration”) and use
the mapping T̂ and the notation introduced above. The displacement û and
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mapping T̂ (“deformation”) satisfy the relation

T̂ (x̂, t) = x̂ + û(x̂, t). (4.5)

The gradient of T̂ is the deformation gradient F̂ = ∇̂T̂ = I + ∇̂û. The
state variables are the density ρ̂ in the initial state, the velocity v̂, the
displacement û, and the Cauchy stress tensor σ̂, which is a function of
û and optionally a pressure p̂. The external force is denoted by f̂ .

In the examples presented below, we consider two different types of
materials, a standard compressible elastic material described by the “St.
Venant–Kirchhoff (STVK)” model and an “incompressible neo-Hookean
(INH)” material. These two models will be described in the next two
subsections.

The density of the structure is ρs. The material elasticity is usually
described by a set of two parameters, the Poisson ration νs and the Young
modulus Es, or alternatively, the Lamé coefficients λs and µs. These
parameters satisfy the following relations:

νs = λs

2(λs + µs)
, Es = µs

3λs + 2µs

λs + µs

,

µs = Es

2(1 + νs)
, λs = νsEs

(1 + νs)(1 − 2νs)
,

where νs = 1
2 for incompressible and νs < 1

2 for compressible material.
Common notation for the stress tensor and various constituents are P :=
Ĵ σ̂F̂−T and S := F̂−1P for the “1st and 2nd Piola–Kirchhoff stress tensor”,
Ê := 1

2 (F̂T F̂ − I ) for the “Green–Lagrange strain tensor”, and F̂ F̂ T

and F̂ T F̂ for the “left and right Cauchy–Green deformation tensor”. We
encounter the 1st Piola–Kirchhoff stress tensor as the “transformed” stress
tensor on the reference domain �̂.

Principally the momentum conservation equations here are the same as
with fluid flows, the only differences are that they are commonly set in a
Lagrangian framework and the constitutive equation for the Cauchy stress
tensor is based on the displacement field and not the velocity field. The
equations for the elastic materials below differ slightly due to the different
constitutive laws for the stress tensor.
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Generally when modeling material deformation the boundaries will be
moving in time. In the Lagrangian framework boundary conditions can be
posed in the reference configuration. As a boundary condition in time initial
values û0 and v̂0 for û and v̂ are prescribed at the initial time t0. Similar
to the fluid boundary conditions the material boundary ∂�̂s can be split
into three non-overlapping components, ∂�̂s = �̂sD ∪ �̂sN ∪ �̂i, with each
part relating to a different boundary condition. The first two parts are the
well-known conditions

û = ûD, v̂ = v̂D on �̂sD (Dirichlet),

Ĵ σ̂F̂−T n̂ = ĝ on �̂sN (Neumann).

Here, ûD and v̂D
s are assumed to be given as suitable extensions of the

prescribed Dirichlet data on the boundaries of �̂s, and ĝ2 is a suitable
extension to all of ∂�̂s of the Neumann data for σ̂s · n on the boundaries.
For the sake of simplicity, we assume that the only boundary displacement
that take place are on �̂i, i.e.,

ûD = v̂D
s = 0 on ∂�̂s\�̂i. (4.6)

The moving boundary �̂i is of course fixed on the reference domain. We
assume that an appropriate mapping of the initial fluid domain �̂f on the
present domain �f is provided. With this in mind, we can rewrite the fluid
quantities v and σ in an ALE framework. In an Eulerian framework the
boundary conditions on the moving boundary �i are the same as in the fluid
flow case: continuity of velocity v and the normal-flux of the stress σn. In the
reference configuration the velocity is not transformed. The stress though
is transformed since not the Cauchy stress tensor is used in the momentum
equations but instead the 1st Piola–Kirchhoff stress tensor. This leads to
the boundary conditions

v̂s = v̂f , Ĵ sσ̂sF̂
−T
s n̂s = Ĵf σ̂f F̂−T

f n̂s on �̂i. (4.7)

Similar to the structure variables the fluid variables are also denoted with
a “hat”, which indicates that they are set in an ALE framework. Again,
similarly as for the fluid problem, we will hide the fluid-structure interface
conditions of continuity of velocity and normal stress in parts of the
boundary data v̂D

s and ĝ2.
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4.2.1. St. Venant–Kirchhoff (STVK) material

The St. Venant–Kirchhoff (STVK) model is a classical (geometrically)
nonlinear model for compressible elastic materials. It can be used for large
displacements but requires small strains Ê. This model is governed by the
equations for conservation of mass and momentum. Again these equations
are written in Lagrangian form using the same notation as above. The sought
unknowns are the displacement û and the velocity v̂, which are determined
by the following system:

ρ̂dtv̂ − d̂iv(Ĵ σ̂F̂−T ) = ρ̂f̂ in �̂s,

dtû − v̂ = 0 in �̂s,
(4.8)

where F̂ := I + ∇̂ûs, Ĵ := detF̂ , Ê := 1
2 (F̂T F̂ − I ), and

σ̂ = Ĵ−1F̂ (λs(trÊ)I + 2µsÊ)F̂T .

The variational formulation is as follows.

Problem 3 (STVK structure model in Lagrangian formulation). Find
{ûs, v̂s} ∈ {ûD + V̂0

s } × {v̂D
s + V̂0

s }, such that ûs(0) = û0
s , v̂s(0) = v̂0

s , and

(ρsdtv̂s, ψ̂
u)ŝ + (Ĵ σ̂s F̂−T , ε̂(ψ̂u))ŝ = (ĝ2, ψ̂

u)
∂�̂s

+ (f̂ 2, ψ̂
u)ŝ,

(dtûs − v̂s, ψ̂
v)ŝ = 0,

(4.9)

for all {ψ̂u, ψ̂v} ∈ V̂ 0
s × V̂ 0

s , where ε̂(ψ̂u) := 1
2 (∇̂ψ̂u + ∇̂ψ̂uT ).

4.2.2. Incompressible Neo–Hookean (INH) material

Numerous materials can be subjected to strains without a notable change
of volume. Typical examples of such materials are plastics and rubber-
like substances. A common idealization in continuum mechanics is to
regard such materials as generally “incompressible” that only permit so-
called “isochoric” deformations. The incompressibility of the material is
ensured by demanding that the deformation conserve volume, hence the
additional constraint Ĵ = 1. The sought unknowns are the displacement û,
the velocity v̂, and the (hydrostatic) pressure p̂, which are determined by
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the system

ρ̂dtv̂ − d̂iv(σ̂F̂−T ) = ρ̂f̂ in �̂s,

dtû − v̂ = 0 in �̂s,

Ĵ − 1 = 0 in �̂s,

(4.10)

with σ̂ = −p̂I + µs(F̂ F̂T − I ) and F̂ = I + ∇̂û.
With suitable function spaces V̂0

s for the vector displacement and
velocity fields and L̂s for the scalar pressure field p̂s, we write these
equations in the following variational form.

Problem 4 (INH structure model in Lagrangian formulation). Find
{ûs, v̂s, p̂s} ∈ {ûD + V̂0

s } × {v̂D
s + V̂0

s } × L̂s, such that ûs(0) = û0
s ,

v̂s(0) = v̂0
s , and

(ρsdtv̂s, ψ̂
u)ŝ + (σ̂sF̂

−T , ε̂(ψ̂u))ŝ = (ĝ2, ψ̂
u)

∂�̂s
+ (f̂ 2, ψ̂

u)ŝ,

(dtûs − v̂s, ψ̂
v)ŝ = 0,

(detF̂ , ψ̂p)ŝ = (1, ψ̂p)ŝ,

(4.11)

for all {ψ̂u, ψ̂v, ψ̂p} ∈ V̂ 0
s × V̂ 0

s × L̂s, where F̂ := I + ∇̂ûs and

σ̂s := −p̂sI + µs(F̂ F̂T − I ), ε̂(ψ̂u) := 1

2
(∇̂ψ̂u + ∇̂ψ̂uT ).

4.2.3. Structure model in Eulerian framework

In fluid-structure interaction problems the FSI domain � is usually
time independent but it is composed of the fluid domain �f and the
structure domain �s, which are changing with time. One approach, already
mentioned, to treating this problem is to introduce a mapping T̂ (x̂, t) :
�̂× I → �(t). With this mapping the fluid problem is rewritten in an ALE
framework. As an alternative, one may change the reference frame of the
structure from Lagrangian to Eulerian which will eventually lead to a fully
Eulerian formulation of the whole FSI problem.

All material stress quantities occurring above are based on the
Lagrangian deformation gradient F̂ := I +∇̂û. In an Eulerian framework,
we will still have the deformation since this is simply a quantity being
specified in another reference frame, i.e., u(x) = û(x̂). What is not
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immediately available though is the deformation gradient ∇̂û since ∇̂û 	=
∇u. Therefore, we introduce the “inverse deformation”

T(x, t) : �s(t) × I → �̂s, T(x, t) := x̂ = x − u(x, t).

Together with the deformation T̂ (x̂, t) this leads to the identity

T(T̂ (x̂, t), t) = x̂.

Differentiating this with respect to x̂ gives us (I − ∇u)(I + ∇̂û) = I or
(I + ∇̂û) = (I − ∇u)−1, and, thus,

∇̂û = (I − ∇u)−1 − I. (4.12)

Hence the gradients and Jacobi determinants of the deformation and inverse
deformation relate to each other in the following manner:

F := I − ∇u = F̂−1, J := detF = detF̂−1 = Ĵ−1. (4.13)

The total time derivatives of the velocity and displacement are in the usual
way written as

dtv = ∂tv + v · ∇v, dtu = ∂tu + v · ∇u.

Using the above relations, we can rewrite the structure equations for
St. Venant–Kirchhoff (STVK) materials and incompressible neo-Hookean
(INH) materials in Eulerian framework. The unknowns are the displacement
u, the velocity v and in the INH case the (hydrostatic) pressure p, which
are determined by the following system:

ρ̂J∂tv + ρ̂Jv · ∇v − divσ = ρ̂Jf in �s,

∂tu + v · ∇u − v = 0 in �s,

1 − J = 0 in �s (INH material),

(4.14)

where E := 1
2 (F−T F−1 − I ), F := I − ∇u, J := detF , and

σ :=
{

JF−1(λstrE I + 2µsE)F−T (STVK material),

−pI + µs(F
−1F−T − I ) (INH material).

.

Similarly the boundary conditions must be set in the Eulerian frame-
work. As a boundary condition in time the same initial value v0, now in
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Eulerian framework, is prescribed for v at the initial time t0. The fluid
boundary ∂�s is again split into three non-overlapping components ∂�s =
�sD ∪ �sN ∪ �i, with each part relating to a different boundary condition,

v = vD on �sD (Dirichlet),

σn = g on �sN (Neumann).

The fixed boundary �̂i on the reference domain now becomes the moving
boundary �i just as in the fluid flow case. The boundary conditions on �i

are similar to the fluid flow case: continuity of velocity v and the normal
flux of the stress σn,

vs = vf , σsns = σf ns on �i. (4.15)

Just as in the Lagrangian framework uD
s and vD

s are suitable extensions
of the prescribed Dirichlet data on the boundaries of �s, and gs is the
Neumann boundary condition on �sN . Similarly as for the fluid problems,
we have hidden the fluid-structure coupling condition of continuity of
velocity in part of the boundary data vD

s . The condition of continuity of
normal stresses σsns, we have let stand.

The variational form of the structure equations in an Eulerian frame-
work is again obtained by multiplying them with suitable test func-
tions from the test space V 0

s for the momentum equations and Ls for
velocity/displacement and the optional incompressibility equations. The
equations are written in an Eulerian framework in the domain �s. The
physical unknowns are the displacement us ∈ uD

s + V0
s , the velocity

vs ∈ vD
s + V0

s , and the optional pressure ps ∈ Ls, which are determined by
the following problem.

Problem 5 (Structure model in Eulerian formulation). Find {us, vs} ∈
{uD

s +V0
s }×{vD

s +V0
s } and, in the INH case, ps ∈ Ls, such that us(0) = u0

s ,

vs(0) = v0
s , and

(ρ̂sJs∂tvs, ψ
v)s + (ρ̂sJsvs · ∇vs, ψ

v)s + (σs, ∇ψv)s

= (gs, ψ
v)�sN + (σsns, ψ

v)�i + (ρ̂sJsfs, ψ
v)s,

(∂tus + vs · ∇us − vs, ψ
u)s = 0,

(1 − detFs, ψ
p) = 0 (in the INH case),

(4.16)
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for all {ψu, ψv} ∈ V 0
s × V 0

s and, in the INH case, ψp ∈ Ls where Fs :=
I − ∇us, Js := detFs, E := 1

2 (F−T
s F−1

s − I ), and

σs :=
{

JsF
−1
s (λstrE I + 2µsE)F−T

s (in the STVK case),

−psI + µs(F
−1
s F−T

s − I ) (in the INH case).

5. Variational Formulations of the FSI Problem

Based on the foregoing preparations, we can now state the variational
formulations of the FSI problem in the ALE and the fully Eulerian
frameworks.

5.1. The ALE formulation of the FSI problem

The ALE formulation of the FSI problem uses the natural Lagrangian
framework for the structure and the fluid model is transformed from its
Eulerian description into an arbitrary Lagrangian framework. Accordingly,
the variational ALE formulation of the fluid part is stated on the (arbitrary)
reference domain �̂f , while the structure part uses the domain �̂s, where
�̂ = �̂f ∪ �̂i ∪ �̂s forms the common reference domain. In this setting
the continuity of velocity across the fluid-structure interface �̂i is strongly
enforced by requiring one common continuous field for the velocity on �̂.
The stress interface condition

Ĵf σ̂f F̂−T
f n̂f = Ĵ sσ̂sF̂

−T
s n̂f on �̂i,

is still present in the form of a jump of the 1st Piola–Kirchhoff normal
stresses of both subsystems,

(Ĵf σ̂f F̂−T
f n̂f , ψ̂v)

�̂i
+ (Ĵ sσ̂sF̂

−T
s n̂f , ψ̂v)

�̂i
,

on the right hand side. By omitting these integral terms the continuity of
the normal stress becomes imposed “weakly”, i.e., a condition implicitly
contained in the combined variational formulation.

The combined formulation though implies that a domain mapping
function T̂f for the fluid domain is known. Such a mapping is obtained
by adding an auxiliary equation to the fluid and structure equations. The
boundary conditions for this mapping are clear: There is no deformation on
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all “outer” boundaries ∂�̂f \�̂i, and the deformation on �̂i should be equal
to ûs. Thus, the global deformation û with û|

�̂s
= ûs must have a trace on

�̂i such that û ∈ ûD + V̂0.
The deformation itself can be sought as the solution to various

“deformation problems” (i.e., “extension problems” of the boundary data
û|

�̂s
= ûs), the simplest being the harmonic extension. If it is necessary

that the deformation preserves volume an incompressibility condition can
be added in the form

Ĵf = det(I + ∇̂ûs) = 1, (5.1)

or in a simplified form d̂ivûs = 0, leading to the “Stokes extension”. If the
deformation should be more “smooth”, then as an alternative the biharmonic
extension can be used. In what follows, we use the harmonic extension of
the structure displacement ûs into the fluid domain.

The remaining parts of the Neumann data ĝf and ĝs form the Neumann
boundary data on �̂N := �̂fN ∪ �̂sN and are combined to ĝ. The right hand
side functions f̂ f and f̂ s are combined to f̂ . We define the density ρ̂ and
the Cauchy stress tensor σ̂ for the whole domain by

ρ̂(x̂) :=
{

ρ̂f (x̂), x̂ ∈ �̂f ,

ρ̂s(x̂), x̂ ∈ �̂s ∪ �i,
σ̂(x̂) :=

{
σ̂f (x̂), x̂ ∈ �̂f ,

σ̂s(x̂), x̂ ∈ �̂s ∪ �i.

(5.2)
Further, we introduce the characteristic functions χ̂f and χ̂s defined by

χ̂f (x̂) :=
{

1, x̂ ∈ �̂f ,

0, x̂ ∈ �̂s ∪ �̂i,
χ̂s := 1 − χ̂f . (5.3)

With this notation the variational ALE formulations of the nonstationary as
well as the stationary FSI problem read as follows.

Problem 6 (ALE formulation of FSI problem). Find {v̂, p̂, û} ∈ {v̂D +
V̂0} × L̂ × {ûD + V̂0}, such that v̂(0) = v̂0, û(0) = û0, and

(χ̂sρ̂dtv̂, ψ̂
v) + (χ̂f Ĵ ρ̂(∂tv̂ + ((F̂−1(v̂ − ∂tT̂ ) · ∇̂)v̂, ψ̂v)

+ (Ĵ σ̂F̂−T , ∇̂ψ̂v) = (ĝ, ψ̂v)
�̂N

+ (ρ̂Ĵ f̂ , ψ̂v),

(χ̂f d̂iv(Ĵ F̂−1v̂), ψ̂p) + α̂p{(χ̂s∇̂p̂, ∇̂ψ̂p) − (∂̂np̂, ψ̂p)
�̂i

} = 0, (STVK)
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(χ̂f d̂iv(Ĵ F̂−1v̂), ψ̂p) + (χ̂s(Ĵ − 1), ψ̂p) = 0, (INH)

(χ̂s(dtû − v̂), ψ̂u) + α̂u{(χ̂f ∇̂û, ∇̂ψ̂u) − (∂̂nû, ψ̂u)
�̂i

} = 0,

(5.4)

for all {ψ̂v, ψ̂p, ψ̂u} ∈ V̂ 0 × L̂∗ × V̂ 0, where α̂p, α̂u are small positive
constants, T̂ := id + û, F̂ := ∇̂T̂ , Ĵ := detF̂ , and

σ̂|
�̂f

:= −p̂I + ρf νf (∇̂v̂F̂−1 + F̂−T ∇̂v̂T ),

σ̂|
�̂s

:=
{

Ĵ−1F̂ (λstrÊ I + 2µsÊ)F̂T (STVK),

−p̂I + µs(F̂ F̂T − I ), (INH).

Problem 7 (ALE formulation of stationary FSI problem). Find
{v̂, p̂, û} ∈ {v̂D + V̂ 0} × L̂ × {ûD + V̂ 0}, such that

(χ̂f Ĵ ρ̂F̂−1v̂ · ∇̂)v̂, ψ̂v) + (Ĵ σ̂F̂−T , ∇̂ψ̂v) = (ĝ, ψ̂v)
�̂N

+ (ρ̂Ĵ f̂ , ψ̂v),

(χ̂f d̂iv(Ĵ F̂−1v̂), ψ̂p) + α̂p{(χ̂s∇̂p̂, ∇̂ψ̂p) − (∂np̂, ψ̂p)
�̂i

} = 0, (STVK)

(χ̂f d̂iv(Ĵ F̂−1v̂), ψ̂p) + (χ̂s(Ĵ − 1), ψ̂p) = 0, (INH)

−(χ̂sv̂, ψ̂
u) + α̂u{(χ̂f ∇̂û, ∇̂ψ̂u) − (∂̂nû, ψ̂u)

�̂i
} = 0,

(5.5)
for all {ψ̂v, ψ̂p, ψ̂u} ∈ V̂ 0 × L̂ × V̂ 0, where α̂p, α̂u are small positive
constants, and all other quantities are as defined in Problem 6.

5.2. The fully Eulerian formulation of the FSI problem

The variational Eulerian formulation of the fluid problem is posed on the
domain �f , while the corresponding formulation of the structure problem
is posed on the domain �s. By construction the fluid-structure interaction
interface �i of both problems match. Now, both problems are combined
into one complete problem on the combined domain � = �f ∪ �i ∪ �s.

Again, exactly as in the ALE formulation described above, continuity
of the velocity across the fluid-structure interface �i is strongly enforced
by requiring one common continuous field for the velocity on �. The stress
interface condition σf nf = σsnf on �i is still present in the form of a jump
of the Cauchy stresses of both systems

([σ · n], ψv)�i = (σf nf , ψv)�i + (σsns, ψ
v)�i
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on the right hand side. By omitting this boundary integral jump the (weak)
continuity of the normal stress becomes an implicit condition of the
combined variational formulation.

The remaining parts of the Neumann data gf and gs now form the
Neumann boundary data on �N := �fN ∪ �sN and are combined to g.
Analogously, the Dirichlet boundary data vD

f and vD
s on parts of ∂� are

merged into a suitable velocity field vD ∈ V . The right hand side functions
ff and fs are combined to f . The Cauchy stress tensor is again defined
areawise on the whole domain by

σ(x) :=
{

σf (x), x − u(x) ∈ �̂f ,

σs(x), x − u(x) ∈ �̂s ∪ �̂i.

Analogously, we introduce the characteristic functions of the (unknown)
subdomains �f and �s by

χf (x) :=
{

1, x − u(x) ∈ �̂f ,

0, x − u(x) ∈ �̂s ∪ �̂i,
χs := 1 − χf .

The above definitions imply that we need to provide some kind of
deformation u not only on the structure but also on the fluid domain. This
is accomplished by the concept of the “Initial Position (IP) set” introduced
below.

5.2.1. The IP set approach

We recall that for rewriting the structure equations in an Eulerian frame-
work, we need the pressure p̂s, displacement ûs, and its gradient ∇̂ûs

expressed in the Eulerian sense, which are denoted by ps, us, and ∇us,
respectively. There holds

ps(x) = p̂s(T(x)) = p̂s(x̂), us(x) = ûs(T(x)) = ûs(x̂), (5.6)

where T is the (inverse) displacement function of points in the deformed
domain �s back to points in the initial domain �̂s,

T̂ : �̂s → �s, T̂ (x̂) = x̂ + ûs = x,

T : �s → �̂s, T(x) = x − us = x̂.
(5.7)
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Since det∇̂T̂ = detF̂ 	= 0 the displacements T and T̂ are well defined.
Further, for the deformation gradient, we found the relation ∇̂û = (I −
∇u)−1 − I.

The immediate difficulty with the above relations is that us is only
implicitly determined by ûs, since T(x) also depends on us. This is
unpractical, and we therefore need a direct way of determining the
displacement u(x) of a “material” point located at x with respect to its
initial position at point x̂. To achieve this, we introduce the so-called “set
of initial positions” (IP set) ϕ(�, t) of all points of � at time t. If we look at
a given “material” point at the position x ∈ � and the time t ∈ (0, T ], then
the value ϕ(x, t) will tell us what the initial position of this point was at time
t = 0. These points are transported in the full domain with a certain velocity
w. The convection velocity in the structure will be the structure velocity
itself, w|�s = vs. If the fluid velocity were to be used for convection in the
fluid domain, then the displacements there would eventually become very
entangled. For this reason, we use an alternative velocity. With this notation,
the mapping ϕ is determined by the following variational problem.

Problem 8 (Variational IP set problem). Find ϕ(·, t) ∈ ϕ0 + V 0, t ∈ I,

such that

(∂tϕ + w · ∇ϕ, ψ) = 0 ∀ψ ∈ V 0. (5.8)

where ϕ0 is a suitable extension of the Dirichlet data along the boundaries,

ϕ(x, 0) = x, x ∈ �,

ϕ(x, t) = x, {x, t} ∈ ∂� × (0, T ].
This means that x̂ + û(x̂, t) = x, for any point with the initial position

x̂ and the position x later at time t. Since x̂ = ϕ(x̂, 0) = ϕ(x, t) and
û(x̂, t) = u(x, t) it follows that

x = ϕ(x, t) + u(x, t). (5.9)

Using this in the IP set Eq. (5.8) yields

(∂tu − w + w · ∇u, ψ) = 0 ∀ψ ∈ V 0. (5.10)

The interface �i will usually intersect mesh cells. Due to this, we need
a reasonable continuation of the displacement and its gradient from the
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structure domain into the fluid domain. The value of u in the fluid domain
will be determined by the choice of the convection velocity w. If we were to
use the fluid velocity this would eventually lead to increasing entanglement,
which would necessitate a continual reinitialization of the IP set. As an
alternative, we use the harmonic continuation of the structure velocity vs

to the whole domain �, which is likewise denoted by w and satisfies

(χs(w − v), ψ) + αw{(χf ∇w, ∇ψ) − (∂nw, ψ)�i} = 0, ∀ψ ∈ V 0,

(5.11)

where αw is a small positive parameter. However, any other continuous
extension of vs satisfying physically reasonable boundary conditions would
serve the same purpose. By this construction, the deflection uf in the fluid
domain becomes an artificial quantity without any real physical meaning,
i.e., dtus = vs, but generally dtuf 	= vf .

5.2.2. Eulerian formulation of the FSI problem

Now, we can combine the Eulerian formulations of the flow and the
structure part of the problem into a complete variational formulation of the
nonstationary as well as the stationary FSI problem in Eulerian framework.
In the case of STVK material the (non-physical) pressure ps in the structure
subdomain is determined as harmonic extension of the flow pressure pf .

Problem 9 (Eulerian formulation of FSI problem). Find fields
{v, p, w, u} ∈ {vD+V0}×L×V0×V0, such thatv(0) = v0, u(0) = u0,and

(ρ(∂tv + v · ∇v), ψ) + (σ, ε(ψ)) = (g3, ψ)∂� + (f3, ψ),

(divv, χ) = 0 (INH),

(χf divv, χ) + αp{(χs∇p, ∇χ) − (∂np, χ)�i} = 0 (STVK),

(∂tu − w + w · ∇u, ξ) = 0,

(χs(w − v), ϕ) + αw{(χf ∇w, ∇ϕ) − (∂nw, ϕ)�i} = 0,

(5.12)

for all {ψ, χ, ξ, ϕ} ∈ V 0 × L × V 0 × V 0, where αp, αw are small positive
constants, F := I − ∇u, J := detF , E := 1

2 (F−T F−1 − I ),

χf :=
{

1, x − u ∈ �̂f \�̂i,

0, x − u ∈ �̂s,
χs = 1 − χf ,
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and

σ|�f := −pI + 2ρf νf ε(v),

σ|�s :=
{−pI + µs(F

−1F−T − I ) (INH),

JF−1(λs(trE)I + 2µsE)F−T (STVK).

In this variational formulation the position of the fluid structure
interface �i is implicitly given by the displacement u and the characteristic
function χs,

�i(t) = {x ∈ �, x − u(x, t) ∈ �̂i}. (5.13)

Notice that the system (5.12) is nonlinear even if the two subproblems are
linear, e.g., for a Stokes fluid interacting with a linear elastic structure.

In some situations the solution of an FSI problem may tend to a
“steady state” as t → ∞. For later purposes, we derive the set of
equations determining such a steady state solution {v∗, p∗, w∗, u∗} ∈
{vD + V 0} × L × V 0 × V 0. The corresponding limits of the characteristic
functions and subdomains are denoted by χ∗

f , χ∗
s and �∗

f , �∗
s , respectively.

Further, the fluid velocity becomes constant in time, v∗
f := limt→∞ v|�f ,

and the structure velocity vanishes, v∗
s ≡ 0, which in turn implies w∗ ≡ 0.

The steady state structure displacement u∗
s is likewise well defined, but

the corresponding (“non-physical”) fluid displacement is merely defined
by u∗

f = ulim
f := limt→∞ u|�f and therefore depends on the chosen

construction of w|�f as continuation of w|�s . Actually, it could be defined
by any suitable continuation ofu∗

s to all of�, e.g., by harmonic continuation.
On the other hand the steady state pressure p∗ is to be determined from
the limiting equations. Then, with suitable extensions uD and vD of the
prescribed Dirichlet data on ∂�, the FSI system (5.12) reduces to the
following “stationary” form (for simplicity dropping the stars):

Problem 10 (Eulerian formulation of stationary FSI problem). Find
{v, p, u} ∈ {vD + V 0} × L × {uD + V 0}, such that

(ρv · ∇v, ψ) + (σ, ε(ψ)) = (g3, ψ)∂� + (f3, ψ),

(divv, χ) = 0 (INH),
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(χf divv, χ) + αp{(χs∇p, ∇χ) − (∂np, χ)�i} = 0 (STVK),

(χf (u − ulim
f ), ϕ) + (χsv, ϕ) = 0,

(5.14)

for all {ψ, χ, ϕ} ∈ V 0 × L × V 0, where αp is a small positive constant,
F := I − ∇u, J := detF, E := 1

2 (F−T F−1 − I ), and

σ|�f := −pI + 2ρf νf ε(v),

σ|�s :=
{−pI + µs(F

−1F−T − I ) (INH),

JF−1(λs(trE)I + 2µsE)F−T (STVK).

In the following Table 1, we summarize the two monolithical variational
formulations of the FSI problem, the (arbitrary) Lagrangian–Eulerian
(ALE) and the (fully) Eulerian formulation.

Table 1. Overview of variational formulations of the FSI problem for INH material:
ALE (left) and Eulerian (right).

I) ALE formulation II) Eulerian formulation

�̂ = �̂f ∪ �̂i ∪ �̂s � = �f ∪ �i ∪ �s

Find {v̂, p̂, û} for v̂(0), û(0) with Find {v, p, w, u} for v(0), u(0) with

(ρĴ∂t v̂ + χ̂f ρĴ(∂t û − v̂) · ∇̂v̂F̂−1, ψ̂) (ρ∂tv + ρv · ∇v, ψ) + (σ, ε(ψ)) = f(ψ)

+(Ĵ σ̂F̂−T , ε̂(ψ̂)) = f̂ (ψ̂) (divv, χ) = 0

(χ̂s(Ĵ − 1) + χ̂f d̂iv(Ĵ v̂ · F̂−T ), χ̂) = 0 (χs(w − v), ϕ) + αw{(χf ∇w, ∇ϕ)

(∂t û − χ̂sv̂, ϕ̂) + α̂u{(χ̂f ∇̂û, ∇̂ϕ̂) −(∂nw, ϕ)�i
} = 0

−(∂̂nû, ϕ̂u)
�̂i

} = 0 (∂tu − w + w · ∇u, ξ) = 0

(harmonically continued ûs into �f ) (harmonically continued ws into �f )

for all test fields {ψ̂, χ̂, ϕ̂} for all test fields {ψ, χ, ξ, ϕ}, where

χ̂s(x̂) :=
{

0, x̂ ∈ �̂f

1, x̂ ∈ �̂s ∪ �̂i

χs(x) :=
{

0, x − u ∈ �̂f

1, x − u ∈ �̂s ∪ �̂i

χ̂f := 1 − χ̂s χs := 1 − χf

σ̂ :=
{−p̂f + µf (∇̂v̂f F̂−1 + F̂−T ∇̂v̂T

f )

−p̂s + µs(F̂ F̂T − I ) in �̂s ∪ �̂i

σ :=
{−pf I + 2µf ε(vf ) in �f

−psI + µs(F
−1F−T − I ) in �s

F̂ := I + ∇̂û, Ĵ := detF̂ F := I − ∇u
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6. Discretization

In this section, we detail the discretization in space and time of the FSI
problem based on its different variational formulations. Our method of
choice is the Galerkin finite element (FE) method with “conforming” finite
elements. For a general introduction to the FE method, we refer to Carey
and Oden,15 Girault and Raviart,27 Brenner and Scott,12 and Braess.11 First,
we provide the framework for the finite element method. Then, we describe
the complete variational formulations which are the basis of the Galerkin
discretization. Since we are using a so-called “equal-order” approximation
of all physical quantities, additional pressure stabilization has to be
incorporated which is done here by the “local projection” technique of
Becker and Braack.4 The time discretization is by the first-order backward
Euler scheme or the second-order Fractional-Step-θ scheme. We refer to
Bristeau, Glowinski and Periaux,13 Rannacher,46, 47 and Glowinski28 for a
detailed discussion of these time discretization schemes.

At each time step a nonlinear algebraic problem is solved using a
Newton-like method. This relies on solving the linear defect-correction
problem, which requires the evaluation of the corresponding Jacobi matrix.
Due to the large size and the strongly nonlinear nature of the complete
FSI problems in the ALE or the Eulerian frameworks, calculating the
Jacobi matrix can be cumbersome. This difficulty is overcome following
an approach that is also used in the method of “automatic differentiation”,
see Griewank.29

6.1. Mesh notation and finite element spaces

The spatial discretization is by a conforming finite element Galerkin method
on meshes Th consisting of cells denoted by K,

�̄ =
⋃

i=1,...,N

K̄i,

which are (convex) quadrilaterals in 2D or hexahedrals in 3D. Such a
decomposition Th is referred to as “regular” if any cell edge is either a
subset of the domain boundary components �D, �N , or a complete face or
edge of another cell. However, to facilitate mesh refinement and coarsening,
we allow the cells to have a certain number of nodes that are at the midpoint
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of sides or faces of neighboring cells. These “hanging nodes” do not carry
degrees of freedom and the corresponding function values are determined
by linear or bilinear interpolation of neighboring “regular” nodal points.
For more details on this construction, we refer to Carey and Oden15 or
Bangerth and Rannacher.2

The mesh parameter h is a scalar cellwise constant function defined by
h|K := hK = diam(K). We set hmax := maxK∈Th

hK. For a cell K, we
denote by ρK the diameter of the maximal inscribed ball of K and by αmax

K

its maximum interior angle. To ensure proper approximation properties of
the finite element spaces which are constructed based on the meshes Th,
we require the following regularity condition to be fulfilled:

Mesh regularity condition: Each cell K ∈ Th is the image of the reference
unit cube K̂ = [0, 1]d under some d-linear mapping σK : K̂ → K. This
mapping is uniquely described by the 2d coordinate values of the corners
of K, if the ordering of the corners is preserved, see Fig. 3. The Jacobian
tensors σ′

K of these mappings are invertible and satisfy the uniform bounds

sup
h>0

max
K∈Th

‖σ′
K‖ ≤ c, sup

h>0
max
K∈Th

‖(σ′
K)−1‖ ≤ c. (6.1)

This condition is satisfied if the cells K ∈ Th possess the usual structural
properties of uniform “non-degeneracy”, “uniform shape”, and “uniform
size property”.

To increase the number of cells in a decomposition Th, we employ
“mesh refinement”, which consists of subdividing a cell into 2d subcells.
Cell subdivision is done by connecting the midpoints of opposing edges or
faces of a cell. A refinement is “global” if this is done for every cell. An
example of a regular mesh and two global refinements is shown in Fig. 4.
Each of the resulting meshes after refinement is also regular. “Coarsening”

Fig. 3. Reference mapping σK : K̂ → K.



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch01

Numerical Simulation of Fluid-Structure Interaction 33

Fig. 4. A regular mesh after two cycles of global refinement.

of 2d cells is possible if they were generated by prior refinement of some
“parent cell”. A group of 2d such cells is referred to as a “(cell) patch”.

In addition to “global” refinement, we will also use “local” refinement.
This consists of only subdividing some cells in a given decomposition.
Such refinement leads to cells nodes that are placed on the middle of the
neighboring cells’ edges or faces, i.e., to “hanging nodes”, where only one
hanging node is allowed per edge or face. In Fig. 5 local refinement is
applied twice leading to hanging nodes indicated by “dots”.

Sometimes, we will require that a decomposition Th is organized in a
patchwise manner. This means that Th is the result of global refinement of
the coarser decomposition T2h, as shown in Fig. 6.

Given a function space V the decomposition Th and the cellwise
space of polynomial functions Q(K), we construct the corresponding finite
element subspace Vh ⊂ V by

Vh := {ϕ ∈ V, ϕ|K ∈ Q(K), K ∈ Th}.
Each polynomial function space Q(K) is actually defined on a “reference
cell” K̂ := (0, 1)d as the reference function space Q̂(K̂). The function

Fig. 5. A regular mesh after two cycles of local refinement.
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Fig. 6. A regular mesh after two cycles of patchwise local refinement.

space of polynomial degree p ≥ 0 on K̂ we denote as

Q̂p(K̂) := span{x̂α, x̂ = (x̂1, . . . , x̂d) ∈ K̂, α = (α1, . . . , αd),

αi ∈ {0, . . . , p}},
with the usual multi-index notation. In the numerical tests presented below,
only finite elements with p = 1 (“d-linear elements”) are used. Therefore,
we omit the degree p and simply refer to Q̂(K̂). The reference function
space Q̂(K̂) is mapped to the corresponding cell K with the help of the
d-linear mapping σK : K̂ → K,

Q(K) = {
ϕ(x) = ϕ̂

(
σ−1

K (x)
)
, ϕ̂ ∈ Q̂(K̂), x ∈ K

}
.

Since, in this case, the reference function space and the mapping function
space are the same, the resulting finite elements are referred to as
“isoparametric”.

6.2. Galerkin formulation

For the discretization of Problems 6 and 7 (ALE framework) or 9 and 10
(Eulerian framework) in space, we use equal-order Q1 finite elements as
described above for all unknowns where the corresponding finite element
subspaces are denoted by

Lh ⊂ L, Vh ⊂ V, Wh ⊂ W := V × V × V × V.

Within the present abstract setting the discretization in time is likewise
thought as by a Galerkin method, such as the dG(r) (“discontinuous”
Galerkin) or cG(r) (“continuous” Galerkin) method of degree r ≥ 0. The
dG(0) method is closely related to the first-order backward Euler scheme



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch01

Numerical Simulation of Fluid-Structure Interaction 35

(indeed even identical to this method for autonomous problems) and the
cG(1) method to the second-order Crank–Nicolson scheme. However, in
the test computations described below, we have used the Galerkin method
only in space but the finite difference schemes in time. The full space-
time Galerkin framework is mainly introduced as basis for a systematic
approach to residual-based a posteriori error estimation as described below.
In the following, we write the discretization only for the FSI problem
written in the Eulerian framework. In the ALE framework it looks quite
similar.

At first, we introduce a compact form of the variational formula-
tion of the FSI problem. For arguments U = {v, p, w, u} and � =
{ψv, ψp, ψw, ψu} ∈ W := V × V × V × V , we introduce the space-time
semilinear form

A(U )(�)

:=
∫ T

0

{
(ρ(∂tv + v · ∇v), ψv) + (σ(U ), ε(ψv))

+
{

(divv, ψp) (INH)

(χf divv, ψp) + αp{(χs∇p, ∇ψp) − (∂np, ψp)�i} (STVK)

− (g3, ψ
v)∂� − (f3, ψ

v) + (∂tu − w + w · ∇u, ψu)

+ (χs(w − v), ψw) + αw{(χf ∇w, ∇ψw) − (∂nw, ψw)�i}
}

dt.

With this notation, we can write the variational problem (9) in compact
form.

Problem 11 (Compact Eulerian formulation of FSI problem). Find U ∈
UD + W0, such that

A(U )(�) = 0 ∀� ∈ W0, (6.2)

where UD is an appropriate extension of the Dirichlet boundary and initial
data and the space W0 is defined by

W0 := {� = {ψv, ψp, ψw, ψu} ∈ V0 × V0 × V0 × V0,

ψu(0) = ψv(0) = 0}.
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The spatial discretization by “equal-order” finite elements for velocity
and pressure needs stabilization in order to compensate for the missing
“inf-sup stability”. We use the so-called “local projection stabilization”
(LPS) introduced by Becker and Braack.4, 5 An analogous approach is
also employed for stabilizing the convection in the flow model as well
as in the transport equation for the displacement u. Alternative methods of
stabilization within Galerkin schemes use the “upwind/Petrov-Galerkin”
approach of Hughes and Brooks36 and Hughes, Franca and Balestra.37

We define the mesh-dependent bilinear form

(ϕ, ψ)δ :=
∑

K∈Th

δK (ϕ, ψ)K,

where the parameter δK is adaptively determined by

δK := αh2
K

χf ρf νf + χsµs + βρ|vh|∞;KhK + γ|wh|∞;KhK

.

Further, we introduce the “fluctuation operator” πh : Vh → V2h on the
finest mesh level Th by πh := I − P2h, where P2h : Vh → V2h denotes
the L2-projection. The operator πh measures the fluctuation of a function
in Vh with respect to its projection into the next coarser space V2h. With
this notation, we define the stabilization form

Sδ(Uh)(�h) :=
∫ T

0
{(∇πhph, ∇πhψ

p

h)δ + (ρvh · ∇πhvh, vh · ∇πhψ
v
h)δ

+ (wh · ∇πhuh, wh · ∇πhψ
u
h)δ} dt,

where the first term stabilizes the fluid pressure, the second one the INH
structure pressure, the third one the transport in the flow model, and the
fourth one the transport of the displacement uh. The LP stabilization has
the important property that it acts only on the diagonal terms of the coupled
system and that it does not contain any second-order derivatives. However,
it is only “weakly” consistent, as it does not vanish for the continuous
solution, but it tends to zero with the right order as h → 0. The choice of
the numbers α, β, γ in the stabilization parameter δK is, based on practical
experience, in our computations α = 1/2, and β = γ = 1/6.

With this notation the stabilized Galerkin finite element approximation
of problem (6.2) reads as follows.
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Problem 12 (Spatial Galerkin approximation of FSI problem in
Eulerian framework). Find Uh ∈ UD

h + W0
h, such that

Aδ(Uh)(�h) := A(Uh, �h) + Sδ(Uh)(�h) = 0 ∀�h ∈ W0
h, (6.3)

where the “discrete” finite element space W0
h is defined analogously as its

“continuous” counterpart W0.

As on the spatially continuous level the existence of solutions to this
semi-discrete problem is not guaranteed and has to be justified separately
for each particular situation.

6.3. Time discretization

The discretization in time is by the so-called “Fractional-Step-θ scheme”
in which each time step tn−1 → tn is split into three substeps tn−1 →
tn−1+θ → tn−θ → tn. For brevity, we formulate this time stepping method
for an abstract differential-algebraic equation (DAE) of the form[

M 0
0 0

] [
v̇(t)

ṗ(t)

]
+

[
A(v(t)) B

−BT C

] [
v(t)

p(t)

]
=

[
b(t)

c(t)

]
, (6.4)

which resembles the operator form of the spatially discretized incom-
pressible Navier–Stokes equations with pressure stabilization. With the
parameters θ = 1 − √

2/2 = 0.292893 . . ., θ′ = 1 − 2θ, α ∈ (1/2, 1],
and β = 1 − α, the fractional-step-θ scheme reads:[

M + αθkAn−1+θ θkB

−BT C

] [
vn−1+θ

pn−1+θ

]

=
[[M − βθkAn−1]vn−1 + θkbn−1

cn−1+θ

]
[
M + βθ′kAn−θ θ′kB

−BT C

] [
vn−θ

pn−θ

]

=
[[M − αθ′kAn−1+θ]vn−1+θ + θ′kbn−θ

cn−θ

]
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M + αθkAn θkB

−BT C

] [
vn

pn

]

=
[[M − βθkAn−θ]vn−θ + θkbn−θ

h

cn

]
,

where An−1+θ := A(xn−1+θ), bn−1 := b(tn−1), etc. This scheme is
of second-order and has a similar work complexity as the well-known
Crank–Nicolson scheme (case α = 1/2). The fractional-step-θ scheme
was originally proposed in form of an operator splitting scheme separating
the two complications “nonlinearity” and “incompressibility” within each
cycle tn−1 → tn−1+θ → tn−θ → tn. However, it has also very attractive
features as a pure time-stepping method. Being strongly A-stable, for
any choice of α ∈ (1/2, 1], it possesses the full smoothing property in
the case of rough initial data, in contrast to the Crank–Nicolson scheme
which is only conditionally smoothing (for k ∼ h2). Furthermore, it
is less dissipative than most of the other second-order implicit schemes
and therefore suitable for computing oscillatory solutions; for more
details, we refer to Bristeau, Glowinski and Periaux,13 Rannacher,46, 47 and
Glowinski.28

For computing steady state solutions, we use a pseudo-time stepping
techniques based on the simple (first-order) backward Euler scheme, which
in the notation from before reads[

M + kAn kB

−BT C

] [
vn

pn

]
=

[
Mvn−1 + kbn−1

h

cn

]
.

6.4. Solution of the algebraic systems

After time and space discretization, in each substep of the fractional-
step-θ scheme (or any other fully implicit time-stepping scheme) a quasi-
stationary nonlinear algebraic system has to be solved. This is done by
a standard Newton-type method with adaptive step-length selection, in
which most of the nonlinear terms (i.e., the transport terms, the structure
stress terms, the ALE mapping terms) are correctly linearized. Only the
stabilization terms and the terms involving the characteristic function χf ,
determining the position of the interface, are treated by a simple functional
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iteration. In all cases the iteration starts from the values at the preceding time
level. The resulting linear subproblems are then solved by the “Generalized
Minimal Residual (GMRES)” method with preconditioning by a geometric
multigrid method with block-ILU smoothing. Since such an approach is
rather standard nowadays, we omit its details and refer to some relevant
literature, e.g., see Turek,54 Rannacher,46 or Hron and Turek.33 For the
implementational details of using the multigrid method on locally refined
meshes, we refer to Becker and Braack.3

6.5. Evaluation of directional derivatives

The resulting linear operator is essentially (if time-stepping parts and
factors stemming from the approximation of the temporal derivatives are
neglected) the directional derivatives of the governing semilinear form
of the variational formulation, i.e., the form A(U )(�) in the Eulerian
framework,

A′(U )(�, �) := d

dε
A(U + ε�)(�)|ε=0. (6.5)

For only “weakly nonlinear” systems such as the original Navier–Stokes
equations in Eulerian framework obtaining the directional derivative is a
straight forward task and can be done analytically “by hand”. For structure
mechanical systems (for example based on the St. Vernant–Kirchhoff
material law) though writing down the explicit directional derivative can
become a combersome. For example in the Lagrangian case the scalar
product (Ĵ F̂−T , ∇̂ϕ̂v) is strongly nonlinear in û,

Ĵ σ̂F̂−T = F̂ (λstrÊ I + 2µsÊ), F̂ = I + ∇̂û, Ê = 1

2
(F̂T F̂ − I ).

However, in the Eulerian framework the corresponding scalar product takes
the form (σ, ∇ϕ), which does not become any easier since the Cauchy stress
tensorσ is based on the inverse of the “reverse deformation gradient” I−∇u,

σ = JF−1(λstrE I+2µsE)F−T , F = I−∇u, E = 1

2
(F−T F−1−I ).

To alleviate this problem one may use a method that is the basis of
“Automatic Differentiation” such as described in Rall45 and Griewank.29

The method is used to determine the derivative of a function at a given
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position. It is based on the technique of mechanically applying the basic
rules of differentiation to the “serialized evaluation” of a function. This
is achieved by breaking down the evaluation of the function for a given
value into a sequence of basic elementary evaluations. Consequently, since
evaluation is done in a sequence the resulting values from one evaluation
are used in a later evaluation. To these elementary parts the rules of
differentiation (i.e., the chain rule, the sum rule and the product rule) are
applied (see Table 2).

The method of automatic differentiation lies between those of symbolic
differentiation and the approximation of derivatives by divided differences.
It is similar to symbolic differentiation in so far that the results are calculated
by evaluating the same sequence of functions. It is thus just as accurate as
symbolic differentiation. The difference is that, in contrast to symbolic
differentiation, all “parsing” is done before compilation of the program,
when the function evaluation is serialized and differentiation is applied
to all levels of the serialization. This parsing before compilation is what
gives the method a slight similarity to the method of divided differences.
The full theory of automatic differentiation usually includes implementing
the method in the form of a “precompiler” that completely relieves the
user of applying the method and literally generates the derivatives in an
automatic and efficient fashion. However, for the computational examples
presented in this paper the method is used with differentiation done “by
hand”. In the first step, the “forward sweep”, the function is broken down
into a sequence of basic elementary evaluations. Each of these evaluations
is stored in a variable. In the second step, the “reversed sweep”, the rules of
differentiation are applied. As a basic example, we present the calculation
of the derivative of the function f(x) := sin(x tanh(x)) log(x − 1/x) at
the position x0. The details of the realization of this method of automatic
differentiation for the FSI problem formulated in the ALE or the Eulerian
framework can be found in Dunne.22, 23

The only difference between the Eulerian and the ALE directional
derivative are the differences of the directional derivatives concerning
the displacement ϕu and ϕ̂u, respectively. In the Eulerian framework, we
obtain “interface Dirac functions”, whereas in the ALE framework the
transformations acting on fluid equations are “derived”. This problem is
typically encountered in the field of shape optimization, see Sokolowski,
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Table 2. Example of automatic differentiation.

forward sweep reverse sweep

f1 := 1/x0 f ′
1 := −1/x2

0

f2 := log(x0 − f1) f ′
2 := (1 − f ′

1)/(x0 − f1)

f3 := tanh(x0) → f ′
3 := 1 − tanh2(x0)

f4 := x0f3 f ′
4 := f3 + x0f ′

3

f5 := sin(f4) f ′
5 := f ′

4 cos(f4)

f6 := f5f2 f ′
6 := f ′

5f2 + f5f ′
2

f(x0) := f6 f ′(x0) := f ′
6

Zolésio50 and Allaire, de Gournay, Jouve and Toader.1 For strong solutions
U = {u, v, p} and Û = {û, v̂, p̂}, with Û(x̂) = U(x̂ + û(x̂)) for x̂ ∈ �̂,
of the different formulations of the FSI problem the directional derivatives
with respect to velocity and pressure are equal. For the details, we again
refer to Dunne.22, 23

The directional derivatives play a direct role in the setup of the
(linearized) “dual problem” which occurs in the method for a poste-
riori error estimation and “goal-oriented” mesh adaptation used in our
test computations. The differences due to the use of the ALE or the
Eulerian framework will be investigated at simple model situations,
below.

7. Mesh Adaptation

Now, we come to one of the main issues of this article, namely the automatic
mesh adaptation within the finite element solution of the FSI problem. The
computations shown in Secs. 8 and 9, below, have been done on three
different types of meshes:

• globally refined meshes obtained using several steps of uniform
refinement of a coarse initial mesh,

• locally refined meshes obtained using a purely geometry-based criterion
by marking all cells for refinement which have certain prescribed
distances from the fluid-structure interface,



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch01

42 Th. Dunne, R. Rannacher and Th. Richter

• locally refined meshes obtained using a systematic residual-based
criteria by marking all cells for refinement which have error indicators
above a certain threshold.

The ultimate goal is to employ the so-called “Dual Weighted Residual
Method” (DWR method) for the adaptive solution of FSI problems.
This method has been developed in Becker and Rannacher7, 8 (see also
Bangerth and Rannacher2) as an extension of the duality technique for
a posteriori error estimation described in Eriksson, Estep, Hansbo and
Johnson.25 The DWR method provides a general framework for the
derivation of “goal-oriented” a posteriori error estimates together with
criteria of mesh adaptation for the Galerkin discretization of general linear
and nonlinear variational problems, including optimization problems. It
is based on a complete variational formulation of the problem, such as
(6.2) for the FSI problem. In fact, this was one of the driving factors for
deriving the Eulerian formulation underlying (6.2). In order to incorporate
also the time discretization into this framework, we have to use a fully
space-time Galerkin method, i.e., a standard finite element method in
space combined with the dG(r) or cG(r) (“discontinuous” Galerkin or
“continuous” Galerkin) method in time. The following discussion assumes
such a space-time Galerkin discretization, though in our test computations,
we have used the fractional-step-θ scheme which is a difference scheme.
Accordingly, in this paper the DWR method is used only in its stationary
form in computing either steady states or intermediate quasi-steady states
within the time stepping process.

7.1. The DWR method

We begin with the description of the DWR method for the special case of an
FSI problem governed by an abstract variational equation such as (6.2). We
restrict us to a simplified version of the DWR method, which suffices for the
present purposes. For a more elaborated version, which is particularly useful
in the context of optimization problems, we refer to the literature stated
above. For notational simplicity, we think the nonhomogeneous boundary
and initial data UD to be incorporated into a linear forcing term F(·), or
to be exactly representable in the approximating space Wh. Then, we seek
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U ∈ UD + W0 such that

A(U )(�) = F(�) ∀� ∈ W0. (7.1)

The corresponding (stabilized) Galerkin approximation seeks Uh ∈ UD
h +

W0
h such that

A(Uh)(�h) + Sδ(Uh)(�h) = F(�) ∀�h ∈ W0
h. (7.2)

Suppose that the goal of the computation is the evaluation of the value
J(U ) for some functional J(·) (for simplicity assumed to be linear) which
is defined on W . We want to control the quality of the discretization in
terms of the error

J(U − Uh) = J(U ) − J(Uh).

To this end, we introduce the directional derivative A′(U )(�, ·) the
existence of which is assumed. With the above notation, we introduce the
bilinear form

L(U, Uh)(�, �) :=
∫ 1

0
A′(Uh + s(U − Uh))(�, �) ds,

and formulate the “dual problem”

L(U, Uh)(�, Z) = J(�) ∀� ∈ W0. (7.3)

In the present abstract setting the existence of a solution Z ∈ W0 of the
dual problem (7.3) has to be assumed. Now, taking � = U − Uh ∈ W0 in
(7.3) and using the Galerkin orthogonality property

A(U )(�h) − A(Uh)(�h) = Sδ(Uh)(�h), � ∈ W0
h,

yields the error representation

J(U − Uh) = L(U, Uh)(U − Uh, Z)

=
∫ 1

0
A′(Uh + s(U − Uh))(U − Uh, Z) ds

= A(U )(Z) − A(Uh)(Z)

= F(Z − �h) − A(Uh)(Z − �h) − Sδ(Uh)(�h)

=: ρ(Uh)(Z − �h) − Sδ(Uh)(�h),
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where �h ∈ W0 is an arbitrary element, usually taken as the generic nodal
interpolant IhZ ∈ W0

h of Z. For the evaluation of the terms on the right-
hand side, we split the integrals in the residual term ρ(Uh)(Z − �h) into
their contributions from the single mesh cells K ∈ Th and integrate by parts.
This results in an estimate of the error |J(U − Uh)| in terms of computable
local residual terms ρK(Uh) multiplied by certain weight factors ωK(Z)

which depend on the dual solution Z,

|J(U − Uh)| ≤
∑

K∈Th

ρK(Uh) ωK(Z) + |Sδ(Uh)(�h)|. (7.4)

The explicit form of the terms in the sum on the right-hand side will be stated
for a special situation below. The second term due to the regularization is
assumed to be small and is therefore neglected.

Since the dual solution Z is unknown, the evaluation of the weights
ωK(Z) requires further approximation. First, we linearize by assuming

L(U, Uh)(�, �) ≈ L(Uh, Uh)(�, �) = A′(Uh)(�, �),

and use the approximate “discrete” dual solution Zh ∈ W0
h defined by

A′(Uh)(�, Zh) = J(�h) ∀�h ∈ W0
h. (7.5)

From Zh, we generate improved approximations to Z in a post-processing
step by patchwise higher-order interpolation. For example in 2D on 2 × 2-
patches of cells in Th the 9 nodal values of the piecewise bilinear Zh are
used to construct a patchwise biquadratic function Z̃ as indicated in Fig. 7.

(2)

2hZ Zh hI

Fig. 7. Local postprocessing by patchwise “biquadratic” interpolation, I
(2)
2h

Zh, of the
“bilinear” discrete solution Zh in 2D.
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This is then used to obtain the approximate error estimate

|J(U − Uh)| ≈ η :=
∑

K∈Th

ρK(Uh) ωK(Z̃), (7.6)

which is the basis of automatic mesh adaptation.

Remark 1. The dual solution Z has the features of a “generalized” Green
function G(K, K′), as it describes the dependence of the target error
quantity J(U − Uh), which may be concentrated at some cell K, on local
properties of the data, i.e., in this case the residuals ρK′ on cells K′; see
Fig. 8.

Remark 2. The solvability of the primal and dual problems (7.1), (7.2)
and (7.3), (7.5), respectively, is not for granted. This is a difficult task in
view of the rather few existence results in the literature for general FSI
problems. Further, the assumption of differentiability cause concerns in
treating the FSI problems in the Eulerian framework since the dependence
of the characteristic function χf (x − u) on the deflection u is generally
not differentiable (only Lipschitzian). However, this non-differentiability
can be resolved by the “Hadamard structure theorem”, on the assumption
that the interface between fluid and structure forms a lower dimensional
manifold and the differentiation is done in a weak variational sense. In
essence this has the same effect as discretizing along the interface and
replacing the directional derivative by a mesh-size dependent difference
quotient, a pragmatic approach that has proven itself in similar situations,
e.g., for Hencky elasto-plasticity in Rannacher and Suttmeier.48

Fig. 8. Finite element mesh and scheme of error propagation.
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For the primal problem the directional (Gâteaux) derivative of the
complete FSI problem does not need to be exact, it only needs to be “good
enough” for Newton iteration to ensure convergence, leading to a reduction
of the residuals of the nonlinear system. Thus, for the primal problem the
nonlinear system is used to measure the “quality” of the approximation. For
the dual problem though things may initially seem less clear, since the dual
problem is simply a linear problem directly based on the Gâteaux derivative.
Of course, an immediate “measure of quality” of the discrete dual solution
is the residual of the linear system. But there is no immediate measure
for the quality of the discrete dual solution in relation to the continuous
dual solution. This uncertainty stems from the highly nonlinear influence
of the displacement u in the Gâteaux derivative. For the ALE framework
this is seen in the transformed fluid equations. For the Eulerian framework
this is seen in additional boundary Dirac integrals, which stem from the
shape derivatives. This seemingly lack of clarity though is not typical to
FSI problems. It is only more obvious in such problems since everything
visible depends on the position of the interface. Generally though this
uncertainty concerning the discrete dual solution is present in all nonlinear
problems, since in such problems the Gâteaux derivatives depend on the
primal solution and can only be approximated by using the discrete primal
solutions.

In the case of FSI problems, we assume that the interface obtained on the
current mesh is already in good agreement with the correct one, �hi ≈ �i,
and set up the dual problem formally with �hi as a fixed interface. This
approach has proven very successful in similar situations, e.g., for Hencky
elasto-plasticity in Rannacher and Suttmeier.48 In all test computations, we
did not encounter difficulties in obtaining the discrete solutions. In fact the
performance of the error estimator for a given goal functional was always
good for both the ALE and the Eulerian framework.

A common measure of the accuracy of the error estimator is the
“effectivity index” defined by

Ieff := η

|J(U − Uh)| ,

which is the overestimation factor of the error estimator. It should desirably
be close to one. A second quality measure for the error estimator is how
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effective its results are as indicators for adaptive mesh refinement. The
error indicators ηK := ρKωK are the cellwise contributions of the error
estimator

η =
∑

K∈Th

ηK.

Again, in all our test computations the error estimator performed well for
both the ALE and the Eulerian frameworks.

7.2. Mesh adaptation algorithm

The approach we use for the adaptive refinement of the spatial mesh
is straightforward. Particularly, for the refinement criteria there exist
much more sophisticated versions, which are not used here for sake of
simplicity. Let an error tolerance TOL be given. Then, on the basis of
the (approximate) a posteriori error estimate (7.6), the mesh adaptation
proceeds as follows:

1. Compute the primal solution Uh from Eq. (7.2) on the current mesh,
starting from some initial state, e.g., that with zero deformation.

2. Compute the solution Z̃h of the approximate discrete dual problem (7.5).
3. Evaluate the cell-error indicators ηK := ρK(Uh) ωK(Z̃h).
4. If η < TOL then accept Uh and evaluate J(Uh), otherwise proceed to

the next step.
5. Determine the 30% cells with largest and the 10% cells with smallest

values of ηK. The cells of the first group are refined and those of
the second group coarsened. Then, continue with Step 1. (Coarsening
usually means canceling of an earlier refinement. Further refinement
may be necessary to prevent the occurrence of too many hanging nodes.
In two dimensions this strategy leads to about a doubling of the number
of cells in each refinement cycle. By a similar strategy it can be achieved
that the number of cells stays about constant during the adaptation
process within a time stepping procedure.

Remark 3. The error representation (7.4) has been derived assuming the
error functional J(·) as linear. In many applications nonlinear, most often



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch01

48 Th. Dunne, R. Rannacher and Th. Richter

quadratic, error functionals occur. An example is the spatial L2-norm error

J(Uh) := ‖(U − Uh)(T)‖,
at the end time T . For nonlinear (differentiable) error functionals the DWR
approach can be extended to yield an error representation of the form (7.4);
see Becker and Rannacher,8 Bangerth and Rannacher.2

Remark 4. The DWR method can also be applied to optimization problems
of the form

min
q∈Q

J(u, q) ! a(u, q)(ψ) = f(ψ) ∀ψ ∈ V0,

for instance in the context of an FSI setting. To this end we introduce the
Lagrangian functional L(u, q, λ) := J(u, q) + f(λ) − a(u, q)(λ), with the
adjoint variable λ ∈ V . Its stationary points {u, q, λ} are possible solutions
of the optimization problem. These are determined by the nonlinear
variational equation (so-called KKT system)

L′(u, q, λ)(ϕ, χ, ψ) = 0 ∀{ϕ, χ, ψ} ∈ V0 × Q × V0,

which has saddle-point character. For the solutions {uh, qh, λh} of the
corresponding finite element Galerkin approximation, there are residual-
based error estimates available similar to (7.6); see Becker and Rannacher,8

Bangerth and Rannacher.2

7.3. A stationary special case

We will develop the explicit form of the error representation (7.4) and
the approximate dual problem (7.5) for the stationary FSI model with
an “incompressible neo-Hookean” (INH) solid. We assume the system as
being driven only by Dirichlet boundary conditions, i.e., volume and surface
forces are zero, f3 ≡ 0 and g3 ≡ 0. Let {v, p, w, u} ∈ {vD + V 0} × L ×
V 0 × V 0 be a steady state solution of the corresponding FSI model (5.12)
determined by the system (5.14). In order to simplify the formulation of
the corresponding dual problem, we omit higher order terms, e.g., in the
Cauchy stress tensor for the structure. Since there is no movement in the
structure domain, the mass conservation condition divvs = 0 is not practical
for the sensitivity analysis. For this reason the conservation condition in the
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structure domain will be det(I − ∇u) = 1, from which we again omit the
higher order terms by approximating det(I − ∇u) − 1 ≈ divu = 0. Then,
the variational formulation of the stationary FSI problem further reduces to

A(U )(�) = F(�) ∀� ∈ W0, (7.7)

with the (time-independent) semilinear form

A(U )(�) := (ρv · ∇v, ψv) + (σ(U ), ε(�)) + (χf divv + χsdivu, ψp)

+ (χf u + χsv, ψ
u),

and the linear functional F(�) := (χf uf , ψu). Here, the stress–strain
relation is given by

σ(U ) =
{−pI + 2ρf νf ε(v), in �f ,

−pI + 2µsε(u), in �s.

where the (small-strain) approximation FFT − I ≈ 2ε(ψu) has been used.
Suppose now that the discretization error is to be controlled with respect

to some linear functional on W of the form J(�) = jv(ϕv) + jp(ϕp) +
ju(ϕu). In order to correctly set up the corresponding dual problem, we
would have to differentiate the semi-linear form A(U )(�) with respect
to all components of U. However, this is not directly possible since the
unknown position of the interface �i depends on the displacement function
u in a non-differentiable way. Because of this difficulty, we will adopt a
more heuristic approach which is rather common in solving problems with
free (only implicitly determined) boundaries. We assume that the interface
obtained on the current mesh is already in good agreement with the correct
one, �ih ≈ �i, and set up the dual problem formally with �ih as a fixed
interface.

Adopting these simplifications and dropping all stabilization terms
leads us to the following approximate dual problem, in which we seek
Z = {zv, zp, zu} ∈ W0, such that

Ã′(Uh)(�, Z) = J(�) ∀� = {ϕv, ϕp, ϕu} ∈ W0, (7.8)
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with the bilinear form

Ã′(Uh)(�, Z) = (ρvh · ∇ϕv, zv) + (ρϕv · ∇vh, z
v) + (σ′(Uh)ε(�), ε(Z))

+ (χf divϕv + χsdivϕu, zp) + (χf ϕu + χsϕ
v, zu),

where

σ′(Uh)ε(U ) :=
{−pI + 2ρf νf ε(v), in �f,h,

−pI + 2µsε(u), in �s,h.

Let Z be a solution of Eq. (7.8) and Zh its finite element approximation.
To evaluate the approximate error estimate

J(U − Uh) ≈ F(Z − Zh) − A(Uh)(Z − Zh),

we introduce two modified submeshes

Ths := {K ∩ �s,h, K ∈ Th}, Thf := {K ∩ �f,h, K ∈ Th},
and their union T̃h := Ths ∪ Thf . The mesh T̃h differs only from Th in so
far that the cells that contain the fluid-structure interface are subdivided into
fluid domain part and structure domain part. Now, by cellwise integration
by parts and rearranging boundary terms, we obtain

J(U − Uh)

=
∑

K∈T̃h

{(
divσ(Uh) − ρvh · ∇vh, z

v − zv
h

)
K

−
(

1

2
[σ(Uh) · n], zv − zv

h

)
∂K

− (
χf divvh + χsdivuh, z

p − z
p

h

)
K

− (
χf (uh − uf ) + χsvh, z

u − zu
h

)
K

}
,

where [·] denotes the jump across intercell boundaries �. If � is part of
the boundary ∂� the “jump” is assigned the value [σ · n] = 2σ · n. We
note that in this error representation the “cell residuals” {divσ(Uh) − ρvh ·
∇vh}|K, {χf divvh+χsdivuh}|K, and {χf (uh−uf )+χsvh}|K represent the
degree of consistency of the approximate solution Uh, while the “edge term”
1
2 [σ(Uh) · n] measures its “discrete” smoothness. These residual terms are
multiplied by the weights (sensitivity factors) zv −zv

h, zp −z
p

h , and zu −zu
h,
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respectively. From this error representation, we can deduce the following
approximate error estimate

|J(E)| ≈
∑

K∈T̃h

ηK, ηK :=
4∑

i=1

ρ
(i)
K ω

(i)
K , (7.9)

with the residual terms and weights

ρ
(1)
K := ‖divσ(Uh) − ρvh · ∇vh‖K, ω

(1)
K := ‖Z − Zh‖K,

ρ
(2)
K := 1

2
h

−1/2
K ‖[σ(Uh) · n]‖∂K, ω

(2)
K := h

1/2
K ‖zv − zv

h‖∂K,

ρ
(3)
K := ‖χf divvh + χsdivuh‖K, ω

(3)
K := ‖zp − z

p

h‖K,

ρ
(4)
K := ‖χf (uh − uf ) + χsvh‖K, ω

(4)
K := ‖zu − zu

h‖K.

The weights ω(i) are approximated, for instance by post-processing the
discrete dual solution Zh as described above. Then, the cellwise error
indicators ηK can be used for the mesh adaptation process.

7.4. Numerical integration along the interface

In the Eulerian framework, regardless of the refinement technique used, the
interface line will be intersecting cells. In these interface cells equations
change, e.g., the constitutive equations of the stress tensor. In the structure-
structure interaction examples below only the material parameter of the
structure changes. In the fluid-structure examples the constitutive equation
of the stress tensor changes entirely. The primal approach for coping with
the error at the interface is to increase the refinement. This is either done by
employing zonal refinement along the whole interface or using sensitivity
analysis as a guide for local refinement.

Of course the first cause for an error at the interface cells is when the
discrete variables do not approximate the continuous values well enough.
This error can only be resolved by cell refinement. If the error at the interface
cells is in large parts only caused by quadrature errors, then refinement along
the interface solely on this basis is expensive, since this increases the number
of unknowns in the complete system. Additionally, even if the discrete
variables do approximate the continuous values well, the quadrature error
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will still occur, due to the change in the model. Consider for example in
Problem 10 the incompressibility condition for the fluid:

0 = (
χf divvh, ψ

p

h

) =
∑

K∈Th

∫
K

χf divvhψ
p

h dx. (7.10)

Generally, we will be using Gauß quadrature. This quadrature though is
only good for smooth functions. For cells that are either completely in the
fluid domain or in the structure domain the use of the Gauß quadrature is
appropriate. But for interface calls, i.e., cells which are cut by the interface,
this will lead to the cell integrals being wrongly weighted. In the context
of Eq. (7.10) it will lead to the incompressibility condition either having a
strong and undesirable influence on the structure velocity or on the other
hand being influenced by the structure velocity. To reduce this error, we use
an adaptive quadrature. On cells that are not cut by the interface, we continue
using the Gauß rule. On the cells containing the interface, we use a more
appropriate summed quadrature rule, which is based on the simple midpoint
rule. This strategy has a very good effect on the quality of the approximation,
and particularly on the mass conservation. For more details, we refer to
Dunne.22, 23

An additional source of discontinuous behavior is the exact evaluation
of the characteristic functions. This stems from the way the basis functions
on the cells couple, which may lead to a sudden on- and off-switching of the
coupling between the nodes of interface cells and their neighbors, which in
turn leads to sudden discontinuous behavior of node values. To alleviate this
problem, we regularize the characteristic functions χf and χs := 1−χf like

χfh := 1

2
(1 + tanh(αχϕ(x))), χsh := 1 − χfh,

with a smoothing parameter αχ and the signed distance function ϕ(x) :=
(χf −χs)dist(x, �i). The smoothing parameter is chosen accordingly to the
local mesh size h. We only use ϕ as a parameter to the tanh function, thus it
is only necessary that it roughly approximate the distance. In the examples
presented below material deformations at the interface are regular enough to
allow the Eulerian distance function ϕ to be approximated by the reference
domain distance ϕ(x) ≈ ϕ̂(x − u) with ϕ̂(x̂) := (χ̂f − χ̂s)dist(x̂, �̂i).
This approach has similarity to the Volume-of-Fluid method (Hirt and
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Nichols32), since both use a “fraction of equation” variable similar to our
approximation of χf . For more details, we refer to Dunne.22, 23

8. Numerical Test 1: Elastic Flow Cavity

For validating the numerical method based on the Eulerian framework, we
use a simple stationary test example, the lid-driven cavity with an elastic
bottom wall, as shown in Fig. 9. For simplicity, for modeling the fluid
the linear Stokes equations are used and the material of the bottom wall
is assumed to be linear neo-Hookean and incompressible. The structure
material is taken as very soft such that a visible deformation of the fluid-
structure interface can be expected. Then, the other material parameters are
chosen such that flow and solid deformation velocity are small enough to
allow for a stationary solution of the coupled linear systems. This solution is
computed by a pseudo-time stepping method employing the implicit Euler
scheme. A steady state is reached once the kinetic energy of the structure
is below a prescribed small tolerance, here ‖vs‖2 ≤ 10−8.

The cavity has a size of 2 × 2, and its elastic part has a height of 0.5.
The material constants are ρf = ρs = 1, νf = 0.2, and µs = 2.0. At the
top boundary �d1 the regularized tangential flow profile

v0 = 0.5


4x, x ∈ [0.0, 0.25],
1, x ∈ (0.25, 1.75),

4(2 − x), x ∈ [1.75, 2.0],
is prescribed, in order to avoid problems due to pressure singularities.

Fig. 9. Configuration of the “elastic” lid-driven cavity.
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Fig. 10. Final position of interface (left) and vertical velocity (right).
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Fig. 11. Variation of ‖vs‖2 in time for different numbers N of mesh cells.

8.1. Computations on globally refined meshes

Figure 10 shows the final steady state computed on globally uniform
meshes. In Fig. 11, we monitor the development of ‖vs‖2 during the pseudo-
time stepping process depending on the number of cells of the mesh. As
expected the kinetic energy tends to zero. The multiple “bumps” occur due
to the way the elastic structure reaches its stationary state by “swinging”
back and forth a few times. At the extreme point of each swing the kinetic
energy has a local minimum. Figure 12 displays the mass error of the
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Fig. 12. Relative error of mass conservation in the steady state on globally and locally
refined meshes.

structure at the stationary state and finds that it is actually of the expected
order O(h2).

8.2. Computations on locally adapted meshes

Next, we apply the simplified stationary version of the DWR method as
described in Sec. 7 for local mesh adaptation in the present test problem.
For the “goal-oriented” a posteriori error estimation, we take the value
of the pressure at the point A = (0.5, 1.0)T which is located in the flow
region. To avoid sharp singularities in the corresponding dual solution, the
associated functional is regularized to

J(u, p) = |KA|−1
∫

KA

p dx ≈ p(A),

where KA ∈ Th is a cell containing the point A. As a reference value of
p(A), we use the result obtained on a very fine uniform mesh.

Figure 13 shows a sequence of adapted meshes.As expected two effects
can be seen. There is local refinement around the point of interest and
since the position of the fluid-structure interface is a decisive factor for the
pressure field, local refinement also occurs along the interface.
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Fig. 13. Locally adapted meshes with N = 335, 1031, 3309, 5123 cells.

In Figs. 14 and 15 the resulting pressure error and the relative error in
mass conservation is displayed as a function of the number of mesh cells.

It may seem surprising that in Fig. 15 there is no reduction of the mass
error in the last iteration. This is due to the approach we are using here.After
each step of mesh adaption a new primal solution is calculated, starting with
the initial state of no deformation. The sensitivity analysis though does not
take the initial state into account. Mesh adaption takes place around the
final state of the interface, it does not reflect its initial state. An easy way of
alleviating the mass error problem is to explicitly move a certain amount
of local refinements with the interface from one time step to the next.
Doing that though in this example would have made it unclear if the local
refinement at the final interface position was due to the sensitivity analysis
or the explicit movement of interface-bound refinement.

9. Numerical Test 2: FSI Benchmark FLUSTRUK-A

The second example is the FSI benchmark FLUSTRUK-A described in
Ref. 34. A thin elastic bar immersed in an incompressible fluid develops
self-induced time-periodic oscillations of different amplitude depending
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Fig. 14. Reduction of the pressure value error.
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Fig. 15. Relative error of mass conservation.
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Fig. 16. Configuration of the FSI benchmark “FLUSTRUK-A”.

on the material properties assumed. This benchmark has been defined
to validate and compare the different computational approaches and
software implementations for solving FSI problems. In order to have a fair
comparison of our Eulerian-based method with the traditional Eulerian–
Lagrangian approach, we have also implemented an ALE method for this
benchmark problem. The configuration of this benchmark shown in Fig. 16
is based on the well-known CFD benchmark “Flow Around a Cylinder”,
see Turek and Schäfer.55

Configuration: The computational domain has length L = 2.5, height H =
0.41, and left bottom corner at (0, 0). The center of the circle is positioned
at C = (0.2, 0.2) with radius r = 0.05. The elastic bar has length l = 0.35
and height h = 0.02. Its right lower end is positioned at (0.6, 0.19) and its
left end is clamped to the circle. Control points are A(t) fixed at the trailing
edge of the structure with A(0) = (0.6, 0.20), and B = (0.15, 0.2) fixed at
the cylinder (stagnation point).

Boundary and initial conditions: The boundary conditions are as follows:
Along the upper and lower boundary the usual “no-slip” condition is used
for the velocity. At the (left) inlet a constant parabolic inflow profile,

v(0, y) = 1.5 Ū
4y(H − y)

H2 ,

is prescribed which drives the flow, and at the (right) outlet zero-stress
σ · n = 0 is realized by using the “do-nothing” approach in the variational
formulation.31, 46 This implicitly forces the pressure to have zero mean
value at the outlet. The initial condition is zero flow velocity and structure
displacement.
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Material properties: The fluid is assumed as incompressible and Newto-
nian, the cylinder as fixed and rigid, and the structure as (compressible)
St. Venant–Kirchhoff (STVK) type.

Discretization: The first set of computations is done on globally refined
meshes for validating the proposed method and its software implemen-
tation. Then, for the same configuration adaptive meshes are used where
the refinement criteria are either purely heuristic, i.e., based on the cell
distance from the interface, or are based on a simplified stationary version
of the DWR approach (at every tenth time step) as already used before
for the cavity example. In all cases a uniform time-step size of 0.005s is
used. The curved cylinder boundary is approximated to second-order by
polygonal mesh boundaries as can be seen in Fig. 17.

The following four different test cases are considered:

• Computational fluid dynamics test (CFD Test): The structure is made
very stiff, to the effect that we can compare the computed drag and
lift coefficients with those obtained for a pure CFD test (with rigid
structure).

• Computational structure mechanics test (CSM Test): The fluid is set to
be initially in rest around the bar. The deformation of the bar under a
vertical gravitational force is compared to the deformation of the same
bar in a pure CSM test.

• FSI tests: Three configurations are treated corresponding to different
inflow velocities and material stiffness parameters, and the Eulerian
approach is compared to the standard ALE method.

• FSI with large deflections: The fluid is set to be initially in rest around
the bar. The gravitational force on the bar is very large, causing a large

Fig. 17. CSM test: Stationary position of the control point A on heuristically refined
meshes with N = 1952 and N = 7604 cells.
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deformation of the bar and eventually it reaching and running up against
the channel wall. This case is difficult for theALE method but can easily
be handled by the Eulerian approach.

9.1. CFD test

Here, the structure is set to be very stiff to the effect that we can compare
derived drag and lift values with those obtained with a pure CFD approach.
The forces are calculated based on the closed path S around the whole
structure, cylinder and bar,

J(u, p) :=
∫

S

σf · n do. (9.1)

The CFD test has been done with the parameters listed in Table 3.
For the chosen parameters there is a steady state solution. The reference

values for the drag and lift forces are calculated using a pure CFD approach
on globally refined meshes (see also Hron and Turek34). The results are
shown in Table 4. Using the Eulerian FSI approach, we calculate the same
forces again. As a method of mesh adaption, we use a heuristic approach
as described above.

9.2. CSM test

Here, the inflow velocity is set to be zero and the fluid is initially at rest.
A vertical gravitational force is applied, which causes the bar to slowly sink
in the fluid-filled volume. Due to the viscous effect of the fluid the bar will
eventually come to rest. The value of final displacement can be compared
to the results calculated with a pure CSM approach in a Lagrangian

Table 3. Parameters for the CFD test.

Parameters CFD test

ρf [103kg m−3] 1

νf [10−3m2s−1] 1

νs 0.4

ρs[106kg m−3] 1

µs[1012kg m−1s−2] 1

Ū[m s−1] 1
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Table 4. CFD test: Results of CFD computation on uniform meshes (left), and by
the Eulerian FSI approach on heuristically adapted meshes (right).

N dof drag lift N dof drag lift

1 278 3 834 145.75 10.042 1 300 9 100 122.66 12.68
4 892 14 676 133.91 10.239 2 334 16 338 126.13 11.71

19 128 57 384 136.00 10.373 8 828 61 796 132.17 11.93
75 632 226 896 136.54 10.366 9 204 64 428 131.77 10.53

300 768 902 304 136.67 10.369 36 680 256 760 134.47 10.45
∞ ∞ 136.70 10.530 ∞ ∞ 136.70 10.530

Table 5. Parameters for the CSM test.

Parameters CSM test

ρf [103kg m−3] 1
νf [10−3m2s−1] 1

νs 0.4
ρs[103kg m−3] 1

µs[106kg m−1s−2] 0.5
Ū[m s−1] 0
g[m s−2] 2

framework. The quantity of interest is the displacement of the point A at
the middle of the trailing tip. The corresponding reference values are taken
from Ref. 34. The CSM test has been done with the parameters listed in
Table 5. Using the Eulerian FSI approach, we calculate the displacements
with mesh adaption by the heuristic approach described above (see Table 6).
The final stationary positions and the heuristically adapted meshes can be
seen in Fig. 17.

Table 6. CSM test: Displacement of the control point
A for three levels of heuristic mesh adaption.

N dof ux(A) [10−3m] uy(A) [10−3m]

1 952 13 664 −5.57 −59.3
3 672 25 704 −6.53 −63.4
7 604 53 228 −6.74 −64.6
∞ ∞ −7.187 −66.10
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Fig. 18. CSM test: Stationary position of the bar computed on locally refined meshes
(DWR method) with N = 2,016 and N = 4,368 cells.

Next, we apply the DWR method as described above to the CSM test
case. In the dual problem, we use the Jacobi matrix of the model as presented
in Sec. 6. In the first example the DWR method was always applied to
the final stationary state. The results were used for mesh adaption. The
generated mesh was then used with the initially unperturbed problem to
determine a new final stationary state. In contrast to that approach, we
now apply the DWR method at periodic intervals without restarting. To
control the resulting mesh adaption at each interval, we try to keep the
number of nodes N below a certain threshold Nd . This is achieved by
reducing refinement and/or increasing coarsening at each interval. As an
example we calculate the point-value of the component sum of u(A) at
the control point A. The position xA is determined from xA − u(xA) =
A(0) = (0.6, 0.2)T . As a error control functional, we use a regularized
delta function at xA applied to (e1 + e2)

T u,

J(u) = |KA|−1
∫

KA

(e1 + e2)
T u(x) dx,

where KA is the cell in the Mesh Th containing the point A. The results are
shown in Table 7 and Fig. 18.

Table 7. CSM Test: Displacements of the control point A for
three levels of locally refined meshes (DWR method).

Nd N dof ux(A) [10−3m] uy(A) [10−3m]

2 000 2 016 14 112 −5.73 −59.8
3 000 2 614 18 298 −6.54 −63.2
4 500 4 368 30 576 −6.88 −64.6

∞ ∞ −7.187 −66.10
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Table 8. Parameter settings for the FSI test cases.

Parameter FSI-2 FSI-2∗ FSI-3 FSI-3∗

Structure model STVK SZVK STVK INH
ρf [103kg m−3] 1 1 1 1
νf [10−3m2s−1] 1 1 1 1

νs 0.4 0.4 0.4 0.5
ρs[103kg m−3] 10 20 1 1
µs[106kg m−1s−2] 0.5 0.5 2 2

Ū[m s−1] 1 0 2 2

9.3. FSI tests

Three test cases, FSI-2, FSI-3, and FSI-3∗, are treated with different inflow
velocities and material stiffness values as stated in Table 8. The parameters
are chosen such that a visible transient behavior of the bar can be seen. The
comparison values have been calculated using the ALE method on a very
fine mesh. Using the Eulerian FSI approach, we calculate the displacements
on three mesh levels, where the heuristic approach as described above is
used for mesh refinement.

We begin with the FSI-2 and FSI-3 test cases. Some snapshots of
the results of these simulations are shown in Figs. 19 and 21. The
time-dependent behavior of the displacements for the tests are shown in
Figs. 20 and 22. It can be seen that the time-periodic limit state is reached
faster by the ALE method than by the Eulerian method. This phenomenon
is observed also for the other test cases and therefore seems to be a
characteristic feature of this particular version of the Eulerian method. In
fact, we believe that it is the process of continuing the structure deformation
into the fluid domain by harmonic extension (involving a sensible control
parameter αw), which causes the higher “stiffness” of the Eulerian model.
However, this question needs further investigation.

The FSI-3∗ test case is used to illustrate some special features of the
Eulerian solution approach. Figure 23 illustrates the treatment of corners
in the structure by the IP set approach compared to the LS approach. In the
LS method the interface is identified by all points for which ϕ = 0, while
in the IP set method the interface is identified by all points which are on
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Fig. 19. FSI-2: Snapshots of results obtained by the ALE (top two) and by the Eulerian
(bottom two) approaches.
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Fig. 20. FSI-2: Vertical displacement of the control point A, obtained by the Eulerian
approach (left, N = 2,082 cells) with max. amplitude 2.226 · 10−2 and frequency 1.92s−1,
and by the ALE approach (right, N = 2,784 cells) with max. amplitude 2.68 · 10−2 and
frequency 1.953s−1.

one of the respective isoline segments belonging to the edges of the bar.
The differences are visible in the cells that contain the corners.

Since in the Eulerian approach the structure deformations are not in a
Lagrangian framework, it is not immediately clear, due to the coupling with
the fluid, how well the mass of the structure is conserved in an Eulerian
approach, especially in the course of an instationary simulation comprising
hundreds of time steps. In Fig. 24, we display the bar’s relative mass error
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Fig. 21. FSI-3 test: Some snapshots of results obtained by the ALE (top two) and the
Eulerian (bottom two) approaches.
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Fig. 22. FSI-3 test: Vertical displacement of the control point A, obtained by the Eulerian
approach (left, N = 3,876 cells) with max. amplitude 6.01 · 10−2 and frequency 5.48s−1,
and by the ALE approach (right, N = 2,082 cells) with max. amplitude 6.37 · 10−2 and
frequency 5.04s−1.

as a function of time. Except for certain initial jitters, the relative error is
less than 1%.

Finally, Fig. 25 illustrates the time dynamics of the structure and the
adapted meshes over the time interval [0, T ]. For both approaches, we obtain
a periodic oscillation with maximum amplitudes and frequency, which are
quite close to each other: 1.6e-2 versus 1.51e-2 and 6.86s−1 versus 6.70s−1.
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Fig. 23. FSI-3∗: Treatment of corners by the LS method (left) and by the IP set method
(right).
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Fig. 24. FSI-3∗: Relative mass error of the bar.

9.4. FSI test with large deformations

In the test case FSI-2* (see Table 8) the fluid is initially in rest and the bar
is subjected to a vertical (gravitational) force. This causes the bar to bend
downward until it touches the bottom wall. A sequence of snapshots of the
transition to steady state obtained by the Eulerian approach for this problem
is shown in Fig. 26 for zonal mesh refinement. The position of the trailing
tip A is show in Fig. 27.
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Fig. 25. FSI-3∗: Vertical displacement of the control point A, obtained by the Eulerian
approach (left) with max. amplitude 1.6 · 10−2 and frequency 6.86s−1, and by the ALE
approach (right) with max. amplitude 1.51 · 10−2 and frequency 6.70s−1.

Fig. 26. FSI-2∗:A sequence of snap-shots of the bar’s large deformation under gravitational
loading obtained by the Eulerian approach.
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Fig. 27. FSI-2∗: Position of the control point A during the deformation of the bar:
x-coordinate (left) and y-coordinate (right).

Fig. 28. A sequence of snap-shots of the bar’s large deformation under gravitational loading
obtained by the Eulerian approach using zonal refinement with N ∼ 3,000 and N ∼ 12,000
cells (left and midlde), and local mesh refinement by the DWR method (right) with only
N ∼ 1,900 cells.

Finally, we compare the efficiency of zonal refinement versus local
refinement by the DWR method for this test case. Figure 28 shows
corresponding sequences of snapshots, while the position of the trailing tip
A is displayed in Fig. 29. We see that by sensitivity-driven local refinement
within the DWR method on only 1,900 cells, almost the same accuracy can
be achieved as by zonal refinement on 12,300 cells. The gain in CPU time
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Fig. 29. Time varying position of the point xA(t) over the full time interval [0, 1.1] (left)
and over a zoomed interval [0.6, 1.1] (right).

needed is almost 85% (about 30 h for the zonal versus about 4 h for the
local refinement).

10. Summary and Future Development

In this paper we presented a fully Eulerian (Eulerian) variational formula-
tion for “fluid-structure interaction” (FSI) problems. This approach uses the
“initial position” set (IP set) method for interface capturing, which is similar
to the “level set” (LS) method, but preserves sharp corners of the structure.
The harmonic continuation of the structure velocity avoids the need of
reinitialization of the IP set. This approach allows us to treat FSI problems
with free bodies and large deformations. This is the main advantage of
this method compared to interface tracking methods such as the arbitrary
Lagrangian–Eulerian (ALE) method. At several examples the Eulerian
approach turns out to yield results which are in good agreement with those
obtained by the ALE approach. In order to have a “fair” comparison both
methods have been implemented using the same numerical components
and software library GASCOIGNE.26 The method based on the Eulerian
approach is inherently more expensive than the ALE method, by about a
factor of two, but it allows to treat also large deformations and some kinds
of topology changes.

As already mentioned above, theoretical results on existence of solution
for fluid-structure interaction problems are rather sparse in the literature and
can be found only for certain reduced systems and under very restrictive
assumptions on the smallness of the data. The following list though is by
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far not comprehensive. Many results are available based on interaction of
fluid with fixed rigid structures. In Desjardins and Esteban18, 19 the authors
show that solutions exist for a finite number of rigid non-colliding structures
embedded in the fluid. The considered fluids are incompressible as well as
compressible isentropic fluids modeled by the Navier–Stokes equations.
Previous work in this direction can be found in Desjardins.17 Using an
approach similar to that in Desjardins and Esteban18, 19 the authors of
Desjardins, Esteban, Grandmont and LeTallec20 prove the existence of
weak solutions for an instationary fluid-elastic structure interaction model.
This is achieved by “Leray’s method”, i.e., by finding weak solutions that
satisfy bounds for the energy of the complete system. The authors model
the elastic structure as a compressible linearized neo-Hookean material
with a finite number of elastic modes. In LeTallec and Mani42 the authors
investigate an instationary linearized fluid-structure interaction problem
for a viscous fluid and a thin elastic shell with small displacements.
The authors simplify the problem by neglecting changes to the geometry.
Based on these premises by using energy estimates they show that the
problem is well posed, that a weak solution exists and that the discrete
approximation, based on their discretization, converges to the continuous
solution.

The monolithic variational formulation of the FSI problem provides the
basis for the application of the “dual weighted residual” (DWR) method
for “goal-oriented” a posteriori error estimation and mesh adaptation.
In this method inherent sensitivities of the FSI problem are utilized by
solving linear “dual” problems, similar as in the Euler–Lagrange approach
to solving optimal control problems. The feasibility of the DWR method
for FSI problems has, in a first step, been demonstrated for the computation
of steady state solutions.

One conceptional disadvantage of the Eulerian approach to treating FSI
problems is the need for a time-independent outer domain �, in which the
FSI process takes place. This seems to prevent the use of this approach for
simulating flow through blood vessels since here the time-varying vessel
wall forms the “outer domain”. This difficulty can be cured by embedding
the whole vessel into an outer softer medium, as seems realistic from the
biological point of view. The physical properties of this outer medium have
to be provided by biomedical experience. The realization of this concept is
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the subject of ongoing research. The following topics have to be worked on
in the future:

• The DWR method has to be applied also for nonstationary FSI problems,
particularly for the simultaneous adaptation of spatial mesh and time
step size.

• Another goal is the development of the Eulerian approach for three-
dimensional FSI problems and to explore its potential for FSI problems
with large deformations and topology changes, such as occurring in
heart-valve simulations

• Application to optimal control problems with FSI

min
q∈Q

J(u, q) ! a(u, q)(ψ) = f(ψ) ∀ψ ∈ V0.

In the context of the “all-at-once” approach (KKT System) goal-
oriented error estimation is “relatively cheap”.
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We discuss fluid structure interaction for exterior flows, for Reynolds numbers
ranging from about one to several thousand. New applications demand a better
quantitative understanding of the details of such flows, and this has stimulated a
revival of interest in this topic. Astonishingly, in spite of the apparent simplicity of
low Reynolds number flows, their precise prediction turns out to be numerically
demanding even with today’s computers. On the basis of simple examples we
review the progress that has been made over the recent years in the analysis of
such problems through a combined use of techniques from asymptotic analysis,
symbolic computation, and computational fluid dynamics, and discuss open
problems which one should be able to solve with the techniques presented here.

1. Introduction

We discuss fluid structure interaction at low Reynolds numbers. Fluids
filling up all of space and flowing past spheres, plates, and cylinders
of various cross sections are much studied examples of such situations.
Examples of more complicated arrangements are the motion of bubbles

77
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rising in a liquid close to a wall and the sedimentation of particles that
undergo collisions. In all these cases it turns out to be of great practical
importance to be able to determine the forces that the fluid exerts on the
structure with good precision. The vertical speed of bubbles rising near a
wall depends for example on the drag, and the exact distance from the wall at
which the bubbles rise requires one to find the position relative to the wall
where the transverse force is zero. This is an example of a computation
that turns out to be very delicate, since at low Reynolds numbers the
transverse forces typically are orders of magnitude smaller than the forces
along the flow. Such questions can therefore only be answered with the
help of high precision computations, which, if done by brute force, are
excessively costly even with today’s computers. Luckily there are better
ways: in what follows we review the progress that has been made over recent
years in the analysis of such problems through a combination of techniques
from asymptotic analysis, symbolic computation, and computational fluid
dynamics.We focus this review on the theoretical framework of the analysis.
The goal is to present the general ideas of the theory in a self-contained
way since it is the basis also for ongoing research. The different sections
are written at various levels of mathematical rigor. Section 2 contains a
pedagogical introduction to the analysis of the large time asymptotics of
solutions of parabolic and elliptic partial differential equations as it has
been developed over the last ten years. The analysis is based on simple
examples but contains detailed proofs and serves as a basis for the other
sections. In particular it provides easy access to the results in Sec. 3. The
section also contains an introduction to the function spaces that have been
used successfully for the study of many more difficult problems, including
the stationary Navier–Stokes equations. In Sec. 3 we explain how to apply
the techniques of Sec. 2 in order to obtain precise analytic results for the
downstream asymptotics of stationary and time periodic solutions of the
Navier–Stokes equations. We give a detailed review of existing results and
state conjectures which we expect to be proved using the same techniques.
Section 4 describes on a much more heuristic level the connection between
the results of Sec. 3, i.e., the downstream asymptotic behavior of a solution
for a given problem, and the asymptotic behavior in other directions. The
section also contains a proof of the connection between certain invariant
quantities at large distance and the forces that act on the structures. In
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Sec. 5 we formulate artificial boundary conditions for flows in two and three
dimensions. These artificial boundary conditions are based on the results
in Secs. 3 and 4. This section is essentially self-contained and a reader who
is mainly interested in implementing the boundary conditions can directly
start reading there. In Sec. 6 we discuss the numerical scheme that has been
used for solving the Navier–Stokes equations with the artificial boundary
conditions in some explicit cases. Section 7 contains a review of some
numerical results. Section 8, finally, contains an extensive bibliography of
related work on low Reynolds number flows. Throughout the article we
also discuss open problems. Whenever possible we have formulated these
problems in terms of concrete conjectures which one should be able to
prove with the techniques of Secs. 2 and 3. We hope that these conjectures
will stimulate further research in this direction and will serve as a starting
point for important further development.

1.1. Applications

In many practical applications Reynolds numbers are extremely large and
the corresponding flows turbulent, and this is the reason why such flows
are most intensively studied. In contrast to these cases we will concentrate
here on the regime of flows that are either stationary or time periodic.
Surprisingly, in spite of this apparent simplicity when compared with
turbulent flows, there is little reliable quantitative information available
for such cases. This is not without reason since, as indicated above, the
precise prediction of the forces turns out to be computationally demanding.
Indeed, linearized theories (Stokes, Oseen) provide a good quantitative
description (forces determined within an error of one percent, say) only
for Reynolds numbers less than one (see Batchelor (1967)), whereas
approximation schemes based on some version of boundary layer theory
work well only for Reynolds numbers in excess of some fifty thousand
(see Carmichael (1981)). For the intermediate regime where neither the
viscous nor the inertial forces dominate, the full Navier–Stokes equations
need to be solved. However, when truncating an infinite exterior domain
for numerical purposes to a finite sub-domain one is confronted with the
problem of finding appropriate boundary conditions on the outer boundary
of this sub-domain in order to mimic the boundary conditions at infinity.
See for example Heywood et al. (1992), Sergej et al. (2001) and Nazarov and
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Specovius-Neugebauer (2003). It turns out that for the Reynolds numbers
under consideration any such naïve choice modifies the hydrodynamic
forces significantly unless excessively large computational domains are
used (several hundred times the size of the structures). Based on the
asymptotic work reviewed in subsequent chapters we present in Sec. 5
boundary conditions that are simple to implement and allow a significant
reduction of the size of the computational domain. Namely, we provide
explicit expressions of vector fields that describe the solutions at large
distances. These expressions depend on the forces of interest, and these
forces can therefore be determined in a self-consistent way as part of
the solution process. When compared with other schemes the size of the
computational domains that is needed to determine the forces with a given
precision are drastically reduced. This leads in turn to an overall gain
in computational efficiency of typically several orders of magnitude. We
finally note that the topic which is of particular interest here is the study
of wakes since, as we will see, the asymptotic behavior of low Reynolds
number flows is entirely encoded in the wakes. See also Jaxquim et al.
(2003) and Afanasyev and Yakov (2005). In the remainder of this section
we provide a bibliographic survey for two main areas of applications:
the problem of “flight at low Reynolds numbers” and various problems
related to the micro-physics relevant for “climate modeling”. The first case
includes besides the study of flight as such, the problem of swimming at
low Reynolds numbers and questions related to flow control. The second
case regroups the bibliography for questions related to the free fall of small
particles like ice crystals in clouds and the sedimentation of particles in the
oceans that may in addition undergo collisions.

1.2. Flight at low Reynolds numbers

The wish to construct aircraft that can fly at low Reynolds numbers is not
new. Important publications which are concerned with the design of low
speed airfoils and which are still of relevance today are due to Werle (1974),
Eppler and Somers (1979), Eppler and Somers (1981), Lissaman (1983),
Eppler and Somers (1985) and Ladson et al. (1996).When these papers were
written, Reynolds numbers of the order of fifty to hundred thousand were
considered small, but nowadays the interest focuses on flows with Reynolds
number in the range from as low as some hundred to several thousand. Quite
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recently a new experimental facility has been built with the specific goal
of measuring flows for this range of Reynolds numbers. See Hanf (2004).
Earlier studies are due to Mueller (1999). See also Suhariyono et al. (2006).
The goal of these experimental works and of the corresponding theoretical
studies is the engineering of so-called micro-air vehicles (MAV). There
is an extensive recent literature on the subject. See in particular Pelletier
and Mueller (2000), Abdulrahim and Cocquyt (2000), Mueller (2001), and
Mueller and DeLaurier (2003). The size of such micro-air vehicles is close
to the size of large insects and, even though the discussion of subsequent
sections mainly concerns the case of so-called fixed wing vehicles, it is a
natural question to study the so-called flapping wing technology which leads
in the regime of Reynolds numbers under consideration to time periodic
flows. Such questions are extensively studied in Mueller (2001). Interesting
information concerning these questions can also be obtained by studying
directly insect flight. See for example Dickinson et al. (1999), Wang (2000)
and Michelson and Naqvi (2003a).

A typical application of micro-air vehicles are reconnaissance missions,
but they are also a much awaited tool for field studies in climate research,
where they will allow cheap in situ measurement of various parameters of
the atmosphere at variable height. Such measurements are considered an
important input for future improvements of climate models. See the next
section for more details. Other applications of low Reynolds number flight
include the possibility to fly at very low speed at high altitudes, again either
for reconnaissance missions or for the study of the physics of high lying
clouds for climate research purposes. See for example the work by Greer
et al. (1999). At high altitudes Reynolds numbers are small because of the
low density of the atmosphere, but at the same time the Mach number is
small for the same reason. Subsonic flight at such altitudes is therefore only
possible at Reynolds numbers which are again in the range of interest of
this review. There is also an increasing interest in flight in the atmosphere
on Mars, which leads again to low Reynolds numbers, see Michelson and
Naqvi (2003b). Finally there are many questions which are related to, but go
beyond what we will be able to discuss here. To mention just a few further
examples there is a whole body of research concerning the design of airfoils
with high critical Mach number, see Kropinski (1997), questions related to
flow control, see Bewley (2001), and questions related to the swimming of
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certain marine animals like small molluscs, see for example Childress and
Dudley (2004) and Avron et al. (2004).

1.3. Climate modeling

There are several examples of low Reynolds number flows that play a role
in climate modeling and weather prediction. Of particular importance is
the need to predict the terminal velocity of ice crystals and rain drops
falling within clouds and in the high atmosphere, as well as the speed of
sedimentation of particles and the motion of small bubbles in the oceans.
For the case of ice crystals undergoing free fall in the atmosphere the
knowledge of their terminal velocity together with a knowledge of the speed
of the upwind allows to predict the size of the ice crystals that populate the
clouds. This in turn influences the albedo value of these clouds which is
an important parameter in climate modeling. See for example Weinstein
(1969), Heymsfield (1972), Baker (1997), and Heymsfield and Iaquinta
(1999). A related question is the determination of the terminal speed of
raindrops undergoing free fall, see Gunn and Kinzer (1949), Beard and
Pruppacher (1969), Foote and du Toit (1969), Sostarecz and Belmonte
(2003) and Necasova (2004). Such questions are the reason why even
the flow around a sphere as the simplest example of a falling particle is
still a subject of interest today in spite of its long history, see Le Clair
et al. (1970) and Brown and Lawler (2003). Other cases of low Reynolds
number flows that are relevant for climate modeling are the description
of bubbly flows, see Esmaeeli and Tryggvason (1999) and Esmaeeli and
Tryggvason (2000) as well as the prediction of the speed of sedimentation
of particles in the ocean, see Yuan and Li (2006). For dense populations of
ice crystals the collision between the crystals also needs to be described,
see for example Wang and Ji (2000), Lamura et al. (2001) or Ripoll et al.
(2004). Further related questions are discussed in Johnson and Wu (1979)
and Vaidya (2006).

2. Large Time Asymptotics

The goal of this section is to provide a simple and self contained introduction
to the so-called renormalization group technique which has been developed
over the past ten years as a tool to prove existence and to analyze the
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long time behavior of solutions of nonlinear parabolic and elliptic partial
differential equations.An extensive bibliography of the corresponding body
of work can be found in Sec. 2.10. The same ideas can be applied to some
extent to hyperbolic equations, but this case will not be discussed here.

Basically, in all cases, the goal will be to show that the dominant
asymptotic behavior of the solution of a given nonlinear problem is given by
the solution of an appropriate linear problem. The strength of the method
is its robustness with respect to the addition of general nonlinear terms
(universality). In some cases the appropriate linear problem will be easy to
identify, but in other cases already the identification of the correct linear
problem is in itself an important step. We will also give an introduction to
the techniques needed for this task.

As we will see, the renormalization group technique comes in several
flavors. There are two continuous versions and one discrete version. The
discrete version is the most robust one inasmuch the addition of nonlinear
terms is concerned. One of the continuous versions can be understood as a
special case of the discrete version but involving only one iterative step. It is
this version that is most useful for elliptic problems. The second continuous
version is more ambitious in its aim. It does not only provide existence and
an asymptotic analysis of the solutions but offers a geometric description
of the results through the construction of attractive invariant manifolds.
This version is very appealing because of the elegance of the mathematical
description of the results, but it is technically more involved and less robust
in its applications.

2.1. Introduction

In what follows we consider the Cauchy problem for the one dimensional
heat equation

u̇(x, t) = u′′(x, t),

u(x, t0) = u0(x), u0 ∈ L1(R, dx). (1)

where x ∈ R, t ≥ t0, and where by definition u̇(x, t) ≡ ∂tu(x, t) and
u′(x, t) ≡ ∂xu(x, t). For the moment we set t0 = 0, but later we will
usually choose t0 = 1. The main question that we want to answer is: what
can one say about the limit lim

t→∞ u(x, t) “as a function of” u0? The solution
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u of Eq. (1) is

u(x, t) = 1√
4πt

∫
R

e− (x−y)2

4t u0(y) dy. (2)

Note that for t > 0 u is smooth as a function of x, even for non-smooth
initial conditions u0 ∈ L1(R, dx). For what follows, the regularity of the
initial conditions u0 will only play a minor role, but the behavior of u0 at
infinity will be essential. From Eq. (2) we immediately get the following
two basic inequalities

‖ut‖L1 ≤ ‖u0‖L1 , (3)

‖ut‖L∞ ≤ 1√
4πt

‖u0‖L1 , (4)

where, by definition, ut(x) = u(x, t). Inequality (4) implies that ut

converges pointwise to zero at least like t−1/2, but if we integrate ut with
respect to x over the whole space we find that∫

R
ut(x) dx =

∫
R

u0(x) dx = a0, (5)

i.e., the constant a0 is an invariant of the time evolution. These two
observations motivate to introduce the scaled functions ũ,

ũ(x, t) = √
tu(

√
tx, t). (6)

For the function ũt , ũt(x) = ũ(x, t), we still have the invariant quantity a0,∫
R

ũt(x) dx = a0, (7)

but now we have instead of Eqs. (3) and (4) the inequalities

‖ũt‖L1 ≤ ‖u0‖L1, (8)

‖ũt‖L∞ ≤ 1√
4π

‖u0‖L1, (9)

i.e., ũt does not anymore converge pointwise to zero like ut did. Indeed, the
following proposition shows that the function ũt , has an interesting long
time behavior.
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Proposition 1 (universality). Let u0 ∈ L1(R, dx), let ũt and a0 be as
defined above, and let ũas be defined by

ũas(x) = a0√
4π

e− x2
4 . (10)

Then

lim
t→∞ ‖ũt − ũas‖L∞ = 0. (11)

Remark 2. The fact that ũas depends on u0 only through the quantity a0

is what we mean when we say that the limit is “universal”. The number
a0 labels the so-called “universality classes”, i.e., all initial conditions with
the same value of a0 have the same limit.

Remark 3. Since u is smooth Eq. (11) implies in particular that for all
x ∈ R, ũt(x) −→

t→∞ ũas(x), i.e., we have pointwise convergence of ũt to the

limit ũas.

Remark 4. Let, for t > 0, x ∈ R,

uas(x, t) = 1√
t
ũas

(
x√
t

)
= a0√

4πt
e− x2

4t .

Since, for any fixed t ≥ 1,

sup
x∈R

|ũt(x) − ũas(x)| = sup
x∈R

|ũt(x/
√

t) − ũas(x/
√

t)|

= √
t sup
x∈R

|(u − uas)(x, t)|,

we can write instead of Eq. (11) equivalently

lim
t→∞

√
t

(
sup
x∈R

|(u − uas)(x, t)|
)

= 0. (12)

For all of Sec. 2 we will use the more compact notation in Eq. (11). But
starting with Sec. 3, when we discuss the down stream behavior of the
Navier–Stokes equation, we will rather use the notation in Eq. (12), since the
asymptote will have a more complicated structure involving two different
scalings.
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We now give a proof of Proposition 1. The interest of this proof is that
it will carry over to the nonlinear case with very few modifications. The
main tool is the Fourier transform (see for example Stein and Weiss (1975)
or Titchmarsh (1937)). Let

û0(k) = F(u0)(k) =
∫

R
eikxu0(x) dx. (13)

By the Riemann–Lebesgue lemma û0 ∈ C∞(R), the space of continuous
functions that converge to zero at infinity. For the invariant quantity a0

we find

a0 = û0(0).

From Eq. (13) we immediately get the inequality (a special case of the
Hausdorff–Young inequality)

‖û0‖L∞ ≤ ‖u0‖L1 . (14)

We will make extensive use of this inequality in what follows. Let

û(k, t) =
∫

R
eikxu(x, t) dx. (15)

In Fourier space, Eq. (1) becomes

d

dt
û(k, t) = −k2û(k, t),

û(k, 0) = û0(k), (16)

which has the solution

û(k, t) = e−k2t û0(k). (17)

Note that all nonzero frequencies k are exponentially damped by the
evolution Eq. (17). Only a rescaled region near k = 0 survives at large
times, which is the reason for the scaling

√
t introduced above. Namely,

from Eq. (15) we find for the Fourier transform ̂̃u of the scaled function ũ

the expression

̂̃u(k, t) =
∫

R
eikxũ(x, t) dx = √

t

∫
R

eikxu(
√

tx, t) dx

=
∫

R
e
i k√

t
x
u(x, t) dx = û

(
k√
t
, t

)
. (18)
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We therefore define in Fourier space the rescaled function ˜̂u by

˜̂u(k, t) = ̂̃u(k, t) = û

(
k√
t
, t

)
. (19)

From Eq. (17) we find for ˜̂u,

˜̂u(k, t) = e−k2
û0

(
k√
t

)
, (20)

and for the Fourier transform ̂̃uas of ũas we have

̂̃uas(k) = a0e
−k2

, (21)

and we set ˜̂uas = ̂̃uas. Note that ˜̂uas ∈ L1(R, dk). Now let t ≥ 1 and let˜̂ut(k) = ˜̂u(k, t). First, since û0 is a continuous function, we find that ˜̂ut

converges pointwise to ˜̂uas(k), i.e., for all k ∈ R,

˜̂ut(k) −→
t→∞

˜̂uas(k). (22)

Second, the family of functions ˜̂ut is uniformly bounded by a function
which is in L1(R, dk). Namely, using Eq. (14) we find that

|̃ût(k)| ≤ ‖u0‖L1 e−k2
. (23)

From Eqs. (22) and (23) it follows from the Lebesgue dominated conver-
gence theorem that

lim
t→∞ ‖̃ût − ˜̂uas‖L1 = 0, (24)

and finally, using the Hausdorff–Young inequality for the inverse Fourier
transform, we see that Eq. (24) implies Eq. (11). This completes the proof
of Proposition 1.

2.2. Other function spaces: a counter example

In later subsections we will be confronted with initial conditions u0 that
are not in L1(R, dx). It is therefore instructive to investigate what can be
said about the large time behavior in such cases. So assume for a moment
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that u0 ∈ Lp(R, dx), for some 1 < p ≤ 2, and define for given x ∈ R and
t ≥ 1 the function gx,t by

gx,t(y) ≡ e− (x−y)2

4t .

Using Hölder’s inequality we find from Eq. (2) that ut satisfies the following
pointwise bound,

|ut(x)| ≤ 1√
4πt

‖gx,tu0‖L1 ≤ ‖gx,t‖Lq‖u0‖Lp

≤ 1√
4πt

(
4πt

q

)1/q

‖u0‖Lp, (25)

where 1/q+1/p = 1, i.e., q = p/(p−1). This shows that we should not in
general expect to find Eq. (11) for initial conditions that are not inL1(R, dx).
The following counter example (an adaptation of an example given in Collet
and Eckmann (1992b)), shows that it is indeed not obvious how to enlarge
the function space of initial conditions without losing Proposition 1.

Proposition 5. There is an initial condition u0, with u0 ∈ Lp(R, dx) for
all p > 1, and an increasing sequence of times Tn, Tn < Tn+1 with
limn→∞ Tn = ∞, such that

lim
n→∞(−1)nũ(0, Tn) = 1.

The proof of Proposition 5 is by explicit construction of an appropriate
initial condition u0. The function u0 is identically zero for x < 0. For
x > 0 it is a sequence of more and more spread apart positive and negative
peaks of compact support. The surface below the first peak is equal to one
and below subsequent peaks minus or plus two. The positions of the peaks
are such that at adequately constructed times the convolution in Eq. (2) is
essentially given by the sum of the areas of the first n peaks. The details of
the construction are given in Appendix 2.8.

2.3. Power counting, asymptotic expansions

We next discuss the question of what can be said about the limit when t goes
to infinity in the case when a0 = ∫

R u0(x) dx = 0 and, a related question,
what can be said about higher order corrections to the asymptotics.
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2.3.1. The case of compact support

Consider an initial condition of compact support, i.e., u0 ∈ L1(R, dx) ∩
C0(R). In this case the Fourier transform is an entire analytic function.
Namely, let I = [−L, L] be a finite interval containing the support of u0.
Then

û0(k) =
∫

I

eikxu0(x) dx =
∑
m≥0

am(ik)m, (26)

where

am = 1

m!
∫

I

xmu0(x) dx. (27)

Since we have the bound∣∣∣∣∫
I

xmu0(x) dx

∣∣∣∣ ≤ Lm‖u0‖1, (28)

we find that the sum in Eq. (26) is absolutely convergent for all k ∈ C.
Using this representation we find that˜̂u(k, t) =

∑
m≥0

t−m/2am(ik)me−k2
. (29)

In direct space we therefore have

ũ(x, t) = 1√
4π

∑
m≥0

t−m/2am(−1)m∂m
x e− x2

4 . (30)

Note that

(−1)m∂m
x e− x2

4 = e− x2
4 Hm

(x

2

)
,

with Hm the mth Hermite Polynomial. We conclude that, for initial
conditions with compact support, the term proportional to a0 (which
corresponds to the limit in Proposition 1) is nothing else than the first term
of a more general expansion of the solution in inverse powers of

√
t. In

particular, if a0 = 0 but a1 �= 0, then the dominant term in the asymptotics
will be the one with amplitude a1, and the decay of the solution will be
proportional to t−1 instead of t−1/2. For initial conditions of non-compact
support there still exists an asymptotic expansion for the solution, but the
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number of terms in this expansion is limited by the decay of the initial
condition at infinity, since in particular the numbers am in Eq. (27) need to
exist. This is the content of the next subsection.

2.3.2. Weighted Lp spaces

To illustrate somewhat further the dependence of the results as a function
of the decay of the initial condition we consider now for n = 0, 1, . . . the
weighted spaces L1(R, (1 + x2)n/2dx). Similar results can be obtained in
weighted L2 spaces. See Wayne (1997) and the appendix in Gallay and
Wayne (2002b).

Proposition 6 (asymptotic expansion). Let t �→ ut be the solution of the
heat equation with initial condition u0 ∈ L1(R, (1 + x2)n/2dx). Let, for
m = 0, . . . , n,

ũm
as(x) = am√

4π
(−1)me− x2

4 Hm

(x

2

)
,

with

am = 1

m!
∫

R
xmu0(x) dx,

and let ũt(x) = √
tut(

√
tx). Then,

lim
t→∞ tn/2

∥∥∥∥∥ũt −
n∑

m=0

t−m/2ũm
as

∥∥∥∥∥
L∞

= 0. (31)

Note that for n = 0 the Proposition 6 reduces to Proposition 1.
Since u0 ∈ L1(R, (1 + x2)n/2dx) the functions x �→ xmu(x) are in

L1(R, dx) for m = 1, . . . , n, and therefore, by the Riemann–Lebesgue
lemma, the Fourier transform û0 ofu0 isn times continuously differentiable.
For the mth derivative of û0 we have

û
(m)
0 (k) =

∫
R

eikx(ix)mu0(x) dx, (32)

and therefore

am = 1

m! lim
k→0

(−i)mû
(m)
0 (k).
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Let t ≥ 1. Expanding in a Taylor series we get

Rn(k, t) = tn/2

(
û0

(
k√
t

)
−

n−1∑
m=0

t−m/2am(−i)mkm

)

= tn/2
∫ k/

√
t

0
dk1

∫ k1

0
dk2 . . .

∫ kn−1

0
dkn û

(n)
0 (kn)

=
∫ k

0
dk1

∫ k1

0
dk2 . . .

∫ kn−1

0
dkn û

(n)
0

(
kn√

t

)
, (33)

from which we get that pointwise for k ∈ R

lim
t→∞ Rn(k, t)e

−k2 = kn

n! û
(n)
0 (0)e−k2 = an(−ik)ne−k2

. (34)

Furthermore, since by Eq. (32)∣∣∣∣û(n)
0

(
k√
t

)∣∣∣∣ ≤ ∫
R

|x|n|u0(x)| dx = const. < ∞,

we get from Eq. (33) that

|Rn(k, t)e
−k2 | ≤ const.|k|ne−k2

, (35)

i.e., the function k �→ Rn(k, t)e
−k2

is bounded uniformly in t ≥ 1 by
a function in L1(R, dk). From Eqs. (34) and (35) we conclude by the
Lebesgue dominated convergence theorem that

lim
t→∞ tn/2

∥∥∥∥∥û0

(
k√
t

)
−

n∑
m=0

t−m/2am(−i)mkm

∥∥∥∥∥
L1

= 0. (36)

From Eq. (36) the Proposition (31) now follows as in the proof of
Proposition 1 by using the Hausdorff–Young inequality for the inverse
Fourier transform. This completes the proof of Proposition 6.

2.3.3. Power counting

The above discussion motivates to measure the “size” of various functions in
inverse powers of

√
t. This will be important when we discuss the nonlinear

case on a formal level. In what follows we mean by power counting a formal
reference to the above results. Namely, we will summarize these results
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by saying that, asymptotically as t → ∞, u ∼ t−1/2, and similarly that
u̇ ∼ t−3/2, u′ ∼ t−1 and u′′ ∼ t−3/2.

2.3.4. Higher order terms revisited: formal and asymptotic
expansions

Another way to proceed in order to prove the existence of the leading and
subleading order terms is to set u(x, t) = 1/

√
tf(x/

√
t) + u1(x, t) (we

choose t0 = 1 here) and to plug this expression into the equation. In a first
step one sets u1 ≡ 0 and gets an ordinary differential equation for f ,

f ′′(z) + 1

2
zf ′(z) + 1

2
f(z) = 0,

which has in particular the solution f(z) = ũas(z), with ũas as defined
in Eq. (10). With this function f one gets for u1 again the heat equation
but with the initial condition u1(x, 0) = u0(x) − ũas(x). By definition of
ũas one has that

∫
R u1(x, 0) = 0. Provided the initial condition u0 decays

sufficiently rapidly, higher order terms can be computed in a similar way.
Finally, the remainder is estimated by solving the resulting equation in
the appropriate function space. This again leads to the construction of
asymptotic expansions. This procedure will be the method of choice in
the case of nonlinear problems.

2.4. Function spaces

Based on the discussions above we now introduce function spaces directly
for the Fourier transforms. These spaces have proved to be well adapted for
studying the large time behavior of parabolic and elliptic problems. Related
function spaces are used for the case of the Navier–Stokes equations. We
set t0 = 1 from now on.

Definition 7. Let α ≥ 0. Then, we define Aα to be the Banach space
of continuous, complex valued functions f̂ : R → C, for which the norm
‖f̂‖α defined by

‖f̂‖α = sup
k∈R

(1 + |k|α)|f̂ (k)| (37)

is finite.
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Remark 8. For α > 1 a function f̂ ∈ Aα is in Lq(R, dk) for all q ≥ 1,
and its inverse Fourier transform f = F−1(f̂ ) is therefore in particular in
C∞ ∩ Lp(R, dx) for 2 ≤ p ≤ ∞.

For functions f̂ of k ∈ R and t ≥ 1 we write either f̂ (k, t) or f̂ t(k).

Definition 9. Let α, β ≥ 0 and let f̂ be a continuous map from [1, ∞) to
Aα. Let ˜̂

f t(k) = f̂

(
k

t1/2 , t

)
. (38)

Then, we define Bα,β to be the Banach space of all such maps for which
the norm ‖f̂‖α,β defined by

‖f̂‖α,β = sup
t≥1

tβ‖ ˜̂f t‖α (39)

is finite.

Note that for all f̂ ∈ Bα,β we have for all k ∈ R and t ≥ 1 the bound

|f̂ (k, t)| ≤ ‖f̂‖α,β

tβ
µα(k, t), (40)

where

µα(k, t) = 1

1 + (|k|√t)α
. (41)

Similarly, we find that if a continuous function f satisfies for some constant
c the bound

|f̂ (k, t)| ≤ c

tβ
µα(k, t), (42)

uniformly in k ∈ R and t ≥ 1, then f̂ ∈ Bα,β, and ‖f̂‖α,β ≤ c.

2.5. The renormalization group

Let again t0 = 1. Let τ > 0 (typically τ � 0) and let Rτ be the map that
associates to the initial condition u0 at t = t0 = 1 the rescaled solution ũt ,
at t = eτ . Explicitly we have in Fourier space

û(k, t) = e−k2(t−1)û0(k),
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and therefore

˜̂u(k, t) = e−k2(1−1/t)û0

(
k√
t

)
,

so that

Rτ(û0)(k) = e−k2(1−e−τ)û0(ke
−τ/2).

Note that it follows from the above that Rτ is well defined as a map from
Aα to Aα, for all α ≥ 0. Now let û1 = Rτ1(û0) and û2 = Rτ2(û1). For the
composition Rτ2Rτ1 of the two maps we have

(Rτ2Rτ1)(û0)(k) = Rτ2(û1)(k)

= e−k2(1−e−τ2 )û1(ke
−τ2/2)

= e−k2(1−e−τ2 )
(
e−k2

1(1−e−τ1 )û0(k1e
−τ1/2)

)|k1=ke−τ2/2

= e−k2(1−e−τ2 )e−k2(1−e−τ1 )e−τ2
û0(ke

−τ2/2e−τ1/2)

= e−k2(1−e−(τ1+τ2))û0(ke
−(τ1+τ2))

= Rτ1+τ2(û0)(k).

This means that Rτ has a semi-group structure. This is the so-called
Renormalization group which has been enormously successful as a frame
of mind, as a way of structuring and organizing the proofs. Note that by
construction Rτ(uas) = uas, i.e., the asymptotic behavior discussed above
is recovered here in terms of a fixed point of Rτ . This is the so-called trivial
(Gaussian) fixed point. The rescaled solution ũ is a (forward) orbit of the
Renormalization group, and the above results can be interpreted as saying
that the fixed-point uas is attractive.

In the so-called discrete version of the Renormalization group one first
constructs a metric space (typically a ball in a Banach space) which, for
some large but finite τ, is contracted into itself by Rτ , which implies the
existence of a solution for some large but finite time. Once the existence
of the solution is known, enough additional information on this solution is
then obtained so that the procedure can be iterated using the semi-group
properties, i.e., one analyzes Rnτ = Rn

τ (n-fold composition) as n ∈ N

goes to infinity. This is the original technique introduced (for the nonlinear
case) by Bricmont and Kupiainen (1994a), Bricmont et al. (1994), Bricmont
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and Kupiainen (1994b) and Bricmont and Kupiainen (1995), based in part
on earlier work by Collet and Eckmann (1992b), Collet and Eckmann
(1992a), Collet et al. (1992), Eckmann and Gallay (1993) and Eckmann
and Wayne (1994). See also Pao (1993) and Bona et al. (1994). For higher
order asymptotics see for example Bona et al. (1995).

In the simple continuous version of the RG one proves for a (small) set
of initial conditions existence and bounds on Rτ that are uniform in τ ≥ 0.
The (attractive) fixed-points of Rτ can then be obtained simply by taking
the limit τ → ∞. This is the procedure that we follow below. It has been
introduced in Gallay (1994), based on Gallay (1993) and is closest to the
standard functional analytic techniques.

The second continuous version of the RG is constructed differently.
Instead of studying Rτ , one sets u(x, t) = v(

√
tx, log(t)) and then analyzes

the semigroup obtained by solving the evolution equation for v rather than
the one obtained by solving the equation for u. This leads to a connection
with the idea of invariant manifolds and the theory of finite dimensional
dynamical systems. See Wayne (1997) for an introduction and Gallay and
Wayne (2002b) for an important application.

2.6. Technical lemmas

This section contains the main technical lemmas used in subsequent
sections. The propositions are specific to the heat equation but the methods
of proof and the basic ideas are independent of the particular case under
consideration. It is therefore instructive to give the details of these proofs
for this simple case. But, in order to proceed with the general discussion,
we have relegated these details to Appendix 2.9 at the end of this section.
Here, we only state the results.

The first proposition shows that the function spacesBαβ are well adapted
for the description of the time evolution generated by the heat equation.

Lemma 10. Let α, β, γ ≥ 0 with α + 2β ≥ γ. Then

e−k2(t−1)

(
t − 1

t

)β

|k|γµα(k, 1) ≤ const.

tmin{β,γ/2} µα+2β−γ(k, t),

uniformly in t ≥ 1, k ∈ R, and with µα as defined in Eq. (41).
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The second proposition shows that the scaling built into the function
spaces Bαβ naturally permits to extract the optimal time decay of nonlinear
terms. Note that local nonlinear terms in direct space (products of u, u′,
and u′′, say) become convolution products in Fourier space.

Lemma 11. Let α, α′ > 1. Then we have∫
R

µα(k − k′, t)µα′(k′, t)dk′ ≤ const.√
t

µmin{α,α′}(k, t), (43)

uniformly in t ≥ 1 and k ∈ R.

The third proposition exhibits properties of the semigroup generated
by the heat equation. In particular we have a maximal regularity result
in Bαβ (see Eq. (47)), which again shows that the spaces Bαβ provide a
natural functional setting. See for example the book by Lunardi (2003) for
a discussion of optimal regularity in parabolic problems.

Lemma 12. Let β > 1. For α ≥ 0, we have the bound,∫ t

1
e−k2(t−s) 1

sβ
µα(k, s) ds ≤ const. µα(k, t), (44)∫ t

1

(
e−k2(t−s) − e−k2(t−1)

) 1

sβ
µα(k, s) ds ≤ const.

tβ−1 µα(k, t), (45)

for α ≥ 1 we have the bound,∫ t

1
e−k2(t−s) 1

sβ
µα−1(k, s) ds ≤ const. µα(k, t), (46)

and for α ≥ 2 we have the bound (maximal regularity),∫ t

1
e−k2(t−s) 1

sβ
µα−2(k, s) ds ≤ const. µα(k, t), (47)

uniformly in t ≥ 1 and k ∈ R.

2.7. Nonlinear problems

We now discuss the simplest non-linear cases. Consider the equation

u̇(x, t) = u′′(x, t) − u(x, t)p, p = 1, 2, 3 . . . (48)

u(x, 1) = u0(x), u0 = F−1(û0), with û0 ∈ Aα, α > 1.
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Here F−1 denotes the inverse Fourier transform, i.e.,

F−1(û0)(x) = 1

2π

∫
R

e−ikxû0(k) dk.

The strength of the renormalization group method is that it makes no direct
reference to the exact form of the nonlinearity. The same technique that
we use now first for studying the nonlinearity up can then also be used to
study a general nonlinearity of the form F(u, u′, u′′), with F an arbitrary
(nonlinear) function that is jointly analytic in its arguments near the origin.

On a formal level, if we assume that the linear heat equation is the
relevant problem for the description of the large time asymptotics of the
solution of Eq. (48), i.e., that the nonlinear term becomes negligible at large
times t, then we have the following power counting: u ∼ t−1/2, and u̇, and
u′′ ∼ t−3/2, and up ∼ (t−1/2)p = t−p/2. We therefore find that up is indeed
negligible when compared with u̇ and u′′, provided p > 3, and we get the
following formal classification:

(i) p > 3, the nonlinearity is “irrelevant” (the trivial fixed point is stable
and the linear heat equation is the relevant linear problem at large
times).

(ii) p = 3, the nonlinearity is “marginal” (the trivial fixed point is
marginally stable and, depending on the nonlinearity, the linear heat
equation is or is not the relevant linear problem).

(iii) p = 1, 2, the nonlinearity is “relevant” (the trivial fixed-point is
unstable, the linear heat equation is not the relevant linear problem).

In what follows we will mainly discuss the point (i) of this formal
classification, since this is the relevant case for the analysis of the Navier–
Stokes equation. For the readers interested in the analysis of the cases
(ii) and (iii) we refer to Bricmont et al. (1994), Bricmont et al. (1996),
Bricmont and Kupiainen (1996b) and Uecker (2006).

2.7.1. The case of irrelevant perturbations, I

For Eq. (48) we have the following analog of Proposition 1.

Proposition 13 (universality). Let p > 3 and t ≥ 1 and let t �→ ût be
the solution of Eq. (48) with initial condition û0 ∈ Aα with α > 1. Let
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u(x, t) = F−1(ût)(x), and let

ũt(x) = √
tu(

√
tx, t).

Define furthermore the function uas by

ũas,p(x) = aas,p√
4π

e− x2
4 ,

where

aas,p = û0(0) +
∫ ∞

1
û∗p

s (0) ds. (49)

Then,

lim
t→∞ ‖ũt − ũas,p‖L∞ = 0. (50)

Remark 14. In contrast to Proposition 1, where because of the existence of
an invariant quantity the amplitude of the limit could be computed directly
from the initial condition, the amplitude (49) involves the solution. There
are still universality classes of initial conditions (two initial conditions are
equivalent if they have the same limit), but in contrast to the linear case
studied above we have to solve the equation in order to know if two initial
conditions belong to the same class or not.

In order to prove Proposition 13 we proceed in two steps. First we prove
the existence of a solution, then we analyze its long time behavior. So let
p > 3 and t ≥ 1 and let û0 ∈ Aα with α > 1. We construct solutions of
the Eq. (48) by solving in Fourier space the integral equation

û(k, t) = e−k2(t−1)û0(k) +
∫ t

1
e−k2(t−s) q̂(k, s) ds, (51)

with

q̂(k, t) = û
∗p
t (k), (52)

with ∗ the convolution product with respect to the variable k. If û solves
Eqs. (51) and (52), then the inverse Fourier transform,

ut(x) = F−1(ût)(x) = 1

2π

∫
R

e−ikxût(k) dk,
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solves Eq. (48). To prove the existence of a solution to Eqs. (51) and (52)
for a given initial conditions û0 we will apply the contraction mapping
principle to the map N = ML, where L : q̂ �→(51) û, is the map that
associates to q̂ the function û using Eq. (51), and where M : û �→(52) q̂,
is the map that associates to û the function q̂ using Eq. (52). Note that for
p > 3 we have that β = (p − 1)/2 > 1.

Proposition 15. Let 0 < ε0, α > 1 and let β = (p − 1)/2. Let û0 ∈ Aα

with ‖û0‖α = ε0 and let Uα,β(ε0) = {q̂ ∈ Bα,β| ‖q̂‖α,β < ε0}. Then,

(i) L is well defined as a map from Bα,β to Bα,0.

(ii) M is well defined as a map from Bα,0 to Bα,β.

(iii) N is well defined as a map from Bα,β to Bα,β.

(iv) N (Uα,β(ε0)) ⊂ Uα,β(ε0) for ε0 small enough.

(v) For ε0 small enough, ‖N (q̂1)−N (q̂2))‖α,β ≤ 1
2‖q̂1 − q̂2‖α,β, for all

q̂1, q̂2 ∈ Uα,β(ε0).

(vi) N has a unique fixed point in Uα,β(ε0) for ε0 small enough.

Since N = ML, (iii) follows from (i) and (ii). (vi) follows from
(iv) and (v) using the contraction mapping principle. We now prove (i).
Throughout all proofs we denote by ε a constant multiple of ε0. This constant
may depend on p and α and may be different from instance to instance. We
first show that the function ûL,

ûL(k, t) = e−k2(t−1)û0(k),

is in Bα,0. Since û0 ∈ Aα we have by definition that

|û0(k)| ≤ ‖û0‖α µα(k, 1) ≤ ε0µα(k, 1),

and therefore we find using Lemma 10 that ûL(k, t) ≤ εµα(k, t). Therefore
uL ∈ Bα,0 and ‖ûL‖α,0 ≤ ε. Next let

ûN(k, t) =
∫ t

1
e−k2(t−s) q̂(k, s) ds.

Since q̂ ∈ Bα,β we have that

|q̂(k, t)| ≤ ‖q̂‖α,βt−βµα(k, t) ≤ ε0t
−βµa(k, t),

and therefore ûN ∈ Bα,0 by Eq. (44) of Lemma 12, and ‖uL‖α,0 ≤ ε.
Since û = ûL + ûN it now follows that û ∈ Bα,0 as claimed. Furthermore
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‖û‖α0 ≤ ε by the triangle inequality. We now prove (ii). Let û ∈ Bα,0.
Applying Lemma 11 to the p− 1 convolutions we get, since β = p−1

2 , that
M(û) ∈ Bα,β. Furthermore, if ‖û‖ ≤ const.ε0, then

‖M(û)‖α,β ≤ const.εp
0 .

Therefore, we find that for q̂ ∈ Uα,β(ε0),

‖N (q̂)‖α,β ≤ const.εp
0 .

Now since const.εp
0 < ε0 for ε0 small enough we find (iv). To prove (v)

we consider, for i = 1, 2, the image ûi = L(q̂i) of q̂i ∈ Uα,β(ε0). We
have already shown that ‖ûi‖α,0 ≤ ε, i = 1, 2, and using exactly the same
techniques one shows that

‖û1 − û2‖α,0 ≤ const.‖q̂1 − q̂2‖α,β.

Finally, since û
∗p
1 − û

∗p
2 = P(û1, û2) ∗ (û1 − û2) for a certain polynomial

P of degree p − 1 (all multiplications are convolution products here), we
find that

‖N (q̂1) − N (q̂2)‖α,β ≤ const.εp−1
0 ‖q̂1 − q̂2‖α,β

≤ 1

2
‖q̂1 − q̂2‖α,β,

for ε0 small enough. This completes the proof of Proposition 15.
We can now prove the Proposition 13. The proof is essentially as in the

linear case. Let

Ût(k) = e−k2(t−1)

(
û0(k) +

∫ t

1
û∗p

s (k) ds

)
,

and let ˜̂
Ut(k) = Ut

(
k

t1/2

)
.

First we note that for any fixed k ∈ R,˜̂uas,p(k) := lim
t→∞

˜̂
Ut(k) = aas,pe−k2 = ̂̃uas,p,

and that uniformly in k ∈ R, and t ≥ 2,

|˜̂Ut(k)| ≤ const.µα(k, 1).
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Therefore it follows from the Lebesgue dominated convergence theorem
that

lim
t→∞ ‖˜̂Ut − ˜̂uas,p‖L1 = 0.

Applying the Hausdorff–Young inequality to the inverse Fourier transform

we find for Ũt = F−1(
˜̂
Ut) that

lim
t→∞ ‖Ũt − ũas,p‖L∞ = 0.

Inequality (50) now follows using the triangle inequality, provided

lim
t→∞ ‖ũt − Ũt‖L∞ = 0. (53)

For the difference of Ût and ût we have that

|Ût(k) − ût(k)| ≤ ε

∫ t

1

(
e−k2(t−s) − e−k2(t−1)

)
µα(k, s)

ds

sβ
,

and therefore we find using Eq. (45) in Lemma 12 that

|Ût(k) − ût(k)| ≤ ε

tβ−1 µα(k, t),

from which it follows, since α > 1, that

‖̃ût − ˜̂Ut‖L1 ≤ ε

∫
R

1

tβ−1 µα(k, 1) dk ≤ ε

tβ−1 .

Therefore limt→∞ ‖̃ût − ˜̂
Ut‖L1 = 0, which implies Eq. (53) by the

Hausdorff–Young inequality. This completes the proof of Proposition 13.

2.7.2. The case of irrelevant perturbations, II

We now discuss the case of the nonlinearity q = uu′, which is relevant for
the Navier–Stokes equations. Namely, we consider the equation

u̇(x, t) = u′′(x, t) − u(x, t)u′(x, t). (54)

According to the preceding power counting we find that q ∼ t−1/2t−1 =
t−3/2, i.e., the nonlinearity q = uu′ is a priori, a marginal perturbation
of the heat equation. However, since uu′ = 1

2 (u2)′, and in contrast to
the preceding nonlinearity, the present nonlinearity does not destroy the
invariance property of the linear heat equation, i.e., the quantity a0 =
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u0(x) dx is preserved by the time evolution. This allows in turn to restrict
the equation to the subspace of functions for which a0 = 0. In this subspace
the power counting for the linear heat equation is u ∼ t−1, u′ ∼ t−3/2 and
u′′, u̇ ∼ t−2, and therefore q = uu′ ∼ t−5/2 which is now an irrelevant
perturbation. It is this case which is important for the analysis of the Navier–
Stokes equations.

Proposition 16 (universality). Let t �→ ût be the solution of Eq. (54) for
an initial condition û0 of the form û0(k) = ikv̂0(k), with v̂0 ∈ Aα and
α > 3. Let u(x, t) = F−1(ût)(x), and let

ũt(x) = t u(
√

tx, t).

Define furthermore the function uas by

ũas(x) = aas√
4π

x

2
e−x2/4, (55)

where

aas = v̂0(0) +
∫ ∞

0
û∗2

s (0) ds. (56)

Then,

lim
t→∞ ‖ũt − ũas‖L∞ = 0. (57)

In order to prove Proposition 16 we proceed exactly as in the proof of
Proposition 13. First we prove the existence of a solution, then we analyze
its long time behavior. We again construct a solution of the Eq. (54) by
solving in Fourier space the corresponding integral equation, which for the
present case is

ût(k) = ike−k2(t−1)v̂0(k) + ik

∫ t

1
e−k2(t−s) q̂(k, s) ds, (58)

with

q̂(k, t) = û∗2
t (k). (59)

If ût solves Eqs. (58) and (59), then the inverse Fourier transform ut(x) =
F−1(ût)(x) solves Eq. (54). To prove the existence of a solution to Eqs. (58)
and (59) for a given initial condition v̂0 we apply the contraction mapping
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principle to the map N = ML, where L : q̂ �→ û is the map that associates
to q̂ the function û using Eq. (58), and where M : û �→ q̂, is the map that
associates to û the function q̂ using Eq. (59).

Proposition 17. Let 0 < ε0, α > 2 and let β = 3/2. Let v̂0 ∈ Aα with
‖v̂0‖α = ε0 and let Uα−1,β(ε0) = {q̂ ∈ Bα−1,β| ‖q̂‖α−1,β < ε0}. Then,

(i) L is well defined as a map from Bα−1,β to Bα−1,1/2.

(ii) M is well defined as a map from Bα−1,1/2 to Bα−1,β.

(iii) N is well defined as a map from Bα−1,β to Bα−1,β.

(iv) N (Uα−1,β(ε0)) ⊂ Uα−1,β(ε0) for ε0 small enough.

(v) For ε0 small enough, ‖N (q̂1) − N (q̂2)‖α−1,β ≤ 1
2‖q̂1 − q̂2‖α−1,β,

for all q̂1, q̂2 ∈ Uα−1,β(ε0).

(vi) N has a unique fixed point in Uα−1,β(ε0) for ε0 small enough.

Since N = ML, (iii) follows from (i) and (ii). (vi) follows from (iv)

and (v) using the contraction mapping principle. We now prove (i). Let
u(k, t) = ut(k). We first show that the function ûL,

ûL(k, t) = ike−k2(t−1)v̂0(k),

is in Bα−1,1/2. Since v̂0 ∈ Aα we have by definition that

|v̂0(k)| ≤ ‖v̂0‖α µα(k, 1) ≤ ε0µα(k, 1).

Therefore, |ikv̂0(k)|≤ε0|k|µα(k, 1), and we find using Lemma 10 that
ûL(k, t)≤εµα−1(k, t)/t1/2. Therefore uL∈Bα−1,1/2 and ‖ûL‖α−1,1/2 ≤ ε.
Next let

ûN(k, t) = ik

∫ t

1
e−k2(t−s) q̂(k, s) ds.

Since q̂ ∈ Bα−1,β we have that

|q̂(k, t)| ≤ ‖q̂‖α−1,βt−βµα−2(k, t) ≤ ε0t
−βµa−2(k, t).

Therefore we find by Eq. (46) of Lemma 12, and using that

|k|µa(k, t) ≤ const.

t1/2 µa−1(k, t),

that uN ∈ Bα−1,1/2 with ‖uN‖α−1,1/2 ≤ ε. Since û = ûL + ûN it
now follows using the triangle inequality that û ∈ Bα−1,1/2 and that
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‖û‖α−1,1/2 ≤ ε. We now prove (ii). Let û ∈ Bα−1,1/2. Applying Lemma 11
we find that q̂ = M(û) ∈ Bα−1,β. Furthermore, if ‖û‖α−1,1/2 ≤ const.ε0,
then ‖M(û)‖α−1,β ≤ const.ε2

0. Therefore, ‖N (q̂)‖α,β ≤ const.ε2
0 for

q̂ ∈ Uα−1,β(ε0). Since const.ε2
0 < ε0 for ε0 small enough we find (iv).

To prove (v) we consider the image of q̂i, i = 1, 2 in Uα−1,β(ε0). Let
ûi = L(q̂i), i = 1, 2. We have already shown that ‖ûi‖α−1,1/2 ≤ ε, i = 1, 2,
and using exactly the same techniques one shows that

‖û1 − û2‖α−1,1/2 ≤ const.‖q̂1 − q̂2‖α−1,β.

Finally, since û∗2
1 − û∗2

2 = (û1 + û2) ∗ (û1 − û2), we find that

‖N (q̂1) − N (q̂2)‖α−1,β ≤ const.ε0‖q̂1 − q̂2‖α−1,β

≤ 1

2
‖q̂1 − q̂2‖α−1,β,

for ε0 small enough. This completes the proof of Proposition 17.
We can now prove Proposition 16. Let

Ût(k) = ike−k2(t−1)

(
v̂0(k) +

∫ t

1
û∗2

s (k) ds

)
,

and let

˜̂
Ut(k) = t1/2Ut

(
k

t1/2

)
.

First we note that for any fixed k ∈ R,

˜̂uas(k) := lim
t→∞

˜̂
Ut(k) = aasike

−k2 = ̂̃uas,

with ũas as given in Eq. (55), and that uniformly in k ∈ R, and t > 2,

|˜̂Ut(k)| ≤ const.µα−1(k, 1).

Therefore it follows from the Lebesgue dominated convergence theorem
that

lim
t→∞ ‖˜̂Ut − ˜̂uas‖L1 = 0.
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Applying the Hausdorff–Young inequality to the inverse Fourier transform

we find for Ũt = F−1(
˜̂
Ut) that

lim
t→∞ ‖Ũt − ũas‖L∞ = 0.

Inequality (57) now follows using the triangle inequality, provided

lim
t→∞ ‖ũt − Ũt‖L∞ = 0. (60)

For the difference of Ût and ût we have that

|Ût(k) − ût(k)| ≤ ε|k|
∫ t

1

(
e−k2(t−s) − e−k2(t−1)

)
µα−1(k, s)

ds

sβ
,

and therefore we find using Eq. (45) in Lemma 12 that

|Ût(k) − ût(k)| ≤ ε|k|
tβ−1 µα−1(k, t) ≤ ε

tβ−1/2 µα−2(k, t),

from which it follows that

‖̃ût − ˜̂Ut‖L1 ≤ ε

∫
R

1

tβ−1 µα−2(k, 1) dk ≤ ε

tβ−1 .

Therefore limt→∞ ‖̃ût − ˜̂
Ut‖L1 = 0, which implies Eq. (60) by the

Hausdorff–Young inequality. This completes the proof of Proposition 16.

2.7.3. The case of marginal perturbations

According to the power counting scheme there are two critical nonlinear
terms, namely q = u3 and q = uu′. We discuss these cases here only briefly
and refer to the article of Bricmont et al. (1994) for details.

For the case q = u3 there are so-called logarithmic corrections to
scaling, i.e., the solution still converges to the Gaussian limit, however not
like 1/

√
t but somewhat more rapidly, namely like 1/

√
t log(t). In order

to discuss this case the class of functions spaces Bαβ has therefore to be
generalized to allow for a scaling behavior different from power laws. In
addition, it is in this case not possible anymore to analyze the map L by
separating it into a part ûL and a part ûN , since the dominant terms in uN

and uL compensate each other. But, except for these points, the proof is as
above.
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The case of the nonlinearity q = uu′ is the equation that we have
discussed in the preceding subsection for initial conditions satisfying a0 =∫

R u0(x) dx = 0. The same equation but for the case where a0 �= 0 is known
as the dissipative Burgers equation. It has a one parameter family of non-
trivial solutions and also front solutions (a0 = ∞ for front solutions), and it
has many nontrivial applications. We do not discuss this case here but rather
refer the reader again to the papers Bricmont et al. (1994) and Bricmont et al.
(1996) and to Uecker (2006) for a very interesting nontrivial application.

2.7.4. The case of relevant perturbations

The case of relevant perturbations is discussed in Bricmont and Kupiainen
(1996b). In order to analyze, for example, the equation

u̇(x, t) = u′′(x, t) − u(x, t)2 (61)

one first has to identify the relevant linear problem. Indeed, there are
interesting scale invariant solutions of Eq. (61), but they converge to zero
like 1/t and not like 1/

√
t. One therefore sets u(x, t) = f(x/

√
t)/t +

u1(x, t), and plugs thisAnsatz into Eq. (61). For u1 = 0 one gets a nonlinear
ordinary differential equation for f . This equation has two solutions, one
that decays like a modified Gaussian at infinity and one decaying like 1/x2

at infinity. Both of these functions can be taken as a starting point for an
asymptotic analysis, and for appropriate initial conditions it can be shown
that u1 converges to zero faster than 1/t.

2.7.5. The case of irrelevant perturbations, III

For completeness we present here also the analysis of the non-linear heat
equation for the case where the nonlinearity q = up in Eq. (48) is replaced
by q = uu′′. Formally, q ∼ t−1/2t−3/2 = t−2, and therefore q = uu′′ is an
irrelevant perturbation of the heat equation. However, because of the second
derivative its analysis requires the refined inequality (47) of Lemma 12
(maximal regularity).

Proposition 18. Let α > 3 and let t �→ ût be the solution of Eq. (48) with
initial condition û0 ∈ Aα. Let u(x, t) = F−1(ût)(x), and

ũt(x) = √
tu(

√
tx, t).
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Define furthermore the function uas by

ũas(x) = aas√
4π

e−x2/4, (62)

where

aas = û0(0) +
∫ ∞

1
q̂(0, s) ds, (63)

with

q̂(k, t) = (ût ∗ v̂t)(k), (64)

and

v̂t(k) = k2ût(k). (65)

Then,

lim
t→∞ ‖ũt − ũas‖L∞ = 0. (66)

Again, we construct a solution by solving the equations in Fourier
space. The only difference is that we have to require that û0 ∈ Aα with
α ≥ 3, since the nonlinearity involves in direct space second derivatives.
For α ≥ 3 we can then use Eq. (47) rather than Eq. (44) of Proposition 12,
which allows us to recover the decay in k. Namely, let t ≥ 1 and let û0 ∈ Aα

with α > 3. Then, the equation to be solved is

ût(k) = e−k2(t−1)û0(k) +
∫ t

1
e−k2(t−s) q̂(k, s) ds, (67)

with q̂ as defined in Eqs. (64) and (65). To prove the existence of a solution
to Eq. (67), we proceed as in the proof of Proposition 15. For a given
initial condition û0 we apply the contraction mapping principle to the map
N = ML, where L : q̂ �→ û, is the map that associates to q̂ the function û

using Eq. (67), and where M : û �→ q̂, is the map that associates to û the
function q̂ using Eqs. (64) and (65).

Proposition 19. Let 0 < ε0, α > 3 and let β = 3/2. Let û0 ∈ Aα with
‖û0‖α = ε0 and let Uα,β(ε0) = {q̂ ∈ Bα−2,β| ‖q̂‖α,β < ε0}. Then,

(i) L is well defined as a map from Bα−2,β to Bα,0.

(ii) M is well defined as a map from Bα,0 to Bα−2,β.
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(iii) N is well defined as a map from Bα−2,β to Bα−2,β.

(iv) N (Uα−2,β(ε0)) ⊂ Uα−2,β(ε0) for ε0 small enough.

(v) For ε0 small enough, ‖N (q̂1) − N (q̂2))‖α−2,β ≤ 1
2‖q̂1 − q̂2‖α−2,β,

for all q̂1, q̂2 ∈ Uα−2,β(ε0).

(vi) N has a unique fixed point in Uα−2,β(ε0) for ε0 small enough.

The proof is again essentially identical to the proof of Proposition 15.
(iii) again follows from (i) and (ii), and (vi) follows from (iv) and (v).
We now prove (i). We have already shown that the functions ûL(k, t) =
e−k2(t−1)û0(k) are in Bα,0 and that ‖ûL‖α,0 ≤ ε. Next let

ûN(k, t) =
∫ t

1
e−k2(t−s) q̂(k, s) ds.

Since q̂ ∈ Bα−2,β we have that

|q̂(k, t)| ≤ ‖q̂‖α−2,βt−βµα−2(k, t) ≤ ε0t
−βµα−2(k, t),

and therefore ûN ∈ Bα,0 by Eq. (47) of Lemma 12, and ‖uN‖α,0 ≤ ε.
Since û = ûL + ûN it now follows that û ∈ Bα,0 as claimed. Furthermore
‖û‖α0 ≤ ε. We now prove (ii). Let û ∈ Bα,0 with ‖û‖α,0 < ε, and let
v̂(k, t) = v̂t(k) be as defined in Eq. (65). Then,

|v̂(k, t)| ≤ ε|k|2µα,0(k, t) ≤ ε

t
µα−2(k, t),

and therefore v̂ ∈ Bα−2,1 and ‖v̂‖ ≤ ε. Applying Lemma 11 to the
convolution in Eq. (64) we get that M(û) ∈ Bα−2,β for û ∈ Bα,0.
Furthermore, if ‖û‖ ≤ const.ε0, then ‖M(û)‖α−2,β ≤ const.ε2

0. Therefore
we find that, for q̂ ∈ Uα−2,β(ε0), ‖N (q̂)‖α−2,β ≤ const.ε2

0. Now since
const.ε2

0 < ε0 for ε0 small enough we find (iv). To prove (v) we consider,
for i = 1, 2, the image ûi = L(q̂i) of q̂i ∈ Uα−2,β(ε0). We have already
shown that ‖ûi‖α,0 ≤ ε, i = 1, 2, and using exactly the same techniques
one shows that

‖û1 − û2‖α,0 ≤ const.‖q̂1 − q̂2‖α−2,β,

‖v̂1 − v̂2‖α−2,1 ≤ const.‖q̂1 − q̂2‖α−2,β,
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where vi(k, t) = k2ui(k, t), i = 1, 2. Using that

q̂1 − q̂2 = u1 ∗ v1 − u2 ∗ v2

= (u1 − u2) ∗ v1 + u2 ∗ (v1 − v2),

we find that, for ε0 small enough,

‖N (q̂1) − N (q̂2)‖α−2,β ≤ const.ε0‖q̂1 − q̂2‖α−2,β

≤ 1

2
‖q̂1 − q̂2‖α−2,β.

This completes the proof of Proposition 19.

We now prove Proposition 18. Let

Ût(k) = e−k2(t−1)

(
û0(k) +

∫ t

1
q̂(k, s) ds

)
,

with q̂ as in Eq. (64) above, and let ˜̂Ut(k) = Ut

(
k/t1/2

)
. For fixed k ∈ R

we have that ˜̂uas(k) := limt→∞ ˜̂Ut(k) = a0,pe−k2 = ̂̃uas, with ũas given by

Eq. (62), and furthermore that |˜̂Ut(k)| ≤ const.µα−2(k, 1), uniformly in k ∈
R, t ≥ 2. Therefore it follows from the Lebesgue dominated convergence

theorem that limt→∞ ‖˜̂Ut − ˜̂uas‖L1 = 0. Applying the Hausdorff–Young

inequality to the inverse Fourier transform we find for Ũt = F−1(
˜̂
Ut) that

limt→∞ ‖Ũt − ũas‖L∞ = 0. It remains to be shown that

lim
t→∞ ‖ũt − Ũt‖L∞ = 0. (68)

Inequality (66) then follows using the triangle inequality. Since α > 3 we
can proceed for the difference of Ût and ût as in the proof of Proposition 13.
Namely,

|Ût(k) − ût(k)| ≤ ε

∫ t

1

(
e−k2(t−s) − e−k2(t−1)

)
µα−2(k, s)

ds

sβ

≤ ε

tβ−1 µα−2(k, t),

and therefore we get that

‖̃ût − ˜̂Ut‖L1 ≤ ε

∫
R

1

tβ−1 µα−2(k, 1) dk ≤ ε

tβ−1 .
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Therefore, limt→∞ ‖̃ût −˜̂Ut‖L1 = 0, and Eq. (68) now follows by using the
Hausdorff–Young inequality. This completes the proof of Proposition 18.

2.8. Appendix I: Construction of a counter example

In what follows we give the details of the construction of an initial condition
which satisfies Proposition 5. The example is based on Collet and Eckmann
(1992b). We set, for x > 0, u0 = √

4πf ′, where f is the function that we
now construct. Let for 0 ≤ x ≤ 1

h(x) = c2e
−1/xe−1/(1−x), (69)

with

c2 =
(∫ 1

0
e−1/xe−1/(1−x)dx

)−1

= 142.25 . . . , (70)

so that
∫ 1

0 h(x) dx = 1. The function h is infinitely differentiable on [0, 1],
and satisfies 0 ≤ h(x) ≤ h(1/2) = hmax = 2.6 . . . . Now let, for 0 ≤ x ≤ 1,

H(a, b)(x) = a + (b − a)

∫ x

0
h(y) dy. (71)

By construction the function H(a, b) interpolates between a and b on the
interval [0, 1]. For the mth derivative H(m) of H we have for all m ≥ 1,
H(m) = (b − a)h(m−1), and therefore we see from Eq. (69) that

lim
x↘0

H(m)(x) = lim
x↗1

H(m)(x) = 0. (72)

Now let n ≥ 4, Ln = n!, ln = 2n, In = (Ln + ln, Ln+1 − ln+1) and
Jn = [Ln − ln, Ln + ln]. Note that the intervals In are non overlapping.
For the first intervals we have I4 = (4! + 24, 5! − 25) = (40, 88), and
J4 = [8, 40]. Now define

f(x) =


0 for − ∞ < x ≤ 8

(−1)n for x ∈ In, n ≥ 4

H(0, 1), (x − 8)/32) for x ∈ J4

(−1)nH(−1, 1), ([x − (Ln − ln)]/(2ln)) for x ∈ Jn, n ≥ 5.

(73)



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch02

Exterior Flows at Low Reynolds Numbers 111

By construction we have

|f ′(x)| ≤


0 for − ∞ ≤ x ≤ 8

0 for x ∈ In, n ≥ 4

hmax2−n for x ∈ Jn, n ≥ 4

. (74)

Therefore, since |Jn| = 2n+1 we have that, for p > 1,

(‖u0‖Lp)p =
∫ ∞

0

∣∣∣√4πf ′(x)

∣∣∣p dx ≤
(√

4π
)p

hmax

∑
n≥4

2n+12−pn < ∞,

and therefore u0 = √
4πf ′ ∈ Lp(R, dx) for all p > 1, but by construction

u0 /∈ L1(R, dx). We now consider the value at zero of the scaled solution ũ

of the heat equation with initial condition u0 = √
4πf ′. For t > 0 we have

ũ(0, t) = √
tu(0, t) =

∫
R

e− y2

4t f ′(y) dy =
∫ ∞

0
e− y2

4t f ′(y) dy

=
[

e− y2

4t f(y)

∣∣∣∣y=∞

y=0
+
∫ ∞

0

y

2t
e− y2

4t f(y) dy

]

= 1

2

∫ ∞

0

y

t
e− y2

4t f(y) dy.

Now let Tn = LnLn+1. Then, we have

ũ(0, Tn) = 1

2

∫ Ln+ln

0

y

Tn

e
− y2

4Tn f(y) dy

+ 1

2

∫
In

y

Tn

e
− y2

4Tn f(y) dy + 1

2

∫ ∞

Ln+1−ln+1

y

Tn

e
− y2

4Tn f(y) dy,

and therefore

ũ(0, Tn) = 1

2

∫ Ln+ln

0

y

Tn

e
− y2

4Tn (f(y) − (−1)n) dy

+ (−1)n

2

∫
R

y

Tn

e
− y2

4Tn dy

+ 1

2

∫ ∞

Ln+1−ln+1

y

Tn

e
− y2

4Tn (f(y) − (−1)n) dy.
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The function xe−x2
has its maximum value at x = √

2. Therefore, since
Ln < Tn < Ln+1, we find for the first term∣∣∣∣∣12

∫ Ln+ln

0

y

Tn

e
− y2

4Tn (f(y) − (−1)n) dy

∣∣∣∣∣
≤
∣∣∣∣∣
∫ Ln+ln

0

y

Tn

dy

∣∣∣∣∣ = (Ln + ln)
2

LnLn+1
−→n→∞ 0,

and for the third term∣∣∣∣12
∫ ∞

Ln+1−ln+1

y

Tn

e
− y2

4Tn (f(y) − (−1)n) dy

∣∣∣∣
≤
∣∣∣∣∫ ∞

Ln+1−ln+1

y

2Tn

e
− y2

4Tn dy

∣∣∣∣ = e
− (Ln+1−ln+1)2

4LnLn+1 −→n→∞ 0.

Therefore, we conclude that, asymptotically as n → ∞,

ũ(0, Tn) ∼ (−1)n

2

∫ ∞

0

y

Tn

e
− y2

4Tn dy = (−1)n.

This completes the proof of Proposition 5.

2.9. Appendix II: Proof of the technical lemmas

In this section we prove the Lemmas of Sec. 2.6. In what follows constants
indicated by “const.” may depend on α, β, γ , etc., but are independent of t

and k. In addition these constants may be different from instant to instant.

2.9.1. Proof of Lemma 10

Let α, β, γ ≥ 0 with α + 2β ≥ γ , and let for k ∈ R and t ≥ 1,

f(k, t) = e−k2(t−1)

(
t − 1

t

)β

|k|γµα(k, 1),

and

g(k, t) = 1

tmin{β,γ/2} µα+2β−γ(k, t).

We have to prove that, uniformly in k ∈ R and t ≥ 1, f(k, t) ≤ const.g(k, t).
Note that f(k, t) ≥ 0. For 1 ≤ t ≤ 2 and |k| ≤ 1 we have that

f(k, t) ≤ const. ≤ const.g(k, t),
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and for 1 ≤ t ≤ 2 and |k| > 1 we have that

f(k, t) ≤ const.e−k2(t−1)((t − 1)k2)β|k|γ−2βµα(k, 1)

≤ const.µα+2β−γ(k, 1) ≤ const.g(k, t).

For t > 2 we have, for β ≤ γ/2 that

f(k, t) ≤ const.
1

tβ
e−k2(t−1)((t − 1)k2)β|k|γ−2βµα(k, 1)

≤ const.
1

tβ
e−k2(t−1)((t − 1)k2)β ≤ const.g(k, t),

and for β > γ/2

f(k, t) ≤ const.
1

tγ/2 e−k2(t−1)((t − 1)k2)γ/2µα(k, 1)

≤ const.
1

tγ/2 e−k2(t−1)((t − 1)k2)γ/2

≤ const.
1

tγ/2 µα+2β−γ(k, t) ≤ const.g(k, t).

This completes the proof of Lemma 10.

2.9.2. Proof of Lemma 11

Let α, α′ > 1 and let D(k) = {k′ ∈ R||k′ − k| < |k|/2}. For k′ ∈ D(k) we
have that

|k′| ≥ |k| − |k − k′| ≥ 1

2
|k|.

With this notation we get for the integral in Eq. (43)∫
R

µα(k − k′, t)µα′(k′, t)dk′

=
∫

R\D(k)

µα(k − k′, t)µα′(k′, t)dk′ +
∫

D(k)

µα(k − k′, t)µα′(k′, t)dk′

≤ sup
k′∈R\D(k)

µα(k − k′, t)
∫

R\D(k)

µα′(k′, t)dk′

+ sup
k′∈D(k)

µα′(k′, t)
∫

D(k)

µα(k − k′, t)dk′
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≤ const.µα(k/2, t)
1

t1/2 + const.µα′(k/2, t)
1

t1/2

≤ const.
1

t1/2 µmin{α,α′}(k, t)

This completes the proof of Lemma 11.

2.9.3. Proof of Proposition 12

Let β > 1 and α ≥ 0. In order to prove Eq. (44) we cut the integral over
[1, t] into an integral over

[
1, t+1

2

]
and an integral over

[
t+1

2 , t
]
. For the

first integral we have∣∣∣∣∣
∫ t+1

2

1
e−k2(t−s) 1

sβ
µα(k, s) ds

∣∣∣∣∣ ≤ const.e−k2 t−1
2 µα(k, 1)

∫ t+1
2

1

ds

sβ

≤ const.e−k2 t−1
2 µα(k, 1) ≤ const.µα(k, t),

(75)

where we have used Proposition 10 in the last inequality. For the second
integral we have∣∣∣∣∣
∫ t

t+1
2

e−k2(t−s) 1

sβ
µα(k, s) ds

∣∣∣∣∣ ≤ const.µα

(
k,

t + 1

2

)∫ t

t+1
2

ds

sβ

≤ const.

tβ−1 µα(k, t) ≤ const.µα(k, t), (76)

and Eq. (44) now follows using the triangle inequality. To prove Eq. (45)
we note that

e−k2(t−s) − e−k2(t−1) = e−k2(t−s)(1 − e−k2(s−1)) ≤ e−k2(t−s).

Therefore we find using the bound in Eq. (76) for the second integral∣∣∣∣∣
∫ t

t+1
2

(
e−k2(t−s) − e−k2(t−1)

)
µα(k, s)

ds

sβ

∣∣∣∣∣ ≤
∣∣∣∣∣
∫ t

t+1
2

e−k2(t−s) 1

sβ
µα(k, s) ds

∣∣∣∣∣
≤ const.

tβ−1 µα(k, t), (77)
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and furthermore, since

1 − e−k2(s−1)

k2(s − 1)
≤ const.,

we find for the first integral that

ε

∫ t+1
2

1
(e−k2(t−s) − e−k2(t−1))µα(k, s)

ds

sβ

≤ ε e−k2 t−1
2 µα(k, 1)

∫ t+1
2

1
k2(s − 1)

ds

sβ

≤ ε

tβ−2 e−k2 t−1
2 k2

(
t − 1

t

)2

µα(k, 1)

≤ ε

tβ−1 µα(k, t). (78)

The proof of Eqs. (46) and (47) is similar but somewhat more involved. We
treat the two cases in parallel. In what follows δ ∈ {1, 2} and α ≥ 1 if δ = 1
and α ≥ 2 if δ = 2. The only important point is that α − δ ≥ 0. We again
cut the integral into two pieces. We have∫ t+1

2

1
e−k2(t−s) 1

sβ
µα−δ(k, s) ds ≤ const.f1(k, t), (79)

where

f1(k, t) = e−k2 t−1
2

(
t − 1

t

)
µα−δ(k, 1),

and ∫ t

t+1
2

e−k2(t−s) 1

sβ
µα−δ(k, s) ds ≤ const.f2(k, t), (80)

where

f2(k, t) = 1

tβ
µα−δ(k, t)

1

k2

(
1 − e−k2 t−1

2

)
.

We now estimate the functions f1 and f2 for various regimes of t and k. We
again first treat the case of small times t and then the case of large times t.
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For 1 ≤ t ≤ 2 we have for |k| ≤ 1 and for i = 1, 2, that

fi(k, t) ≤ const. ≤ const.µα(k, t).

Again for 1 ≤ t ≤ 2, but for |k| > 1, we have that

f1(k, t) ≤ const.e−k2 t−1
2 (t − 1)k2 1

k2 µα−2(k, 1)

≤ const.
1

k2 µα−δ(k, 1) ≤ const.µα(k, 1)

≤ const.µα(k, t),

and that

f2(k, t) ≤ const.
1

tβ
µα−δ(k, t)

1

k2

≤ const.
1

k2 µα−δ(k, 1) ≤ const.µα(k, 1)

≤ const.µα(k, t).

For t > 2 we have that

f1(k, t) ≤ const.e−k2 t−1
2 µα−δ(k, 1) ≤ const.µα(k, t),

and that

f2(k, t) ≤ const.
t − 1

tβ
µα−δ(k, t)

1 − e−k2 t−1
2

k2(t − 1)

≤ const.
1

tβ−1 µα−δ(k, t)
1

1 + k2t
≤ const.µα(k, t).

This completes the proof of Lemma 12.

2.10. Bibliographic notes

The following bibliographic notes provide a chronological access to the
literature on the long time asymptotics for partial differential equations in
unbounded domains containing proofs that are based on the renormalization
group concept outlined in the previous section. The origin of the techniques
can be traced back to the article by Collet and Eckmann (1992b) and the
work on the long time asymptotics of front solutions of the Ginzburg–
Landau equation by Collet and Eckmann (1992a), Collet et al. (1992),
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Bricmont and Kupiainen (1992) and Eckmann and Gallay (1993). See
also Pao (1993). Parallel to further work by Eckmann and Wayne (1994),
Gallay (1994) and Bricmont and Kupiainen (1994a), the connection of
the ideas underlying the analysis in these papers with the renormalization
group as used in statistical mechanics, field theory and dynamical systems
theory, were put forward in Bricmont et al. (1994), Bricmont and Kupiainen
(1994b) and Chen et al. (1994) for the case of parabolic equations and
then by Bona et al. (1994) for nonlinear dissipative wave equations. In
Bona et al. (1995) higher order asymptotics of solutions are studied. The
article by Bricmont et al. (1996) introduced in particular the community
of mathematical physicists to this range of problems and has triggered an
intense activity in this field. Important results for the Swift–Hohenberg
equation were proved around the same time by Schneider (1996), and a
nontrivial application of the analysis of the critical case was studied in
Bricmont and Kupiainen (1996a). The case of relevant perturbations was
also studied around this time in Bricmont and Kupiainen (1996b). A first
formulation of a connection with invariant manifold theory can be found
in Eckmann and Wayne (1997). Soon after that Schneider (1998a) used
the ideas to set up a proof of the stability of Taylor vortices in an infinite
cylinder, which showed the power and robustness of the method to deal
with “real world” problems. For a generalization to higher dimensions see
Schneider (1998b). The method has been generalized to higher order linear
operators in Eckmann and Wayne (1998a), Eckmann and Wayne (1998b)
and adapted to more complicated situations in Gallay and Mielke (1998),
who also considered asymptotic expansions for damped wave equations.
See Gallay and Raugel (1998). A review was then written by Bricmont
and Kupiainen (1998). The next wave of work was on hyperbolic fronts
(Gallay and Raugel (2000)), multicomponent systems involving several
length scales (van Baalen et al. (2000)), bifurcation problems (Eckmann
and Schneider (2000)), and a review was written by Mielke et al. (2001).
The successful introduction of the method for studying the long time
asymptotics of solutions of the Navier–Stokes equations based on the
analysis of the vorticity goes back to Gallay and Wayne (2002a) and
Gallay and Wayne (2002b). Around the same time the non-linear stability
analysis of modulated fronts for the Swift–Hohenberg equations was proved
in Eckmann and Schneider (2002). The renormalization group method
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was also successfully applied to analyze the modulational stability of
quasi-steady patterns in dispersive systems in Promislow (2002). Almost
global existence and transient self similar decay for Poiseuille flow at
criticality for exponentially long times was proved by Schneider and
Uecker (2003), and an interface model was analyzed in Gallay and Mielke
(2003). Non-vanishing profiles for the Kuramoto–Sivashinsky equation
were considered by van Baalen and Eckmann (2004). A review of Fourier
methods and a discussion of various types of function spaces goes back to
about the same time, see Guidotti (2004), as well as another review of the
method by Merdan and Caginalp (2004). The question of bifurcations was
reconsidered in Gallay et al. (2004). Recent work includes the discussion
of the anomalous scaling for three-dimensional Cahn-Hilliard fronts by
Korvola et al. (2005), of the pulse dynamics in thermally loaded optical
parametric oscillators (Moore and Promislow (2005)), the discussion of
the down-stream asymptotics of stationary Navier–Stokes flows, and the
global stability of vortex solutions of the two-dimensional Navier–Stokes
equations by Gallay and Wayne (2005).

3. Down-stream Asymptotics of Stationary Navier–Stokes Flows

In what follows we explain how the ideas of the preceding section can
be used to analyze stationary solutions of the Navier–Stokes equations in
the down-stream region of an exterior domain. The reason why this region
is of particular interest is that, due to the slow decay of the vorticity in
the direction of the flow and its fast decay in other directions, the dominant
large distance asymptotics of the exterior flow can be entirely reconstructed
from the knowledge of the asymptotic behavior of the vorticity in the
down-stream region. This being said it is nevertheless interesting to study
directions different from downstream with the methods introduced in Sec. 2.
The present techniques can in particular also be used to analyze the upstream
region in more detail, or — as we will discuss in the open problem section
below — to analyze the asymptotic behavior of flows parallel to a wall.
The original publications on which the following discussions are based are
for the two dimensional case Haldi and Wittwer (2005) and for the three-
dimensional case Wittwer (2006). Earlier references are van Baalen (2002),
Wittwer (2002) and Hillairet and Wittwer (2003).



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch02

Exterior Flows at Low Reynolds Numbers 119

Consider, in d = 2 or d = 3 dimensions, the time independent
incompressible Navier–Stokes equations

−(U · ∇)U + 	U − ∇p = 0, (81)

∇ · U = 0, (82)

in a half-space 
+ = {(x, y) ∈ R × Rd−1| x ≥ 1}. We are interested in
modeling the situation where fluid enters the half-space 
+ through the
surface � = {(x, y) ∈ R × Rd−1| x = 1} and where the fluid flows at
infinity parallel to the x-axis at a nonzero constant speed u∞ ≡ (1, 0). We
therefore impose at infinity the boundary condition

lim
x2+|y|2→∞

x≥1

U(x, y) = u∞. (83)

On � we impose the boundary condition

U|� = U0, (84)

with U0 in a class U of vector fields for which

lim|y|→∞ U0(y) = u∞. (85)

We are then interested in proving the existence of solutions of Eqs. (81)
and (82) for this setting and in particular we are interested in studying the
behavior of the solutions when x → ∞. Naturally, one would like to settle
this question for a large class of vector fields U . Here, we only present the
results for the case of vector fields that are perturbations of the constant
vector field u∞, i.e.,

U0 = u∞ + u0, (86)

where u0 = (u0, v0) is small in an appropriate sense. By appropriate we
mean such as to contain the cases of interest, i.e., the vector fields of exterior
flows at low Reynolds numbers evaluated on vertical cross sections in the
down-stream region. In particular, as we will see, we cannot require the
functions u0 to be integrable, and this is one of the reasons why we have
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discussed such cases in Sec. 2. We now also set

U = u∞ + u, (87)

with u = (u, v). After substitution of Eq. (87) into Eqs. (81) and (82) we
get for u the equations

−(u · ∇)u − ∂xu + 	u − ∇p = 0, (88)

∇ · u = 0, (89)

and the boundary conditions (84) and (85) become

u(1, y) = u0(y), (90)

with u0 satisfying

lim|y|→∞ u0(y) = 0. (91)

We now explain the connection of the problems (88)–(91) with the theory
of large time asymptotics presented in Sec. 2. Basically, the idea is to
analyze the equations by rewriting them as evolution equations, where the
coordinate x plays the role of time. In this interpretation the vector field u0

is the initial condition at the “time” x = 1, and one is interested in studying
the large time behavior (asymptotic behavior as x → ∞) of the solution of
this Cauchy problem.

More precisely one applies these ideas to the vorticity formulation of
Eq. (88), i.e., one considers the equation which one gets by taking the curl
of Eq. (88), namely the equation

∇× (u × ω) + 	ω = 0, (92)

with the vorticity

ω = ∇ × u. (93)

The pressure in Eq. (88) can be determined in a second step by solving
the equation which one gets by taking the divergence of Eq. (88), i.e., the
equation

	p = ∇ · ((u · ∇)u − 	u), (94)
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which one solves in 
+, with the boundary condition on �,

∂xp = −(u · ∇)u + 	u. (95)

See Haldi and Wittwer (2005) and Wittwer (2006) for details. As in the
preceding section the main tool for the analysis of the dynamical system that
one obtains this way is the Fourier transform, i.e., one studies the Eqs. (92),
(93) and (89) after taking the Fourier transform with respect to the variable
y. This leads as in Sec. 2 to integral equations with nonlinearities involving
convolutions, and the “initial condition” u0 is given as an inverse Fourier
transform, i.e., u0 = F−1(û0), where

F−1(û0)(y) = 1

(2π)d−1

∫
Rd−1

e−ik·yû0(k) dd−1k,

and where û0 is chosen in a certain class of vector fields such that Eq. (91) is
satisfied. Note that at this point it is important that the techniques of Sec. 2
allow classes of initial conditions which need not be in L1(Rd−1, dd−1y).
Indeed, as has already been mentioned above, even though it might seem
a priori natural to look at initial conditions that are integrable — the quantity∫

Rd−1
u0(y) dd−1y =

∫
Rd−1

(U0(y) − u∞) · e1 dd−1y

with e1 the unit vector in the x-direction measures after all the difference of
flux through the surface � when compared to the free flow — this choice
turns out to be too restrictive and does not include the case of vector fields
in the downstream region of exterior flows. In particular, the vector fields
that describe the dominant asymptotic structure at large values of x turn out
nonintegrable in y.

In contrast to the example cases studied in Sec. 2 the evolution equations
associated with Eqs. (92), (93) and (89) consist of four equations in d = 2
and seven equations in d = 3. On a linear level these equations can be
decoupled by diagonalizing the system. On the nonlinear level the equations
remain coupled. A further distinction from the case that has been discussed
in Sec. 2 is that the linear system involves in Fourier space two types of
behaviors at k = 0. There are the equations related to the vorticity that lead
to a scaling of k proportional to x−1/2 as discussed in Sec. 2 (spectral branch
proportional to k2 at small values of k), but there are also the equations
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related to the harmonic part in the velocity field that lead to a scaling of k

proportional to x−1 (spectral branch proportional to |k| at small values of k).
For these equations the appropriate scaling is x−1, and therefore the power
counting is different, but otherwise the theory can be developed exactly as
has been discussed in Sec. 2. As a result of the presence of two different
scaling behaviors, the velocity components of the solution of the stationary
Navier–Stokes equations show a somewhat more complicated asymptotic
structure than what we have seen in Sec. 2. This does however not affect
the overall structure of the proofs in any significant way. A final distinction
to the case discussed in Sec. 2 is the fact that, because the original system
is elliptic, the evolution equation associated with Eqs. (92), (93) and (89)
also involves unstable branches. This again does not change the structure
of the proofs in any significant way since this problem can be easily solved
when passing to the integral equations. Such unstable directions are simply
integrated backwards in time starting with zero initial conditions at infinity.
In conclusion, the interested reader will find that Sec. 2 provides all the
necessary tools for an easy reading of the papers of Haldi and Wittwer
(2005) and Wittwer (2006).

We recall again that one of the main motivations for studying the
Navier–Stokes equations in the way presented here is the result that
the solutions of the stationary Navier–Stokes equations admit invariant
quantities with respect to the “time” x. This is related to the fact that
the vector fields are divergence free, but the result is nontrivial, exactly
because the invariant quantities are associated with functions that are not
integrable. The invariant quantities can still be calculated by an application
of appropriate averaging procedures. Part of the result is therefore a
prescription that allows the computation of the invariant quantities.

3.1. Leading order term in two dimensions

The main result in two dimensions is the following theorem (see Haldi and
Wittwer (2005)).

Theorem 20. Let � and 
+ be as defined above. Then, there exists a
class of vector fields C (containing in particular the physically interesting
case of stationary flows at low Reynolds numbers) such that for all
initial conditions u0 = F−1(û0) with û0 = (û0, v̂0) ∈ C, there exist
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a vector field u = (u, v) and a function p satisfying the Navier–Stokes
Eqs. (88) and (89) in 
+ subject to the boundary conditions (90) and (91).

Furthermore,

lim
x→∞ x1/2

(
sup
y∈R

|(u − uas)(x, y)|
)

= 0, (96)

lim
x→∞ x

(
sup
y∈R

|(v − vas)(x, y)|
)

= 0, (97)

where

uas(x, y) = c

2
√

π

1√
x
e− y2

4x + d

π

x

x2 + y2 + b

π

y

x2 + y2 , (98)

vas(x, y) = c

4
√

π

y

x3/2 e− y2

4x + d

π

y

x2 + y2 − b

π

x

x2 + y2 , (99)

and where the (real) amplitudes b, c and d are invariant quantities which
are given in terms of the initial condition û0 by,

b = lim
k→+0

û0(k, t) − û0(−k, t)

2i
, (100)

d = lim
k→+0

v̂0(k, t) − v̂0(−k, t)

2i
, (101)

c = lim
k→+0

û0(k, t) + û0(−k, t)

2
− d. (102)

Remark 21. In the next chapter we will see that the constants b, c and
d have a physical interpretation and are typically different from zero.
Therefore, it follows from Eqs. (100)–(102) that the functions û0 and v̂0 are
discontinuous at k = 0. However, since b, c and d are invariant quantities, û0

(and similarly v̂0) can be parametrized in terms of continuous functions u0,E

and u0,O, i.e., u0(k) = u0,E(k) + sign(k)u0,O(k), and this decomposition
is preserved by the time evolution, so that the function spaces of the type
introduced in Sec. 2 are sufficiently general.

Remark 22. As explained above, the asymptotic behavior in Theorem 20
involves the two scalings y ∼ √

x and y ∼ x. To make this explicit we can
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for example rewrite uas as

uas(x, y) = 1√
x
ũas,1(y/

√
x) + 1

x
ũas,2(y/x),

with

ũas,1(y) = c

2
√

π
e− y2

4 ,

and

ũas,2(y) = d

π

1

1 + y2 + b

π

y

1 + y2 .

Remark 23. The terms proportional to b, c and d in Eqs. (98) and (99)
are divergence free vector fields. This will be essential below when we use
these results for the definition of artificial boundary conditions.

Remark 24. The functions proportional to b in Eq. (98) and proportional
to d in Eq. (99) are not integrable. These and similar terms are the
reason why the existence of invariant quantities is not a priori obvious.
As has been explained in Sec. 2 working in Fourier space allows for an
easy mathematical treatment of such cases. It turns out that the invariant
quantities b, c and d can still be obtained by certain limiting procedures
from the functions in direct space. Namely, using classical results for the
Fourier transforms of functions in the spaces Aα, α > 1 (see, for example,
Titchmarsh (1937)), one can, for example, show that for all x ≥ 1,

c + b = lim
R→∞

∫ R

−R

(
1 − |y|

R

)
u(x, y) dy, (103)

b = − lim
R→∞

∫ R

−R

(
1 − |y|

R

)
v(x, y) dy. (104)

Remark 25. The invariance of the constants c and d can be used together
with Eqs. (103) and (104) to show that for all fixed x ≥ 1 the functions
y �→ u(x, y)−uas(x, y) and y �→ v(x, y)−vas(x, y) are integrable, and that∫

R
(u(x, y) − uas(x, y))dy = 0,∫

R
(v(x, y) − vas(x, y))dy = 0.
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The estimates in Haldi and Wittwer (2005) also imply the following
result for the vorticity.

Theorem 26. Let the vector field u = (u, v) and the constant c be as in
Theorem 20. Let ω be the vorticity of the fluid, i.e., ω(x, y) = −∂yu(x, y)+
∂xv(x, y). Let ω̃x(y) = xω(x, y

√
x), and let

ω̃as(y) = − c

4
√

π
ye− y2

4 .

Then

lim
x→∞ ‖ω̃x − ω̃as‖L∞ = 0. (105)

Remark 27. Theorem 26 is the exact analog of Proposition 16.

Remark 28. Since, as we will see, c �= 0 for physically interesting cases,
the result in Theorem 26 implies in particular that the vorticity decays
slowly along the flow, namely only algebraically like 1/x.

3.2. Leading order term in three dimensions

The main result in three dimensions is the following theorem (see Wittwer
(2006) for details):

Theorem 29. Let � and 
+ be as defined above. Then, there exists a
class of vector fields C (containing in particular the physically interesting
case of stationary flows at low Reynolds numbers), such that for all
initial conditions u0 = F−1(û0) with û0 = (û0, v̂0) ∈ C, there exist
a vector field u = (u, v) and a function p satisfying the Navier–Stokes
Eqs. (88) and (89) in 
+ subject to the boundary conditions (90) and (91).

Furthermore,

lim
x→∞ x

(
sup

y∈R2
|(u − uas)(x, y)|

)
= 0, (106)

lim
x→∞ x3/2

(
sup

y∈R2
|(v1 − v1,as)(x, y)|

)
= 0, (107)

lim
x→∞ x

(
sup

y∈R2
|(v2 − v2,as)(x, y)|

)
= 0, (108)
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where v = v1 + v2, with v1 and v2 the irrotational and divergence free
parts of v, respectively, and where

uas(x, y) = 1

4πx
e− y2

4x c + 1

2π

x

r3 d + 1

2π

y · b
r3 , (109)

v1,as(x, y) = y
8πx2 e− y2

4x c + 1

2π

y
r3 d

− 1

2π

1

r

1

r + x

(
1 − 1

r

(
1

r
+ 1

r + x

)
yyT

)
b, (110)

v2,as(x, y) = 1

4πx
e− y2

4x a + 1

2π

(
1

y2

(
e− y2

4x − 1

)
1

− 2
1

y4

(
e− y2

4x − 1 + y2

4x
e− y2

4x

)
yyT

)
a, (111)

with y =
√

y2
1 + y2

2, and (y1, y2) = y, with r = √x2 + y2, with 1 the unit

2 × 2 matrix, with yyT the 2 × 2 matrix with entries (yyT )ij = yiyj, and
where the numbers c and d and the vectors a and b are invariant quantities
which are given in terms of the initial condition û0 = (û0, v̂0) by

d =
〈
−ieT lim

k→0
v̂0,1(ke)

〉
, (112)

c = −d +
〈

lim
k→0

û0(ke)
〉
, (113)

b =
〈
−ie lim

k→0
û0(ke)

〉
, (114)

a = −b +
〈
2 lim

k→0
v̂0,2(ke)

〉
−
〈
2 lim

k→0
v̂0,1(ke)

〉
, (115)

where k = |k|, where v̂0,1 and v̂0,2, are the irrotational and divergence
free parts of v̂0, respectively, i.e.,

v̂0,1(k) = kkT

k2 v̂0,

v̂0,2(k) =
(

1 − kkT

k2

)
v̂0,
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where e ≡ e(ϑ) = (cos(ϑ), sin(ϑ)) and where the average 〈·〉 is defined by

〈·〉 = 1

2π

∫ 2π

0
·dϑ. (116)

The estimates in Wittwer (2006) also imply the following result for the
vorticity.

Theorem 30. Let the vector field u = (u, v), the constant c, and the vector
a = (a1, a2) be as in Theorem 29. Let ω be the vorticity of the fluid, i.e.,
ω = ∇ × u. Let ω̃x(y) = x3/2ω(x, y

√
x), let c = (c, a), and

ω̃as(y) = c ×
(

0,
1

8π
ye− y2

4

)
= − 1

8π
(a2y1 − a1y2, cy2, −cy1)e

− y2

4 .

Then,

lim
x→∞ ‖ω̃x − ω̃as‖L∞ = 0.

3.3. Connection with existing results

There are many results on the large distance behavior of solutions of the
stationary Navier–Stokes equations. See in particular Galdi (1998e) and
references therein, where it is shown that at large distances the solution
of the Navier–Stokes equations converge in certain norms to a multiple
of the solution of the Oseen problem. To illustrate the connection with the
above asymptotic results let (E, e) be the fundamental solution of the Oseen
equation in d = 2, i.e., of the equation

−∂xu + 	u − ∇p = f,

∇ · u = 0.

Namely, see Kress and Meyer (2000) or Galdi (1998d) and references
therein,

E =
(

ψ − ψ1 −ψ2

−ψ2 ψ + ψ1

)
, e = ∇φ,
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where, with r = √x2 + y2,

ψ(x, y) = 1

4π
ex/2K0

( r

2

)
,

ψi(x, y) = 1

2π

xi

r

(
1

r
− 1

2
ex/2K1

( r

2

))
, i = 1, 2,

where x1 = x, x2 = y1 K0 and K1 are modified Bessel functions of order
zero and one, and where

φ(x, y) = 1

2π
log(r).

Now since

K0(z) =
√

π

2

1√
z

exp(−z/2) + o(1/
√

z),

as z → ∞, we find for example that

lim
x→∞

√
xψ(x, y

√
x) = 1

4
√

π
e− y2

4 , (117)

lim
x→∞

√
xψ1(x, y

√
x) = 1

4
√

π
e− y2

4 , (118)

and that

lim
x→∞ xψ1(x, yx) = 1

2π

1

1 + y2 , (119)

and similarly for the other functions, so that we recover the asymptotic
terms that we have found in Eq. (98). Therefore, in the sense of the norms
used in Galdi (1998e) and in view of the scaling limits (117), (118), and
(119), the results of Theorem 20 are not surprising, except for the existence
of invariant quantities which, as explained above is nontrivial since it is
linked to non-integrable functions. As we will see below it is precisely
this result which allows to use the asymptotic results as artificial boundary
conditions for the numerical solution of the Navier–Stokes equations in the
regimes of interest.

3.4. Higher order terms in two dimensions

The same way as Proposition 6 generalizes Proposition 1, we expect
generalizations of Theorems 20 and 29 that provide higher order corrections
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at large x. Such results will be important for the construction of higher
order artificial boundary conditions, but the corresponding results are at
this point still conjectural. As has been explained in Sec. 2.3.4, the main
input for such higher order theorems is the construction of an asymptotic
expansion on a formal level. For the two-dimensional case this work has
been done up to second and in part to third-order in Bönisch et al. (2006).
The complete formal construction up to third-order as well as the three-
dimensional case are also open problems. The reason why the construction
of the corresponding asymptotic expansions is nontrivial is, first, that the
asymptotic behavior involves two length scales which tend to complicate
things considerably, and second, that in order for such expansions to be
useful for the construction of artificial boundary conditions, it is mandatory
to construct vector fields that are order-by-order divergence free, sufficiently
regular, and which satisfy all the boundary conditions. The following
proposition is one of the main results of Bönisch et al. (2006).

Proposition 31. Let u = (u, v) be the vector field of Theorem 20 for an
initial condition for which c = −2d, and assume that Conjecture 34 below
is valid. Then, we have for N = 1, 2, 3,

lim
x→∞ xN/2

(
sup
y∈R

|(u − uN
as)(x, y)|

)
= 0, (120)

lim
x→∞ x(N+1)/2

(
sup
y∈R

|(v − vN
as)(x, y)|

)
= 0, (121)

where

uN
as(x, y) =

N∑
n=1

n∑
m=1

un,m(x, y), (122)

vN
as(x, y) =

N∑
n=1

n∑
m=1

vn,m(x, y), (123)

with

u1,1(x, y) = u1,1,E(x, y) − θ(x)
d√
π

1√
x
e− y2

4x ,

v1,1(x, y) = v1,1,E(x, y) − θ(x)
d

2
√

π

y

x3/2 e− y2

4x , (124)
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with θ the Heaviside function (i.e., θ(x) = 1 for x > 0 and θ(x) = 0 for
x ≤ 0), with

u1,1,E(x, y) = d

π

x

x2 + y2 + b

π

y

x2 + y2 ,

v1,1,E(x, y) = d

π

y

x2 + y2 − b

π

x

x2 + y2 , (125)

with

u2,1(x, y) = θ(x)
bd

2

1

(
√

π)3

log(x)

x

y√
x
e− y2

4x ,

v2,1(x, y) = θ(x)
bd

2

1

(
√

π)3

1

x3/2

(
log(x)

(
−1 + 1

2

y2

x

)
+ 2

)
e− y2

4x ,

(126)

and with

u2,2(x, y) = u2,2,E(x, y) + θ(x)d2 1

x
f ′
(

y√
x

)
+ λθ(x)f∞d2 3

8

1

x2

((
1 + |y|√

x

)(
1 − 1

2

y2

x

)
+ |y|√

x

)
e− y2

4x ,

v2,2(x, y) = v2,2,E(x, y) + θ(x)
d2

2

1

x3/2

((
f

(
y√
x

)
− f∞sign(y)

)
+ y√

x
f ′
(

y√
x

))
+ λθ(x)f∞d2 3

4

1

x5/2

×
((

1 + |y|√
x

)
y√
x

(
1 − 1

8

y2

x

)
+ 1

4

y2

x
sign(y)

)
e− y2

4x ,

(127)

and

u2,2,E(x, y) = f∞
d2

2

|y|
r2

(
1

r2
− r2

r

)
,

v2,2,E(x, y) = f∞
d2

2

sign(y)

r

(
− 1

r2
− x

r2r
+ x r2

r2

)
, (128)
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and with

u3,1(x, y) = θ(x)
b2d

4

1

(
√

π)5

log(x)2

x3/2

(
1 − 1

2

y2

x

)
e− y2

4x ,

v3,1(x, y) = θ(x)
b2d

2

1

(
√

π)5

log(x)

x2

y√
x

(
log(x)

4

(
3 − 1

2

y2

x

)
− 1

)
e− y2

4x .

(129)

Here, r = √x2 + y2, r2 = √
2r + 2x, λ = 1, and f : R → R is the unique

solution of the third-order linear inhomogeneous ordinary differential
equation

f ′′′(z) + 1

2
zf ′′(z) + f ′(z) + 1

2π
e− 1

2 z2 = 0, (130)

satisfying f(0) = 0, f ′(0) = − 1
2π

, f ′′(0) = 0. Explicitly,

f(z) = − 1√
2π

erf

(
z√
2

)
+ 1

2
√

π
erf
( z

2

)
e− z2

4 . (131)

Note that the function f is odd, and that f ′ and f ′′ decay faster than
exponential at infinity, and that

f∞ = lim
z→∞ f(z) = − 1√

2π
. (132)

Remark 32. Since x ≥ 1 the functions θ could be suppressed from
the above. However, when we specify artificial boundary conditions in
Sec. 4, we will consider the same expressions in the domain R2\B, with
B a compact region with smooth boundary containing the origin. With
the functions θ the above expressions will also be the correct asymptotic
description in R2\B. This avoids having to rewrite these lengthy expressions
a second time in Sec. 5.

Remark 33. The terms proportional to λ are higher order and one might
be tempted to neglect them, i.e., to set λ = 0. This is not possible, however,
without giving up the regularity of the second-order derivatives ∂2

yu and
∂2
yv across the positive x-axis.

Proposition 31 is based on the following conjecture on the vorticity.
See Bönisch et al. (2006).
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Conjecture 34. Let the vector field u = (u, v), the constants b and d,

and the function f be as in Proposition 31. Let the vorticity ω be given by
ω(x, y) = −∂yu(x, y) + ∂xv(x, y). Then, for 1 ≤ N ≤ 3, we have that

lim
x→∞ x

1+N
2 sup

y∈R

∣∣∣∣∣ω(x, y) −
N∑

n=1

ωn(x, y)

∣∣∣∣∣ = 0, (133)

where the functions ωn are given by

ωn(x, y) =
n∑

m=1

ρn,m(x)ϕ′′
n,m

(
y√
x

)
, (134)

with

ρn,m(x) = log(x)n−m

x(1+n)/2 , (135)

with

ϕ1,1(z) = d erf
( z

2

)
,

ϕ2,1(z) = bd
1

π3/2 e− z2
4 ,

ϕ2,2(z) = −d2 f(z) + b c2,2 e− z2
4 ,

ϕ3,1(z) = −b2d
z

4π5/2
e− z2

4 , (136)

and where ϕ3,2 and ϕ3,3 are smooth functions with derivatives decaying at
infinity faster that exponential.

It is interesting to compare the above results with similar results in the
literature. For the particular case where the wake has an axial symmetry,
results for the so-called center-line velocity (the velocity along the axis
of symmetry in the wake region) are given on the basis of boundary
layer theory up to third-order in Stewartson (1957). These results have
been reviewed recently in Sobey (2000), see Fig. 1. Our results show that
the expansions computed from the Navier–Stokes equations differ from
the ones computed from boundary layer theory already at second-order,
which shows that higher order results based on boundary layer theory are
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Fig. 1. Center-line velocity for the far wake as given in Sobey (2000): two-term expansion,
(II), three-term expansion (III), expansion with logarithmic corrections (IV). Near wake
center-line velocity (I) as reviewed in Sobey (2000). Centerline velocity for the far wake
based on the Navier–Stokes equations as given in Conjecture 31: expansion to first-order
(V), expansion to second-order (VI).

inadequate for modeling Navier–Stokes flows. See also Cowley (2006) for
a discussion of certain insufficiencies of boundary layer theory.

3.5. Open problems

The following three problems are all in the reach of the techniques
introduced above. Their solution will be directly useful for the definition
of artificial boundary conditions in the corresponding cases.

3.5.1. The time periodic case

The asymptotic downstream behavior of time periodic data has been studied
by van Baalen (2006). This work contains also a partial proof of some of
the higher order terms presented above. The theory of periodic solutions for
the Navier–Stokes equations in exterior domains is still rather incomplete
so that it is not quite clear that the results of van Baalen (2006) are general
enough to describe the downstream region of time periodic exterior flows,
but we do expect this to be the case. The results of van Baalen (2006) have
unfortunately not yet been used for the construction of artificial boundary
conditions, so that this question has not yet been checked numerically either.
All these questions are fascinating and the answers are in reach of the
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techniques described here. We therefore expect that further work will clarify
the open points.

3.5.2. The case of free-falling bodies

A very interesting question that goes back to an article of Weinberger (1978)
is the asymptotic description of solutions of the Navier–Stokes equations
in d = 3 describing the steady free-fall of a rigid body. A free falling
body typically also rotates along a certain axis that is aligned with the
direction of the fall. What we therefore mean by a steady free fall is a
solution of the Navier–Stokes equation which is stationary in a frame that
is attached to the “body” and which is rotating with constant frequency
around an axis that is aligned with the flow at infinity. For recent results
see Galdi and Silvestre (2005). We expect the present techniques to be well
adapted for a detailed study of these questions. Again this will allow the
construction of artificial boundary conditions for this case which will make
precise numerical solutions possible.

3.5.3. Motion in the presence of a nearby wall

Another very interesting open problem is the detailed description of
the motion of a body parallel to a nearby wall. An example of recent
experimental results of bubbles rising close to a wall can be found in
Takemura and Magnaudet (2003). For very slow movements this problem
is discussed in the literature (a classical reference is Clift et al., 2005) and
is mathematically modeled by the Stokes equations. For higher Reynolds
numbers one again needs to consider the asymptotics of the Navier–Stokes
equations. We give some details of forthcoming results by Hillairet and
Wittwer (2007) for the two-dimensional case. The situation can be modeled
by solving Eqs. (88) and (89) in the complement of a compact region
of the upper half plane. The associated downstream problem leads again
essentially to the heat equation, however not on R but on the half-line
R+, with Dirichlet boundary conditions at x = 0. This leads, instead of
Eq. (98), to a dominant term for the horizontal velocity proportional to 1/x

instead of 1/
√

x, and therefore like 1/x3/2 for the transverse velocity and
for the vorticity. This leading term decays for fixed x exponentially fast as
a function of y, as y goes to infinity. The second-order term for the vorticity
is proportional to 1/x2 but the corresponding term in the expansion is a
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function that decays only algebraically in y, as y goes to infinity. As a result
it can be shown that for fixed x the vorticity decays only like 1/y4, as y

goes to infinity, and not exponentially fast as in the case of exterior flows
without a nearby wall. This is due to the presence of a boundary layer ahead
of the body, extending all the way to minus infinity in the sense that along
the wall ahead of the obstacle the vorticity again only decays algebraically
like 1/x2. Detailed results for this case as well as the artificial boundary
conditions that can be derived from the results are in preparation.

4. Exterior Flows at Low Reynolds Numbers

After the preparatory work in Secs. 2 and 3 we now consider exterior flows
at low Reynolds numbers. The main goal is to explain on a heuristic level the
mechanism that allows the reconstruction of the large distance asymptotics
from the knowledge of the asymptotic behavior in the downstream region.
We also present some details concerning the link between the invariant
quantities of the preceding section and the forces that act on the “body”.
This is the key reason for the efficiency of the boundary conditions in Sec. 5.

4.1. The mathematical problem

Consider a rigid body B̃ (a compact set with smooth boundary) of diameter
R that is placed into a uniform stream of a homogeneous incompressible
fluid filling up all of Rd , d = 2, 3. This situation is modeled by the stationary
Navier–Stokes equations

−ρ(Ũ · ∇)Ũ + µ	Ũ − ∇p̃ = 0, (137)

∇ · Ũ = 0, (138)

in 
̃ = Rd \ B̃, subject to the boundary conditions

Ũ|
∂B̃ = 0, (139)

lim
|x̃|→∞

Ũ(x̃) = ũ∞. (140)

Here, Ũ is the velocity field, p̃ is the pressure and ũ∞ is some constant non-
zero vector field which we choose without restriction of generality to be
parallel to the x̃-axis, i.e., ũ∞ = u∞u∞, where u∞ = (1, 0) and u∞ > 0.
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The density ρ and the viscosity µ are arbitrary positive constants. From µ,
ρ and u∞ we can form �,

� = µ

ρu∞
, (141)

the so-called viscous length of the problem. The viscous forces and the
inertial forces are quantities of comparable size if the diameter R of B̃ is
comparable with �, i.e., if the Reynolds number

Re = R

�
, (142)

is neither very small nor very large, i.e., depending on the geometry of
the body, in the range from one to several thousand. Note that for bodies
with a smooth boundary ∂B̃ and for small enough Reynolds numbers (142),
Eqs. (137) and (138) subject to the boundary conditions (139) and (140) are
known to have a unique classical solution. See Galdi (1998a) and (1999b)
for an interesting open problem for the two-dimensional case of symmetric
stationary flows at arbitrary Reynolds numbers. Before proceeding any
further we now rewrite the Navier–Stokes equations in dimensionless form.
Let Ũ be the velocity field and p̃ the pressure introduced in Eqs. (137)–
(140), and let � be as defined in Eq. (141). Then, we define dimensionless
coordinates x = x̃/�, and introduce a dimensionless vector field U and a
dimensionless pressure p through the definitions

Ũ(x̃) = u∞U(x), (143)

p̃(x̃) = (ρu2∞)p(x). (144)

In the new coordinates we get instead of Eqs. (137)–(140) the equations

−(U · ∇)U + 	U − ∇p = 0, (145)

∇ · U = 0, (146)

in 
 = R2 \ B, where B ={x ∈ R2| �x = x̃ for some x̃ ∈ B̃}, and the
boundary conditions

U|∂B = 0, (147)

lim|x|→∞ U(x) = (1, 0). (148)
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In Eqs. (145) and (146) all derivatives are with respect to the new
coordinates. For convenience below we now introduce some additional
notation and conventions. In practice, and in particular when solving the
equations numerically, it will always be more convenient to work with
zero boundary conditions at infinity. We therefore set Ũ = ũ∞ + ũ and
U = u∞ + u and consider either the dimensionfull equations

−ρ(ũ · ∇)ũ − ρu∞∂xũ + µ	ũ − ∇p̃ = 0, (149)

∇ · ũ = 0, (150)

with the boundary conditions

ũ|
∂B̃ = −ũ∞, (151)

lim
|x̃|→∞

ũ(x̃) = 0, (152)

or the dimensionless equations

−(u · ∇)u − ∂xu + 	u − ∇p = 0, (153)

∇ · u = 0, (154)

with the boundary conditions

u|∂B = −(1, 0), (155)

lim|x|→∞ u(x) = 0. (156)

Finally, for 
 as defined above, we will always chose a coordinate system
with origin in B, but such that the surface � = {(x, y) ∈ R × Rd−1|x = 1}
defined in the previous section is “to the right of” B, i.e., such that sup{x ∈
R|(x, y) ∈ B for some y ∈ Rd−1} < 1.

4.2. Consequences of incompressibility

We limit the discussion to the two-dimensional case. The three-dimensional
case is similar. Consider a solution u = (u, v) of the Navier–Stokes
Eqs. (153) and (154) and consider the region 
x0,R = {(x, y) ∈ 
| |x| ≤
x0, |y| ≤ R}. We assume that x0 and R are large enough such that
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B ⊂ 
x0,R. Since ∇ · u = 0, and in view of the boundary condition (155),
it follows using Gauss’ theorem that∫ R

−R

(u(−x0, y) − u(x0, y)) dy +
∫ x0

−x0

(v(x, −R) − v(x0, R)) dy = 0.

Taking the limit R → ∞ and using that for classical solutions the boundary
condition (156) implies that limR→±∞ v(x, R) = 0, we conclude that

lim
R→∞

∫ R

−R

(u(−x0, y) − u(x0, y)) dy = 0.

Therefore, since limR→∞
∫ R

−R

(
1 − |y|

R

)
u(x0, y) dy = c + b by Eq. (103),

it follows now that also

lim
R→∞

∫ R

−R

(
1 − |y|

R

)
u(−x0, y) dy = c + b, (157)

i.e., the invariant quantity c+b can also be extracted from the velocity field
upstream of the body. Similarly, using Stokes’ theorem instead of Gauss’
theorem, it can be shown that

− lim
R→∞

∫ R

−R

(
1 − |y|

R

)
v(−x0, y) dy = b, (158)

i.e., the invariant quantity b can also be extracted from the velocity field
upstream of the body.

4.3. Connection between global and downstream asymptotics

The discussion in this section is on a heuristic level, and we consider the two-
dimensional case only. See Bönisch et al. (2006) and Bichsel and Wittwer
(2007) for more details. See alsoAmick (1991) for one of the first references
where the structure of the vorticity is rigorously exploited in order to obtain
an improved description of the velocity field. So assume that the vorticity
ω of an exterior flow is known. Then, the vector field u = (u, v) is given by

u(x, y) = ∂yψ(x, y), (159)

v(x, y) = −∂xψ(x, y), (160)
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with ψ solution of the Poisson equation

	ψ(x, y) = −ω(x, y), (161)

with the boundary conditions

ψ̄|∂B = ∂nψ̄|∂B = 0, (162)

lim
x,y→∞ ∂yψ(x, y) = lim

x,y→∞ −∂xψ(x, y) = 0, (163)

where ψ̄ = ψ + y. By Theorem 26 the vorticity decays slowly in
the downstream direction. Assuming that it decays rapidly in the other
directions, more precisely, if ω satisfies a bound of the type

sup
(x,y)∈


(∣∣ω(x, y|x|1/2)
∣∣ eδ|y|(1 + e−δx)

)
, (164)

for some 0 < δ � 1, then it follows using general results from potential
theory that

ψ(x, y) = ψω(x, y) + h(x, y), (165)

with ψω a particular solution of Eq. (161) that is independent of the
geometry of B, and h a harmonic function in 
 satisfying the bound

|h(x, y)| ≤ const.

r
, (166)

with r = √
x2 + y2. The partial derivatives of h with respect to x and y

obey analogous bounds. The function ψω can be further decomposed into
a part that dominates at large distances and a rest, i.e.,

ψω = ψ0 + ψω,1. (167)

where

ψ0(x, y) = 2b G(x, y) + 2d H(x, y) + c

2
θ(x)

(
ϕ1,1

(
y√
x

)
− sign(y)

)
,

(168)

with

ϕ1,1(z) = erf
( z

2

)
,
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with

G(x, y) = 1

4π
log(x2 + y2),

and with

H(x, y) = 1

2π
arctan

(y

x

)
− 1

2
θ(x)sign(y).

From ψ0 we get the vector field (∂yψ0, −∂xψ0) which describes the solution
at large distances. Furthermore, using Eqs. (157) and (158) it can be shown
that c = −2d in two- and three-dimensions and that a = −2b in three-
dimensions. In the next subsection we now establish an additional link
between the invariant quantities and drag and lift.

4.4. Drag, lift, and torque

We again limit the discussion to the two-dimensional case. Let U, p be a
solution of the Navier–Stokes Eqs. (145) and (146) subject to the boundary
conditions (147) and (148), and let e be some arbitrary unit vector in R2.
Multiplying Eq. (145) with e leads to

−(U · ∇)(U · e) + 	(U · e) − ∇ · (pe) = 0. (169)

Equation (169) can be written as ∇ · P(e) = 0, where

P(e) = −(U · e)U + [∇U+(∇U)T ] · e − pe, (170)

i.e., the vector field P(e) is divergence free. Therefore, applying Gauss’
theorem to the region 
x0,R of the preceding subsection we find that∫

∂B
P(e) · n dσ =

∫
S

P(e) · n dσ, (171)

with S = ∂
x0,R\∂B, and with n outside unit normal vectors. We have that
P(e1) · e2 = P(e2) · e1 for any two unit vectors e1 and e2, and therefore,
since the vector e in Eq. (171) is arbitrary, it follows that∫

∂B
P(n) dσ =

∫
S

P(n) dσ. (172)
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Since u = 0 on ∂B, one finally get from Eqs. (170) and (172) that the total
force which the fluid exerts on the body is

F =
∫

∂B
�(U, p)n dσ =

∫
S

(−(U · n)U + [∇U+(∇U)T ]n − pn) dσ,

with �(U, p) = ∇U+(∇U)T −p the Stress tensor. The force F is tradition-
ally decomposed into a component F parallel to the flow at infinity called
drag and a component L perpendicular to the flow at infinity called lift. Note
that F is independent of the choice of the surface S. This has the important
consequence that F and L can be computed from the dominant terms of
the velocity field and the pressure (the dominant large distance behavior of
the pressure can also be recovered together with the velocity field starting
from the information in the downstream region (see again Bönisch et al.
(2006) for further details). In particular, since lim|y|→∞ u(x, y) = (1, 0)

and with the normalization lim|y|→∞ p(x, y) = 0, one can again first take
the limit R → ∞, and then use the invariance properties of the equations.
This leads to the following theorem.

Theorem 35. If a stationary solution of the stationary Navier–Stokes
equations satisfies the conditions of Theorem 20 or Theorem 29 then we
have that

d = 1

2ρ�d−1u2∞
F̃ , (173)

b = 1

2ρ�d−1u2∞
L̃, (174)

with F̃ the drag and L̃ the lift (dimension-full quantities).

Remark 36. We are not aware of any work that links the additional
constants that appear at higher order in the asymptotic expansion of the
wake to other physical quantities like the torque acting on the body. This is
another problem worth pursuing. Its solution will allow to obtain a complete
prescription of third order artificial boundary conditions (see Sec. 5).

Expressions similar to Eqs. (173) and (174) can be found in many
textbooks but are typically based on boundary layer theory (see for example
Batchelor (1967), Landau and Lipschitz (1989) or Berger (1971)). In
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the context of the boundary layer approach the quantities d and b are
however not invariant so that the relations therefore appear to be valid
only asymptotically, in the sense that d and b are supposed to be computed
from the flow far downstream of the body. Our results show that in the
context of the Navier–Stokes equations the quantities can be computed on
any transversal section.

4.5. Open problems

Using the results in van Baalen (2006) one can get expressions similar to
Eqs. (173) and (174) also in the time periodic case, but the right hand side
contains an average over the period of the motion. Therefore, either the
period of this motion needs to be known in order to link the forces to the
invariant quantities, or a procedure like averaging over sufficiently large
intervals of time needs to be used in order to extract the constant part of
the periodic signal. The theory is however still rather incomplete and the
corresponding artificial boundary conditions have not been numerically
tested yet. This is an other interesting open problem, in particular also
in view of the study of the transition from stationary to time periodic
flows. See for example Pipe and Monkewitz (2005) for recent experimental
work. Finally, for the case of a falling body that rotates (see Weinberger
(1978)), even the downstream asymptotic behavior of the solution is not
yet known. We hope that the present work will stimulate further activity in
this direction.

5. Artificial Boundary Conditions

In what follows we define artificial boundary conditions for stationary
exterior flows in two- and three-dimensions. The section is basically self-
contained which allows the interested reader to use the boundary conditions
without having to work through all of the material of the preceding sections.
We expect that beyond the stationary case discussed here similar boundary
conditions will be developed in the near future for the case of time periodic
flows, for the case of free-falling bodies, for the case of bodies that move
close to a wall and for the case of bodies undergoing collisions. One
of the main benefits of the artificial boundary conditions defined here is
their simplicity. No additional differential equations need to be solved. The
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boundary conditions are simply explicit Dirichlet boundary conditions on
the artificial boundary, depending on parameters which are updated as part
of the solution process.

In order to solve the exterior problem described in Sec. 4.1 numerically,
one typically uses the formulation with zero boundary conditions at infinity,
i.e., one considers the equations

−ρu∞∂xũ − ρ(ũ · ∇)ũ + µ	ũ − ∇p̃ = 0,

∇ · ũ = 0, (175)

in 
̃ = Rd \ B̃, subject to the boundary conditions

ũ|
∂B̃ = −ũ∞, (176)

lim
|x̃|→∞

ũ(x̃) = 0. (177)

Here B̃, is “the body”, i.e., a compact set of diameter R, and ũ∞ is a
constant vector field. When restricting the equations for numerical purposes
from the exterior infinite domain 
̃ to (a sequence of) bounded domains D̃ ⊂

̃, one is confronted with the necessity of finding appropriate boundary
conditions on the surface �̃ = ∂D̃\∂B̃ of the truncated domain. We now
use the results of the proceeding sections to define appropriate boundary
conditions. Namely, we set

ũ|�̃ = ũABC, (178)

with ũABC the vector fields that are explicitly given below. The vector fields
ũABC depend on the invariant quantities discussed in the previous section
and these quantities are computed as part of the solution process.

Note that, choosing instead of Eq. (178), for example, simply ũ|�̃ = 0,
forces the mass flux through a vertical line in D̃ to be zero. This corresponds
to invariant quantities equal to zero. However, because of the link that exists
between the invariant quantities and the forces acting on the body, any
choice of boundary conditions that does not respect the correct mass flux
through vertical lines produces significant changes to the forces, unless
extremely large computational domains are used. The adaptive boundary
conditions (178) eliminate this problem. More details can be found in the
sections below and in Bönisch et al. (2005) and Bönisch et al. (2006).
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5.1. Stationary flows in two dimensions

For the two-dimensional case the artificial boundary conditions on �̃ =
∂D̃\∂B̃ are

ũABC(x̃) = u∞ uABC

(
x̃
�

)
, (179)

where � = ρu∞/µ, and where

uABC = (uABC, vABC), (180)

with

uABC(x, y) = −θ(x)
d√
π

1√
x
e− y2

4x + d

π

x

x2 + y2 + b

π

y

x2 + y2 , (181)

vABC(x, y) = −θ(x)
d

2
√

π

y

x3/2 e− y2

4x + d

π

y

x2 + y2 − b

π

x

x2 + y2 , (182)

with θ the Heaviside function (i.e., θ(x) = 1 for x > 0 and θ(x) = 0 for
x ≤ 0), and with

d = 1

2

1

ρ�u2∞
F̃ , (183)

b = 1

2

1

ρ�u2∞
L̃, (184)

where F̃ and L̃ are, respectively, the drag and the lift acting on the body
(dimensionfull quantities). The drag F̃ and the lift L̃ are computed (by an
evaluation of the stress tensor for example) as part of the solution process
(see Sec. 6), which in turn allows to update the boundary conditions on
�̃ = ∂D̃\∂B̃ using Eqs. (183) and (184).

Using the results in Sec. 3 the boundary conditions can be improved
without the introduction of constants other than b and d. Namely one sets

ũABC(x̃) = u∞ uN

(
x̃
�

)
,

where

uN(x, y) =
N∑

n=1

n∑
m=1

un,m(x, y),
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with un,m the vector fields that have been defined in Conjecture 31. The
case N = 0 corresponds to choosing homogeneous Dirichlet data on �̃ =
∂D̃\∂B̃, the case N = 1 is identical to Eqs. (181) and (182) (first-order
adaptive boundary conditions (see Bönisch et al. (2005)), and N = 2 and
N = 3 are second, respectively, third-order adaptive boundary conditions
(see Bönisch et al. (2006)).

5.2. Stationary flows in three dimensions

For the three-dimensional case the artificial boundary conditions on
�̃ = ∂D̃\∂B̃ are

ũABC(x̃) = u∞uABC

(
x̃
�

)
, (185)

where � = ρu∞/µ, and where

uABC = (uABC, vABC), (186)

vABC = v1,ABC + v2,ABC, (187)

with

uABC(x, y) = −θ(x)

2πx
e− y2

4x d + 1

2π

x

r3 d + 1

2π

y · b
r3 , (188)

v1,ABC(x, y) = − y
4πx2 θ(x)e− y2

4x d + 1

2π

y
r3 d

− 1

2π

1

r

sign(x)

r + |x|
(

b − 1

r

(
1

r
+ 1

r + |x|
)

(y · b) y
)

, (189)

v2,ABC(x, y) = −θ(x)

2πx

e− y2

4x + 1

2

e− y2

4x − 1
y2

4x

 b

+ θ(x)

2πx

e− y2

4x − 1
y2

4x

+ e− y2

4x

 (y · b)

y2 y, (190)

with θ the Heaviside function (i.e., θ(x) = 1 for x > 0 and θ(x) = 0
for x ≤ 0), with sign(x) = −1 + 2θ(x), and with y · b = y1b1 + y2b2,
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and with

d = 1

2ρ�2u2∞
F̃ , (191)

b = 1

2ρ�2u2∞
L̃, (192)

where F̃ and L̃ are, respectively, the drag and the lift acting on the body
(dimensionfull quantities). The drag F̃ and the lift L̃ are computed (by an
evaluation of the stress tensor for example) as part of the solution process
(see Sec. 6), which in turn allows to update the boundary conditions on
�̃ = ∂D̃\∂B̃ using Eqs. (191) and (192).

5.3. Bibliographic notes

The following notes give access to the literature on artificial boundary
conditions in a chronological order. Indeed, even so different problems
require different solutions, the basic ideas and techniques are pretty much
independent of the specific problem. The literature on the topic is very
extensive and we have therefore made no attempt to be exhaustive. The
main goal has rather been to compile a list of references from a broad set
of applications. Additional lists of references can be found in the various
reviews that we mention.

The problem of artificial boundary conditions can be traced back all the
way to the beginnings of scientific computing. Originally, a popular way of
handling exterior problems was to map the exterior domain to some finite
domain and to discretize the resulting equations there. We do not discuss
this approach here, mainly, because in its essence this is not different from
choosing artificial boundary conditions, since it corresponds simply to a
particular way of specifying such conditions.

The problem with artificial boundaries is most obvious for wave-like
equations, since scattering on the artificial boundary obviously produces
unphysical reflections of waves back into the computational domain. This
has lead to the development of so-called non-reflecting or absorbing
boundary conditions. Early work which addresses the subject is due to
Engquist and Majda (1979), Bayliss and Turkel (1980) and Sochacki et al.
(1986). In Peterson (1988) absorbing boundary conditions for the vector
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wave equation are discussed. See also Luebbers et al. (1991) for another
early reference with a somewhat different discussion of the subject.

Artificial boundary conditions for incompressible viscous flows can
be found in Halpern and Schatzman (1989). Another classic reference is
Heywood et al. (1992). This work discusses in particular questions related
to the mass flux.

The work of Grote (1995) and Grote and Keller (1995) on nonreflective
boundary conditions has stimulated the work on artificial boundary condi-
tions for the hyperbolic case. Higher order radiation boundary conditions
have been proposed in Hagstrom (1995) and absorbing boundary conditions
for the Schrödinger equation can be found in Fevens and Jiang (1995).
Absorbing boundary conditions for the linearized Euler equations have been
proposed in Hu (1996) on the basis of a so-called perfectly matched layers.
See also Hesthaven (1997). Griffiths (1997) contains a proof (in d = 1)
of the effectiveness of well chosen boundary conditions when compared to
traditional boundary conditions.A first article containing artificial boundary
conditions for the computation of oscillating external flows is due to
Tsynkov (1997). Ryaben’kii and Tsynkov (1997) contains a first review
of a method that allows the construction of artificial boundary conditions
for exterior problems in computational fluid dynamics and Hagstrom
and Hariharan (1998) contains a formulation of asymptotic and exact
boundary conditions using local operators. A two-dimensional treatment
of transonic flow around an airfoil is discussed in Coclici et al. (1998),
and transparent boundary conditions for the two-dimensional Helmholtz
equation are discussed in Schmidt (1998). In Tsynkov and Vatsa (1998) an
improved treatment of external boundary conditions for three-dimensional
flow computations is discussed, and Tsynkov (1998) contains a major
review of the numerical solution of problems in unbounded domains.

The work of Rols et al. (1998) introduces the idea of fractal absorbing
boundary conditions in electromagnetic simulations by an application
of the spectral moments method. In Rowley and Colonius (2000) so-
called discrete non-reflecting boundary conditions are discussed for linear
hyperbolic systems and in Schmidt (2000), such boundary conditions are
discussed for the Helmholtz equation.

The review of Bruneau (2000) discusses boundary conditions not only
for the incompressible but also for compressible Navier–Stokes equations,
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and Huan and Thompson (2000) discuss boundary conditions for the
time-dependent wave equation. The question of adequate artificial boundary
conditions for the computation of external flows with jets is reviewed in,
Tsynkov et al. (2000) and a further review of external boundary conditions
for three-dimensional problems of aerodynamics is given in Tsynkov
(2000). Thompson and Huan (2000) contains exact nonreflecting boundary
conditions and Ryaben’kii et al. (2001) discuss discrete artificial boundary
conditions for the time-dependent wave equation. Higher order artificial
boundary conditions for nonlinear wave propagation with backscattering
are introduced in Fibich and Tsynkov (2001) and Lions et al. (2002)
discusses the questions of the well posedness of an absorbing layer
for hyperbolic problems. Nazarov and Specovius-Neugebauer (2003)
introduced nonlinear artificial boundary conditions for the exterior three-
dimensional Navier–Stokes problem, together with pointwise error esti-
mates.An adaptive finite element method with perfectly matched absorbing
layers for the computation of wave scattering by periodic structures is
introduced in Chen and Wu (2003), and in Novak and Bonazzola (2004)
absorbing boundary conditions for the simulation of gravitational waves
with spectral methods are discussed. In Nataf (2005), a new construction
of perfectly matched layers for the linearize Euler equations is presented.

6. Summary of Numerical Results

In what follows we give some details concerning the discretization
procedure and the algorithms that we have used to solve Eqs. (175), (176)
and (178) numerically. See Bönisch et al. (2005), Bönisch et al. (2006) for
details. To unburden the notation we suppress throughout this section the
“tildes”.

6.1. Galerkin finite element discretization

In order to solve Eq. (175), we have considered a discretization based
on conforming mixed finite elements with continuous pressure. This
discretization starts from a variational formulation of the system of
Eq. (175).

For a bounded domain D ⊂ R2, we denote by L2(D) the Lebesgue
space of square-integrable functions on D equipped with the inner product
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and the associated norm

(f, g)D =
∫

D
fg dx, ‖f‖D = (f, f)

1/2
D .

The pressure is assumed to be an element of the space L2
0(D) := {q ∈

L2(D)| ∫D q dx = 0}, which defines it uniquely. The L2(D) functions
with generalized (in the sense of distributions) first-order derivatives in
L2(D) form the Sobolev space H1(D), and we define H1

0 (D) = {v ∈
H1(D)| v|∂D = 0}. Now let W = [H1

0 (D)]2 × L2
0(D). For w = {v, p} ∈ W

and φ = {ϕ, q} ∈ W , we define the semi-linear form

A(w; φ) = ρ (((v + u∞) · ∇∇∇)v, ϕ)D − (p,∇∇∇ · ϕ)D

+2µ

∫
D

D(v) : D(ϕ) dx − (∇∇∇ · v, q)D, (193)

which is obtained by testing Eq. (175) with φ ∈ W and by integration
by parts of the diffusive term and the pressure gradient (see e.g., Ran-
nacher (2000), Galdi (1998f), Turek (1999) and Heywood et al. (1992)
for more details). D(v) denotes the deformation tensor, i.e., D(v) =
1
2

(∇∇∇v + (∇∇∇v)T
)
. Then, a weak form of Eq. (175) can be formulated as:

find w = {v, p} ∈ W , such that

A(w; φ) = 0, ∀φ ∈ W. (194)

The discretization of problem (194) uses a conforming finite element space
Wh ⊂ W defined on quasi-uniform triangulations Th = {K} consisting of
quadrilateral cells K covering the domain D. We have used the standard
Hood-Taylor finite elements (Hood and Taylor (1973)) for the trial and test
spaces, i.e., we used

Wh = {(v, p) ∈ [C(D)]3| v|K ∈ [Q2]2, p|K ∈ Q1},
where Qr describes the space of iso-parametric tensor-product polynomials
of degree r (for a detailed description of this standard construction process,
see for example, Brenner and Scott (1994)). This choice for the trial and
test functions guarantees a stable approximation of the pressure since
the Babuska–Brezzi inf-sup stability condition is satisfied uniformly in D
(see Brezzi and Falk (1991) and references therein). The advantage, when
compared to equal order function spaces for the pressure and the velocity, is
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that no additional stabilization terms are needed. The discrete counterpart
of the problem (194) then reads: find wh = {vh, ph} ∈ wb,h+Wh, such that

A(wh; φh) = 0, ∀φh ∈ Wh. (195)

Here, wb,h describes the prescribed Dirichlet data on the boundary ��� of the
domain D.

The artificial boundary conditions of Sec. 5 are independent of the
details of the geometry of the body, but they depend explicitly on drag and
lift. The accurate determination of these forces is therefore a key issue in
this context. We have used the approach proposed in Giles et al. (1997)
which is based on a reformulation of the expressions for drag and lift in
terms of volume integrals. This formulation allows to attain the full order
of convergence for the values of drag and lift.

6.2. The solver

We have solved the nonlinear algebraic system (195) in a fully coupled
manner by means of a damped Newton method. Denoting the derivative
of A(·, ·) taken at a discrete function wh ∈ Wh by A′(wh, ·)(·), the linear
system arising at the Newton step number k has the following form,

A′(wk
h,φφφh)(ŵ

k
h) = (rk

h,φφφh), ∀φh ∈ Wh, (196)

where rk
h is the equation residual of the current approximation wk

h, and
where ŵk

h corresponds to the needed correction. The updates wk+1
h = wk

h +
αkŵk

h with a relaxation parameter αk chosen by means of Armijo’s rule are
carried out until convergence. In practice, the Jacobian involved in Eq. (196)
is directly derived from the analytical expression for the derivative of the
variational system (195).

It is well known that the rapid convergence of Newton iterations greatly
depends on the quality of the initial approximation (see e.g., Kelley (1995)).
In order to find such an initial approximation, we consider a mesh hierarchy
Thl

with Thl
⊂ Thl+1 , and the corresponding system of Eq. (195) is succes-

sively solved by taking advantage of the previously computed solution, i.e.,
the nonlinear Newton steps are embedded in a nested iteration process.

More precisely, the linear subproblems (196) are solved by the general-
ized minimal residual method (GMRES), see Saad (1996), preconditioned
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by means of multigrid iterations. See Wesseling and Oosterlee (2001) and
Wesseling (1992) and references therein for a description of the different
multigrid techniques for flow simulations. Our preconditioner is based on a
new multigrid scheme which is optimized for conformal higher order finite
element methods. It is a key ingredient of the overall solution process.
Two specific features characterizing the scheme are: varying order of the
finite element Ansatz on the mesh hierarchy and a Vanka type smoother
(Vanka (1986)) adapted to higher order discretization. This somewhat
technical part of the solver is described in full detail in Heuveline (2003).
Its implementation is part of the HiFlow project (see Heuveline (2000)).

6.3. Numerical results

Figure 2 summarizes some of the results in two dimensions. See Bönisch
et al. (2005) and Bönisch et al. (2006) for details. Similar work in three
dimensions is in preparation and will be published elsewhere.
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Fig. 2. The figure shows the size of the relative error for the drag as a function of the
diameter of the computational domain for a test configuration consisting of a flat plate of
diameter one at Reynolds number Re = 1. A reference value for the drag has been computed
with a very large scale computation on a domain of size 5,000. To compute the drag with
an error of about one percent, a domain with 500 times the body size is needed with naive
boundary conditions, with about 100 times the body size with first order and with about 50
times the body size with second-order artificial boundary conditions.
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7. Bibliography

The following notes provide entry points to the literature on low Reynolds
number flows in as much as they have not yet been provided in the more
specific bibliographic sections above or within the text. The main goal is
again to provide a list of references from a broad range of applications. The
big number of recent references shows that the subject of low Reynolds
numbers is in spite of its long history still, or maybe, again, a very active
topic of research.

7.1. Books

A very interesting early reference are the lectures on fluid mechanics by
Goldstein (1957) and a classic reference to boundary layer theory is the
book by Schlichting and Gersten (1999).A classic reference for perturbation
theory in fluid mechanics is van Dyke (1975). A nicely written and easy
to read introduction to the problem of exterior flows is the booklet by
Ockendon and Ockendon (1995). A recent book that contains an important
section on low Reynolds number flows is Guyon et al. (2001). A book on
viscous incompressible flows at (very) low Reynolds numbers is Kohr and
Pop (2004).

7.2. Boundary layer theory, wakes

The computation of the forces on bodies has only made significant progress
after the introduction of boundary layer theory, see Blasius (1908), which
has allowed to explain and resolve the d’Alambert paradox, i.e., the fact
that the Euler equations lead to a no drag theorem in two dimensions and
a no drag and no lift theorem in three dimensions. See also Goldshtik
(1990) for a review of viscous-flow paradoxes. Extensive computations of
wakes based on boundary layer theory can be found in Stewartson (1957).
Questions concerning the uniqueness of solutions are discussed for example
in Smith (1984). The computation of axisymmetric flows for slender bodies
goes back to the paper of Bodonyi et al. (1985). More recently boundary
layer computations have been reviewed in Cole (1994),Anderson Jr (2005),
Tulapurkara (2005) and Cowley (2006). In this general context it is also
useful to consult the publications by Lamb et al. (2003) which discusses
bifurcation theory from periodic solutions with spatiotemporal symmetry.
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7.3. Expansion techniques

Expansion techniques have played a very important role for the computation
of the forces that act on bodies that move through liquids. See in particular
also Keller and Ward (1996) for a reference concerning low Reynolds
number flows, and Boyd (1999) for a discussion of expansion techniques.
See also Schwartz (2002) for a discussion of the work of van Dyke. Recent
references are Vorobieff et al. (2002) and the publication by Kohr (2004)
where the method of matched asymptotic expansions for low Reynolds
number flow past a cylinder of arbitrary cross section is discussed.

7.4. Flows around plates, cylinders and spheres

With the introduction of boundary layer theory many authors have computed
the drag on simple geometric obstacles like plates, cylinders and spheres.
For (semi-infinite) flat plates interesting references are Alden (1948), Imai
(1957), Olmstead and Hector (1966), Olmstead (1975) and Lagerstrom
(1975). See also Bichsel and Wittwer (2007) for a recent review of the
semi-infinite flat plate problem.

Interesting references discussing flows around cylinders are Dennis and
Shimshoni (1965), Kropinski et al. (1995) and Titcombe et al. (1999). For
a recent reference to experimental techniques, including the case of time
periodic flows see Fujisawa et al. (2005).

Flows around spheres, including the question of the stability of such
flows are discussed in Shirayama (1992) and Cliffe et al. (2000). An
analytical solution of low Reynolds number slip flows past a sphere
can be found in Barber and Emerson (2000), and the drag on a sphere
moving horizontally in a stratified fluid is discussed in Greenslade (2000).
Jayaraman and Belmonte (2003) contains the observation of the oscillations
of a solid sphere falling through a wormlike micellar fluid.

7.5. Numerical studies

An early reference containing a numerical study of the drag on a sphere at
low and intermediate Reynolds number is Le Clair et al. (1970). A recent
reference for the flow around a cylinder is Padrino and Joseph (2006).
Oscillatory flows are discussed in Testik et al. (2005). Another reference to
the time dependent case is Bönisch and Heuveline (2006). Interesting work
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on the bases of the lattice Boltzmann method is Verberg and Ladd (2000)
and Latt et al. (2006). The application of the lattice Boltzmann method
to the simulation of particle-fluid suspensions can be found in Ladd and
Verberg (2001).

7.6. Linearized problems (Stokes, Oseen)

Linearized problems play an important role. On one hand they are directly
used as approximations to the full equations, on the other hand their
study is the basis of most work on the nonlinear problems. The Stokes
equations are quantitatively useful at very low Reynolds numbers (less
than one). Quantitatively, the Oseen equations are less successful and have
played a less important role for direct computations. See for example
Weisenborn and Bosch (1995). In spite of these shortcomings the Oseen
equation captures the asymptotic behavior of the flows in the regime of
Reynolds numbers above one to several hundred much better than the Stokes
equations. Interesting aspects of the Oseen equation are discussed in Kress
and Meyer (2000). The hydrodynamic forces on submerged rigid bodies and
its relation to the far field behavior are discussed in Guenther et al. (2002).
A well-posedness analysis for the so-called Oseen coupling method for
exterior flows is discussed in He et al. (2004). A recent discussion of the
Oseen problem in the whole space is due to Boulmezaoud and Razafison
(2005). Guenther and Thomann (2005) contains a new discussion of the
fundamental solutions of the Stokes and Oseen problem in two spatial
dimensions, and Thomann and Guenther (2006) contains the fundamental
solutions, including the time dependent case, for the linearized Navier–
Stokes equations for spinning bodies in three spatial dimensions. Girault
et al. (1992) contains a stream-function-vorticity variational formulation
for the exterior Stokes problem in weighted Sobolev spaces, and Amrouche
and Razafison (2006) provide weighted estimates for the Oseen problem in
three dimensions.

7.7. Other references on exterior flows

The standard reference concerning the existence of solutions for exterior
flows is Leray (1934). The question of the behavior of the solutions at
infinity was an open problem for a long time. See Finn (1960) and Finn
(1965). Another early reference concerning solutions of the stationary and
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non stationary Navier–Stokes equations in exterior domains is Chen (1993).
The problem is reviewed in Galdi (1998c). See also Galdi (1999b) for
the description of an important open problem. More recent references are
Farwig (1998), Cerejeiras and Kähler (2000), Galdi and Rabier (2000)
and Giga et al. (2001). Stability questions are discussed in Biler et al.
(2004). The approximation of three dimensional stationary flows by flows
in bounded domains are discussed in Deuring and Kračmar (2004). Nazarov
(1999) contains the discussion of the Navier–Stokes problem in a two-
dimensional domain with angular outlets to infinity, and Shibata and
Yamazaki (2005) provides uniform estimates for the velocity at infinity
for stationary solutions. Geissert et al. (2004) reviews the theory of the
Navier–Stokes flow in the exterior of a moving or rotating obstacle, and
Galdi (2006) discusses modes, nodes and volume elements for stationary
solutions of the Navier–Stokes problem past a three-dimensional body.
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CHAPTER 3

NUMERICAL SIMULATION AND BENCHMARKING
OF FLUID-STRUCTURE INTERACTION

WITH APPLICATION TO HEMODYNAMICS
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Numerical techniques for solving the problem of fluid-structure interaction with
an elastic material in a laminar incompressible viscous flow are described. An
Arbitrary Lagrangian–Eulerian (ALE) formulation is employed in a fully coupled
monolithic way, considering the problem as one continuum. The mathematical
description and the numerical schemes are designed in such a way that more
complicated constitutive relations (and more realistic for biomechanics applica-
tions) for the fluid as well as the structural part can be easily incorporated. We
utilize the well-known Q2P1 finite element pair for discretization in space to gain
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high accuracy and perform as time-stepping the second-order Crank–Nicholson,
respectively, Fractional-Step-θ-scheme for both solid and fluid parts. The resulting
nonlinear discretized algebraic system is solved by a Newton method which
approximates the Jacobian matrices by a divided differences approach, and the
resulting linear systems are solved by iterative solvers, preferably of Krylov-
multigrid type.

For validation and evaluation of the accuracy of the proposed methodology,
we present corresponding results for a new set of FSI benchmarking configurations
which describe the self-induced elastic deformation of a beam attached to a
cylinder in laminar channel flow, allowing stationary as well as periodically
oscillating deformations. Then, as an example for fluid-structure interaction (FSI)
in biomedical problems, the influence of endovascular stent implantation onto
cerebral aneurysm hemodynamics is numerically investigated. The aim is to study
the interaction of the elastic walls of the aneurysm with the geometrical shape of
the implanted stent structure for prototypical 2D configurations. This study can
be seen as a basic step towards the understanding of the resulting complex flow
phenomena so that in future aneurysm rupture shall be suppressed by an optimal
setting for the implanted stent geometry.

Keywords: Fluid-structure interaction (FSI); monolithic FEM; ALE; multigrid;
incompressible laminar flow.

1. Introduction

In this paper, we consider the general problem of viscous flow interacting
with an elastic body which is being deformed by the fluid action. Such a
problem is of great importance in many real life applications, and typical
examples of this type of problem are the areas of biomedical fluids which
include the influence of hemodynamic factors in blood vessels, cerebral
aneurysm hemodynamics, joint lubrication and deformable cartilage and
blood flow interaction with elastic veins.1, 8, 20, 21, 29 The theoretical inves-
tigation of fluid-structure interaction problems is complicated by the need
of a mixed description for both parts: While for the solid part the natural
view is the material (Lagrangian) description, for the fluid it is usually the
spatial (Eulerian) description. In the case of their combination some kind of
mixed description (usually referred to as theArbitrary Lagrangian–Eulerian
description orALE) has to be used which brings additional nonlinearity into
the resulting equations (see Ref. 14).

The numerical solution of the resulting equations of the fluid-structure
interaction problem poses great challenges since it includes the features
of structural mechanics, fluid dynamics and their coupling. The most
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straightforward solution strategy, mostly used in the available software
packages (see for instance Ref. 13), is to decouple the problem into the
fluid part and solid part, for each of those parts using some well established
method of solution; then the interaction process is introduced as external
boundary conditions in each of the subproblems. This has the advantage that
there are many well tested numerical methods for both separate problems
of fluid flow and elastic deformation, while on the other hand the treatment
of the interface and the interaction is problematic due to high stiffness and
sensitivity. In contrast, the monolithic approach discussed here treats the
problem as a single continuum with the coupling automatically taken care
of as internal interface.

Beside a short description of the underlying numerical aspects regard-
ing discretization and solution procedure for this monolithic approach
(see Refs. 14 and 19), we present corresponding results for a new set
of FSI benchmarking test cases (“channel flow around cylinder with
attached elastic beam”, see Ref. 25), and we concentrate on prototypical
numerical studies for 2D aneurysm configurations. The corresponding
parametrization is based on abstractions of biomedical data (i.e., cutplanes
of 3D specimens from New Zealand white rabbits as well as computer
tomographic and magnetic resonance imaging data of human neurocrania).
In our studies, we allow the walls of the aneurysm to be elastic and
hence deforming with the flow field in the vessel. Moreover, we examine
several configurations for stent geometries which clearly influence the
flow behavior inside of the aneurysm such that a very different elastic
displacement of the walls is observed too. We demonstrate that either the
elastic modeling of the aneurysm walls as well as the proper description of
the geometrical details of the shape of the aneurysm and particularly of the
stents is of great importance if the complex interaction between structure
and fluid shall be quantitatively analyzed in future, especially in view of
more realistic blood flow models and anisotropic constitutive laws of the
elastic walls.

2. Fluid-Structure Interaction Problem Formulation

The general fluid-structure interaction problem consists of the description
of the fluid and solid fields, appropriate interface conditions at the interface
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and conditions for the remaining boundaries, respectively. In this paper, we
consider the flow of an incompressible Newtonian fluid interacting with an
elastic solid. We denote the domain occupied by the fluid by �

f
t and the

solid by �s
t at the time t ∈ [0, T ]. Let �0

t = �̄
f
t ∩ �̄s

t be the part of the
boundary where the elastic solid interacts with the fluid. In the following,
the description for both fields and the interface conditions are introduced.
Furthermore, discretization aspects and computational methods used are
described in the following subsections.

2.1. Fluid mechanics

The fluid is assumed to be laminar and it is governed by the Navier–Stokes
equations of incompressible flows derived in the ALE framework:

ρf

(
∂vf

∂t
+ v · ∇v

)
− ∇ · σf = 0, ∇ · v = 0 in �

f
t , (1)

where ρf is the constant density and v is the velocity of the fluid. The state of
the flow is described by the velocity and pressure fields vf , pf , respectively.
The external forces, due to gravity or human motion, are assumed to be
not significant and are neglected. Although the blood is known to be non-
Newtonian in general, we assume it to be Newtonian in this study. This is
because we consider large arteries with radii of the order 2.0 mm, where
the velocity and shear rate are high. The kinematic viscosity νf is nearly
a constant in arteries with relatively large diameters 5 mm,16 and therefore
the non-Newtonian effects are neglected. The constitutive relations for the
stress tensors read

σf = −pf I + 2µε(vf ), (2)

where µ is the dynamic viscosity of the fluid, pf is the Lagrange multiplier
corresponding to the incompressibility constraint in Eq. (1), and ε(vf ) is
the strain-rate tensor:

ε(vf ) = 1

2
(∇vf + (∇vf )T ). (3)

The material time derivative depends on the choice of the reference system.
There are basically 3 alternative reference systems: the Eulerian, the
Lagrangian, and the Arbitrary Lagrangian–Eulerian formulation. The most
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commonly used description for the fluid-structure interaction is the ALE
description. For theALE formulation presented in this paper, corresponding
discretization techniques are discussed in Sec. 3. Let us remark that also
non-Newtonian flow models can be used for modeling blood flow, for
instance of Power Law type or even including viscoelastic effects (see
Ref. 6), which is planned for future extensions.

2.2. Structural mechanics

The governing equations for the structural mechanics are the balance
equations:

ρs

(
∂vs

∂t
+ (∇vs)vs − g

)
− ∇ · σs = 0, in �s

t , (4)

where the subscript s denotes the structure, ρs is the density of the material,
gs represents the external body forces acting on the structure, and σs is
the Cauchy stress tensor. The configuration of the structure is described by
the displacement us, with velocity field vs = ∂us/∂t. Written in the more
common Lagrangian description, i.e., with respect to some fixed reference
(initial) state �s, we have

ρs

(
∂2us

∂t2 − g
)

− ∇ · 	s = 0, in �s, (5)

where the tensor 	s = JσsF−T is called the first Piola–Kirchhoff tensor
and Eq. (5) is the momentum equation (or the equation of elastodynamics).
Unlike the Cauchy stress tensor σs, the first Piola–Kirchhoff tensor 	s is
non-symmetric. Since constitutive relations are often expressed in terms of
symmetric stress tensor, it is natural to introduce the second Piola–Kirchhoff
tensor Ss

Ss = F−T 	s = JF−1σsF−T , (6)

which is symmetric. For an elastic material (arterial wall is known to be
made of elastic material which is nonlinear, we assume it to be linear in
this study) the stress is a function of the deformation (and possibly of
thermodynamic variables such as the temperature) but it is independent
of deformation history and thus of time. The material characteristics may
still vary in space. In a homogeneous material, mechanical properties do not
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vary, the strain energy function depends only on the deformation.A material
is mechanically isotropic if its response to deformation is the same in all
directions. The constitutive equation is then a function of F. More precisely,
it is usually written in terms of the Green–Lagrange strain tensor, as

E = 1

2
(C − I), (7)

where I is the identity tensor and C = FT F is the right Cauchy–Green
strain tensor. J denotes the determinant of the deformation gradient tensor
F, defined as F = I + ∇us.

For the subsequent FSI benchmark we employ a St. Venant–Kirchhoff
material model as an example for hyperelastic homogeneous isotropic
material whose reference configuration is the natural state (i.e., where
the Cauchy stress tensor is zero everywhere). The St. Venant–Kirchhoff
material model is specified by the following constitutive law

σs = 1

J
F(λs(trE)I + 2µsE)FT Ss = λs(trE)I + 2µsE, (8)

where λs denotes the Lamé coefficients, and µs the shear modulus. More
complex constitutive relations for hyperelastic materials may be found in
Ref. 11, and particular models for biological tissues and blood vessels are
reported in Refs. 9 and 12. The material elasticity is characterized by a set
of two parameters, the Poisson ratio νs and the Young modulus E. These
parameters satisfy the following relations

νs = λs

2(λs + µs)
E = µs(3λs + 2µ2)

(λs + µs)
, (9)

µs = E

2(1 + νs)
λs = νsE

(1 + νs)(1 − 2νs)
, (10)

where νs = 1/2 for a incompressible and νs < 1/2 for a compressible
structure. In the large deformation case it is common to describe the
constitutive equation using a stress–strain relation based on the Green–
Lagrangian strain tensor E and the 2nd Piola–Kirchhoff stress tensor S(E)

as a function of E. However, also incompressible structures can be handled
in the same way (see Ref. 14).
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For the hemodynamic applications, a Neo–Hooke material model (J =
det F) is taken which can be used for compressible or incompressible (for
νs = 1/2 ⇒ λs → ∞) material and which is described by the constitutive
laws

σs = −psI + µs

J
(FFT − I), (11)

0 = −ps + λs

2

(
J − 1

J

)
. (12)

Both models, the St.Venant–Kirchhoff and the Neo–Hooke material model,
share the isotropic and hyperelastic properties, and both can be used for
the computation of large deformations. However, the St. Venant–Kirchhoff
model does not allow for large strain computation, while the Neo–Hooke
model is also valid for large strains.After linearization, both material models
have to converge to the same expression, which is then valid only for small
strains and small deformations. We implemented the St. Venant–Kirchhoff
material model as the standard model for the compressible case, since the
setup of the benchmark does not involve large strains in the oscillating beam
structure. Its implementation is simpler and, therefore, the FSI benchmark
will hopefully be adopted by a wider group of researchers. If someone wants
or has to use the Neo–Hooke material, the results for a given set of E and
ν or λ and µ are comparable, if the standard Neo–Hooke material model
as in Eq. (12) is used. Similarly as in the case of more complex blood flow
models, more realistic constitutive relations for the anisotropic behavior of
the walls of aneurysms also can be included. However, this is beyond the
scope of this paper.

2.3. Interaction conditions

The boundary conditions on the fluid-solid interface are assumed to be

σf n = σsn, vf = vs, on �0
t , (13)

where n is a unit normal vector to the interface �0
t . This implies the no-slip

condition for the flow and that the forces on the interface are in balance.
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3. Discretization and Solution Techniques

In this study, we restrict at the moment to two dimensions which allow
systematic tests of the proposed methods for biomedical applications in
a very efficient way such that the qualitative behavior can be carefully
analyzed. The corresponding fully implicit, monolithic treatment of the
fluid-structure interaction problem suggests that an A-stable second-order
time stepping scheme and that the same finite elements for both the solid
part and the fluid region should be utilized. Moreover, to circumvent the
fluid incompressibility constraints, we have to choose a stable finite element
pair. For that reason, the conforming biquadratic, discontinuous linearQ2P1

pair, see Fig. 1 for the location of the degrees of freedom, is chosen which
will be explained in the next section.

3.1. The conforming Stokes element Q2P1

Let us define the usual finite dimensional spaces U for displacement, V for
velocity, P for pressure approximation as follows

U = {u ∈ L∞(I, [W1,2(�)]2), u = 0 on ∂�},
V = {v ∈ L2(I, [W1,2(�t)]2) ∩ L∞(I, [L2(�t)]2), v = 0 on ∂�},
P = {p ∈ L2(I, L2(�))},

Fig. 1. Location of the degrees of freedom for the Q2P1 element.
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then the variational formulation of the fluid-structure interaction problem
is to find (u, v, p) ∈ U ×V ×P such that the equations are satisfied for all
(ζ, ξ, γ) ∈ U × V × P including appropriate initial conditions. The spaces
U, V, P on an interval [tn, tn+1] would be approximated in the case of the
Q2, P1 pair as

Uh = {uh ∈ [C(�h)]2, uh|T ∈ [Q2(T )]2 ∀T ∈ Th, uh = 0 on ∂�h},
Vh = {vh ∈ [C(�h)]2, vh|T ∈ [Q2(T )]2 ∀T ∈ Th, vh = 0 on ∂�h},
Ph = {ph ∈ L2(�h), ph|T ∈ P1(T ) ∀T ∈ Th}.

Let us denote by un
h the approximation of u(tn), vn

h the approximation of
v(tn) and pn

h the approximation of p(tn). Consider for each T ∈ Th the
bilinear transformation ψT : T̂ → T to the unit square T . Then, Q2(T ) is
defined as

Q2(T ) = {
q ◦ ψ−1

T : q ∈ span〈1, x, y, xy, x2, y2, x2y, y2x, x2y2〉} (14)

with nine local degrees of freedom located at the vertices, midpoints of the
edges and in the center of the quadrilateral. The space P1(T ) consists of
linear functions defined by

P1(T ) = {
q ◦ ψ−1

T : q ∈ span〈1, x, y〉} (15)

with the function value and both partial derivatives located in the center
of the quadrilateral, as its three local degrees of freedom, which leads to
a discontinuous pressure. The inf-sup condition is satisfied (see Ref. 4);
however, the combination of the bilinear transformation ψ with a linear
function on the reference square P1(T̂ ) would imply that the basis on the
reference square did not contain the full basis. So, the method can at most
be first-order accurate on general meshes (see Refs. 2 and 4)

‖p − ph‖0 = O(h). (16)

The standard remedy is to consider a local coordinate system (ξ, η) obtained
by joining the midpoints of the opposing faces of T (see Refs. 2, 17 and 24).
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Then, we set on each element T

P1(T ) := span〈1, ξ, η〉. (17)

For this case, the inf-sup condition is also satisfied and the second-order
approximation is recovered for the pressure as well as for the velocity
gradient (see Refs. 4 and 10)

‖p − ph‖0 = O(h2) and ‖∇(u − uh)‖0 = O(h2). (18)

For a smooth solution, the approximation error for the velocity in the
L2-norm is of order O(h3) which can easily be demonstrated for prescribed
polynomials or for smooth data on appropriate domains.

3.2. Time discretization

In view of a more compact presentation, the applied time discretization
approach is described only for the fluid part (see Ref. 18 for more details).
In the following, we restrict to the (standard) incompressible Navier–Stokes
equations

vt − ν�v + v · ∇v + ∇p = f, ∇ · v = 0, in � × (0, T ], (19)

for given force f and viscosity ν, with prescribed boundary values on the
boundary ∂� and an initial condition at t = 0. Then, the usual θ-scheme
for time discretization reads:

Basic θθθ-scheme: Given vn and K = tn+1 − tn, then solve for v = vn+1 and
p = pn+1

v − vn

K
+ θ[−ν�v + v · ∇v] + ∇p = gn+1, div v = 0, in �

(20)

with right hand side gn+1 := θfn+1 + (1 − θ)fn − (1 − θ)[−ν�vn +
vn · ∇vn]. The parameter θ has to be chosen depending on the time-
stepping scheme, e.g., θ = 1 for the Backward Euler (BE), or θ = 1/2
for the Crank–Nicholson-scheme (CN) which we prefer. The pressure
term ∇p = ∇pn+1 may be replaced by θ∇pn+1 + (1 − θ)∇pn, but
with appropriate postprocessing, both strategies lead to solutions of the
same accuracy. In all cases, we end up with the task of solving, at each
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time step, a nonlinear saddle point problem of given type which has then
to be discretized in space as described above. These two methods, CN
and BE, belong to the group of One-Step-θ-schemes. The CN scheme
can occasionally suffer from numerical instabilities because of its only
weak damping property (not strongly A-stable), while the BE-scheme is
of first-order accuracy only (however; it is a good candidate for steady-
state simulations). Another method which has proven to have the potential
to excel in this competition is the Fractional-Step-θ-scheme (FS). It uses
three different values for θ and for the time step K at each time level. In
Refs. 19 and 26 we additionally described a modified Fractional-Step-θ-
scheme which seems to be advantageous particularly for fluid-structure
interaction problems. A detailed description will appear in the thesis.18

3.3. Solution algorithms

After applying the standard finite element method with the Q2P1 element
pair as described in Sec. 3.1, the system of nonlinear algebraic equations
arising from the governing equations described in Secs. 2.1 and 2.2,
reads  Suu Suv 0

Svu Svv kB

cuBT
s cvB

T
f 0


 u

v
p

 =
 fu

fv

fp

 , (21)

which is a typical saddle point problem, where S describes the diffusive
and convective terms from the governing equations. The above system of
nonlinear algebraic Eq. (21) is solved using Newton method as a basic
iteration which can exhibit quadratic convergence provided that the initial
guess is sufficiently close to the solution. The basic idea of the Newton
iteration is to find a root of a function, R(X) = 0, using the available known
function value and its first derivative. One step of the Newton iteration can
be written as

Xn+1 = Xn + ωn

[
∂R(Xn)

∂X

]−1

R(Xn), (22)

where X = (uh, vh, ph) and ∂R(Xn)/∂X is the Jacobian matrix. To ensure
the convergence globally, some improvements of this basic iteration are
used. The damped Newton’s method with line search improves the chance of
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convergence by adaptively changing the length of the correction vector (see
Refs. 14 and 24 for more details). The damping parameter ωn ∈ (−1, 0) is
chosen such that

R(Xn+1) · Xn+1 ≤ R(Xn) · Xn. (23)

The damping greatly improves the robustness of the Newton iteration in
the case when the current approximation Xn is not close enough to the
final solution since the Newton method without damping is not guaranteed
to converge (see Refs. 14 and 24 for more details). The Jacobian matrix
∂R(Xn)/∂X can be computed by finite differences from the residual vector
R(X) [

∂R(Xn)

∂X

]
ij

≈ [R]i(Xn + αjej) − [R]i(Xn − αjej)

2αj

, (24)

where ej are the unit basis vectors in Rn and the coefficients αj are
adaptively taken according to the change in the solution in the previous time
step. Since we know the sparsity pattern of the Jacobian matrix in advance,
which is given by the used finite element method, this computation can be
done in an efficient way so that the linear solver remains the dominant part
in terms of the CPU time (see Refs. 24 and 27 for more details). A good
candidate, at least in 2D, seems to be a direct solver for sparse systems
like UMFPACK (see Ref. 7); while this choice provides very robust linear
solvers, its memory and CPU time requirements are too high for larger
systems (i.e., more than 20,000 unknowns). Large linear problems can be
solved by Krylov-space methods (BiCGStab, GMRes, see Ref. 3) with
suitable preconditioners. One possibility is the ILU preconditioner with
special treatment of the saddle point character of our system, where we allow
certain fill-in for the zero diagonal blocks, see Ref. 5. As an alternative, we
also utilize a standard geometric multigrid approach based on a hierarchy of
grids obtained by successive regular refinement of a given coarse mesh. The
complete multigrid iteration is performed in the standard defect-correction
setup with the V or F-type cycle. While a direct sparse solver7 is used for
the coarse grid solution, on finer levels a fixed number (2 or 4) of iterations
by local MPSC schemes (Vanka-like smoother)14, 24, 30 is performed. Such
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iterations can be written as ul+1

vl+1

pl+1

 =
 ul

vl

pl

 − ω

×
∑

element �i

 Suu|�i Suv|�i 0
Svu|�i Svv|�i kB|�i

cuBT
s|�i

cvB
T
f |�i

0

−1  def l
u

def l
v

def l
p

 .

The inverse of the local systems (39 × 39) can be done by hardware
optimized direct solvers. The full nodal interpolation is used as the
prolongation operator P with its transposed operator used as the restriction
R = PT (see Refs. 13 and 24 for more details).

4. FSI Benchmarking

In order to validate and to analyze different techniques to solve such FSI
problems, also in a quantitative way, a set of benchmark configurations
has been proposed in Ref. 25. The configurations consist of laminar incom-
pressible channel flow around an elastic object which results in self-induced
oscillations of the structure. Moreover, characteristic flow quantities and
corresponding plots are provided for a quantitative comparison.

The domain is based on the 2D version of the well-known CFD
benchmark in Ref. 28 and is shown in Fig. 2, an overview of the geometrical
parameters is given in Table 1. By omitting the elastic bar behind the
cylinder one can easily recover the setup of the “classical” flow around
cylinder configuration which allows for validation of the flow part by
comparing the results with the older flow benchmark. The setting is

Fig. 2. Computational domain with geometrical details of the structure part.
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Table 1. Overview of the geometrical parameters.

Value [m]

Channel length L 2.5
Channel width H 0.41
Cylinder center position C (0.2, 0.2)

Cylinder radius r 0.05
Elastic structure length l 0.35
Elastic structure thickness h 0.02
Reference point (at t = 0) A (0.6, 0.2)

Reference point B (0.2, 0.2)

Table 2. Parameter settings for the FSI benchmarks.

Parameter FSI1 FSI2 FSI3

�s [103 kg
m3 ] 1 10 1

νs 0.4 0.4 0.4

µs [106 kg
ms2 ] 0.5 0.5 2.0

�f [103 kg
m3 ] 1 1 1

νf [10−3 m2

s ] 1 1 1

Ū [ m
s ] 0.2 1 2

β = �s

�f 1 10 1

νs 0.4 0.4 0.4
Ae = Es

�f Ū2 3.5 × 104 1.4 × 103 1.4 × 103

Re = Ūd
νf 20 100 200

Ū 0.2 1 2

intentionally nonsymmetric28 to prevent the dependence of the onset of
any possible oscillation on the precision of the computation. The mesh
used for the computations is shown in Fig. 3.

A parabolic velocity profile is prescribed at the left channel inflow

vf (0, y) = 1.5Ū
y(H − y)(

H
2

)2 = 1.5Ū
4.0

0.1681
y(0.41 − y), (25)
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Fig. 3. Coarse mesh with number of degrees of freedom for refined levels.

such that the mean inflow velocity is Ū and the maximum of the inflow
velocity profile is 1.5Ū. The no-slip condition is prescribed for the fluid
on the other boundary parts. i.e., top and bottom wall, circle and fluid-
structure interface �0

t . The outflow condition can be chosen by the user,
for example stress free or do nothing conditions. The outflow condition
effectively prescribes some reference value for the pressure variable p.
While this value could be arbitrarily set in the incompressible case, in
the case of compressible structure this will have influence on the stress
and consequently the deformation of the solid. In this description, we set
the reference pressure at the outflow to have zero mean value. Suggested
starting procedure for the non-steady tests is to use a smooth increase of
the velocity profile in time as

vf (t, 0, y) =

vf (0, y)
1 − cos

(
π
2 t

)
2

if t < 2.0

vf (0, y) otherwise

, (26)

where vf (0, y) is the velocity profile given in Eq. (25).
The following FSI tests are performed for three different inflow speeds.

FSI1 is resulting in a steady state solution, while FSI2 and FSI3 result in
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Table 3. Results for FSI1.

ux of A uy of A
Level nel ndof [×10−3] [×10−3] Drag Lift

2 992 19,488 0.022871 0.81930 14.27360 0.76178
3 3,968 76,672 0.022775 0.82043 14.29177 0.76305
4 15,872 304,128 0.022732 0.82071 14.29484 0.76356
5 63,488 1,211,392 0.022716 0.82081 14.29486 0.76370
6 253,952 4,835,328 0.022708 0.82086 14.29451 0.76374

Ref. 0.0227 0.8209 14.295 0.7638

periodic solutions. The parameter values for the FSI1, FSI2 and FSI3 are
given in Table 2. Here, the computed values are summarized in Table 3
for the steady state test FSI1. In Figs. 4 and 5, resulting plots of x–y
displacement of the trailing edge point A of the elastic bar and plots of
the forces (lift, drag) acting on the cylinder attached with an elastic bar are
drawn and computed values for three different mesh refinement levels and
two different time steps for the nonsteady tests FSI2 and FSI3 are presented,
respectively, which show the (almost) grid independent solution behavior
(for more details see Ref. 25).

5. Applications to Hemodynamics

In the following, we consider the numerical simulation of special problems
encountered in the area of cardiovascular hemodynamics, namely flow
interaction with thick-walled deformable material, which can become a
useful tool for deeper understanding of the onset of diseases of the human
circulatory system, as for example, blood cell and intimal damages in
stenosis, aneurysm rupture, evaluation of the new surgery techniques of
heart, arteries and veins (see Refs. 1, 15 and 29 and therein cited literature).
In this contribution, prototypical studies are performed for brain aneurysm.
The word “aneurysm” comes from the latin word aneurysma which means
dilatation. Aneurysm is a local dilatation in the wall of a blood vessel,
usually an artery, due to a defect, disease or injury. Typically, as the
aneurysm enlarges, the arterial wall becomes thinner and eventually leaks
or ruptures, causing subarachnoid hemorrhage (SAH) (bleeding into brain
fluid) or formation of a blood clot within the brain. In the case of a vessel
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Fig. 4. Results for FSI2 with time step �t = 0.002, �t = 0.001.

rupture, there is a hemorrhage, and when an artery ruptures, then the
hemorrhage is more rapid and more intense. In arteries the wall thickness
can be up to 30% of the diameter and its local thickening can lead to the
creation of an aneurysm so that the aim of numerical simulations is to
relate the aneurysm state (unrupture or rupture) with wall pressure, wall
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Fig. 5. Results for FSI3 with time step �t = 0.001, �t = 0.0005.

deformation and effective wall stress. Such a relationship would provide
information for the diagnosis and treatment of unrupture and rupture of an
aneurysm by elucidating the risk of bleeding or rebleeding, respectively.

As a typical example for the related CFD simulations, a real view
is provided in Fig. 6 which also contains the automatically extracted
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Fig. 6. Left: Real view of aneurysm. Right: Schematic drawing of the mesh.

computational domain and (coarse) mesh in 2D, however without stents. In
order to use the proposed numerical methods for aneurysm hemodynamics,
in a first step, only simplified two-dimensional examples, which however
include the interaction of the flow with the deformable material, are
considered in the following. Flow through a deformable vein with elastic
walls of a brain aneurysm is simulated to analyse qualitatively the described
methods; here, the flow is driven by prescribing the flow velocity at the
inflow section while the elastic part of the boundary is either fixed or stress-
free. Both ends of the walls are fixed, and the flow is driven by a periodical
change of the inflow at the left end.

5.1. Geometry of the problem

For convenience, the geometry of the fluid domain under consideration is
currently based on simplified 2D models (see Fig. 7) which allows us to
concentrate on the detailed qualitative evaluation of our approach based on
the described monolithic ALE formulation. The underlying construction of

Fig. 7. Schematic drawing of the measurement section (left). Mesh without stents (776
elements) (middle). Mesh with stents (1,431 elements) which are part of the simulations
(right).
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the (2D) shape of the aneurysm can be explained as follows:

• The bent blood vessel is approximated by quarter circles around the
origin.

• The innermost circle has the radius 6 mm, the next has 8 mm, and the
last one has 8.25 mm.

• This results in one rigid inner wall and an elastic wall between 8 mm
and 8.25 mm of thickness 0.25 mm.

The aneurysm shape is approximated by two arcs and lines intersecting
the arcs tangentially. The midpoints of the arcs are the same (−6.75; 6), they
have the radius 1.125 mm and 1.25 mm. They are intersected tangentially
by lines at angular value 1.3 radians. This results in a wall thickness of
0.125 mm for the elastic aneurysm walls (see Fig. 7). The examined stents
are of circular shape, placed on the neck of the aneurysm, and we use
three, respectively, five stents (simplified “circles” in 2D as cutplanes from
3D configurations) of different size and position. The stents also consist
of a grid, immersed in the blood flow, which is located at the inlet of the
aneurysm so that in future elastic deformations of the stents can be included,
too, since in real life, the stent is a medical device which consists of a wire
metal wire tube. Stents are typically used to keep arteries open and are
located on the vessel wall while this stent is immersed in the blood flow
(Fig. 7). The purpose of this device is to reduce the flux into and within
the aneurysm in order to occlude it by a clot or rupture. The aneurysm is
then intersected with the blood vessel and all missing angular values and
intersection points can be determined.

5.2. Boundary and initial conditions

The (steady) velocity profile, to flow from the right to the left part of the
channel, is defined as parabolic inflow, namely

vf (0, y) = Ū(y − 6)(y − 8). (27)

Correspondingly, the pulsatile inflow profile for the nonsteady tests for
which peak systole and diastole occur for �t = 0.25 s and �t = 0.75 s
respectively, is prescribed as

vf (t, 0, y) = vf (0, y)(1 + 0.75 sin(2πt)). (28)
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The natural outflow condition at the lower left part effectively prescribes
some reference value for the pressure variable p, here p = 0. While
this value could be arbitrarily set in the incompressible case, in the case
of a compressible structure this might have influence onto the stress
and consequently the deformation of the solid. The no-slip condition is
prescribed for the fluid on the other boundary parts, i.e., top and bottom
walls, stents and fluid-structure interface.

5.3. Numerical results

The newtonian fluid used in the tests has a density ρf = 1.035 ×
10−6 kg/mm3 and a kinematic viscosity νf = 3.38 mm2/s which is similar
to the properties of blood. If we prescribe the inflow speed Ū = −50 mm/s,
this results in a Reynolds number Re ≈ 120 based on the prescribed
peak systole inflow velocity and the width of the veins which is 2 mm
such that the resulting flow is within the laminar region. Parameter values
for the elastic vein in the described model are as follows: The density of
the upper elastic wall is ρs = 1.12 × 10−6 kg/mm3, solid shear modulus
is µs = 42.85 kg/mms2, Poisson ratio is νp = 0.4, Young modulus is
E = 120 kN/mm2. As described before, the constitutive relations used
for the materials are the incompressible Newtonian model (2) for the
fluid and a hyperelastic Neo–Hooke material for the solid. This choice
includes most of the typical difficulties the numerical method has to deal
with, namely the incompressibility and significant deformations. From a
medical point of view, the use of stents provides an efficient treatment for
managing the difficult entity of intracranial aneurysms. Here, the thickness
of the aneurysm wall is attenuated and the aneurysm hemodynamics
changes significantly. Since the purpose of this device is to control the
flux within the aneurysm in order to occlude it by a clot or rupture, the
resulting flow behavior into and within the aneurysm is the main objective,
particularly in view of the different stent geometries. Therefore, we decided
for the 2D studies to locate the stents only in direct connection to the
aneurysm. Comparing our studies with the CFD literature (see Refs. 1, 8,
22, 23 and 29), several research groups focus on CFD simulations with
realistic 3D geometries, but typically assuming rigid walls. In contrast, we
concentrate on the complex interaction between elastic deformations and
flow perturbations induced by the stents. At the moment, we are only able
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to perform these simulations in 2D, however, with these studies we should
be able to analyze qualitatively the influence of geometrical details onto
the elastic material behavior, particularly in view of more complex blood
models and constitutive equations for the structure. Therefore, the aims of
our current studies can be described as follows:

(1) What is the influence of the elasticity of the walls onto the flow behavior
inside of the aneurysm, particularly with regard to the resulting shape
of the aneurysm?

(2) What is the influence of the geometrical details of the (2D) stents, that
means shape, size, position, onto the flow behavior into and inside of
the aneurysm?

(3) Do both aspects, small-scale geometrical details as well as elastic fluid-
structure interaction, have to be considered simultaneously or is one of
them negligible in first-order approximation?

(4) Are modern numerical methods and corresponding CFD simulations
tools able to simulate qualitatively the multiphysics behavior of such
biomedical configurations?

In the following, we show some corresponding results for the described
prototypical aneurysm geometry, first for the steady state inflow profile,
followed by nonsteady tests for the pulsatile inflow, both with rigid and
elastic walls, respectively.

5.4. Steady configurations

Due to the given inflow profile, which is not time-dependent, and due to
the low Re numbers, the flow behavior leads to a steady state which only
depends on the elasticity and the shape of the stents. Moreover, for the
following simulations, we only treat the aneurysm wall as elastic structure.
Then, the aneurysm undergoes some slight deformations which can hardly
be seen in Figs. 8 and 9. However they result in a different volume of the
flow domain (see Fig. 10) and lead to a significantly different local flow
behavior since the spacing between stents and elastic walls may change
(see the subsequent pictures).

In the following pictures, we visualize the different flow behavior
due to the velocity magnitude and by showing corresponding vector
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Fig. 8. Deformed mesh for steady configuration without stents, with elastic wall (left).
Mesh for rigid wall (right).

Fig. 9. Deformed mesh for steady configuration with stents: 3 stents (left) and 5 stents
(right).
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Fig. 10. Resulting volume of the fluid domain for different configurations.
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plots inside of the aneurysm. Particularly the influence of the number
of stents onto the complete fluid flow through the channel including the
aneurysm can be clearly seen. Summarizing these results for steady inflow,
the simulations show that the stent implantation across the neck of the
aneurysm prevents blood penetration into the aneurysm fundus. Moreover,
the elastic geometrical deformation of the wall is slightly reduced by
implanting the stents while the local flow behavior inside of the aneurysm
is more significantly influenced by the elastic properties of the outer wall,
particularly due to different width between stents and walls of the aneurysm.
In the next section, we will consider the more realistic behavior of flow
configurations with time-dependent pulsatile inflow which will be analyzed
for the case of elastic behavior of the aneurysm walls.

5.5. Pulsatile configurations

For the following pulsatile test case, we have taken again the aneurysm part
as elastic while the other parts of the walls belonging to the channel are
rigid. First of all, we show again (see Fig. 11) the resulting volume of the
flow domain for 5, 3 and no stents. In all cases, the oscillating behavior due
to the pulsative inflow is visible which also leads to different volume sizes.
Looking carefully at the resulting flow behavior, we see global differences
with regard to the channel flow near the aneurysm, namely due to the
different flow rate into the aneurysm, and significant local differences inside
of the aneurysm (see Fig. 12).

6. Summary and Future Developments

We presented a monolithic ALE formulation of fluid-structure interaction
problems suitable for applications with finite deformations of the structure
and laminar viscous flows, particularly arising in biomechanics. The
corresponding discrete nonlinear systems result from the finite element
discretization by using the high order Q2P1 FEM pair which are solved
monolithically via discrete Newton iteration and special Krylov-multigrid
approaches.While we are restricted in the presented studies to the simplified
case of Newtonian fluids and small deformations, the used numerical
components allow the system to be coupled with additional models of
chemical and electric activation of the active response of the biological
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Fig. 12. Left column: no stent. Middle column: 3 stents. Right column: 5 stents. Figures
demonstrate the local behavior of the fluid flow inside of the aneurysm during one cycle.
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material as well as power law models used to describe the shear thinning
property of blood. Further extension to viscoelastic models and coupling
with mixture based models for soft tissues together with chemical and
electric processes would allow to perform more realistic simulations for
real applications.

In this paper, we applied the presented numerical techniques to FSI
benchmarking settings (“channel flow around cylinder with attached elastic
beam”, see Ref. 25) which allow the validation and also evaluation of differ-
ent numerical solution approaches for fluid-structure interaction problems.
Moreover, we examined prototypically the influence of endovascular stent
implantation onto aneurysm hemodynamics. The aim was, first of all, to
study the influence of the elasticity of the walls onto the flow behavior
inside of the aneurysm. Moreover, different geometrical configurations of
implanted stent structures have been analyzed in 2D. These 2D results are
far from providing quantitative results for such a complex multiphysics
configuration, but they allow a qualitative analysis with regard to both
considered components, namely the elastic behavior of the structural parts
and the multiscale flow behavior due to the geometrical details of the stents.
We believe that such basic studies may help towards the development of
future “Virtual Flow Laboratories” which individually assist to develop
personal medical tools in an individual style.
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This paper represents an introduction to the mathematical analysis of particulate
flows. We introduce the models, which are based on the coupling of Newton’s law
for a collection of rigid bodies (the particles) and the equations of fluid dynamics
for a liquid surrounding them. In the Introduction we briefly describe the case of an
inviscid fluid. In Sec. 2 we study the existence of strong solutions in the case of a
viscous incompressible fluid. We give a detailed proof of a local existence of these
solutions. Moreover, we discuss some extensions and related questions, such as
the global existence for small initial data. In Sec. 3 we define a concept of a weak
solution and we prove their global existence up to possible contacts. A brief dis-
cussion of the existence of these contacts is also included, with updated references

1. Mathematical Models for Particulate Flows

1.1. Introduction

In many practical problems a fluid interacts with a solid structure, exerting
stresses that may cause deformation in the structure and, thus, alter the

201
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flow of the fluid itself. These phenomena are usually called fluid-structure
interactions and they occur, for instance, in aerodynamics (flow around
an aircraft), medicine (blood flow in vessels), zoology (swimming of
aquatic animals). The mathematical study of these problems raises several
challenges, the main one being due to the fact that the domain filled
by the fluid is one of the unknowns of the problem. Another difficulty
which has to be tackled is that the dynamics of the system couples
the ordinary differential equations modeling the solid with the partial
differential equations modeling the fluid.

Within this work we focus on particulate flows, which design the
coupled motion of a collection of rigid bodies and of a fluid surrounding
them. According to the fact that the fluid ideal, viscous (compressible
or incompressible) or non-Newtonian, the corresponding mathematical
models are given by systems of partial and ordinary differential equations of
increasing complexity. The common features of these models are the facts
that the equations for the fluid and for the solids are coupled via the boundary
conditions and that the equations for the fluid hold in a spatial domain which
is variable with respect to time. This domain is, in most of the cases, an
unknown of the problem, so that we have to tackle a free boundary value
problem. However, the mathematical analysis of these problems is expected
to be simpler than in the general free boundary case since for particulate
flows the free boundary has a finite number of degrees of freedom, namely
6m, where m is the number of rigid bodies (in the case of a three dimensional
flow). We give below a description of the governing equations for the ideal
or viscous incompressible and homogeneous fluids.

This text is meant to be an introduction into the analysis of particulate
flows. We assume that the reader is familiar with the basic mathematical and
numerical analysis of the Navier–Stokes or equations and we concentrate
on the questions specific to the presence of rigid bodies in the fluid flow. We
concentrate on the situation when the fluid-solid system feels a bounded
domain. In this case the free boundary character of the system plays an
important role. More precisely, if we try to write the equation in a frame
connected to the solid by means of a rigid change of coordinates, the
exterior boundary will be displaced, so that we still have a free boundary
value problem. The situation is quite different in the case of a single body
and of a fluid filling the remaining part of the space. We refer to the last
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subsection of Sec. 2 for some comments and references concerning the
latter case.

We first give some basic equations, which are independent of the
properties of the fluid. Let � ⊂ R

3 be an open set. We assume that, at each
time t ≥ 0, � = F(t) ∪ S(t), where F(t) is the domain filled by the fluid,
whereas S(t) is the domain occupied by m rigid bodies S1(t), . . . , Sm(t).
Regardless of the considered type of fluid, we know that the Cauchy
equations hold in F(t). More precisely,

ρF

(
∂u

∂t
+ (u · ∇)u

)
− divT = ρFb (t ≥ 0, x ∈ F(t)). (1.1.1)

where the positive constant ρF stands for the density of the fluid, u is the
Eulerian velocity field of the fluid, T is the Cauchy stress field in the fluid
and b is the density of exterior mass forces (supposed to be known). Within
this work we assume that the fluid is incompressible, which implies that

div u = 0, (t ≥ 0, x ∈ F(t)). (1.1.2)

The equations of motion of the solids follow from Newton’s laws and they
can be written as

Mj

d2hj

dt2 = −
∫

∂Sj(t)

Tnd�

+
∫

Sj(t)

ρSbdx, t ∈ [0, T ], j = 1, . . . , m, (1.1.3)

d

dt
(Jjωj) = −

∫
∂Sj(t)

(x − hj) × Tnd�

+
∫

Sj(t)

(x − hj) × ρSbdx, t ∈ [0, T ], j = 1, . . . , m

(1.1.4)
dRj

dt
(t) = A(ωj(t))Rj(t) t ∈ [0, T ], j = 1, . . . , m (1.1.5)

where hj(t) (respectively, ωj(t)) is the position of the mass center
(respectively, the angular velocity) of the rigid body Sj(t). Moreover, Rj

denotes the rotation tensor of the solid number j. The notation × stands
for the usual vector product in R

3 whereas n denotes the unitary normal
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vector field to ∂Sj(t) oriented towards the interior of each solid. The skew
symmetric matrix A(ω) is defined by

A(ω) =


0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

 for all ω ∈ R
3. (1.1.6)

Moreover, for every j ∈ {1, . . . , m}, Mj stands for the mass of Sj and Jj(t)

denotes the inertia matrix of Sj(t) defined by

Jj(t)a · b = ρj

∫
Sj(t)

[a × (x − hj(t))] · [b × (x − hj(t))]dx

for all a, b ∈ R
3, (1.1.7)

where ρj is the density of the solid Sj (supposed to be a known constant).
In order to close the system, Eqs. (1.1.1)–(1.1.5) have to be supple-

mented with a constitutive law for the fluid, with appropriate boundary
conditions and with initial conditions.

In the case of an ideal fluid the constitutive law is

T = −pI3, (1.1.8)

where I3 is the 3 × 3 identity matrix and, for every t ≥ 0, the scalar field
p(·, t) : F(t) → R denotes the pressure field in the fluid. The fact that the
fluid cannot penetrate the exterior boundary ∂� and the boundary of each
solid ∂Sj(t) can be written by using the boundary conditions

u(x, t) · n(x) = 0 (x ∈ ∂�, t ≥ 0), (1.1.9)

u(x, t) · n(t, x) = (ḣj(t) + ωj(t) × (x − hj(t))) · n(x, t)

(x ∈ ∂Sj(t), t ≥ 0). (1.1.10)

In order to complete the system we specify the initial conditions

u(x, 0) = u0(x) x ∈ F(0), (1.1.11)

hj(0) = h0
j , ḣj(0) = k0

j , Rj(0) = I3, ωj(0) = ω0
j . (1.1.12)

The constitutive law and the boundary conditions in the case of a viscous
fluid will be described in Subsec. 2.1.
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The outline of this work is as follows. In the next subsection we specify
the equations in the case (probably the simplest) of an ideal incompressible
fluid which undergoes a potential flow. Moreover, we briefly discuss some
well posedness issues for both potential and non potential flows. In Sec. 2
we discuss the existence and uniqueness of strong solutions in the case of
a viscous incompressible fluid. More precisely, we give a detailed proof of
the local in time existence and uniqueness of solutions for smooth enough
initial data. Moreover, we discuss additional questions like global existence
for small data or the existence of contacts. In Sec. 3 we define a notion of
weak solution in the case of a viscous incompressible fluid and we prove
the existence of such solutions on arbitrary time intervals which do not
include any instances of collisions of the bodies. We end by discussing
some extensions and open problems.

1.2. The case of an inviscid fluid

We have seen in the previous subsection that the motion of a solid in an
incompressible ideal fluid is governed by Eqs. (1.1.1)–(1.1.5) together with
Eqs. (1.1.8)–(1.1.12). In this case, substituting Eq. (1.1.8) into Eq. (1.1.1)
we obtain the classical Euler equation for ideal fluids which writes as

ρF

(
∂u

∂t
+ (u · ∇)u

)
+ ∇p = ρFb, (t ≥ 0, x ∈ F(t)). (1.2.1)

The simplest mathematical model of particulate flows occurs in the
case when the fluid is ideal and it undergoes a potential flow (also called
an inviscid fluid). As has been already remarked by Kirchhoff and Kelvin,
in this case, the coupled system can be reduced to a system of ordinary
differential equations. The coefficients appearing in these equations are
obtained by solving, at each moment t, an elliptic partial differential
equation so that they cannot, in general, be expressed by simple formulas.
The fact that, for particular geometries, these elliptic problems can be
explicitly solved lead Kirchhoff, Kelvin, Lamb and others to remarkable
analytical solutions or qualitative study of the motion of rigid bodies in an
inviscid fluid. We refer to Lamb [27] and Milne-Thomson [32] for detailed
results in this direction. Note that these very simple models are still used
in practical problems like the guidance of ocean vehicles (see, for instance,
Fossen [11] and references therein).
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In the remaining part of this subsection we briefly describe the
governing equations in the case of a single rigid body. The fact that the
flow is potential means that for every t ≥ 0 there exists a function ϕ(t, ·)
such that

u(x, t) = ∇ϕ(x, t) (t ≥ 0, x ∈ F(t)), (1.2.2)

then Eq. (1.2.1), combined with Eq. (1.1.2), yields the well-known Bernoulli
formula:

ρF

(
∂ϕ

∂t
(x, t) + 1

2
|∇ϕ(x, t)|2

)
+ p(x, t) = C(t). (1.2.3)

For the sake of simplicity, in the remaining part of this subsection we
assume that the fluid lies in a bounded cavity and that it contains a single
particle, denoted S(t). In this case, from Eqs. (1.1.2), (1.1.9) and (1.1.10)
it follows that

�ϕ(x, t) = 0 (t ≥ 0, x ∈ F(t)), (1.2.4a)

∂ϕ

∂n
(x, t) = 0 (t ≥ 0, x ∈ ∂�), (1.2.4b)

∂ϕ

∂n
(x, t) = [ḣ(t) + ω(t) × (x − h(t))] · n(x, t) (t ≥ 0, x ∈ ∂S(t)).

(1.2.4c)

From the above equations it follows that ϕ (and, consequently, the velocity
field u) is completely determined, at each instant t, by the position and the
velocity of the rigid body. Moreover from Bernoulli’s formula (1.2.3) it
follows that the same property is shared by the pressure field p. Therefore,
p can be expressed, at each moment t as function of h, ḣ, ḧ and R, ω, ω̇

so that Eq. (1.1.3)–(1.1.5) form indeed an ODE system which allows to
predict the behavior of the fluid and of the particles.

The dependence of the solution ϕ of Eq. (1.2.4), with respect to the
velocities ḣ and ω, is clearly linear, whereas the dependence on the positions
h and R is more complicated, being of a geometric nature. Therefore we do
not have, in general, simple expression of the right-hand sides of Eqs. (1.1.3)
and (1.1.4).

A different way of obtaining the governing equations is based on
analytical mechanics. More precisely, the total kinetic energy of the system
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is the sum of the kinetic energy of the rigid body and of the fluid which can
be written as

E(h(t), ḣ(t), R(t), ω(t)) = 1

2
M|ḣ(t)|2 + 1

2
(J(t)ω(t)) · ω(t)

+ 1

2

∫
F(t)

|∇ϕ(x, t)|2dx,

where we have used again the fact that ϕ(·, t) is completely determined by
h(t), ḣ(t), R(t) and ω(t). In the absence of exterior forces, the system will
be governed by Lagrange’s equations

d

dt

∂E

∂q̇k

− ∂E

∂qk

= 0 (k = 1, 6), (1.2.5)

where qk = hk for k ∈ {1, 2, 3} and (q4, q5, q6) are parameters occurring
in the parametrization of the orthogonal group SO(3) (usually the Euler
angles). The fact that Eq. (1.2.5) is equivalent with the previously described
equations, based on Newton’s laws, is far from being obvious from a
mathematical viewpoint. For a detailed discussion of these issues we refer
to the recent work of Houot and Munnier [24]. However, in order to give
a flavor of the involved calculations, we derive below an expression of
the force exerted by the fluid on the solid and we note that the obtained
expression contains some of the terms in Eq. (1.2.5).

Proposition 1.2.1. For every j ∈ {1, 2, 3} the j-th component of the force
with which the fluid acts on the solid is given by∫

∂S(t)

pnj = −ρF

2

d

dt

∂

∂ḣi

∫
F(t)

|∇ϕ|2dx − ρF

2

∫
∂�

|∇ϕ|2njd�. (1.2.6)

Proof. For the sake of simplicity, we take j = 1. From the Bernoulli
formula (1.2.3) and the fact that∫

∂S(t)

C(t)n1d� = 0,

it follows that ∫
∂S(t)

pn1d� = ρF(I1 + I2), (1.2.7)
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where

I1 = −
∫

∂S(t)

∂ϕ

∂t
n1d�,

I2 = −1

2

∫
∂S(t)

|∇ϕ|2n1d�.

By using Gauss’ formula it follows that

I1 = −
∫

F(t)

∂2ϕ

∂x1∂t
dx +

∫
∂�

∂ϕ

∂t
n1d�.

The above formula, combined to Reynolds’ formula, Eq. (1.2.4c) and to the
fact that ∂ϕ/∂n = 0 on ∂� implies that

I1 = − d

dt

∫
F(t)

∂ϕ

∂x1
dx +

∫
∂S(t)

∂ϕ

∂x1
(ḣ + ω × (x − h)) · nd�

+
∫

∂�

∂ϕ

∂t
n1d�.

By applying the Gauss formula to the first term in the above relation we
obtain

I1 = − d

dt

∫
∂S(t)

ϕn1d� +
∫

∂S(t)

∂ϕ

∂x1
(ḣ + ω × (x − h)) · nd�.

From Eq. (1.2.4c) it follows that on ∂S(t) we have

n1 = ∂

∂ḣ1

∂ϕ

∂n
,

so that we can use again the Gauss formula and the fact that ϕ is harmonic
to get

I1 = − d

dt

∂

∂ḣ1

∫
F(t)

div(ϕ∇ϕ)dx +
∫

∂S(t)

∂ϕ

∂x1
(ḣ + ω × (x − h)) · nd�

= −1

2

d

dt

∂

∂ḣ1

∫
F(t)

|∇ϕ|2dx +
∫

∂S(t)

∂ϕ

∂x1
(ḣ + ω × (x − h)) · nd�.

(1.2.8)
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Concerning I2, a simple integration by parts yields:

I2 = −1

2

∫
F(t)

∂|∇ϕ|2
∂x1

dx + 1

2

∫
∂�

|∇ϕ|2n1d�. (1.2.9)

Note that∫
F(t)

∂|∇ϕ|2
∂x1

dx = 2
∫

F(t)

(
∂2ϕ

∂x2
1

∂ϕ

∂x1
+ ∂2ϕ

∂x1∂x2

∂ϕ

∂x2
+ ∂2ϕ

∂x1∂x3

∂ϕ

∂x3

)
dx

= 2
∫

F(t)

[
∂2ϕ

∂x2
1

∂ϕ

∂x1
dx + ∂

∂x2

(
∂ϕ

∂x1

∂ϕ

∂x2

)

+ ∂

∂x3

(
∂ϕ

∂x1

∂ϕ

∂x3

)
− ∂ϕ

∂x1

(
∂2ϕ

∂x2
2

+ ∂2ϕ

∂x2
3

)]
dx.

Using the fact that ϕ is harmonic together with Eqs. (1.2.4b) and (1.2.4c)
we obtain∫

F(t)

∂|∇ϕ|2
∂x1

dx = 2
∫

F(t)

∂

∂x1

∣∣∣∣ ∂ϕ

∂x1

∣∣∣∣2 dx

+ 2
∫

F(t)

[
∂

∂x2

(
∂ϕ

∂x1

∂ϕ

∂x2

)
+ ∂

∂x3

(
∂ϕ

∂x1

∂ϕ

∂x3

)]
dx

= 2
∫

∂F(t)

∂ϕ

∂x1

∂ϕ

∂n
d�

= 2
∫

∂S(t)

∂ϕ

∂x1

[
ḣ + ω × (x − h)

] · nd�.

This implies, by using Eq. (1.2.9), that

I2 = −
∫

∂S(t)

∂ϕ

∂x1

[
ḣ + ω × (x − h)

] · nd� + 1

2

∫
∂�

|∇ϕ|2n1dx.

The above formula, combined to Eq. (1.2.7) and Eq. (1.2.8) implies that
Eq. (1.2.6) holds for j = 1. �

The fact that in the case of an inviscid fluid the governing equations are
ODE’s implies that the well posedness can be obtained by simply applying
the Cauchy–Lipschitz theorem. However, in order to apply this theorem it is
necessary to prove first that quantities like

∫
F(t)

|∇ϕ|2dx depend smoothly
of the position and of the orientation of the rigid bodies. We refer to [24]
for a rigorous discussion of these issues. In the case of an ideal fluid which
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is not necessarily potential, the well posedness questions are quite delicate.
We refer to the recent works of Ortega, Rosier and Takahashi [33, 34] for
interesting results in this direction.

2. Strong Solutions in the Viscous Case

2.1. Governing equations and main results

In the case of a viscous incompressible fluid, Eqs. (1.1.1)–(1.1.7) are
supplemented with the constitutive law of a Newtonian fluid which is

T(x, t) = −p(x, t)I3 + 2νD(u),

where the positive constant ν is the viscosity of the fluid, I3 is the identity
matrix and D(u) is the tensor field defined by

D(u)k,l = 1

2

(
∂uk

∂xl

+ ∂ul

∂xk

)
,

andp is the pressure field in the fluid. By substituting the two above formulas
in Eq. (1.1.1) and by assuming that ρF = 1 we obtain the Navier–Stokes
equations

∂u

∂t
− ν�u + (u · ∇)u + ∇p = f (t ≥ 0, x ∈ F(t)). (2.1.1)

The incompressibility condition is of course unchanged, i.e., we still have

div u = 0 (t ≥ 0, x ∈ F(t)). (2.1.2)

For the sake of simplicity we assume that the fluid contains a single solid
S(t). This means that the remaining part of the governing equations can be
written

u(x, t) = 0 (t ≥ 0, x ∈ ∂S(t)), (2.1.3)

u(x, t) = ḣ(t) + ω(t) × (x − h(t)) (t ≥ 0)x ∈ ∂S(t)), (2.1.4)

Mḧ(t) = − ∫
∂S(t)

Tnd� + ρS

∫
S(t)

f(x, t) dx (t ≥ 0), (2.1.5)

d

dt
(Jω(t)) = − ∫

∂S(t)
(x − h(t)) × Tnd �

+ ρS

∫
S(t)

(x − h(t)) × f(x, t) dx (t ≥ 0), (2.1.6)

u(x, 0) = u0(x) (x ∈ F(0)), (2.1.7)

h(0) = h0, ḣ(0) = h1, ω(0) = ω0. (2.1.8)



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch04

Mathematical Analysis of Particulate Flows 211

In the above system the unknowns are u(x, t) (the Eulerian velocity
field of the fluid), p(x, t) (the pressure of the fluid), h(t) (the position of the
mass center of the rigid body) and ω(t) (the angular velocity of the rigid
body).

The constants M and ρS are the mass, respectively, the density, of
the solid, whereas J(t) is its moment of inertia at the instant t. Moreover,
f : � × [0, ∞) → R is the field of mass forces (acting on both the fluid
and the solid). We have denoted by ẇ and ẅ the derivatives of a function w

depending only on the time t. If x, y ∈ R
3, then x·y stands for the inner prod-

uct of x and y and |x| stands for the corresponding norm. Moreover we have
denoted by ∂S(t) the boundary of the rigid body at instant t and by n(x, t) the
unit normal to ∂S(t) at the point x directed to the interior of the rigid body.

The main result in this section asserts the existence and uniqueness
of strong solutions of Eqs. (2.1.1)–(2.1.8). In order to give the precise
statement we will introduce several function spaces. To do this, we assume
for a moment that there exists X : R

n × [0, ∞[→ R
n such that for each

t ≥ 0, X|�(·, t) is a C∞-diffeomorphism from F(0) onto F(t) and from �

onto �. Moreover, suppose that the mappings

(y, t) �→ DtD
α
yX(y, t), α ∈ N

n,

exist, are continuous in F(0). The detailed construction such a map X is
postponed to Subsec. 2.2.

Let u(·, t), t ≥ 0 be a family of functions with u(·, t) : F(t) → R
n.

Denote v(y, t) = u(ψ(y, t), t), for all t ≥ 0 and for all y ∈ �. Then the
functions spaces introduced above are defined, for every T > 0 by

L2(0, T ; H2(F(t))) = {u | v ∈ L2(0, T ; H2(F(0)))},
H1(0, T ; L2(F(t))) = {u | v ∈ H1(0, T ; L2(F(0)))},
C([0, T ], H1(F(t))) = {u | v ∈ C([0, T ], H1(F(0)))},
L2(0, T ; H1(F(t))) = {u | v ∈ L2(0, T ; H1(F(0)))}.

We will show that there exist (strong) solutions with the velocity field in
the space U (0, T ; F(t)) defined by

U (0, T ; F(t)) = L2(0, T ; H2(F(t))) ∩ C([0, T ],
H1(F(t))) ∩ H1(0, T ; L2(F(t))). (2.1.9)
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Roughly speaking the functions in the above spaces are time dependent
vector fields defined, at each instant t, on the variable domain F(t) and which
lie in classical Sobolev spaces (with respect to the space variable). Finally,
for each t ≥ 0 we introduce the homogeneous Sobolev space

Ĥ1(F(t)) =
{
q ∈ L2(F(t)) | ∇q ∈ [L2(�)]3,

∫
F(t)

qdx = 0

}
.

The main result in this section is:

Theorem 2.1.1. Suppose that ∂S(0) and ∂� are C2+µ-boundaries, with
µ ∈ (0, 1). Let f ∈ L2

loc(0, ∞; [W1,∞(R3)]3) and v0 ∈ [H1(F(0))]3 be
such that 

div v0 = 0, in F(0),

v0(x) = 0, x ∈ ∂�,

v0(x) = h1 + ω0 × x, x ∈ ∂F(0).

Then, there exists a time T0 depending only on ‖v0‖H1(F(0)) such that the
Eqs. (2.1.1)–(2.1.8) admit a unique strong solution

(v, q) ∈ U (0, T ; F(t)) × L2(0, T ; Ĥ1(F(t))),

for any T ∈ (0, T0).
Moreover, we can choose T0 such that one the following assertions

holds true:
(i) T0 = ∞.

(ii) The function t �→ ‖v(t)‖H1(F(t)) is not bounded in [0, T0).

(iii) The distance from S(t) to ∂� tends to zero when t → T0.

The proof of the above theorem is quite long and it will be described in
the remaining part of this section. However, for the reader’s convenience,
we end this subsection by an outline of the proof of Theorem 2.1.1. For the
sake of simplicity we consider only the case f ≡ 0 and we assume that the
rigid body is a ball.

The first step in the proof of Theorem 2.1.1 is to reduce Eqs. (2.1.1)–
(2.1.8) to a system in which Eq. (2.1.1) is replaced by a partial differential
equation holding in the cylindrical domain F(0)×(0, T ). To this end, we use
a change of variables, which coincides with a translation in a neighborhood
of the rotating body, but it equals to the identity far from the rigid body
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(in particular, close to the exterior boundary). We then obtain a system
equivalent to Eqs. (2.1.1)–(2.1.8), which has the form

∂v

∂t
− νLv + Mv + Nv + Gq = 0, in F(0) × (0, T ),

div v = 0, in F(0) × (0, T ),

v(y, t) = 0, on ∂� × (0, T ),

v(y, t) = ḣ(t) + ω(t) × y, on ∂S(0) × (0, T ),

Mḧ(t) = −
∫

∂S(0)

σ(v, q)n d�, t ∈ (0, T ),

J(0)ω̇(t) = (J(0)ω(t)) × ω(t) −
∫

∂S(0)

y × σ(v, q)nd�, t ∈ (0, T ),

v(y, 0) = u0(y), y ∈ S(0),

h(0) = 0, ḣ(0) = h1, ω(0) = ω0,

where

σ(v, q) = −qI3 + 2νD(v).

The unknowns of this system are v(y, t), q(y, t), h(t) and ω(t). Gq is the
transformed of ∇p, Lv is the transformed of �u, Mv is a linear term in v

and in ∇v, whereas Nv is a nonlinear term corresponding to (u · ∇)u. All
the coefficients of these operators depend only on h (in a very smooth way).
Moreover, Lv is close to �v and Gq is close to ∇q for small t. Based on
this fact, we prove the existence and uniqueness theorem by a fixed point
argument applied to the map

Z :
(

f

g

)
�→

(
nu[(L − �)v] − MV + (∇ − G)q + Nv

(J(0)ω) × ω

)
,

where (v, q, h, ω) satisfies

∂v

∂t
− ν�v + ∇q = f, in F(0) × (0, T ),

div v = 0, in F(0) × (0, T ),

v(y, t) = 0, on ∂� × (0, T ),

v(y, t) = ḣ(t) + ω(t) × y, on ∂S(0) × (0, T ),
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Mḧ(t) = −
∫

∂S(0)

σn d�, t ∈ (0, T ),

J(0)ω̇(t) = g(t) −
∫

∂S(0)

y × σnd�, t ∈ (0, T ),

v(y, 0) = v0(y), y ∈ S(0),

h(0) = 0, ḣ(0) = h1, ω(0) = ω0.

For T small enough, we show that there exists a closed ball B(0, R)

in an appropriate Banach space such that Z maps B(0, R) into B(0, R)

and such that the restriction of Z to this ball is a contraction. This clearly
implies the local in time existence and uniqueness of the strong solution.

In the remaining part of this section we detail the argument briefly
described above.

2.2. A change of variables

In this subsection we construct the change of variables which, when applied
to the system (2.1.1)–(2.1.8), transforms Eq. (2.1.1) in a PDE valid, for every
t ≥ 0, in the fixed domain F(0). In order to achieve this goal, this change
of variables has to map S(0) onto S(t) and to invariate ∂�. More precisely,
our aim is to construct a map X : R

3 × [0, ∞) → R
3 satisfying

X(y, t) = y (t ≥ 0, y ∈ ∂�), (2.2.1)

X(y, t) = y + h(t) (t ≥ 0, y ∈ S(0)). (2.2.2)

Moreover, in order to preserve the condition of free divergence, it will be
essential to have a map X which preserves the volume element, i.e., with

det JX(y, t) = 1 (y ∈ R
3, t ≥ 0), (2.2.3)

where JX is the Jacobian matrix of X. The remaining part of this subsection
is devoted to the construction of the map X and to obtain the transformed
form of Eqs. (2.1.1)–(2.1.8).

For µ > 0 we denote

�µ = {x ∈ � | d(x, ∂�) > µ}.
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We assume that h is a given smooth function defined on [0, T ] and with
values in �1 (which is supposed to be nonempty). We define the function
w : R

3 × [0, T ] → R
3 by

w(x, t) = 1

2
ḣ(t) × x.

It is easily seen that

curl w(x, t) = ḣ(t) (t ≥ 0, x ∈ R
3). (2.2.4)

Let ε > 0 and and let ξ ∈ C∞(R3) be a function with compact support
contained in �ε

2
and with ξ ≡ 1 on �ε. We define the vector field � :

R
3 × [0, T ] → R

3 by � = curl (ξw). More explicitly, for every t ∈ [0, T ]
and x ∈ R

3 we have

�(x, t) =



ξ(x)ḣ1(t) + ∂ξ

∂x2
(x)w3(x, t) − ∂ξ

∂x2
(x)w3(x, t)

ξ(x)ḣ2(t) + ∂ξ

∂x3
(x)w1(x, t) − ∂ξ

∂x1
(x)w3(x, t)

ξ(x)ḣ3(t) + ∂ξ

∂x1
(x)w2(x, t) − ∂ξ

∂x1
(x)w2(x, t)


. (2.2.5)

It is not difficult to check that

�(x, t) =
{

ḣ(t) if x ∈ �ε ⊃ S(t)

0 if x ∈ �ε
2

. (2.2.6)

Next, consider the time dependent vector field X(·, t) satisfying
∂X

∂t
(y, t) = �(X(y, t), t), t > 0,

X(y, 0) = y ∈ R
3,

(2.2.7)

with � given by Eq. (2.2.5).

Lemma 2.2.1. For all y ∈ �, the initial-value problem (2.2.7) admits a
unique solution X(y, ·) : [0, ∞) → �. Moreover, for all t ≥ 0, we have
that the mapping y �→ X(y, t) is a C∞-diffeomorphism of � and from F(0)

onto F(t). Moreover X satisfies (2.2.3).
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Proof. Since � is a C∞ function, from the classical Cauchy–Lipschitz
Theorem, it follows that there exists τ > 0 such that Eq. (2.2.7) admits a
unique maximal solution X(y, ·), defined on [0, τ), which is a C∞ function
in [0, τ).

Moreover, since � = 0 outside � it clearly follows that the solution X

of Eq. (2.2.7) does not blow up in finite time, so that τ = ∞, and that for
every t ≥ 0 the map y �→ X(y, t) is a C∞ diffeomorphism of � (see, for
instance, Hartman [18, Corollary 4.1].

On the other hand, we can check that for all y ∈ S(0), the function

X̃(y, t) = y + h(t),

satisfies Eq. (2.2.7). Indeed, since X̃(y, t) ∈ S(t) for every y ∈ S(0) so that,
by using Eq. (2.2.6), we have that �(X̃(y, t), t) = ḣ(t) = ∂X̃/∂t(y, t) for
every t ≥ 0 and y ∈ S(0). Since the solution of Eq. (2.2.7) is unique we
get that

X(y, t) = y + h(t) (t ≥ 0, y ∈ S(0)),

which implies that X(·, t) : S(0) → S(t) is a C∞-diffeomorphism. We have
seen above that X(·, t) is a C∞-diffeomorphism of � so we conclude that
X(·, t) is also a C∞-diffeomorphism from F(0) onto F(t).

Finally, since div � = 0, we can apply Liouville’s theorem (see, for
instance, Arnold [2, p. 249]) to obtain that X satisfies Eq. (2.2.3). �

Remark 2.2.2. Note that, for every t ≥ 0, the inverse map Y(·, t) of X(·, t)
satisfies

∂Y

∂t
(x, t) = −�(Y(x, t)), t > 0,

Y(x, 0) = x ∈ �.

(2.2.8)

We are now in a position to transform Eqs. (2.1.1)–(2.1.8) into a
system written in a cylindrical domain. We first define, following Inoue
and Wakimoto [25], the vector field v : F(0) × [0, T ] → R

3 by

v(y, t) = JY (X(y, t), t)u(X(y, t), t) (y ∈ F(0), t ≥ 0), (2.2.9)
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where JY is the Jacobian matrix of the map Y from Remark 2.2.2. More
explicitly, for every k ∈ {1, 2, 3} we have

vk(y, t) =
3∑

j=1

∂Yk

∂xj

(X(y, t), t)vj(X(y, t), t).

We also define the scalar field q : F(0) × [0, T ] → R by

q(y, t) = p(X(y, t), t) (y ∈ F(0), t ≥ 0). (2.2.10)

By using the fact that

JX(y, t)JY (X(y, t), t) = Id (y ∈ F(0), t ∈ [0, ∞)),

it can be shown that:

Lemma 2.2.3. Suppose that X and u are defined as before. Then,

div v(y, t) = div u(X(y, t), t) (y ∈ F(0), t ∈ [0, ∞)).

For a proof see, for instance, [25, Proposition 2.4]. In order to write the
equations satisfied by v(y, t) and q(y, t) we define for each i ∈ {1, 2, 3}

(Lv)i =
3∑

j,k=1

∂

∂yj

(
gjk ∂vi

∂yk

)
+ 2

3∑
j,k,l=1

gkl�i
jk

∂vj

∂yl

+
3∑

j,k,l=1

{
∂

∂yk

(
gkl�i

jl

)+
n∑

m=1

gkl�m
jl�

i
km

}
vj, (2.2.11)

(Nv)i =
3∑

j=1

vj

∂vi

∂yj

+
3∑

j,k=1

�i
jkvjvk, (2.2.12)

(Mv)i =
3∑

j=1

∂Yj

∂t

∂vi

∂yj

+
3∑

j,k=1

{
�i

jk

∂Yk

∂t
+ ∂Yi

∂xk

∂2Xk

∂t∂yj

}
vj, (2.2.13)

(Gq)i =
n∑

j=1

gij ∂q

∂yj

, (2.2.14)
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where, for each i, j, k ∈ {1, 2, 3}, we have denoted (see, for instance, [9])

gij =
n∑

k=1

∂Yi

∂xk

(X(y, t), t)
∂Yj

∂xk

(X(y, t), t)

(metric contravariant tensor), (2.2.15)

gij =
n∑

k=1

∂Xi

∂yk

(y, t)
∂Xj

∂yk

(y, t) (metric covariant tensor), (2.2.16)

and

�k
ij = 1

2

n∑
l=1

gkl

{
∂gil

∂yj

+ ∂gjl

∂yi

− ∂gij

∂yl

}
(Christoffel’s symbol).

(2.2.17)
With this notation, we have

Proposition 2.2.4. The pair (u, p) satisfies

(u, p) ∈ U (0, T ; F(t)) × L2(0, T ; Ĥ1(F(t)))

together with Eqs. (2.1.1)–(2.1.8) if and only if the pair (v, q) defined by
Eqs. (2.2.9)–(2.2.10) satisfies the condition

(v, q) ∈ U (0, T ; F(0)) × L2(0, T ; Ĥ1(F(0))),

together with

∂v

∂t
− νLv + Mv + Nv + Gq = 0 in F(0) × (0, T ), (2.2.18)

div v = 0 in F(0) × (0, T ), (2.2.19)

v(y, t) = ḣ(t) + ω(t) × y on ∂S(0) × (0, T ), (2.2.20)

Mḧ(t) = −
∫

∂S(0)

σ(v, q)n d� (t ∈ (0, T )), (2.2.21)

J(0)ω̇(t) = (J(0)ω(t)) × ω(t) −
∫

∂S(0)

y × σ(v, q)nd� (t ∈ (0, T )),

(2.2.22)

v(y, 0) = u0(y) (y ∈ F(0)), (2.2.23)

h(0) = h0, ḣ(0) = h1, ω(0) = ω0. (2.2.24)
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where

σ(v, q) = −qI3 + 2νD(v).

Proof. The equivalence between Eqs. (2.1.1) and (2.2.18) has been
established in Theorem 2.5 from [25]. The equivalence between Eqs. (2.1.2)
and (2.2.19) follows from Lemma 2.2.3. The facts that Eq. (2.1.7) is
equivalent to Eq. (2.2.23) follows directly from the change of variables.

Take next y ∈ ∂S(0). We have already seen that corresponding solution
of Eq. (2.2.7) is X(y, t) = y + h(t) so that JX(y, t) = I3 for every t ≥ 0
and y ∈ ∂S(0). This implies that

u(y, t) = v(X(y, t), t) (t ∈ [0, T ], y ∈ ∂S(0)),

so that Eq. (2.1.4) is equivalent to Eq. (2.2.20).
This concludes the proof of the proposition. �

2.3. Estimates on the coefficients

In this subsection T and ε are supposed to be positive and we assume that
h : [0, T ] → �1+ε is a smooth function. It is clear that the operators L,
M, N and G from Eqs. (2.2.11)–(2.2.14) are completely determined by
the function h. The aim of this section is to make this dependence more
precise, providing estimates which play an essential role in the fixed point
procedure from Subsec. 2.5.

We first notice that, from the definition (2.2.5) of �, it clearly follows
that there exists a constant K = K(ε, �) > 0 such that

‖Dα
x�(·, t)‖[L∞(�)]3 ≤ K|ḣ(t)|, (t ∈ [0, T ], α ∈ N

3, |α| ≤ 3). (2.3.1)

The result below yields estimates of the change of variables mappings X

and Y .

Lemma 2.3.1. There exists a positive constants K = K(ε, �) such that the
function X defined by Eq. (2.2.7) satisfies:

‖Xi‖L∞(�×(0,T )) ≤ K
(
1 + ‖ḣ‖L1((0,T ;R3))

)
, (2.3.2)∥∥∥∥∂Xi

∂yj

∥∥∥∥
L∞(�×(0,T ))

≤ exp
(
K‖ḣ‖L1((0,T ;R3))

)
, (2.3.3)
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∂yj∂yk

∥∥∥∥
L∞(�×(0,T ))

≤ KT‖ḣ‖L1(0,T ) exp((2 + T )K‖ḣ‖L1(0,T )), (2.3.4)

∥∥∥∥ ∂2Xi

∂yj∂yk∂yl

∥∥∥∥
L∞(�×(0,T ))

≤ KT(1 + KT + 2K‖ḣ‖2
L1(0,T )

)

exp((4 + T )K‖ḣ‖L1(0,T )), (2.3.5)

for all i, j, k, l ∈ {1, 2, 3}. Moreover, the above estimates are still valid if
we replace Dα

yX by Dα
xY , with |α| ≤ 3.

Proof. From Eq. (2.2.7) it follows that

X(y, t) = y +
∫ t

0
�(X(y, s), s)ds (t ≥ 0, y ∈ �).

By using the fact that X(y, s) ∈ � combined with Eq. (2.3.1) it follows that

|X(y, t)| ≤ |y| + K

∫ T

0
|ḣ(s)|ds (t ≥ 0, y ∈ �),

which clearly implies Eq. (2.3.2).
To show that Eq. (2.3.3) we take j ∈ {1, 2, 3} and we define zj(y, t) =

∂X/∂yj(y, t). By differentiating both sides of the Eq. (2.2.7) with respect
to yj , we have that zj satisfies

∂zj

∂t
= J(y, t)zj(y, t), t > 0,

zj(y, 0) = ej,
(2.3.6)

where the matrix J(y, t) is given by

Jpq(y, t) = ∂�p

∂xq

(X(y, t)) (p, q ∈ {1, 2, 3}), (2.3.7)

and {e1, e2, e3} is the canonical basis of R
3. Consequently

zj(y, t) = exp

(∫ t

0
J(y, s)ds

)
ej,

which, combined with Eq. (2.3.1)), yields Eq. (2.3.3).
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We next set

wjk = ∂2X

∂yj∂yk

= ∂zj

∂yk

.

Derivating Eq. (2.3.6) with respect to yk it follows that

∂wjk

∂t
(y, t) = ∂J

∂yk

(y, t)zj(y, t) + J(y, t)wjk(y, t), t > 0,

wjk(y, 0) = 0,

(2.3.8)

which implies that

wjk(y, t) =
∫ t

0

∂J

∂yk

(y, s)zj(y, s)ds +
∫ t

0
J(y, s)wjk(y, s)ds. (2.3.9)

On the other hand from Eq. (2.3.7) it follows that

∂Jpq

∂xk

(y, t) =
3∑

r=1

∂2�p

∂xr∂xq

(X(y, t))
∂X

∂yr

(y, t). (2.3.10)

The above formula, combined with Eqs. (2.3.1) and (2.3.3) yields that∣∣∣∣ ∂J∂yk

(y, t)zj(y, t)

∣∣∣∣ ≤ K‖ḣ‖L1(0,T ) exp(2K‖ḣ‖L1(0,T ))

(t ∈ (0, T ), y ∈ �). (2.3.11)

Note also that Eqs. (2.3.3) and (2.3.7) imply that

|J(y, t)wjk(y, t)| ≤ K‖ḣ‖L1(0,T )|wjk(y, t)| (t ∈ (0, T ), y ∈ �).

The above inequality, combined with Eqs. (2.3.9) and (2.3.11), implies that

|wjk(y, t)| ≤ KT‖ḣ‖L1(0,T ) exp(2K‖ḣ‖L1(0,T ))

+ K‖ḣ‖L1(0,T )

∫ t

0
|wjk(y, s)|ds (t ∈ (0, T ), y ∈ �).

By applying Gronwall’s inequality it follows that

|wjk(y, t)| ≤ KT‖ḣ‖L1(0,T ) exp((2+T )K‖ḣ‖L1(0,T )) (t ∈ (0, T ), y ∈ �),

which clearly implies Eq. (2.3.4).
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We next set

ηjkl = ∂3X

∂yj∂yk∂yl

= ∂wjk

∂yl

.

Derivating Eq. (2.3.8) with respect to yl we obtain

∂ηjkl

∂t
(y, t) = ∂2J

∂yk∂yl

(y, t)zj(y, t) + ∂J

∂yk

(y, t)wjl(y, t) + ∂J

∂yl

(y, t)wjk(y, t)

+J(y, t)ηjkl(y, t) (t ∈ (0, T ), y ∈ �), (2.3.12)

ηjkl(y, 0) = 0. (2.3.13)

On the other hand, derivating Eq. (2.3.10) with respect to yl we have

∂2Jpq

∂xk∂yl

(y, t) =
3∑

r,s=1

∂2�p

∂xs∂xr∂xq

(X(y, t))
∂X

∂ys

(y, t)
∂X

∂yr

(y, t)

+
3∑

r=1

∂2�p

∂xr∂xq

(X(y, t))
∂2X

∂yl∂yr

(y, t) (t ∈ [0, T ], y ∈ �).

The above relation, combined with Eqs. (2.3.1), (2.3.3) and (2.3.4), implies
that∥∥∥∥ ∂2J

∂yk∂yl

(y, t)zj

∥∥∥∥
L∞(�×(0,T ))

≤ K(1 + KT ) exp
(
(3 + T )K‖ḣ‖L1(0,T )

)
.

(2.3.14)
Integrating Eq. (2.3.12) with respect to time and using Eqs. (2.3.1), (2.3.4),
(2.3.7), (2.3.10) and (2.3.14) it follows that

|ηjkl(y, t)| ≤ KT(1 + KT ) exp
(
(3 + T )K‖ḣ‖L1(0,T )

)
+ 2TK2‖ḣ‖2

L1(0,T )
exp

(
(3 + T )K‖ḣ‖L1(0,T )

)
+ K‖ḣ‖L1(0,T )|ηjkl(y, t)| (t ∈ (0, T ), y ∈ �).

By applying Gronwall’s inequality we obtain Eq. (2.3.5).
The similar estimates for Dα

xY can be checked in the same way, by
using the fact that Y satisfies Eq. (2.2.8). �
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Corollary 2.3.2. There exists a constant K = K(ε, �) > 0 such that for
all m, l ∈ {1, 2, 3} we have∥∥∥∥∂Xm

∂yl

− δml

∥∥∥∥
L∞(�×(0,T ))

≤ KT‖ḣ‖L1(0,T ) exp(K‖ḣ‖L1(0,T )), (2.3.15)

‖gml − δml‖L∞(�×(0,T )) ≤ KT‖ḣ‖L1(0,T ) exp(K‖ḣ‖L1(0,T )), (2.3.16)

where δml denotes the Kronecker’s symbol. Moreover, the same estimates
above are still valid if we replace ∂Xm/∂yl by ∂Ym/∂xl and gml by gml,

respectively.

Proof. From the definition of the function X(y, t), we have that for
each m, l ∈ {1, . . . , n}

∂Xm

∂yl

(y, 0) = δml.

Therefore, from the mean value theorem and the fact that X is of class C2,
we get that for any t ∈ (0, T ), there exists ξ ∈ (0, t) such that

∂Xm

∂yl

(y, t) − δml = ∂2Xm

∂t∂yl

(y, ξ)(t − 0) = ∂�m

∂yl

(X(y, ξ))t

= t

n∑
k=1

∂�m

∂xk

(X(y, ξ))
∂Xk

∂yl

(y, ξ).

The above formula, combined to Eqs. (2.3.1) and (2.3.1) yields estimates
(2.3.15).

In order to prove Eq. (2.3.15) it suffices to remark that, from the
definition of gml, we have that

|gml − δml| =
∣∣∣∣∣

n∑
k=1

(
∂Xm

∂yk

− δmk

)
∂Xl

∂yk

+
n∑

k=1

δmk

(
∂Xl

∂yk

− δkl

)∣∣∣∣∣ ,
and to use Eqs. (2.3.3) and (2.3.15). The similar estimates for the first
derivatives of Y and gml can be proved in the same manner. �

Corollary 2.3.3. Let (gij) be the metric covariant tensor and let (�k
ij) be

the Christoffel′s symbols defined in Eqs. (2.2.15) and (2.2.17), respectively.
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Then there exists a constant K = K(ε, �) such that

‖gjk‖L∞(�×(0,T )) ≤ 3 exp(2KT ), (2.3.17)

‖�k
ij‖L∞(�×(0,T )) ≤ KT exp(KT ), (2.3.18)

for all i, j, k ∈ {1, 2, 3}.
Proof. Estimate (2.3.17) follows easily from Lemma 2.3.1 so we skip the
proof. Moreover, from Eq. (2.2.15) it follows that

∂gjk

∂yl

=
3∑

m=1

3∑
p=1

∂Xp

∂yl

(
∂2Yj

∂xp∂xm

∂Yk

∂xm

+ ∂2Yk

∂xp∂xm

∂Yj

∂xm

)
.

The above formula, combined with Eq. (2.2.17) and to Lemma 2.3.1 yields
Eq. (2.3.18). �

Let v ∈ U (0, T ; F(t)) and q ∈ L2(0, T ); Ĥ1(�)) be given functions,
where the space U = U (0, T ; F(t)) has been defined in Eq. (2.1.9) and
where the variable domain F(t) is associated to the given trajectory h(t) of
the mass center of the solid. Denote

R1 = ‖v‖U + ‖ḣ‖L2(0,T ), (2.3.19)

R2 = ‖∇q‖L2((0,T ;[L2(F(0))]3) + ‖ḣ‖L2(0,T ). (2.3.20)

By combining Lemma 2.3.1, Corollaries 2.3.2 and 2.3.3 it is not difficult
to prove the result below.

Lemma 2.3.4. With the above notation, there exist positive constants
K, K1, depending only on � and ε, such that

1. ‖ν(L − �)v‖L2((0,T ;[L2(F(0))]3) ≤ KTR1 exp(K1T ),

2. ‖Mv‖L2(0,T ;[L2(F(0))]3) ≤ KT 1/2R1 exp(K1T ),
3. ‖(∇ − G)q‖L2(0,T ;[L2(F(0))]3) ≤ KTR2 exp(K1T ).

Roughly speaking, the above result says that, for T small enough, the
operatorsL,Gdefined in Eqs. (2.2.11) and (2.2.14) are close to the operators
� and ∇, respectively, and that the operator M defined in Eq. (2.2.13) is
small in an appropriate sense. In order to estimate the nonlinear operator N

defined in Eq. (2.2.12) we need the following simple result which is proved,
for instance, [37].
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Lemma 2.3.5. With the notation in Lemma 2.3.4, for any v, w ∈
U (0, T ; F(t)), we have that (w · ∇)v ∈ L5/2(0, T ; L2(F(t)), and for all
i, j ∈ {1, 2, 3}, we have that wivj ∈ L∞(0, T ; L2(F(t))). Moreover, there
exists a constant C > 0, depending only on �, such that:
‖(w · ∇)v‖L5/2(0,T ;L2) ≤ C‖w‖L∞(0,T ;H1)‖v‖1/5

L∞(0,T ;H1)
‖v‖4/5

L2(0,T ;H2)
,

(2.3.21)

‖wivj‖L∞(0,T ;L2) ≤ C‖w‖L∞(0,T ;H1)‖v‖L∞(0,T ;H1). (2.3.22)

We are now in a position to estimate the operator N.

Corollary 2.3.6. There exist constants K1, depending only on � and ε and
C = C(�) such that for every w ∈ U (0, T ; F(t)) we have

‖Nw‖L2(0,T ;L2) ≤ CT 1/10 exp(K1T )‖w‖2
U .

Proof. From Eq. (2.3.21) it follows that

‖(w · ∇)w‖L5/2(0,T ;L2) ≤ C‖w‖6/5
L∞(0,T ;H1)

‖w‖4/5
L2(0,T ;H2)

≤ C‖w‖2
U .

Thus, by the Hölder inequalities, we deduce that

‖(w · ∇)w‖L2(0,T ;L2) ≤ T 1/10‖(w · ∇)w‖L5/2(0,T ;L2) ≤ CT 1/10‖w‖2
U .

To conclude, we use the above estimate together with (2.3.18) and (2.3.22).
�

2.4. Analysis of the linearized problem

We have seen in the previous section that the operators L, G defined in
Eqs. (2.2.11) and (2.2.14) are close to the operators � and ∇, respectively.
Therefore it seems natural to tackle the initial and boundary value problem
(2.2.18)–(2.2.24) as a perturbation of the system obtained by replacing
Eq. (2.2.18) by the evolution Stokes equation. This is why this section is
devoted to the study of the initial and boundary value problem

∂v

∂t
(x, t) − ν�v(x, t) + ∇q(x, t) = f(x, t), in F(0) × [0, T ], (2.4.1)

div u = 0, in F(0) × [0, T ], (2.4.2)
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v(y, t) = ḣ(t) + ω(t) × y, y ∈ ∂S(0), t ∈ [0, T ],
(2.4.3)

Mḧ(t) = −
∫

∂S(0)

σ(v, q)nd�, t ∈ [0, T ], (2.4.4)

J(0)ω̇(t) = −
∫

∂S(0)

y × σ(v, q)dy + g(t), t ∈ [0, T ], (2.4.5)

v(x, 0) = u0(x), x ∈ S(0), (2.4.6)

h(0) = h0, ḣ(0) = h1, ω(0) = ω0, (2.4.7)

where

σ(v, q) = −qI3 + 2νD(v).

A simple and very useful idea is to extend v to a function defined on the
whole of � by putting

v(y, t) = ḣ(t) + ω(t) × y (y ∈ S(0)).

This naturally leads to the introduction of the function spaces :

H = {φ ∈ [L2(�)]3 | div φ = 0 in �, D(φ) = 0 in S(0)}, (2.4.8)

V = {φ ∈ [H1
0 (�)]3 | div φ = 0 in �, D(φ) = 0 in S(0)}. (2.4.9)

According to a classical result (see, for instance, [39, Lemma 1.1]), for
every φ ∈ H , there exists vφ, ωφ ∈ R

3 such that

φ(y) = vφ + ωφ × y, (y ∈ S(0)).

Define an inner product on [L2(�)]3 by

〈ψ, φ〉 =
∫

F(0)

ψ · φdy + ρS

∫
S(0)

ψ · φdy, (2.4.10)

where ρS > 0 is the density of the rigid body. The corresponding norm is
clearly equivalent to the usual norm in [L2(�)]3. For ψ, φ ∈ H we can
use the definition (1.1.7) of the inertia tensor to obtain that

〈ψ, φ〉 =
∫

F(0)

ψ · φdy + Mvφ · vψ + J(0)ωφ · ωψ. (2.4.11)



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch04

Mathematical Analysis of Particulate Flows 227

In order to solve Eqs. (2.4.1)–(2.4.7) we use a semi-group approach. We
first define the operator A : D(A ) → [L2(�)]3 by

D(A ) = {φ ∈ V ‖ φ|F(0) ∈ [H2(F(0))]3},

A φ =


−ν�φ in �,

2ν

M

∫
∂B

D(φ)nd� +
[
2ν[J(0)]−1

∫
∂S(0)

y × D(φ)nd�
]

× y in S(0),

(2.4.12)
for every φ ∈ D(A ). We show below that the operator A : D(A) → H
determining the dynamics of Eqs. (2.4.1)–(2.4.7) is defined by

D(A) = D(A ), (2.4.13)

Aφ = PA φ (φ ∈ D(A)), (2.4.14)

where P is the orthogonal projector from [L2(�)]3 onto H (H is clearly
a closed subspace of [L2(�)]3) and where, in the expression of A φ, D(φ)

on ∂S(0) is the trace of the restriction of D(φ) to F(0). The result below,
which can be seen as a very simple version of Korn’s inequality, will be
used several times in the sequel.

Lemma 2.4.1. For every φ ∈ [H1
0 (�)]3 with div φ = 0 we have

‖∇φ‖2
[L2(�)]9 = 2‖D(φ)‖2

[L2(�)]9 .

Proof. Let φ ∈ [D(�)]3 with div φ = 0. After some simple calculations,
we get

∇φ : ∇φ − 2D(φ) : D(φ) = div ((∇φ)∗φ − (div φ)φ) + (div φ)2.

Integration the above formula on � and using the fact that φ vanishes on
∂� we obtain

‖∇φ‖2
[L2(�)]9 = 2‖D(φ)‖2

[L2(�)]9 + ‖div φ‖2
L2(�)

= 2‖D(φ)‖2
[L2(�)]9 .

By density, the above formula holds for every φ ∈ [H1
0 (�)]3 with

div φ = 0. �
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Proposition 2.4.2. The operator A defined by Eqs. (2.4.13) and (2.4.14) is
self-adjoint and positive. Moreover, we have that

D(A
1
2 ) = V , (2.4.15)

‖φ‖[H2(F(0))]3 ≤ C‖Aφ‖[L2(�)]3 (φ ∈ D(A)). (2.4.16)

Proof. Let φ, ψ ∈ D(A). According to Eqs. (2.4.11) and (2.4.12) and to
the definition (2.4.10) of the inner product in [L2(�)]3, we have

〈Aφ, ψ〉 = 〈A φ, ψ〉
= −ν

∫
F(0)

�φ · ψdy +
[

2ν

M

∫
∂S(0)

D(φ)n d�

]
·
(

ρs

∫
S(0)

ψdy

)
+ 2νρS

∫
S(0)

{
[J(0)]−1

[∫
∂S(0)

y × D(φ)n d�

]
× y

}
· ψdy.

(2.4.17)

Since ψ ∈ D(A), there exist vψ, ωψ ∈ R
3 such that

ψ(y) = vψ + ωψ × y (y ∈ S(0)), (2.4.18)

so that

ρs

∫
S(0)

ψdy = Mvψ, (2.4.19)

2νρS

∫
S(0)

{
[J(0)]−1

[∫
∂S(0)

y × D(φ)n d�

]
× y

}
· ψdy

= 2νρS

∫
S(0)

{
[J(0)]−1

[∫
∂S(0)

y × D(φ)n d�

]
× y

}
· (ω × y)dy.

The above formula and Eq. (1.1.7) yield

2νρS

∫
S(0)

{
[J(0)]−1

[∫
∂S(0)

y × D(φ)n d�

]
× y

}
· ψdy

= 2ν

[∫
∂S(0)

y × D(φ)n d�y

]
· ω. (2.4.20)



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch04

Mathematical Analysis of Particulate Flows 229

By combining Eqs. (2.4.17), (2.4.19) and (2.4.20) it follows that

〈Aφ, ψ〉 = −ν

∫
F(0)

�φ · ψdy + 2νvψ ·
∫

∂S(0)

D(φ)n d�

+ 2νωψ ·
[∫

∂S(0)

y × D(φ)n d�

]
. (2.4.21)

On the other hand,

�φ · ψ = 2div (D(φ)) · ψ = 2div (D(φ)ψ) − 2D(φ) : D(ψ)

so that Eq. (2.4.21) yields that for every φ, ψ ∈ D(A), we have

〈Aφ, ψ〉 = 2ν

∫
�

D(φ) : D(ψ)dy − 2ν

∫
∂S(0)

D(φ)ψ · nd�

+ 2νvψ ·
∫

∂S(0)

D(ψ)n d� + 2νωψ ·
[∫

∂S(0)

y × D(φ)n d�

]
.

The above formula and Eq. (2.4.18) imply that

〈Aφ, ψ〉 = 2ν

∫
�

D(φ) : D(ψ)dy = 〈φ, Aψ〉 (φ, ψ ∈ D(A)),

(2.4.22)
so that A is symmetric. Moreover, by taking φ = ψ in Eq. (2.4.22), it
follows that we have

〈Aφ, φ〉 = 2ν

∫
�

|D(φ)|2dy = ν

∫
�

|∇φ|2dy (φ ∈ D(A)), (2.4.23)

so that A is strictly positive. In order to prove A is self-adjoint, it suffices
to check that A : D(A) → H is onto. We have this to show that for every
f ∈ H there exists φ ∈ D(A) such that

Aφ = f, (2.4.24)

which is equivalent to

〈Aφ, η〉 = 〈f, η〉 (η ∈ V ).
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By using Eq. (2.4.22) we see the above equality is equivalent to

2ν

∫
�

D(φ) : D(η)dy = 〈f, η〉 (η ∈ V ). (2.4.25)

Consider the bilinear form a : V × V → R defined by

a(φ, η) = 2ν

∫
�

D(φ) : D(η)dy (φ, η ∈ V ).

We clearly have that a is bounded. Moreover, from Eq. (2.4.22) and
Poincaré’s inequality it follows that a is elliptic in the sense that there
exists C > 0 such that

a(φ, φ) ≥ C‖φ‖2
[H1(�)]3, (φ ∈ V ).

On the other hand, the mapping

η �→ 〈f, η〉
is a linear and continuous form on V , so that, by the Lax–Milgram
theorem, there exists a unique φ ∈ V satisfying Eq. (2.4.25). In particular,
Eq. (2.4.25) holds for η ∈ D(F(0)) with div η = 0, so that, according to
Propositions 1.1 and 1.2 from Temam [40], there exists p ∈ D ′(F(0)) such
that

−ν�φ + ∇p = f, in D ′(F(0)).

Since φ ∈ V , we also have that

div φ = 0 in F(0),

φ(y) = vφ + ωφ × y on ∂S(0),

φ(y) = 0 on ∂�,

with vφ, ωφ ∈ R
3. A standard regularity result for the Stokes system (see

Cattabriga [3]) implies that φ ∈ [H2(F(0))]3. We already knew that φ ∈ V
so that we have φ ∈ D(A) and Aφ = f . Consequently A is onto so that it is
self adjoint. The fact that it is strictly positive and it satisfies Eqs. (2.4.15)
follows from Eq. (2.4.23). Finally, Eq. (2.4.16) follows easily from the
already mentioned regularity result for the Stokes system. �
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A direct consequence of Proposition 2.4.2 is:

Corollary 2.4.3. Let f ∈ L2(0, T ; [L2(F(0))]3), g ∈ [L2(0, T )]3 and
u0 ∈ [H1(�)]2 such that

div u0 = 0, in F(0),

u0(y) = h1 + ω0 × y, y ∈ ∂S(0),

u0(y) = 0, y ∈ ∂�

Then the system (2.4.1)–(2.4.7) admits a unique solution (v, q, h, ω) with

v ∈ L2(0, T ; [H2(F(0))]3) ∩ C([0, T ];
[H1(F(0))]3) ∩ H1(0, T ; [L2(F(0))]3),

q ∈ L2(0, T ; Ĥ1(F(0))), h ∈ H2(0, T ; R
3), ω ∈ H1(0, T ; R

3).

Moreover, there exists a positive constant K such that

‖v‖L2(0,T ;[H2(F(0))]3) + ‖v‖L∞(0,T ;[H1(F(0))]3) + ‖v‖H1(0,T ;[L2(F(0))]3)

+ ‖∇q‖[L2(0,T ;L2(F(0)))]3 + ‖ḣ‖H1(0,T ;R3) + ‖ω‖H1(0,T ;R3)

≤ K
(‖u0‖[H1(F(0))]3 + |h1| + |ω0| + ‖f‖L2(0,T ;[L2(F(0))]3)

+ ‖g‖[L2(0,T )]3
)
. (2.4.26)

The constant K depends only on � and on T and it is non-decreasing with
respect to T.

2.5. Proof of the main result

Denote

E = L2(0, T ; [L2(F(0))]3) × L2(0, T ; R
3),

and consider the mapping

Z : E → E, (2.5.1)

(f, g) �→ (ν(L − �)v − Mv + (∇ − G)q + Nv, J(0)ω × ω), (2.5.2)



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch04

232 J. S. Martín and M. Tucsnak

where (v, q, h, ω) is the solution of Eqs. (2.4.1)–(2.4.7). It is easily seen
that a quadruple (v, q, h, ω), with

h ∈ [H2(0, T )]3, ω ∈ [H1(0, T )]3,

v ∈ U (0; T ; F(0))

is a solution of Eqs. (2.1.1)–(2.1.8) if and only if (v, q, h, ω) is a fixed point
of Z . This equivalence and Proposition 2.2.4 show that in order to prove
Theorem 2.1.1 it suffices to show the existence and uniqueness of a fixed
point of the mapping Z defined by Eqs. (2.5.1) and (2.5.2). We first show
that Z invariates an appropriate ball of the Hilbert space E.

Proposition 2.5.1. ForR > 0 we denote byB(0, R) the closed ball centered
at the origin and of radius R of the Hilbert space E. Then, for every R > 0
there exists T > 0 such that Z (B(0, R)) ⊂ B(0, R).

Proof. According to Corollary 2.4.3 we have

‖v‖U + ‖∇q‖[L2(0,T ;L2(F(0)))]3 + ‖ḣ‖H1(0,T ;R3) + ‖ω‖H1(0,T ;R3)

+ ‖ω‖L∞(0,T ;R3) ≤ C
(‖u0‖[H1(F(0))]3 + |h1| + |ω0| + R

)
, (2.5.3)

where C depends only on � and on T and it is non-decreasing with respect
to T . By applying Lemma 2.3.4 it follows that

‖ν(L − �)v − Mv + (∇ − G)q‖L2(0,T ;[L2(�)]3)

≤ KC(T + √
T ) exp(K1T )(‖u0‖[H1(F(0))]3 + |h1| + |ω0| + R),

(2.5.4)

with K and K1 depending only on � and on ε. Moreover, by combining
Eq. (2.5.3) and Corollary 2.3.6, there exist constants K1, depending only
on � and ε and C = C(�), such that

‖Nv‖L2(0,T ;L2) ≤ CT 1/10 exp(K1T )
(‖u0‖[H1(F(0))]3 + |h1| + |ω0| + R

)
.

(2.5.5)
On the other hand, estimate (2.5.3) easily implies that

‖J(0)ω × ω‖L2(0,T ;R3) ≤ CT
1
2
(‖u0‖[H1(F(0))]3 + |h1| + |ω0| + R

)
.
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The above estimate, (2.5.3) and (2.5.4) imply that for every T ∈ (0, 1) we
have

‖Z (f, g)‖E ≤ KT 1/10 exp(K1)
(‖u0‖[H1(F(0))]3 + |h1| + |ω0| + R

)
,

which clearly implies the conclusion. �

We are now in a position to prove the main result of this section.

Proof of Theorem 2.1.1. The first step consists in proving that, for every
R > 0, we have that Z |B(0,R) is a contraction for T small enough.
This can be done by calculations very similar with those in the proof of
Proposition 2.5.1 so that we omit them. In this way we obtain the existence
and uniqueness of a local in time solution defined on [0, T0).

The second step consists in remarking that the conditions on T0 obtained
at the previous step depend only on ‖u0‖H1 and on ε (recall that ε is, roughly
speaking, the distance from ∂S(0) to ∂�). Therefore if

sup
t∈[0,T0)

‖v(t)‖H1 < ∞ and inf
t∈[0,T0)

d(h(t), ∂�) > 1,

then the local in time solution can be extended to a larger interval. This fact
implies that one of the assertions (i), (ii) or (iii) holds true.

2.6. Remarks and bibliographical notes on Sec. 2

The material in this section is essentially based on Takahashi [37]. Since
we assumed that the rigid bodies are balls, the fixed point procedure is
slightly simplified, following Takahashi and Tucsnak [38]. Note that [37]
also provides global existence for small initial data. As far as we know,
the first existence and uniqueness result of strong solutions for the problem
considered in this section has been given in Grandmont and Maday [16].
This result, local in time, assumes that the inertia of the solid is large with
respect to the inertia of the fluid and it uses the passage to Lagrangian
coordinates.

A problem related to the questions studied in this section is the problem
of the motion of a single solid in a fluid which fills the remaining part of
R

3. In this case there is a natural change of variables such that the Navier–
Stokes equation in the unknown time-dependent domain is replaced by an
equation which holds in the fixed and known domain F(0). This change of
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variable is very simple, just a rigid displacement. However, this apparently
very simple change of variables leads to a new difficulty. More precisely,
the transformed equation contains the term

[(ω × y) · ∇]v ((y ∈ R
3 \ F(0)),

which does not define a bounded operator on standard spaces (due to
its behavior when |y| → ∞). Tackling this difficulty requires refined
techniques and we refer to Galdi [12, 13], Galdi and Silvestre [14] for
results in this direction. The same difficulty has to be solved in the study
of the Navier–Stokes flow around an obstacle rotating with a given angular
velocity. In this case we do not have a free boundary problem but we still
have to tackle the linear unbounded term [(ω × y) · ∇]v. The study of this
question leads to interesting results, often connected to semigroup theory
(see, for instance, Hishida [21], Galdi and Silvestre [15] or Cumsille and
Tucsnak [5]).

Another related problem concerns the two dimensional case, i.e., in
which the solids are supposed to be cylinders of infinite lengths. In this
case it has been shown in [37] and [38] that the strong solutions are global
in time, up to possible contacts.

Finally, let us mention the interesting works of Hillairet [20] and Hesla
[19]. In these works it is shown that, in two space dimensions and for
particular forms of the solids, the contact between two solids never occurs.
In other words, in the above context any strong solution is global in time.

3. Weak Solutions in the Viscous Case

3.1. Notation and preliminaries

In this section we consider the initial and boundary value problem modeling
the motion of rigid bodies in a viscous incompressible fluid from a different
perspective. More precisely, we are interested in defining a concept of weak
solution and in proving the existence of such solution. This existence result
will be global in time, provided that there is no contact between the solids
or between a solid and the exterior boundary. We first recall the governing
equation and then we introduce some notation.

As in the previous sections, we limit to the case of one rigid body and we
denote by � ⊂ R

3 the open bounded set representing the domain occupied
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by the fluid and the solid. Let S0 be a given open subset of � representing
the initial position of the rigid body (the particle). We denote by h(t) the
position vector of the mass center of the rigid body at the moment t, by R(t)

the orthogonal matrix giving its angular orientation and by ω(t) its angular
velocity. With this notation, the domain S(t) occupied by the rigid body at
instant t is given by

S(t) = {R(t)(y − h(0)) + h(t), y ∈ S0}. (3.1.1)

We denote by F(t) = � \ S(t) the domain occupied by the fluid at
instant t. Recall that the full system of equations modeling the motion of
the fluid and of the rigid body can be written as

ρF

(
∂u

∂t
+ (u · ∇)u

)
− ν�u + ∇p = ρFg,

x ∈ F(t), t ∈ [0, T ], (3.1.2)

div u = 0, x ∈ F(t), t ∈ [0, T ], (3.1.3)

u = 0, x ∈ ∂�, t ∈ [0, T ], (3.1.4)

u = dh

dt
+ ω × (x − h), x ∈ ∂S(t), t ∈ [0, T ], (3.1.5)

M
d2h

dt2 = −
∫

∂S(t)

T�nd� +
∫

S(t)

ρSgdx, (3.1.6)

d

dt
(Jω) = −

∫
∂S(t)

(x − h) × T�nd� (3.1.7)

+
∫

S(t)

(x − h) × ρSgdx, t ∈ [0, T ],

with the initial conditions

u(x, 0) = u0(x), x ∈ F(0), (3.1.8)

h(0) = h0 ∈ R
3,

dh

dt
(0) = h1 ∈ R

3, ω(0) = ω0 ∈ R
3. (3.1.9)

In the above system the unknowns are u(x, t) (the Eulerian velocity
field of the fluid), h(t) (the position of the mass center of the rigid body)
and ω(t) (the angular velocity of the rigid bodies). The fluid is supposed to
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be homogeneous of density ρF whereas the density of the solid is supposed
to be constant and it is denoted by ρS .

Moreover we have denoted by ∂� the boundary of �, by ∂S(t) the
boundary of the rigid body at instant t and by n(x, t) the outwards unit
vector field normal to ∂F(t) and by g(x, t) the applied body forces (per unit
mass). The constant ν > 0 stands for the viscosity of the fluid. Further, we
have denoted by M (respectively, by J) the mass (respectively, the inertia
moment related to the mass center) of the rigid body and by T the Cauchy
stress tensor field in the fluid. The components (Tkl)k,l∈{1,...,3} of T are
related to the velocity field u by

Tkl(x, t) = −p(x, t)δkl + ν

(
∂uk

∂xl

+ ∂ul

∂xk

)
, k, l = 1, . . . , 3. (3.1.10)

We next introduce some notation and we recall some simple results
which will be useful in the remaining part of this section.

We suppose that the boundary of � is of class C 2. For σ > 0 and
G ⊂ R

3 an open set we denote by Gσ the σ-neighborhood of G, i.e.,

Gσ = {x ∈ R
3 : d(x, G) < σ}, (3.1.11)

and we define the function space

Kσ(χ) = {u ∈ [H1
0 (�)]3 |div u = 0 and D (u) = 0 in Sσ(χ)}.

(3.1.12)

Moreover, we denote by K0(χ) the closure of ∪σ>0Kσ(χ) in H1(�).
Let us now go back to the notations in problem (3.1.2)–(3.1.11). We

suppose that the set S0(t), representing the region occupied by the solid
body at instant t, is open and that the boundary of S(t), is of class C 2.
Due to the regularity assumptions above, it can be easily checked that the
following result holds.

Proposition 3.1.1. There exists δ > 0 such that for all x ∈ S0(0) (respec-
tively for all x ∈ R

3 \ �) there exists a open disk B of radius δ included in
S0(0) (respectively in R

3 \ �) and containing x.

Throughout this section we fix δ > 0 satisfying the conditions in the
above proposition. In the particular case when we choose, in Eq. (3.1.12),
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σ = δ we denote by Gext the set Gδ. More precisely we put

Gext = {x ∈ R
3|d(x, G) < δ},

and we denote by Gint the “δ-kernel” of G defined by

Gint = {x ∈ R
3|B(x, δ) ⊂ G}.

We remark that, due to Proposition 3.1.1, the δ-neighbourhood of the Gint

and the “δ-kernel” of Gext are equal to G.
For f ∈ L1

loc(R
3, R

3) we denote by f the convolution of f by a radially
symmetric regularizing kernel supported in B(0, δ). More precisely, we put

f = wδ ∗ f =
∫

R3
wδ(x − y)f(y)dy, (3.1.13)

with wδ ∈ D(R3), wδ(x) = w̃δ(|x|),
∫

R3
wδ(x)dx = 1 and supp wδ ⊂

B(0, δ).
The remark below, which can be checked by a simple calculation, plays

an important role in the remaining part of this work.

Remark 3.1.2. If u is a rigid velocity field in the set G (i.e., D(u) = 0 in
G) then u(x) = u(x) for all x ∈ Gint.

We denote by ϕ(·, t) the characteristic function of S0(t). We denote by
ψ(·, t) the characteristic function of the “δ-kernel” of S0(t), i.e.,

S(ψ) = (S0(t))int.

The outline of the remaining part of this section is as follows: In
Subsec. 3.2 we introduce some function spaces, we give the weak form
of the governing equations and we state the main result. In Subsec. 3.3 we
introduce a penalized problem and describe the main steps of the proof of
the existence result. In Subsec. 3.4 we apply classical results of DiPerna and
Lions in order to pass to the limit in the transport equation of the density.
In Subsec. 3.5 we derive several technical results which are then used, in
Subsec. 3.6, to prove the compactness of the sequence of approximated
velocity fields. The main result is proved in Subsec. 3.7.
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3.2. Weak formulation of the governing equations

In this section we give a weak formulations of the governing Eqs. (3.1.2)–
(3.1.11) and we state the main existence result.

Let G ⊂ R
3 be an open bounded set with a C 2 boundary. We first

recall some spaces which are classical in the theory of the Navier–Stokes
equations and we refer, for instance, to Temam [40] for their detailed study.
More precisely, we set

V (G) = {v ∈ C ∞
0 (G; R

3)|div v = 0},
and denote by V(G), respectively by H(G), its closure in [H1(G)]3,
respectively, in [L2(G)]3. It is known that

V(G) = {v ∈ [H1
0 (G)]3|div v = 0},

H(G) = {v ∈ [L2(G)]3|div v = 0, v · n = 0 in H−1/2(∂G)}.
For v ∈ L2(G, R

3) we denote by D(v) the tensor field defined by

Dij(v) = 1

2

(
∂vi

∂xj

+ ∂vj

∂xi

)
, i, j = 1, . . . , 3,

where the derivatives are calculated in the distributions sense, i.e., in D ′(G).
We say that v ∈ L2(G, R

3) is a rigid velocity field if Dij(v) = 0, in D ′(G),
for i, j ∈ {1, . . . , 3}. We next introduce some function spaces specific to
our problem. Let T > 0 and let Q be the cylinder Q = � × [0, T ]. We
denote

Char(Q) = {g : Q → {0, 1}}, Char(�) = {g : � → {0, 1}},
i.e., ψ ∈ Char(Q) if and only if ψ is the characteristic function of some
subset of Q. For χ ∈ Char(�) we denote

K(χ) = {v ∈ V(�) : χD(v) = 0 in L2(�)}, (3.2.1)

S(χ) = {x ∈ � : χ(x) = 1}.
The space K(χ) is clearly a closed subspace of V(�). According to
Lemma 1.1 in Temam [39], if S(χ) is an open connected subset of � then,
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for every v ∈ K(χ) there exist a vector kv and a constant �v such that

v(x) = kv + �v × x, ∀x ∈ S(χ). (3.2.2)

We give below, for later use, some properties of the space K(χ), in
relation to the spaces Kσ(χ) which have been defined in Eq. (3.1.13). For the
proof of the first one we refer to San Martin, Starovoitov and Tucsnak [35].

Proposition 3.2.1. For any ξ ∈ K(χ) there exists a sequence of functions
{ξσ}σ>0 ⊂ K(χ) satisfying the conditions: ξσ ∈ Kσ(χ), ∀σ > 0 and
ξσ → ξ in H1(�) as σ → 0.

As a consequence of the result above we obtain

Corollary 3.2.1. The spaces K(χ) and K0(χ) coincide.

Proof. For any σ > 0 we have that Kσ(χ) ⊂ K(χ). Hence⋃
σ>0

Kσ(χ) ⊂ K(χ).

Since K(χ) is a closed subspace of H1
0 then

K0(χ) =
⋃
σ>0

Kσ(χ) ⊂ K(χ).

The opposite inclusion follows directly from Proposition 3.2.1, thus the
result is proved. �

For ψ ∈ Char(Q), we denote by Lp(0, T ; K(ψ)) the space of functions
v ∈ Lp(0, T ; V(�)) such that v(t) ∈ K(ψ(·, t)) for almost all t ∈ [0, T ].

In order to define weak solutions of Eqs. (3.1.2)–(3.1.11) we follow the
ideas in [6] and [22]. This weak formulation is global in the sense that the
unknown functions are defined on the whole domain �. More precisely,
instead of considering separately the velocity (respectively, the density)
fields of the fluid and the rigid body, we consider only one velocity field u

defined on � × [0, T ] such that the restriction of u(·, t) to S(t), is a rigid
velocity field and we introduce a new unknown function ϕ(x, t), which is the
characteristic function of S(t). More precisely, let (u, p, h, ω) be a classical
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solution of Eqs. (3.1.2)–(3.1.11). For every t ≥ 0 and every x ∈ S(t) we
denote

u(x, t) = dh

dt
(t) + ω(t) × (x − h(t)). (3.2.3)

It is not difficult to check that

∂ϕ

∂t
+ div(ϕu) = 0, (3.2.4)

in D ′(Q). This fact suggests to include the above equation in the weak form
of our system.

Moreover, we consider a global density field, determined by the position
of the solid at each instant t defined by

ρ(x, t) = ρF(1 − ϕ(x, t)) + ρSϕ(x, t) =
{

ρF if x ∈ F(t)

ρS if x ∈ S(t).

Weak solutions of our problem can be defined as follows:

Definition 3.2.2. Let u0 ∈ H(�) and let ϕ0 be the characteristic function
of S0. A set of functions {u, ϕ} such that

u ∈ L∞(0, T ; H(�)) ∩ L2(0, T ; K(ϕ)), (3.2.5)

ϕ ∈ Char(Q) ∩ C 0,1/p(0, T ; Lp(�)), 1 ≤ p < ∞, (3.2.6)

is said to be a weak solution of Eqs. (3.1.2)–(3.1.11) if it satisfies the
condition

1. The equalities∫
Q

(ρu(ξt + (u · ∇)ξ) − νD(u) : D(ξ))dxdt

= −
∫

�

ρ(x, 0)u0 · ξ(x, 0)dx −
∫

Q

ρg · ξdxdt, (3.2.7)

∫
Q

ϕ(ηt + (u · ∇)η)dxdt = −
∫

�

ϕ0 · η(x, 0)dx, (3.2.8)

hold for any functions ξ ∈ H1(Q) ∩ L2(0, T ; K(ϕ)), ξ(T ) = 0, η ∈
C 1(Q), η(T ) = 0.
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2. There exists a family of isometries {As,t}s,t∈[0,T ] of R
3 such that

S(ϕ(t)) = As,t(S(ϕ(s))), ∀s, t ∈ [0, T ], (3.2.9)

and As,t are Lipschitz-continuous with respect to s and t.

Remark 3.2.2. Equation (3.2.7) is quite similar to the classical weak
formulation of the Navier–Stokes system. Indeed, the only difference is
the fact that the solution u and the test function ϕ are in K(ϕ) instead of
V(�). This approach has the advantage that u is by definition a rigid velocity
field in S(t) and the disadvantage that the space of test functions depends
on the solution by the intermediate of ϕ.

Equation (3.2.8) is nothing else than the weak form of transport
Eq. (3.2.4).

Finally, condition (3.2.9) says that the obtained solution is regular
enough to retrieve the rigid displacement from this weak formulation.

Remark 3.2.3. It is easy to check that if (u, p, h, ω) is a strong solution of
Eqs. (3.1.2)–(3.1.11) then (u, ϕ), where ϕ is the characteristic function of
S(t) defined in Eq. (3.1.1) and u is extended on all of Q by using Eq. (3.2.3),
is a weak solution of Eqs. (3.1.2)–(3.1.11), in the sense of Definition 3.2.2.

Conversely if (u, ϕ) is smooth enough weak solution of Eqs. (3.1.2)–
(3.1.11), in the sense of Definition 3.2.2,

The main result of this section is

Theorem 3.2.3. Assume that u0 ∈ H(�), g ∈ L2(Q), ρ0 ∈ L∞(�),

ρ0 ≥ m0 > 0 for some constant m0 and that the boundaries ∂�, ∂S0(0),

are of class C 2. Then there exists T > 0 such that Eqs. (3.1.2)–(3.1.11)

admit at least one weak solution on [0, T ). Moreover, this solution satisfies
the energy estimate∫

�

ρ|u|2dx +
∫

Q

ν |D(u)|2 dxdt ≤ C

{∫
�

ρ0|u0|2dx + ‖g‖2
L2(Q)

}
,

(3.2.10)
for some constant C > 0. We have either T = +∞ (i.e., the solution is
global) or there is a contact in finite time.
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Finally, there exists a family of isometries {As,t}s,t∈[0,T ] of R
3 such that

S(ϕ(t)) = As,t(S(ϕ(s))), ∀s, t ∈ [0, T ] (3.2.11)

and As,t is Lipschitz-continuous with respect to s and t.

3.3. Main steps of the proof Theorem 3.2.3

The first step in the proof of Theorem 3.2.3 is to approximate the rigid
body by a very viscous fluid. In this way we introduce a penalized problem.
More precisely, for given n ∈ N, u0 ∈ H(�), ρ0 ∈ L∞(�), and ψ0 ∈
L∞(�) ∩ Char(�), we consider the following penalized problem.

Find a set of functions {un, ρn, ϕn, ϕn, ψn} such that

un ∈ L∞(0, T ; H(�)) ∩ L2(0, T ; V(�)), (3.3.1)

ψn, ϕn ∈ Char(Q) ∩ C 0,1/p(0, T ; Lp(�)), (3.3.2)

ρn ∈ L∞(Q), (3.3.3)

S(ϕn) = (S(ψn))ext (3.3.4)

and that relations∫
Q

(ρnun(ξt + (un · ∇)ξ) − (ν + nϕn)D(un) : D(ξ))dxdt = (3.3.5)

= − ∫
�

ρ0u0 · ξ(·, 0)dx − ∫
Q

ρng · ξdxdt,∫
Q

ρn(ηt + (un · ∇)η)dxdt = −
∫

�

ρ0 · η(·, 0)dx, (3.3.6)

∫ T

0

∫
�ext

ψn(γt + (un · ∇)γ)dxdt = −
∫

�ext

ψ0 · γ(·, 0)dx, (3.3.7)

hold for any functions ξ ∈ H1(Q) ∩ L2(0, T ; V(�)), ξ(·, T ) = 0, η ∈
C 1(Q), η(·, T ) = 0, γ ∈ C 1((0, T ) × �ext), γ(·, T ) = 0.

The function un(·, t) in Eq. (3.3.7) is defined as in Eq. (3.1.14) after
extending u by zero outside �. The replacement of un by un in Eq. (3.3.7),
which is much smoother, allows the application of some standard results on
ordinary differential equations and on characteristics of transport equations.
Moreover, due to Remark 3.1.2 we will obtain a rigid motion when n → ∞,
without passing to the limit with respect to δ.
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The result below asserts the existence of weak solutions for
Eqs. (3.3.1)–(3.3.7). This result can be proved following step by step the
classical methods of investigation of the Navier–Stokes equations for non-
homogeneous fluids (see [1] or [30]). This is why we omit the proof.

Theorem 3.3.1. For any n ∈ N, u0 ∈ H(�), ρ0 ∈ L∞(�),ψ0 ∈ L∞(�)∩
Char(�) there exists at least a solution of the penalized problem (3.3.1)–
(3.3.7). This solution has the following properties:∫

�

ρn|un|2dx +
∫

Q

(ν + nϕn)|D(un)|2dxdt

≤ C

{∫
�

ρ0|u0|2dx + ‖g‖2
L2(Q)

}
, (3.3.8)

for some constant C > 0,

‖ρn(t)‖Lp(�) = ∥∥ρ0
∥∥

Lp(�)
, 1 ≤ p ≤ ∞, (3.3.9)

‖ψn(t)‖Lp(�ext)
= ∥∥ψ0

∥∥
Lp(�ext)

, 1 ≤ p ≤ ∞. (3.3.10)

Moreover, for all t ∈ [0, T ] the function ψn(·, t) take, a.e. in �, only two
values: 0 and 1.

According to Theorem 3.3.1 the sequences {un}, {ρn}, {ψn} have
subsequences (which we also denote by {un}, {ρn}, {ψn}) such that

un → u in L2(0, T ; V(�)) weakly and in L∞(0, T ; H(�)) ∗ −weakly,

(3.3.11)

ρn → ρ in L∞(Q) ∗ −weakly, (3.3.12)

ψn → ψ in L∞(0, T, L∞(�ext)) ∗ −weakly. (3.3.13)

Moreover, denote by ϕ the characteristic functions of (S(ψ))ext.
The second step of the proof consists in showing that the weak limits

defined above satisfy the transport equations. More precisely, we will show
that the following result holds true.

Proposition 3.3.2. The functions u, ρ and ϕ defined above satisfy relations
(3.2.5)–(3.2.6) and (3.2.8).
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The proof of this result, which is based on the results of R. DiPerna and
P.-L. Lions (see [8] and [30]), is given in Subsec. 3.4.

The third and the most technical step of the proof consists in proving
the following result, which is proved in Subsec. 3.6.

Theorem 3.3.3. The sequence {un} in Eq. (3.3.11) converges strongly to u

in L2(Q).

The last step consists in combining Proposition 3.3.2 and Theorem 3.3.3
in order to prove our main existence theorem.

3.4. Compactness of the density field

3.4.1. Some background on the transport equation

In this subsection we gather, for easy reference, some basic facts about
transport equations and in particular concerning compactness of weak
solutions. We do not give proofs, we only refer to the relevant literature.

Let us consider the problem of finding ψ ∈ L∞(Q) such that

∂ψ

∂t
+ div (ψv) = 0, in D ′(Q), (3.4.1)

ψ(x, 0) = ψ0(x), in L∞(�), (3.4.2)

where v is a given vector field v ∈ L2(0, T ; V(�)) and ψ0 ∈ L∞(�). We
recall the following result of DiPerna and Lions (see [8]).

Proposition 3.4.1. The problem (3.4.1) and (3.4.2) has a unique weak
solution ψ ∈ L∞(Q) ∩ C

([0, T ]; L1(�)
)
, in the sense that there exists a

unique ψ ∈ L∞(Q) ∩ C ([0, T ]; L1(�)) such that∫
Q

ψ(ηt+(v·∇)η)dxdt = −
∫

�

ψ0η(·, 0)dx, ∀η ∈ C 1(Q), η(·, T ) = 0.

Furthermore, if the data satisfies ψ0(x) ∈ {0, 1} a.e. in � then ψ(x, t) ∈
{0, 1} a.e. in Q.

For a proof of Proposition 3.4.1, we refer to [8]. Let us only point out
that the previous problem was not complemented by boundary conditions
because the velocity field v vanishes on ∂�.
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We will essentially use the following compactness result, also due to
DiPerna and Lions (see for instance, [30]).

Theorem 3.4.2. Let {ψn}n>0 and {vn}n>0 be two sequences such that

{ψn} ⊂ C ([0, T ]; L1(BR)) for all R > 0,

{vn} ⊂ L2(0, T ; V(�)).

If the sequence {ψn} is bounded in L∞(Q), the sequence {vn} is bounded
in L2(0, T ; V(�)) and

∂ψn

∂t
+ div (ψnvn) = 0 in D ′(Q),

ψn(0) → ψ0 in L1(�),

vn ⇀ v weakly in L2(0, T ; V(�)),

for some ψ0 ∈ L∞(�), ψ0 ≥ 0 a.e. then {ψn} converges strongly in
C ([0, T ]; Lp(�)) for all 1 ≤ p < ∞ to the unique solution ψ ∈ L∞(Q)∩
C ([0, T ]; L1(�)) of the problem

∂ψ

∂t
+ div (ψv) = 0 in D ′(Q)

ψ(x, 0) = ψ0(x) a.e. in �

3.4.2. Passage to the limit in the transport equations

In this subsection we apply the results in the previous subsection to the
sequences of solutions of the penalized problem (3.3.1)–(3.3.7).

In order to prove Proposition 3.3.2 we first notice that, by
Theorem 3.4.2, we have the following result.

Lemma 3.4.3. The sequences {ρn}, {ψn} contain subsequences (which we
also denote by {ρn}, {ψn}) such that

ρn → ρ strongly in C ([0, T ]; Lp(�)), (1 ≤ p < ∞),

ψn → ψ strongly in Lp(�ext×]0, T [), (1 ≤ p < ∞).

Corollary 3.4.4. The corresponding subsequence of {ϕn} (which we also
denote by {ϕn}) converge to ϕ strongly in Lp(�ext×]0, T [), (1 ≤ p < ∞).
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We can obtain more information about the convergence of ψn, ϕn by
using the regularity of the vector field un. In order to obtain this information
we recall some classical notions on ordinary differential equations and
characteristics of transport equations.

Let us consider the following Cauchy problem:
dX(t)

dt
= un(X, t),

X(s) = y,

(3.4.3)

where y ∈ �ext and s ∈ [0, T ] are given. Since for almost all t ∈ [0, T ],
un(·, t) ∈ D(R3) and un(x, ·) ∈ L∞(0, T ; R

3) for all x ∈ �ext, it follows
from classical results (see for instance [31, Sec. 68] that Eq. (3.4.3) admits
a unique solution defined in [0, T ]. Moreover, since un|∂�ext = 0, it follows
that X(t) ∈ �ext for all t ∈ [0, T ]. Let us denote by M n

s,t(y) this unique
solution.

The properties of the family of mappings M n
s,t(y) can be summarized

by the following result.

Lemma 3.4.5.

(a) The set of functions

y → M n
s,t(y),

is bounded in C 2(�ext; R
3), uniformly with respect to s, t ∈ [0, T ] and

n > 0.

(b) The set of functions

s → M n
s,t(y),

is bounded in W1,∞(0, T ; R
3), uniformly with respect to t ∈ [0, T ],

y ∈ �ext and n > 0.
Moreover, the set of functions

t → M n
s,t(y),

is bounded in W1,∞(0, T ; R
3), uniformly with respect to t ∈ [0, T ],

y ∈ �ext and n > 0.

(c) det
(

∂M n
s,t (y)

∂y

)
= 1 for any y ∈ �ext, s, t ∈ [0, T ], n > 0.
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Proof. The boundedness of Ms,t(·) in C (�ext) is a direct consequence
of the fact that Ms,t(y) ∈ �ext for all y ∈ �ext. Moreover, according
to Theorem 1A in [28, Sec. 57] (see also [31, Sec. 69]) for each fixed
(s, t) ∈ [0, T ] × [0, T ] the function Ms,t(·) is C 1(�ext) and the functions
t → ∂Ms,t(y)/∂yi, i = 1, . . . , 3, are absolutely continuous in t and they
satisfy the linear initial value problem

d

dt

(
∂Ms,t(y)

∂yi

)
= ∇xun(Ms,t(y), t)

∂Ms,t(y)

∂yi

a.e. in [0, T ], (3.4.4)

∂Ms,s(y)

∂y1
=
1

0
0

 ,
∂Ms,s(y)

∂y2
=
0

1
0

 ,
∂Ms,s(y)

∂y3
=
0

0
1

 .

(3.4.5)

Since un is bounded in L∞(0, T ; C 2(�ext)) relations (3.4.4) and (3.4.5)
above imply that assertion (a) of the lemma is true.

In order to prove assertion (b) we first notice that the boundedness of the
functions t → Ms,t(y) and s → Ms,t(y) in C (�ext) is a direct consequence
of the fact that Ms,t(y) ∈ �ext for all y ∈ �ext and t, s ∈ [0, T ]. Moreover,
according to the Eq. (3.4.3), it is clear that t → ∂Ms,t(y)/∂t is bounded
in L∞(0, T ; R

3). For the function s → ∂Ms,t(y)/∂s we notice that it is
absolutely continuous in t and satisfies the linear initial value problem

d

dt

(
∂Ms,t(y)

∂s

)
= ∇xun(Ms,t(y), t)

∂Ms,t(y)

∂s
a.e. in [0, T ], (3.4.6)

∂Ms,t(y)

∂s

∣∣∣∣
t=s

= −un(y, s). (3.4.7)

Since un is bounded in L∞(0, T ; C 1(�ext)), relations (3.4.6) and (3.4.7)
above imply that the function s → Ms,t(y) is bounded in W1,∞(0, T ; R

3).
This ends the proof of assertion (b).

In order to prove assertion (c) it suffices to notice that relations (3.4.4)
and (3.4.5) above and the classical Liouville theorem imply that

Det

(
∂Ms,t(y)

∂y

)
= exp

∫ t

s

div
(
un(Ms,η(y), η)

)
dη (3.4.8)

and to use the fact that divun = 0. �
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From the lemma above we can conclude the following corollaries.

Corollary 3.4.6. The sequence {M n} converges to M in C 0,α([0, T ] ×
[0, T ]; C 1(�ext)), α < 1, as n → ∞, where Ms,t(y) is the unique solution
of the Cauchy problem

dX(t)

dt
= u(X, t),

X(s) = y ∈ �ext.

Simple calculations show that the solution of the transport Eq. (3.3.7)
is

ψi
n(x, t) = ψi,0(M n

t,0(x)). (3.4.9)

The relation above, Corollary 3.4.6 and the dominated convergence
theorem imply the following result

Corollary 3.4.7. The function ψ in Lemma 3.4.3 satisfies the condition

ψ(x, t) = ψ0(Mt,0(x)), ∀x ∈ �ext, ∀t ∈ [0, T ]. (3.4.10)

Proof of Proposition 3.3.2. From Eqs. (3.3.8) and (3.4.12) we conclude
that ϕD(u) = 0. This fact implies that there exist a rigid function v such
that v(x, t) = u(x, t) for x ∈ S(ϕ(t)). It follows from Remark 3.1.2 that

u(x, t) = v(x, t), ∀x ∈ S(ψ(t)). (3.4.11)

Let us define As,t(y) as the unique solution of the problem:
dX(t)

dt
= v(X, t),

X(s) = y ∈ R
3.

(3.4.12)

If y ∈ S(ψ(s)) then, by Eq. (3.4.11), we have that As,t(y) = Ms,t(y).
So, relation (3.4.10) can be rewritten as

ψ(x, t) = ψ0 (At,0(x)
)
, ∀x ∈ �ext, ∀t ∈ [0, T ]. (3.4.13)

Since At,0(x) is a rigid displacement, relation (3.4.13) implies that

ϕ(x, t) = ϕ0(At,0(x)), ∀x ∈ �ext, ∀t ∈ [0, T ]. (3.4.14)
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The relation above implies that

∂ϕ(x, t)

∂t
+ div (ϕ(x, t)v(x, t)) = 0 in D ′(�ext × [0, T )).

In other terms we showed that∫ T

0

∫
�ext

ϕ(ηt + (v · ∇)η)dxdt = −
∫

�ext

ϕ0η0dx

for all η ∈ C 1(Q), η(T ) = 0.

Moreover since ϕv = ϕu and u(x, t) = 0 for x ∈ �ext \ �∫ T

0

∫
�

ϕ(ηt + (u · ∇)η)dxdt = −
∫

�

ϕ0η0dx (3.4.15)

for all η ∈ C 1(Q), η(T ) = 0.

We have thus proved that ϕ and u satisfy Eq. (3.2.8). Moreover, by
Proposition 3.4.1 we have that ϕ ∈ Char(Q).

3.5. Some technical results

In this section we give several technical results which are an essential
ingredient of the proof of the compactness of the velocity field.

If σ > 0 and G ⊂ R
3 we denote by Gσ the σ-neighbourhood of G, i.e.,

Gσ = {x ∈ R
3 : d(x, G) < σ}.

Let us notice that if we take σ = δ, where δ > 0 is the number fixed in
Subsec. 3.1, then Gδ = Gext.

Let χ : � → {0, 1} be the characteristic function of a subset S(χ) of �.
We suppose that the boundary of S(χ) is of class C 2. Let us introduce the
functions spaces

Vs(�) the closure of V (�) in Hs(�), 0 < s ≤ 1,

Ks(χ) the closure of K(χ) in Hs(�), 0 ≤ s ≤ 1,

where the spaces V (�) and K(χ) were introduced in Subsec. 3.2. We
note that V 1(�) = V(�) and K1(χ) = K(χ) where the space V(�) was
also introduced in Subsec. 3.2.

Moreover we define several projection operators.
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First we denote by Ps(χ), the orthogonal projector of Hs(�) onto
Ks(χ), 0 ≤ s ≤ 1.

If σ > 0 we denote by Ps
σ(χ) the orthogonal projector of Hs(�) onto

the space of functions which are rigid velocity fields in a σ-neighbourhood
of S(χ). More precisely for 0 ≤ s < 1 we set Ps

σ(χ) = Ps(1ISσ(χ)) where
1ISσ(χ) is the characteristic function of Sσ(χ).

Lemma 3.5.1. For any σ > 0 there exists n0 > 0 (depending only on σ)
such that

S(ϕn(t)) ⊂ Sσ(ϕ(t)) and S(ϕ(t)) ⊂ Sσ(ϕn(t))

for all n > n0, for all t ∈ [0, T ] and for all i = 1, . . . , N.

Proof. According to Corollary 3.4.6, we have that M n → M in
C ([0, T ] × [0, T ] × �). This fact, combined to Eqs. (3.4.9) and (3.4.10)
implies that, for any σ > 0, there exists n0 > 0 such that

S(ψn(t)) ⊂ Sσ(ψ(t)) and S(ψ(t)) ⊂ Sσ(ψn(t)) (3.5.1)

for all n > n0, t ∈ [0, T ], i = 1, . . . , N. By considering the δ-neighborhood
of the sets above and by using Eq. (3.3.4) we obtain that for all σ > 0 we
have the relations

Sδ(ψn(t)) = S(ϕn), Sσ+δ(ψ) = Sσ(ϕ),

Sδ(ψ(t)) = S(ϕ) and Sσ+δ(ψn) = Sσ(ϕn). (3.5.2)

Relations (3.5.1) and (3.5.2) implies the conclusion of the lemma. �

Proposition 3.5.2. Let u and ϕ be the functions considered in Proposi-
tion 3.3.2 then

lim
σ→0

∫ T

0

∥∥Ps
σ(ϕ(·, t))u(·, t) − u(·, t)∥∥2

L2(�)
dt = 0. (3.5.3)

Proof. For almost every t ∈ [0, T ] we have that u(t) ∈ K(ϕ(·, t)). Then,
by Proposition 3.2.1 there exists a sequence {uσ}σ>0 that converges to u(t)

in K(ϕ(·, t)) and such that uσ ∈ Kσ(ϕ(·, t)), for all σ > 0.
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Then we have∥∥Ps
σ(ϕ(·, t))u(·, t) − u(·, t)∥∥

L2(�)
≤ ∥∥Ps

σ(ϕ(·, t))u(·, t) − u(·, t)∥∥
Vs(�)

≤ ‖uσ − u(·, t)‖H1
0 (�) .

We conclude that the sequence of functions fσ(t) = ‖Ps
σ(ϕ(·, t))u(·, t)

−u(·, t)‖2
L2(�)

converges to zero for a.e. t ∈ [0, T ]. Since {fσ} is bounded

from above by the function g ∈ L1(0, T ) defined by g(t) = ‖u(·, t)‖2
H1

0 (�)
,

by using the Lebesgue dominated convergence theorem we conclude that
assertion (3.5.3) holds true. �

The main result of this subsection is

Proposition 3.5.3. For all s ∈ [0, 1) we have that

lim
σ→0

lim
n→∞

∥∥Ps
σ(ϕ(·, t))un − un

∥∥
L2([0,T ];Vs(�))

= 0. (3.5.4)

Proof. Let us first suppose that, for an arbitrary σ0 > 0, there exists a
family of functions (uσ

n(·, t))n,σ such that uσ
n(·, t) ∈ Ks

σ(ϕ(·, t)) and

lim
σ→0

lim
n→∞

∥∥uσ
n(·, t) − un(·, t)

∥∥
Vs(�)

= 0. (3.5.5)

for almost all t ∈ [0, T ]. Since∥∥Ps
σ(ϕ(·, t))un(·, t) − un(·, t)

∥∥
Vs(�)

≤ ∥∥uσ
n(·, t) − un(·, t)

∥∥
Vs(�)

,

relation (3.5.5) still holds if we replace uσ
n(·, t) by Ps

σ(ϕ(·, t))un(·, t).
Moreover, the function t → ∥∥wσ

n(·, t)∥∥
Vs(�)

, where

wσ
n(·, t) = Ps

σ(ϕ(·, t))un(·, t) − un(·, t),
is measurable, and∫ T

0

∥∥wσ
n(·, t)∥∥2/s

V s(�)
dt ≤

∫ T

0
‖un(·, t)‖2/s

V s(�) dt (3.5.6)

≤ C

∫ T

0
‖un(·, t)‖2(1−s)/s

L2(�)
‖un(·, t)‖2

V 1(�)
dt ≤ C

∫ T

0
‖un(·, t)‖2

V 1(�)
dt ≤ C

due to the energy estimate (3.3.8).
Relations (3.5.5) and (3.5.6) yield Eq. (3.5.4).
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To conclude the proof it suffices to consider, following [35], a family
of functions (uσ

n(·, t))n,σ such that uσ
n(·, t) ∈ Ks

σ(ϕ(·, t)), for all n ≥ 1 and
which satisfies Eq. (3.5.5). �

3.6. Proof of Theorem 3.3.3

In order to prove Theorem 3.3.3 we need two results. The first one is

Proposition 3.6.1. For any s ∈ (0, 1) there exists a σ0 > 0 such that, for
any σ ∈ (0, σ0) we have

lim
n→∞

∫
Q

ρnunP
s
σ(ϕ(·, t))(un)dxdt =

∫
Q

ρuPs
σ(ϕ(·, t))(u)dxdt. (3.6.1)

Proof. Consider an arbitrary σ > 0. Due to Lemma 3.5.1, there exists
n0 > 0 such that

S(ϕn(t)) ⊂ Sσ/2(ϕ(t)) ∀t ∈ [0, T ]
for all n > n0.
Moreover, if we divide the interval [0, T ] inNT subintervals I1 = [0, τ],

I2 = [τ, 2τ], . . . , INT = [(NT − 1)τ, NT τ], where τ = T/NT , then the
regularity of the function t → A0,t(y) implies that there exists τ > 0
(depending on σ) such that

Sσ/2(ϕ(t)) ⊂ Sσ(ϕ(kτ)), (3.6.2)

Sσ/2(ϕ(kτ)) ⊂ Sσ(ϕ(t)) (3.6.3)

for all t ∈ Ik, and for all k = 1, . . . , NT .
More precisely, if L is the Lipschitz constant of the function t →

A0,t(y), then there exist

τ ∈
[

σ

σ0/T + 2(L + 1)
,

σ

2(L + 1)

]
,

satisfying Eqs. (3.6.2) and (3.6.3). In particular, it follows that there exists
a constant C > 0 such that for all σ ∈ (0, σ0) there exist τ ≥ Cσ satisfying
Eqs. (3.6.2) and (3.6.3).

Let us take one of the intervals Ik, k = 1, . . . , NT . In Eq. (3.3.5) we
consider a test function ξ, which is equal to zero if t ∈ Ik and such that
ξ(·, t) ∈ Kσ/2(ϕ(·, kτ)) for all t ∈ Ik. In this case relation (3.3.5) implies, by
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using classical estimates on the Navier–Stokes equations (see, for instance
[29, pp. 70–71]), that there exists a constant C > 0 such that∣∣∣∣∫

Ik

∫
�

ρnunξtdxdt

∣∣∣∣ ≤ C ‖ξ‖L2(Ik;V(�)) , ∀n > n0.

The relation above implies that the sequence {d/dt(P0
σ/2(ϕ(·, kτ))(ρnun))}

is bounded in L2(Ik; [Kσ/2(ϕ(·, kτ))]∗), where [Kσ/2(ϕ(·, kτ))]∗ is the dual
space of Kσ/2(ϕ(·, kτ)) with respect to the pivot space K0

σ/2(ϕ(·, kτ)).
Moreover, from Eqs. (3.3.8) and (3.3.9) it follows that the sequence {ρnun}
is bounded in L2(Ik × �), so the sequence {P0

σ/2(ϕ(·, kτ))(ρnun)} is also

bounded in L2(Ik; K0
σ/2(ϕ(·, kτ))).

Since, for all s > 0, the inclusion K0
σ/2(ϕ(·, kτ)) ⊂ [Ks

σ/2(ϕ(·, kτ))]∗
is compact, it follows from Aubin’s theorem that the sequence
{P0

σ/2(ϕ(·, kτ))(ρnun)} is relatively compact in L2(Ik; [Ks
σ/2(ϕ(·, kτ))]∗).

Moreover, by Lemma 3.4.3 and relation (3.3.11) we have that ρnun ⇀ ρu

weakly in L2(Ik; L2(�)). It follows that

P0
σ/2(ϕ(·, kτ))(ρnun) → P0

σ/2(ϕ(·, kτ))(ρu)

in L2(Ik; [Ks
σ/2(ϕ(·, kτ))]∗) strongly, (3.6.4)

for all s > 0.
On the other hand, by relation (3.6.3) we have also that

P0
σ/2(ϕ(·, kτ))Ps

σ(ϕ(·, t)) = Ps
σ(ϕ(·, t)), ∀t ∈ Ik and ∀s ≥ 0.

Using the relation above and the fact that P0
σ/2(ϕ(·, kτ)) is self adjoint

in L2(�) we obtain that∫
Ik

〈
ρnun, P

s
σ(ϕ(·, t))(un)

〉
L2(�)

dt

=
∫

Ik

〈
P0

σ/2(ϕ(·, kτ))(ρnun), P
s
σ(ϕ(·, t))(un)

〉
L2(�)

dt

=
∫

Ik

〈
P0

σ/2(ϕ(·, kτ))(ρnun), P
s
σ(ϕ(·, t))(un)

〉
[Ks

σ/2]∗,Ks
σ/2

dt.



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch04

254 J. S. Martín and M. Tucsnak

By using Eq. (3.6.4) it follows that

lim
n→∞

∫
Ik

〈
ρnun, P

s
σ(ϕ(·, t))(un)

〉
L2(�)

dt

=
∫

Ik

〈
P0

σ/2(ϕ(·, kτ))(ρu), Ps
σ(ϕ(·, t))(u)

〉
L2(�)

dt

=
∫

Ik

〈
ρu, Ps

σ(ϕ(·, t))(u)
〉
L2(�)

dt, ∀k = 1, . . . , NT .

By summing up the relations above, from k = 1 to k = NT , we obtain
the assertion of Proposition 3.6.1. �

We also need the following result.

Proposition 3.6.2. The sequences {ρn}, {un} defined above satisfy the
relation

lim
n→∞

∫
Q

ρnu
2
n =

∫
Q

ρu2.

Proof. We clearly have that∫
Q

ρnu
2
n −

∫
Q

ρu2 =
∫ T

0

∫
�

(
ρnun · Ps

σ(ϕ(·, t))[un]

− ρu · Ps
σ(ϕ(·, t))[u]) dxdt +

+
∫ T

0

∫
�

ρnun · (un − Ps
σ(ϕ(·, t))[un]

)
dxdt

+
∫ T

0

∫
�

ρu · (Ps
σ(ϕ(·, t))[u] − u

)
dxdt. (3.6.5)

In order to estimate the last integral in the right hand side of Eq. (3.6.5) we
notice that∣∣∣∣∫

Q

ρu · (Ps
σ(ϕ(·, t))[u] − u

)∣∣∣∣ ≤ C

∫ T

0

∥∥Ps
σ(ϕ(·, t))[u] − u

∥∥
L2(�)

dt,

(3.6.6)
where C = ‖ρu‖L∞(0,T ;L2(�)).
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On the other hand, by Propositions 3.5.2 and 3.5.3, for every γ > 0
there exists σ0 > 0 such that for every σ ∈ (0, σ0) we have:

lim
n→∞

∥∥Ps
σ(ϕ(·, t))un − un

∥∥
L2([0,T ];L2(�))

≤ γ, (3.6.7)∥∥Ps
σ(ϕ(·, t))u − u

∥∥
L2([0,T ];L2(�))

≤ γ. (3.6.8)

For σ satisfying the conditions above, relations (3.6.6) and (3.6.8) imply
that ∣∣∣∣∫

Q

ρu · (Ps
σ(ϕ)[u] − u

)∣∣∣∣ ≤

C

∫
[0,T ]

∥∥Ps
σ(ϕ)[u] − u

∥∥
L2(�)

dt ≤ Cγ.

The second integral in the right hand side of Eq. (3.6.5) can be estimated
in a completely similar manner, by using Eq. (3.6.7) instead of Eq. (3.6.8).
Moreover, by Proposition 3.6.1 the first integral in the right hand side of
Eq. (3.6.5) tends to zero when n → ∞. Since γ > 0 is arbitrary we obtain
the conclusion of the proposition. �

Proof of Theorem 3.3.3 We first notice that∣∣∣∣∫
Q

ρ
(
u2

n − u2)∣∣∣∣ ≤
∣∣∣∣∫

Q

(
ρnu

2
n − ρu2)∣∣∣∣+ ∣∣∣∣∫

Q

(ρn − ρ) u2
n

∣∣∣∣ . (3.6.9)

Since un is bounded in L∞(0, T ; L2(�)) and in L2(0, T ; H1(�)) we can
easily deduce that un is bounded in L4(Q). Moreover, by Lemma 3.4.3, we
have that ρn → ρ strongly in L2(Q), so the second term in the right hand
side of Eq. (3.6.9) tends to zero when n → ∞. Since, by Proposition 3.6.2,
the first term in the right hand side of Eq. (3.6.9) also tends to zero we
conclude that

lim
n→∞

∫
Q

ρ
(
u2

n − u2) = 0. (3.6.10)

Moreover,∫
Q

∣∣un − u
∣∣2 ≤ 1

m0

(∫
Q

ρ
(
u2

n − u2)+
∫

Q

2ρu · (u − un)

)
, (3.6.11)
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where m0 is defined in Theorem 3.2.3. The right hand side of Eq. (3.6.11)
tends to zero by Eq. (3.6.10) and from the fact that un → u in L2(Q)

weakly. We have thus proved the strong convergence of un to u in L2(Q).

3.7. Proof of the main results

3.7.1. Proof of Theorem 3.2.3.

By Proposition 3.3.2 (proved in the Subsec. 3.4), the functions u, ρ, ϕ satisfy
relations (3.2.5), (3.2.6) and (3.2.8). So, in order to prove the existence of at
least one weak solution of Eq. (3.1.2)–(3.1.11) we have only to prove that
relation (3.2.7) is also satisfied. Due to Theorem 3.3.3 and to Lemma 3.4.3
we have that, up to the extraction of a subsequence,

un
n→∞−→ u, in L2(Q) strongly, (3.7.1)

ρn
n→∞−→ ρ, in C ([0, T ]; Lp(�)), (1 ≤ p < ∞) strongly. (3.7.2)

Let σ be an arbitrary positive number. We choose the test function
ξ in Eq. (3.3.5) such that ξ ∈ H1(Q) ∩ L2(0, T ; Kσ(ϕ)). Then, due to
Lemma 3.5.1, there exists n0 > 0 (depending only on σ) such that

ϕnD(ξ) = 0, in L2(Q), ∀n > n0

and, consequently,∫
Q

ϕnD(un) : D(ξ)dxdt = 0, ∀n > n0.

By using Eqs. (3.7.1) and (3.7.2) we can pass to the limit in the
relation (3.3.5) to get that relation (3.2.7) holds for any ξ ∈ H1(Q) ∩
L2(0, T ; Kσ(ϕ)). By using Proposition 3.2.1 and Corollary 3.2.1, it follows
that Eq. (3.2.7) holds for any ξ ∈ H1(Q) ∩ L2(0, T ; K(ϕ)).

We still have to show the regularity property (3.2.6). Let us consider the
function ϕ ∈ C(0, T ; Lp(�)) ∩ Char(Q), 1 ≤ p ≤ ∞. Since S(ϕ(t)) =
As,t(S(ϕ(s))) and As,t is Lipschitz-continuous with respect to s and t, there
exists a constant C such that for all s, t ∈ [0, T ] we have

S(ϕ(t)) ⊂ Sγ(ϕ(s)), S(ϕ(s)) ⊂ Sγ(ϕ(t)),

where γ = C|t − s|.
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Therefore,

max
{
µ(S(ϕ(t)) \ S(ϕ(s))), µ(S(ϕ(s)) \ S(ϕ(t)))

}
≤ max

{
µ(Sγ(ϕ(s)) \ S(ϕ(s))), µ(Sγ(ϕ(t)) \ S(ϕ(t)))

}
≤ C |∂S(ϕ(t))| |t − s|,

where |∂S(ϕ(t))| = |∂S(ϕ(0))| is the length of the boundary of the rigid
body. This quantity is bounded since ∂S(ϕ(0)) is of the class C2. Hence we
have

‖ϕ(t) − ϕ(s)‖Lp(�) = µ
(
Sγ(ϕ(t))�S(ϕ(s))

)1/p

≤ C |t − s|1/p, 1 ≤ p < ∞,

where A�B = (A ∪ B) \ (A ∩ B).
This ends the proof of the existence of at least one weak solution of

Eqs. (3.1.2)–(3.1.11). The energy estimate (3.2.10) follows directly from
Eq. (3.3.8).

Finally, representation (3.2.11) is already obtained in the proof of
Proposition 3.3.2 (see relation (3.4.14)).

The theorem is entirely proved.

3.8. Remarks and bibliographical notes on Sec. 3

The presentation in this section is essentially based on [35], which also
contains a study of possible collisions in the two-dimensional case. For
the sake of completeness we mention that, as far as we know, the first
results on the existence of weak solutions of Eqs. (3.1.2)–(3.1.11) have been
proved in Judakov [26] and Serre [36]. In the above mentioned references
the authors assume that the fluid-solid system fills the whole space. This
allows a simple change of variables reducing the problem to a fixed domain
(see also the corresponding comments on strong solutions at the end of
Sec. 2). The problem in a bounded domain with several rigid bodies has
been studied much later in Hoffmann and Starovoitov [22], [23], Desjardins
and Esteban [6], [7], Conca, San Martin and Tucsnak [4] and in Gunzburger,
Lee and Seregin.17 In [6] and [7], the authors prove global existence up
to collisions in the 2D and in the 3D cases, for both incompressible and
compressible fluid. In [22] and [23], the authors show global existence for
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one rigid body in the presence of eventual collisions. The same type of
results is obtained in [4] and in [17] by different methods. The methods in
the papers quoted above do not seem to be applicable in the case of several
rigid body with eventual collisions. Another paper tackling specifically the
three-dimensional case and proposing a modeling of collisions in this case
is Feireisl [10].
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CHAPTER 5

FLUID-STRUCTURE INTERACTION BETWEEN
BLOOD AND ARTERIAL WALLS

A. Quarteroni

CMCS-MATHICSE-SB, Ecole Polytechnique Fédérale, Lausanne
MOX, Dipartimento di Matematica “F. Brioschi”, Politecnico di Milano, Milan

Mathematical models of the cardiovascular system, followed by the use of efficient
and accurate numerical algorithms, have allowed applied mathematicians to
make substantial progresses in the computer simulation and interpretation of
the circulatory system functionality. In this work we will address some of the
most basic models that are used to describe blood flow dynamics in local arterial
environments and to predict the vessel wall deformation in compliant arteries.
After deriving the equations that describe the blood flow in the arterial lumen and
the deformation of the vessel walls, we will address their coupling and comment on
the way this complex problem can be solved efficiently by iterative fluid-structure
interaction algorithms.

1. Introduction

In recent years, the application of mathematical models of the cardiovas-
cular system, seconded by the use of efficient and accurate numerical
algorithms, has made impressive progress in the interpretation of the
circulatory system functionality. Models have been used to describe both
physiological and pathological situations, as well as in the perspective
of providing patient specific design indications to surgical planning. The
main impulse to develop this field of study is the increasing demand
from the medical community for scientifically rigorous and quantitative
investigations of cardiovascular diseases, which are responsible today for
a great amount of deaths in industrialized societies.

261
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The vascular system is highly complex and able to regulate itself: an
excessive decrease in blood pressure will cause the smaller arteries, the
arterioles, to contract and the heart rate to increase, whereas an excessive
blood pressure is counter-reacted by a relaxation of the arterioles (which
causes a reduction of the periphery resistance to the flow) and a decrease of
the heart beat.Yet, it may happen that some pathological conditions develop.
For example, the arterial wall may become more rigid, due to illness or
unhealthy living habits, or fat may accumulate in the arterial walls causing a
reduction of the vessel section (a stenosis). The way these pathologies affect
the blood field, as well as the possible outcome of a surgical intervention
to cure them, may be studied by numerical simulations. The latter are less
invasive than in-vivo investigation, and far more accurate and flexible than
in-vitro experiments. Numerical models require patient’s data that can be
generated by radiological acquisition through, e.g., computer tomography,
magnetic resonance, doppler anemometry, etc. These data will be used
to generate the geometrical shape of the computational domain, and to
provide initial and boundary conditions for the system of partial differential
equations that constitutes the mathematical model.

In this work we will address some of the most basic models that are
used to describe blood flow dynamics in local arterial environments and
to predict the vessel wall deformation in compliant arteries. After deriving
the equations that describe the blood flow in the arterial lumen and the
deformation of the vessel walls, we will address their coupling and comment
on the way this complex problem can be solved efficiently by iterative (FSI)
(fluid-structure interaction) algorithms.

Modeling FSI in the blood circulatory system is a broad and complex
mathematical subject that cannot be addressed exhaustively in few pages.
Here we sketch some of the main topics. This can be considered as a
synthetic presentation aimed at stimulating the potentially interested reader.
For a more thorough and extensive analysis we refer to the Chaps. 3, 8 and
9 of Ref. 10.

2. Kinematics and Dynamics of Continuous Media

Let �̂ ⊂ R
3 be a bounded, open and simply connected subset of R

3, with
smooth boundary, filled by a continuous medium. We shall refer to �̂ as the
reference configuration of the medium under consideration.
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A deformation of �̂ is a smooth one-to-one mapping

ϕ̂ : �̂ −→ �, x̂ −→ x = ϕ̂(̂x),

which carries each point x̂ = (̂x1, x̂2, x̂3) of �̂ into a new position x = ϕ̂(̂x)

of � ⊂ R
3. The displacement of the material point x̂ is given by the

vector

η̂(̂x) = ϕ̂(̂x) − x̂. (1)

The local deformation is linked to the deformation gradient, defined as

F̂ (̂x) = ∇x̂ ϕ̂. (2)

The symbol ∇x̂ indicates the gradient with respect to the x̂ coordinates.
Sometimes we will omit the suffix when it is clear from the context
which coordinate system we are adopting. The deformation gradient is
a second-order tensor field, that is F̂ : �̂ → R

3×3 being R
3×3 the space

of three-dimensional matrices; its value is given by the 3 × 3 matrix of
components

F̂ij = ∂xi

∂̂xj

, i, j = 1, 2, 3.

We also assume that its determinant

Ĵ = det F̂ , (3)

called the Jacobian of the deformation, is everywhere strictly positive,
whence the mapping is orientation preserving.

To relate differential operators acting on the two configurations, the
following result, which is obtained by applying the usual rules for the
gradient of composite functions, is useful:

If f̂ : �̂ → R is a regular function and f : � → R is defined as

f(x) = f̂ (φ̂
−1

(̂x)), then

∇̂x f̂ = F̂∇f.

Let us assume that we have a sufficiently regular second-order tensor
field T : � −→ R

3×3, defined on the deformed configuration. The
Piola transformation of T associated to the given deformation ϕ̂ is the
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second-order tensor field �̂ = Pϕ̂(T ) : �̂ → R
3×3 given by

�̂ = Ĵ (̂x)T
(
ϕ̂(̂x)

)
F̂

−T
(̂x), (4)

for all x̂ ∈ �̂. Using a short-hand notation we may write Pϕ̂(T ) = Ĵ T̂ F̂
−T

.
The inverse Piola transformation of �̂ returns the tensor T (x)

according to

T (x) = Ĵ−1(ϕ̂−1
(x)

)
�̂

(
ϕ̂

−1
(x)

)
F̂

T (
ϕ̂

−1
(x)

)
, (5)

or, more simply, T = J−1�̂F T .
If T is a regular tensor field in � and �̂ its Piola transformation, we

have

divx̂�̂ = J div T , (6)

where divx̂ is the divergence with respect to the x̂ coordinates and the
equality has to be understood on corresponding points in �̂ and �,
respectively (see Ref. 7 for a proof).

As a result, by the application of the divergence theorem, we have∫
∂�̂

�̂n̂ dγ̂ =
∫

∂�

T n dγ , (7)

whenever �̂ and T are related by Eq. (4).
In general, if F = F(x, t), t being the time variable, we will usually

indicate with Ft the function of the space variable only, defined as Ft(x) =
F(x, t), at any fixed time t. Any smooth map

ϕ̂ : �̂ × R
+ −→ R

3, (̂x, t) −→ x = ϕ̂(̂x, t),

such that at any t ≥ 0 ϕ̂t is a deformation, is called a motion. Thus, a motion
is a one-parameter family of deformations, the parameter t being the time.
Without loss of generality we have assumed here that the motion starts at
t = 0 (initial time). The reference configuration �̂ is in principle arbitrary,
yet often it coincides with the initial configuration, i.e., �̂ = �(0). When
not otherwise stated, we will implicitly make this assumption.

The point x = ϕ̂(̂x, t) is the position at time t of the material point (also
called material particle) identified by x̂, while �(t) = ϕ̂(�̂, t) denotes the
current configuration at time t.
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In this context, the displacement is now also function of time, η̂(̂x, t) =
ϕ̂(̂x, t) − x̂ being the displacement at time t.

All the kinematic quantities above can be extended to a motion. In
particular, F̂ and Ĵ still indicate the deformation gradient and Jacobian,
respectively, yet are now function also of time. For instance, F̂ (̂x, t) =
∇̂xϕ̂(̂x, t).

Given a subdomain V̂ of the domain �̂, the set V(t) = {x ∈ �(t) : x =
ϕ̂(̂x, t), x̂ ∈ V̂ } is formed by the same material particles as V̂ and is called
a material (sub)domain, or also material volume. Its size (volume) is

|V | =
∫

V

dx =
∫

V̂

Ĵ (̂x, t)d x̂, (8)

then if Ĵ is constant in time (i.e., ∂Ĵ/∂t = 0) the material subdomain does
not change its measure during motion.

The velocity is a major kinematic quantity and is the time derivative of
the displacement:

û(̂x, t) = ∂

∂t
η̂(̂x, t) = ∂

∂t
ϕ̂(̂x, t), (9)

the last equality is obtained by using the definition (1), now referred to
time t.

3. Lagrangian, Eulerian and ALE Formulations

All physical quantities can be defined either on the reference or on the
current configuration. For instance the field ρ̂ : �̂ × R

+ → R
+ indicates

the density, i.e., ρ̂(̂x, t) is the density at time t in the material point x̂. Yet,
the invertibility of the mapping allows us to refer the same quantity to the
current configuration: for all t > 0

ρ(x, t) = ρ̂(ϕ̂
−1

(x, t), t), x ∈ �(t)

is the density at the physical point x ∈ �(t) at time t occupied by the
material particle x̂.

Using the reference or the current variables is a matter of convenience.
The independent variables (̂x, t) are adopted in the Lagrangian formulation,
whereas the (x, t) pair is employed in the Eulerian formulation. In
the Lagrangian formulation we focus on the material particle x̂ and its
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evolution; in the Eulerian formulation we observe what happens at a given
point x in the physical space. When a field is expressed in the Eulerian coor-
dinates it is also referred to as an Eulerian field, while a Lagrangian field,
also called material field, is a field expressed in Lagrangian coordinates.

We will adopt the same symbol for a given physical quantity. Yet, the
superscript̂will denote a Lagrangian field. To summarize, for a quantity
q we have

q̂(̂x, t) = q(x, t), with x = ϕ̂(̂x, t), x̂ ∈ �̂, t > 0. (10)

We will also make use of the composition operator: q̂(·, t) = q(·, t) ◦ ϕ̂.
Conversely,

q(x, t) = q̂(̂x, t), with x̂ = ϕ̂
−1

(x, t), x ∈ �(t), t > 0, (11)

or, more simply, q(·, t) = q̂(·, t) ◦ ϕ̂
−1 (see Fig. 1).

To solve the differential equations governing the motion of a fluid or
a solid we need to identify the computational domain where we want to
solve the equations, on the boundary of which we need to provide suitable
boundary conditions. In a solid, where the displacements are often relatively
small, the computational domain is often taken to be a subset of �̂ and the
Lagrangian formulation is thus preferred.

Fig. 1. Eulerian and Lagrangian description of a scalar field.
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In a fluid the situation is rather different. The displacements are
extremely large and, moreover, usually irrelevant, since when solving for a
fluid we are normally interested in the velocity field, or other related quan-
tities, rather than on the displacement itself. Therefore, the computational
domain is normally taken as a fixed region � ⊂ R

3, and located where we
are interested to compute the solution. No special requirements is made on
� apart that it should be “filled by the fluid”, that is � ⊂ �(t) for all times
t we are observing the motion. Although for the sake of simplicity we have
set as the time interval for our equations the whole positive real line, yet
in practical computations the time interval of interest is obviously finite.
The Eulerian framework is then here preferable. However, the Lagrangian
frame is useful as a tool to formally derive the equations from fundamental
principles. Yet, in many situations of practical interest in haemodynamics,
such as blood flowing in a compliant artery, the computational domain for
the fluid cannot be fixed in time, as it has to follow the displacements of
the fluid-wall interface. The Lagrangian frame is not of help here, since
certainly we do not wish to follow the evolution of the blood particles as
they circulate along the whole cardiovascular system! We usually wish to
compute the flow field in a domain confined in the area of interest, yet
following the movement of the wall interface (see, for instance, Fig. 2).

The computational domain, which we will indicate in the following with
ω(t), is neither fixed nor a material subdomain, since its time evolution is
not the fluid motion. To describe its evolution it turns out to be useful
to introduce another, intermediate, frame of reference, called Arbitrary
Lagrangian Eulerian (ALE).

Typically what is given is the evolution of the boundary of ω(t). We
will show further on that it is possible to build from this information the
auxiliary motion

Ã : ω̃ × R
+ → R

3, (̃x, t) → x = Ã(̃x, t),

Fig. 2. The ALE computational domain for the fluid in a compliant artery with the pressure
distribution at time 6 s (left) and 12 s (right).The domain deforms to follow the arterial wall
movement, yet the axial position of its proximal and distal boundary is kept fixed.
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Fig. 3. The moving computational domain ω(t) and the ALE map. Here, for generality,
we show an arbitrary reference computational domain ω̃. Most of the times, however, it is
chosen to coincide with ω(0).

such that ω(t) = Ã(ω̃, t), for all t > 0, see Fig. 3. Here, ω̃ ⊂ R
3 is the

reference configuration for the computational domain, which in general
corresponds to the initial position at t = 0, i.e., ω(0). Figure 3 gives a
sketch of the situation.

In the ALE formulation we have then the interplay of (at least) two
motions: the one of the medium under consideration and that of the
computational domain. The former is governed by physical laws, the latter is
rather arbitrary, provided that the domain boundary movement is respected.

We can define the computational domain velocity, also called ALE
velocity, as

w̃(̃x, t) = ∂Ã
∂t

(̃x, t), ∀x̃ ∈ ω̃, (12)

which can be mapped to the Eulerian frame, in short hand notation w(·, t) =
w̃(·, t) ◦ Ã−1.

In general, w(x, t) �= u(x, t). However, we can note two particular
cases:

(i) w = 0: the computational domain is fixed as ω(t) = ω(0) for all times;
we recover the Eulerian formulation;

(ii) w = u: the computational domain ω(t) is now a material domain; we
recover the Lagrangian formulation.
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For a given scalar Eulerian field q (the discussion applies also to vector
or tensor fields), we define the Eulerian time-derivative as simply

∂q

∂t
(x, t), x ∈ �(t). (13)

In other words, we look at the rate of change of q at a fixed point x in the
physical space, where the current configuration lives. It is nothing else than
the classical partial derivative.

Let now q̂ be the Lagrangian description of q. We define the material
time-derivative of q as the Eulerian description of the time derivative of the
Lagrangian field ∂̂q/∂t, namely

Dq

Dt
(·, t) = ∂̂q

∂t
(·, t) ◦ ϕ̂

−1
t . (14)

Therefore, using Eq. (14),

D

Dt
q(x, t) = d

dt
q(ϕ̂(̂x, t), t), with x = ϕ̂(̂x, t). (15)

The material derivative of q at (x, t) is thus the rate of variation in time of
q perceived by an observer which moves with the particle x̂ located at time
t in the point x.

Standard application of the chain rule for the composition of functions
in Eq. (15) yields the following identity for any given Eulerian field q:

Dq

Dt
= u · ∇q + ∂q

∂t
. (16)

The same type of considerations may be extended to the ALE
formulation. In particular the ALE time-derivative ∂q/∂t|Ã of a field q may
be defined in a way analogous to the material derivative. In particular, for
each x ∈ ω(t) and t > 0 we have

∂q

∂t |Ã
= d

d t
q(Ã(̃x, t), t), with x = Ã(̃x, t). (17)

In other words, we look at the rate of change of q in a point that moves with
the computational domain. This relation is of utmost utility in the context
of the numerical discretisation. When computing numerically a solution in
a moving domain we are usually interested in the variation of quantities
collocated at the nodes of a computational mesh, the latter necessarily
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Fig. 4. Example of a moving mesh.

follows the evolution of the computational domain. In Fig. 4 we show one
of such a node at two different times, namely xi(t) and xi(t + δt), where i

is the node index.
The following identity holds:

∂q

∂t |Ã
= w · ∇q + ∂q

∂t
. (18)

The transport term w · ∇q accounts for the variations of q caused by
the motion of the computational domain. It is clearly zero if the domain is
fixed, while it coincides with the transport term in the material derivative
(16) if w = u.

4. Mass and Momentum Conservation Principles

The mass of an arbitrary material domain V(t) at time t is given by∫
V(t)

ρ dx, (19)

being ρ the density (or volume mass) of the continuous medium. The units
of measurement of density are [ρ] = kg/m3.

In classical mechanics the mass of a body does not change during the
motion, a principle known as the mass conservation. Therefore,

d

d t

∫
V(t)

ρ dx = 0, (20)
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holds true for any V(t) at any time. This is an integral statement, we want to
express it “point-wise”. To this aim, we use the Reynolds transport formula
to obtain

d

d t

∫
V(t)

ρ dx =
∫

V(t)

(
∂ρ

∂t
+ div(ρu)

)
dx,

by which, due to the arbitrariness of V(t), we get the following

Proposition 4.1 (Continuity equation). If ρ indicates the density of a
continuous medium, mass conservation implies

∂ρ

∂t
+ div(ρu) = 0, in �(t), (21)

for all t > 0, that is

∂ρ

∂t
+

3∑
i=1

∂

∂xi

(ρui) = 0.

If the fluid has constant density then Eq. (21) implies the well known
incompressibility equation

div u = 0 in �(t), t > 0. (22)

The well known Newton’s law yields the conservation of linear
momentum. The rate of change of the momentum of a material domain
V(t), given by

∫
V(t)

ρu dx, is equal to the resultant of the external forces
acting on it, that is

d

d t

∫
V(t)

ρu dx = F = F v + F s.

The force F is the composition of two terms: a volume force F v, and a
surface force F s. The former acts on each particle of V(t) (like the force
of gravity) and is expressed as the integral of the density times a specific
force (i.e., force per unit of weight) f which has the dimension of an
acceleration, [f ] = m/s2. The latter is instead responsible for the mutual
interaction between the material contained in V(t) and the exterior, through
the boundary ∂V(t). More precisely, F s is equal to the surface integral of
the so called Cauchy stress t , which has the dimension of force per unit
area, [t] = N/m2, that is F s = ∫

∂V(t)
tdγ .
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According to the Cauchy postulate, t can be computed by applying to
the normal n of ∂V(t) a symmetric second-order tensor σ : �(t) → R

3×3,
called the Cauchy stress tensor, i.e.,

t = σn on ∂V(t), or, componentwise, ti =
3∑

j=1

σijnj. (23)

The symmetry is in fact an implication of the conservation of angular
momentum. The Cauchy postulate implies that the dependence of t on
the geometry of ∂V(t) is only through its normal. This holds true in most
situations.

The momentum conservation law can then be expressed by the
following equation,

d

d t

∫
V(t)

ρu dx =
∫

V(t)

ρf dx +
∫

∂V(t)

σn dγ

=
∫

V(t)

ρf dx +
∫

V(t)

div σdx, (24)

valid for all material domains V(t). To obtain the last equality we have
used the divergence theorem. Finally, by exploiting the Reynolds transport
formula, we obtain

Proposition 4.2 (Momentum conservation). Assume that (20) holds.
Then (24) is equivalent to

ρ
∂u

∂t
+ ρ(u · ∇)u − div σ = ρf , in �(t), t > 0. (25)

Componentwise, we have

ρ
∂ui

∂t
+ ρ

3∑
j=1

uj

∂ui

∂xj

− ρ

3∑
j=1

∂σij

∂xj

= fi, i = 1, 2, 3.

The equations may be written in conservative form as

∂(ρu)

∂t
+ div

(
ρu ⊗ u − σ

) = ρf , in �(t), t > 0, (26)
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which componentwise reads

∂(ρui)

∂t
+

3∑
j=1

∂

∂xj

(
ρuiuj − σij

) = ρfi, i = 1, 2, 3.

In contrast, Eq. (25) is generally said to be in the gradient or in quasi-
linear form.

The equations have been here written in Eulerian formulation. In the
case of a fixed computational domain � they can be used directly, just
replacing �(t) with � (we recall that � is a subset of �(t) for all t). In
the case of a moving domain it is preferable to use the ALE time-derivative
instead of the Eulerian one. To this aim it is sufficient to employ Eq. (18).
If instead one wants to use a full Lagrangian formulation it is necessary
to transform also the space differential operators, in order to write the
equations on �̂ instead of �(t). The Piola formula (6) can then become
handy.

To close the equations just derived, we need to make precise how the
Cauchy stress tensor is linked to the kinematics. It is indeed at this point
where the behavior of solids and fluids diverges.

As solids react to deformations, the Cauchy stress must depend on F̂ (or
on quantities which are directly related to F̂ ). The reference configuration
plays here an important role.

Fluids instead can adapt to a deformation: a fluid can fill freely a
container of arbitrary shape. Yet it takes time to fill it. It means that
fluids react mechanically not to the deformation itself but to its rate.
More precisely, the relevant quantity is here the strain rate tensor D ;
componentwise, the strain rate is defined as

Dij = 1

2

(
∂ui

∂xj

+ ∂uj

∂xi

)
, i, j = 1, . . . 3,

and its dimensions are [D] = s−1. In a fluid then σ is a function of D, while
it is independent of F̂ . A consequence is that the reference configuration,
even if it is a useful concept for the derivation of the equations, eventually
does not play any particular role for a fluid.
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The relation between the Cauchy stress tensor σ and the kinematic
quantities is called constitutive relation, or constitutive law, and is a
characteristic of the type of material under consideration.

In a Newtonian incompressible fluid, the Cauchy stress tensor depends
linearly on the strain rate. More precisely, we have

σ = σ (u, P) = −PI + 2µD(u) = −PI + µ(∇u + ∇uT ), (27)

where P is the pressure, I is the identity matrix, µ is the dynamic viscosity
of the fluid and is a positive quantity.

The term 2µD(u) is often referred to as viscous stress component of
the stress tensor. We have that [P] = Ne/m2 and [µ] = kg/ms.

The viscosity may vary, for example it may depend on the fluid
temperature. The assumption of Newtonian fluid, however, implies that µ

is independent of kinematic quantities. Simple models for non-Newtonian
fluids, often used for blood flow simulations, express the viscosity as
function of the strain rate, that is µ = µ(D(u)).

The momentum Eq. (26) may then be written as

ρ
∂u

∂t
+ ρ div(ρu ⊗ u) + ∇P − 2 div (µD(u)) = ρf . (28)

Since ρ is constant, it is sometimes convenient to introduce the
kinematic viscosity ν = µ/ρ, with [ν] = m2/s, and write

∂u

∂t
+ div(u ⊗ u) + ∇p − 2 div (νD(u)) = f , (29)

where p = P/ρ is a scaled pressure (with [p] = m2/s2).
We have here considered the conservative form (26) of the momentum

equation, clearly we can also write the equation in gradient form. Starting
from Eq. (25) we have

ρ
∂u

∂t
+ ρ(u · ∇)u + ∇P − 2 div (µD(u)) = ρf . (30)

5. Navier–Stokes Equations for Blood Flow in the ALE Frame

When dealing with a moving computational domain ω(t) we can use the
Navier–Stokes equations in the ALE framework. By using Eq. (18) on the
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momentum Eq. (30) we derive

ρ
∂u

∂t |Ã
+ ρ[(u − w) · ∇]u + ∇P − 2 div (µD(u)) = ρf , in ω(t),

div u = 0, in ω(t).

(31)
The introduction of the ALE time-derivative has induced a correction

in the transport term by subtracting to the “transport velocity” u the domain
velocity w given by Eq. (12).

A conservation form may be devised as well. In analogy with what
already done for the Lagrangian frame, we define the Jacobian of the ALE
movement J̃Ã = det ∂Ãt/∂x̃ and with JÃ its composition with the ALE
movement. Recasting the Euler expansion formula to the ALE mapping we
obtain

∂JÃ
∂t |Ã

= JÃ div w.

We have then

JÃ
∂u

∂t |Ã
= ∂(JÃu)

∂t |Ã
− JÃu div w,

by which, with simple manipulations we get the following conservation
form of Eq. (31)

J−1
Ã ρ

∂(JÃu)

∂t |Ã
+ div

(
ρu ⊗ (u − w)

)
+ ∇P − 2 div (µD(u)) = ρf , in ω(t),

div u = 0, in ω(t).

(32)

6. Elastodynamics Equations for the Vessel Wall Deformation

We now use the Piola transform and Eq. (6) to get

ρ̂0
∂2η̂

∂t2 − divx̂�̂σ = ρ̂0f̂ , in �̂, t > 0. (33)

The tensor �̂σ = Pϕ̂(σ ) = Ĵ σ̂ F̂
−T

is called the first Piola–Kirchhoff
tensor and Eq. (33) is the momentum equation (or the equation of
elastodynamics) written in the Lagrangian frame.
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Unlike the Cauchy stress tensor σ , the first Piola–Kirchhoff tensor �̂σ

is non-symmetric. Since constitutive laws are often expressed in terms of
symmetric stress tensor, it is natural to introduce the second Piola–Kirchhoff
tensor �̂

�̂ = F̂
−1

�̂σ = ĴF̂
−1

σ̂ F̂
−T

, (34)

which is symmetric.
For an elastic material the stress is a function of the deformation

(and possibly of thermodynamic variables such as the temperature) but
is independent of the deformation history and thus of time. The material
characteristics may still vary in space. In a homogeneous material the
mechanical properties do not vary with x, whence the strain energy function
depends only on the deformation. A material is mechanically isotropic if
its response to deformation is the same in all directions.

The constitutive equation is then a function of F̂ . More precisely, it is
usually written in terms of the Green–Lagrange strain tensor, defined by

Ê = 1

2
(F̂

T
F̂ − I ), (35)

being I the identity tensor. Applying Eqs. (1) and (2) we obtain

Ê = 1

2

(∇x̂ η̂ + ∇T
x̂ η̂

) + 1

2
∇T

x̂ η̂∇x̂ η̂, (36)

which componentwise reads

Êij = 1

2

(
∂̂ηi

∂̂xj

+ ∂̂ηj

∂̂xi

)
+

3∑
l=1

∂̂ηl

∂̂xi

∂̂ηl

∂̂xj

, i, j = 1, 2, 3.

Ê is not affected by a superimposed rigid body motion, and in particular
by rigid rotations. Indeed, from a geometric point of view Ê is directly
related to the difference of the squared length of an elemental vector dx̂

and its image. Indeed, by recalling

||dx|| =
√

d x̂T F̂
T
F̂d x̂, (37)
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we have that

1

2

(||dx||2 − ||dx̂||2) = d x̂T Êd x̂.

Many constitutive laws can be devised for a solid. For a hyperelastic
material we first define a density of elastic energy W : R

3×3 −→ R
+, and

then set

�̂(Ê) = ∂W

∂Ê
(Ê), or, componentwise, 	̂ij = ∂W

∂Êij

, i, j = 1, 2, 3.

(38)
A simple example of energy density for a homogeneous isotropic mate-

rial whose reference configuration is the natural state (i.e., a configuration
where the Cauchy stress tensor is zero everywhere) is the St-Venant–
Kirchhoff model, where

W(Ê) = λ

2
(tr Ê)2 + µ tr Ê

2
, (39)

which componentwise reads (by exploiting the symmetry of Ê)

W = λ

2

(
3∑

i=1

Êii

)2

+ µ

3∑
i=1

3∑
j=1

Ê2
ij.

Here, λ and µ denote the first and second Lamé coefficients.
Correspondingly, we have

�̂(Ê) = λ(tr Ê)I + 2µÊ. (40)

More complex constitutive relations for hyperelastic materials may be
found in Ref. 13, and in particular models specially tailored for biological
tissues and blood vessels are reported in Refs. 11 and 14.

Often it is more convenient to characterize an elastic material by its
Young modulus E and Poisson coefficient ξ. Indeed, these quantities are
usually inferred from experiments more directly than the Lamé coefficients.
We have the following relations

E = µ
3λ + 2µ

λ + µ
, ξ = 1

2

λ

λ + µ
(41)
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and

λ = Eξ

(1 − 2ξ)(1 + ξ)
, µ = E

2(1 + ξ)
. (42)

The equations written so far are rather general. Yet, even if we employ
a linear relation between �̂ and Ê, like for instance Eq. (40), they give rise
to a non-linear problem in the displacement η̂, because of the presence of
the deformation gradient in the relation between �̂ and �̂ and the quadratic
term in Eq. (36).

However, when both the strain and the displacements are small we
may derive a simpler, linear form of the equation. In haemodynamics,
the hypothesis of small displacements can be accepted only in smaller
arteries.Yet, it is sometimes used also in large vessels when deriving reduced
models of structure dynamics, since it is assumed that this approximation
is of the same importance as the others introduced by the model reduction
process.

However, the configuration �̂ is usually not a natural one. In fact, a
vessel when extracted from its natural site tends to shrink, and it opens up
when cut longitudinally.11 This is a clear sign that even when at rest the
stresses in an artery are not zero. Therefore, the linearization procedure
(and therefore the assumption of small displacements) has to take place
with respect to a pre-stressed reference state, different than �̂.

Since hyperelastic constitutive equations are written assuming always
a natural (i.e., zero stress) reference state, it is clear that the problem is
not straightforward. We proceed by assuming the existence of a natural
configuration �̂0 from which the actual reference configuration �̂ is
recovered by the map η̂0 = η̂0(̂x0), being x̂0 ∈ �̂0. The current
configuration �(t) is then obtained as usual from �̂ by applying the
displacement η̂, which is assumed small.

Therefore, the total displacement from the natural configuration is given
by η̂t = η̂0 + η̂, and η̂t is in general not small, and the motion of �(t) is
the superposition of a time-independent deformation from �̂0 to �̂ and the
motion from �̂ to �(t). That is, x = x̂ + η̂ in the current configuration is
associated to a point in the natural configuration by x = x̂ + η̂0 + η̂ =
x̂ + η̂t .
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We will then write the elastodynamics equations with respect to the
domain �̂0 and then apply a linearization procedure around the reference
configuration �̂. We do not report the steps of this derivation here. Rather,
we refer the interested reader to Ref. 10, Chap. 3.

The equations of linear elasticity in a pre-stressed state read

ρ̂0
∂2η̂

∂t2 − divx̂

[
σ̂ 0ε(η̂) + H p : ε(η̂)

] = ρ̂0f̂ , in �̂, t > 0, (43)

where

H p = Ĵ−1
0

(
F̂

0
F̂

0
)

: H :
(
F̂

0T
F̂

0T
)

(44)

is the linear elasticity fourth-order tensor in the reference pre-stressed

configuration �̂, F̂
0

and σ̂ 0 = Ĵ−1
0 F̂

0
�̂

0
F̂

0T
are, respectively, the

deformation gradient and the Cauchy stress tensor from the reference
configuration �̂0 in correspondence to the deformation η̂0, and

H = ∂2W

∂Ê
2 (Ê0(η̂0)). (45)

In the case where �̂ is in a natural state σ̂ 0 = 0, Hp reduces to the
standard linear elasticity tensor H . System (43) becomes then the standard
system of equations of linear elastodynamics:

ρ̂s,0
∂2η̂

∂t2 − divx̂

(
σ̂ (η̂)

) = f̂ , in �̂, (46)

with

σ̂ (η̂) = λ(tr ε(η̂))I + 2µε(η̂)). (47)

Even if the material is homogeneous and isotropic with respect to the
natural configuration (for instance it obeys the St-Venant–Kirchhoff model
(40)), the same material in the pre-stressed configuration �̂ is, in general,
neither isotropic nor homogeneous. Indeed, these two properties depend not
only on the material but also on the chosen reference state. Homogeneity is

retained whenever F̂
0

(and thus σ̂ 0) is constant, while isotropy requires that

F̂
0 = aI , for a non negative a, and (consequently) that σ̂ 0 be proportional

to the identity tensor I . For more discussion we refer to Ref. 10, Chap. 3.



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch05

280 A. Quarteroni

7. Reduced Structural Models

Sometimes we can use reduced models, much simpler than those derived
in Sec. 6, to describe the vessel wall deformation. This choice may reduce
computational costs when we are interested in the effects of the structure
mechanics on the fluid, rather than in an accurate description of the stresses
inside the vessel tissue.

Of special interest are models based on a single spatial coordinate,
the one along the longitudinal axis, which usually describes the radial
deformation of the vessel wall. These models are based on the following
further simplifying assumptions.

Small thickness and plain stresses. The vessel wall thickness h is sufficiently
small to allow a shell-type representation of the vessel geometry. In addition,
we will also suppose that it is constant in the reference configuration. The
vessel structure is subjected to plain stresses.

Cylindrical reference geometry and radial displacements. The reference
vessel configuration is described by a circular cylindrical surface with
straight axes. Indeed, this assumption may be partially dispensed with, by
assuming that the reference configuration is “close” to that of a circular
cylinder. The model here derived may be supposed valid also in this
situation. The displacements are only in the radial direction.

Small deformation gradients. We assume that the deformation gradients are
small, so that the structure basically behaves like a linear elastic solid and
∂R/∂θ and ∂R/∂z remain uniformly bounded during the motion.

Incompressibility. The vessel wall tissue is incompressible, i.e., it maintains
its volume during the motion. This is a reasonable assumption since
biological tissues are indeed nearly incompressible.

Under the above assumptions we can derive the following one dimen-
sional model that describes the deformation η = ηer of the arterial wall
(see Ref. 17):

ρs ∂
2η

∂t2 − a
∂2η

∂z2 + bη − c
∂3η

∂t∂z2 = g, 0 < z < L, t > 0, (48)

where z denotes the longitudinal space coordinate (aligned along the vessel
axis), L the length of the vessel at rest, while a, b and c are suitable
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coefficients which depend on material properties. Precisely:

a = σz

h
, b = E

(1 − ς2)R2
0

,

while c is a positive coefficient that accounts for viscoelastic effects, R0 is
the radius of the cylindrical vessel at rest and h is the thickness of the vessel
wall at rest, ς is the Poisson ratio, E is the Young modulus, while σz is the
magnitude of the longitudinal stress.

The first term in Eq. (48) models the inertia, the second one the shear,
the third one the elasticity, the fourth one the viscoelastic damping. Finally,
g accounts for the forcing terms.

For a thorough mathematical derivation of these (and further) models,
the interested reader is referred to Ref. 10, Chaps. 3 and 10.

8. The Coupled Fluid-Structure Problem

In this section we describe the general non-linear fluid-structure system in
large displacements arising in blood flows in large arteries. We consider
as computational domain a model of a portion of an artery, see Fig. 5. It
consists of a deformable structure, the vessel wall, which occupies a region
that we denote by �s(t) surrounding a moving domain, that we denote
by �f (t), filled by a fluid (the blood) under motion. The fluid structure
interface, i.e., the common boundary between �s(t) and �f (t), is denoted
by �(t) = ∂�f (t)∩ ∂�s(t). In the sequel, variables with a sub-script s or f

shall refer to quantities within the fluid or the solid domains, respectively.

Fig. 5. Geometric configuration (2D section). (Picture taken from Ref. 10, Chap. 3.)
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We will ignore body forces, i.e., we take f = 0 both for the fluid and
the structure. For haemodynamic applications this corresponds in practice
to ignore the effects of gravity.

We assume the motion of �f (t) to be parametrized by an ALE map
Ã : �̂f × R

+ −→ R
3 (see Sec. 3), i.e., �f (t) = Ã(�̂f , t). The reference

domain �̂f represents the position of the control volume at the initial time.
We assume that the inlet �f,D and outlet �f,N boundaries are at a fixed axial
position along the artery model of Fig. 6.

When dealing with moving domains it is natural to work with ALE
time-derivatives. More precisely, we will use formulation (32).

The differential equations have to be completed with proper boundary
conditions on ∂�f (t). For instance, for uD and u� being given velocities
and gf,N a given density of surface load, the fluid dynamics system in the
ALE frame (32) reads:

ρf

J̃Ã

∂J̃Ãuf

∂t |Ã
+ div

(
ρf uf ⊗ (uf − w) − σ f (uf , P)

) = 0, in �f (t),

div uf = 0, in �f (t).

uf = uf,D, on �f,D,

σ f (uf , P)nf = gf,N, on �f,N,

uf = u�, on �(t).

(49)
Now we consider a Lagrangian description of the motion of the vessel

structure in terms of its displacement field η̂s : �̂s × R
+ −→ R

3 (see
Fig. 7). By assuming, for the sake of simplicity, the structure to be clamped

Fig. 6. Description of the motion of the computational domain for the fluid via the ALE
map Ã. (Courtesy of Ref. 10, Chap. 3.)



March 24, 2010 9:20 spi-b905 9in x 6in b905-ch05

Fluid-Structure Interaction Between Blood and Arterial Walls 283

Fig. 7. Description of the motion of the solid (2D section). (Picture taken from Ref. 10,
Chap. 3.)

on the boundaries �̂s,D, the differential problem for the structure part then
reads (see Eqs. (33) and (34))

ρ̂s,0
∂2η̂s

∂t2 − divx̂

(
F̂ s�̂

) = 0, in �̂s,

η̂s = 0, on �s,D,

F̂ s�̂n̂s = Ĵ s|F̂−T
n̂s |̂gs,N, on �̂s,N,

F̂ s�̂ns = Ĵ s|F̂−T
n̂s |̂g�, on �̂,

(50)

with �̂ related to η̂s through a constitutive law of the form (38).
Should Eq. (33) be replaced by the pre-stressed model (46) or by anyone

of the reduced models described in Sec. 7, this set of equations would
modify in the obvious way.

The fluid and solid problems (49) and (50) must be coupled by imposing
three interface coupling conditions: on geometry, velocity and stress.

We first enforce that the moving fluid domain follows the interface
motion, i.e.,

Ã = ϕ̂s, on �̂. (51)

This is a geometry-coupling condition. Since we describe the motion of
the solid in terms of its displacement η̂s, it is also useful to describe the ALE
map in terms of the displacement of the control volume, η̂f : �̂f ×R

+ −→
R

3, defined by

η̂f (x̂, t) = Ã(x̂, t) − x̂,
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for all x̂ ∈ �̂f . Thus, Eq. (51) reduces to

η̂f = η̂s, on �̂. (52)

By differentiating this equality with respect to t, it follows that

ŵ = ûf , on �̂. (53)

On the other hand, since the inlet and outlet boundaries remain fixed along
the motion, we also have

η̂f = 0, on �̂f,D ∪ �̂f,N. (54)

Notice that Eqs. (52) and (54) provide the value of η̂f on the boundary

of �̂f . However, inside �̂f , η̂f (and hence Ã) is arbitrary (this explains
the name arbitrary-Lagrangian–Eulerian map): it can be any reasonable
extension of η̂

s|�̂ over �̂f (subjected to Eq. (54)). In the sequel we will
denote this operation by

η̂f = Ext(η̂
s|�̂). (55)

Since the fluid is viscous, it perfectly sticks to the interface (or solid)
boundary. This means that the whole velocity field must be continuous at
the interface. Thus, in Eq. (49) we set u� = uf , which from Eq. (52) yields
the coupling condition

uf = w, on �(t). (56)

Finally, in order to ensure the balance of stresses on the interface, we
set g� = −σ f (uf , P)nf in Eq. (50). Using the properties of the Piola
transform (Eq. (6)) we get the coupling condition

F̂ s�̂n̂s = Ĵ sσ̂ f (uf , P)F̂
−T

s n̂s, on �̂. (57)

Gathering now the coupling conditions (55) to (57) the coupled fluid-
structure interaction problem reads: find η̂f : �̂f × R

+ −→ R
3, uf :

�f (t) −→ R
3, p : �f (t) −→ R and η̂s : �̂s × R

+ −→ R
3, such that

η̂f = Ext(η̂
s|�̂), ŵ = ∂η̂f

∂t
, �f (t) = (I + η̂f︸ ︷︷ ︸

Ã

)(�̂f ), (58)
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ρf

J̃Ã

∂J̃Ãuf

∂t |Ã
+ div

(
ρf uf ⊗ (uf − w) − σ f (uf , P)

) = 0, in �f (t),

div uf = 0, in �f (t),

uf = uD, on �f,D,

σ f (uf , P)nf = gf,N, on �f,N,

uf = w, on �(t),

(59)

ρ̂s,0
∂2η̂s

∂t2 − divx̂

(
F̂ s�̂

) = 0, in �̂s,

η̂s = 0, on �s,D,

F̂ s�̂n̂s = Ĵ s

∣∣F̂−T

s n̂s

∣∣ĝs,N, on �̂s,N,

F̂ s�̂n̂s = Ĵ sσ̂ f (uf , P)F̂
−T

s n̂s, on �̂.

(60)

We will not dwell here with the analysis of this coupled problem.
A complete theory is not available yet. Several authors have obtained
interesting existence results (of either strong or weak solutions) for
simplified models. A (by far not exhaustive) list includes H. Beirão Da
Veiga, M. J. Esteban, A. Chambolle, B. Desjardins, C. Grandmont and
Y. Maday, M. Padula and V. A. Solonnikov, S. Čanić, D. Couthand and
S. Shkoller, G. P. Galdi, E. H. Kim and G. Guidoboni. A review of partial
results is presented by Y. Maday in Ref. 10, Chap. 8.

9. Algorithms of FSI

A great variety of strategies have been proposed to solve fluid-structure
interaction (FSI) problems like, say, Eqs. (58)–(60). A first issue to be faced
is how to deal with the non-linearity of the problem. In fact, not only the
fluid (and in some cases the structure) equations are non-linear, but also the
structure displacement modifies the fluid domain generating geometrical
non-linearities. The fixed point technique (e.g., Ref. 5) is the simplest
to linearize the FSI problem, however Newton (e.g., Ref. 15) and quasi-
Newton (e.g., Ref. 12) methods have also been considered. The latter can
be derived upon replacing the exact Jacobian by suitable block-triangular
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approximations, or by linear operators inspired by simpler fluid-structure
models.

A classical restriction for fluid-structure algorithms is modularity. Most
of the times the codes for the pure fluid problem and for the pure structure
problem already exist and they are optimized for the specific mathematical
features of the two different problems. Then the best way to solve the FSI
problem would be to design algorithms involving only a separate use of
the two codes, which communicate only through the coupling conditions
on �(t).

Explicit coupling algorithms well serve this purpose. By these algo-
rithms the fluid and the structure subproblems are solved only once per
time-step. Typically, when going from tn to tn+1, one solves for the fluid (59)
on the previous domain configuration, say �n, with known ALE velocity
wn, then for the structure (60) (with normal stresses computed from the
fluid iterate), to yield η̂n+1

s , and finally use the latter to set the new ALE
velocity wn+1 from Eq. (58).

Such an algorithm requires the solution of an Oseen equation in �n
f ,

then an elastodynamic equation in �̂s, finally an update �n+1
f of the fluid

domain by applying an extension operator (this requires the solution of a
Laplace equation).

Due to the imperfect energy balance at the interface, these algorithms
may become unstable, especially for FSI problems featuring a large added-
mass effect. In fact, the load exerted by the fluid on the structure can be
interpreted as an added-mass (see Ref. 4). When the structure density is
much bigger than the fluid density, as it happens in aeroelasticity, the
added-mass effect is negligible and the numerical approximation of the FSI
problem through iterative procedures is less challenging. However, when
the two densities feature the same order of magnitude, as in hemodynamics,
the added mass effect becomes important and iterative procedures fail or
are too slow. When the added-mass effect is critical, explicit algorithms can
be unconditionally unstable, as shown in Ref. 4 on a simple model problem.

An alternative approach makes use of implicit coupling algorithms.
In this case subiterations are carried out between Eqs. (59), (60) and
then Eq. (58). This generates a subsequence {(uf

n,k, Pn,k), η̂n,k
s , ŵn,k}

that hopefully converges to the new solution at time-step n + 1 as far
as k → ∞. Besides being more costly, this algorithm may require
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severe under-relaxation (with parameter heavily dependent on both the grid
spacing and the time-step) for problems with large added-mass effect. We
still refer to Ref. 4 for the analysis of a model coupled problem.

For critical values of the added mass, more efficient implicit coupling
algorithms are substructuring techniques stemming from a domain decom-
position viewpoint (see Ref. 8). Among these procedures, the classical
Dirichlet–Neumann technique is one of the most widely used. Usually
iterations are carried out using Richardson or conjugate gradient methods
for the interface equation. These iterative procedures are minimization
techniques that always converge but their convergence rate will depend
on the relevance of the added-mass effect.

A radical alternative would be to solve the monolithic fluid-structure
system (after linearization and discretization): since no coupling iterations
are performed, the added-mass effect would not play any role. Furthermore,
we need to develop a global FSI solver, which is not modular, and
the computational cost for solving the monolithic system may become
prohibitive for real applications.

A further alternative is offered by semi-implicit schemes, introduced
in Ref. 9. The idea is to decouple the fluid velocity computation from the
strongly coupled fluid-structure system, which only involves pressure and
structure unknowns, with the double advantage of reducing computational
costs and ensuring stability. In fact, since the pressure is still coupled to
the structure, the stability of the schemes is independent of the added-
mass effect. In Ref. 9 the FSI system is solved through the Chorin–Temam
projection scheme (see Refs. 6 and 18).

The same idea can be pursued if we derive semi-implicit schemes from
algebraic splitting methods rather than from differential ones. Algebraic
splitting methods are based on the inexact factorization of the matrix
arising from the full discretization (both in time and space) of the given
initial-boundary value problem. In this way, the boundary conditions are
already incorporated in the discretized operator and no further boundary
conditions have to be selected. The aim is to take advantage of the good
accuracy properties shown by many of these techniques (which do not have a
differential counterpart, see Refs. 1 and 2) when solving the incompressible
Navier–Stokes equations. This approach has been adopted for the first time
in Ref. 16. An incremental version is investigated in Ref. 3: in the same
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paper, the algebraic pressure-correction method is adopted to the coupled
fluid-structure problem, and inexact factorizations of the FSI system matrix
are used as a preconditioner, leading to predictor-corrector methods that
converge to the solution of the monolithic FSI system.

In general, semi-implicit schemes enjoy better convergence properties
than explicit or fully-implicit schemes. The price to pay is relatively low,
since one has to resort to the solution of a coupled problem involving the
fluid pressure Pn+1 and the wall deformation η̂n+1

s . The overall efficiency
depends on how well this coupled problem is solved. A discussion based on
the use of the Schur-complement matrices at the interface �(t) is presented
in Ref. 3. For a further discussion and for more details, see the contribution
by M. Fernández and J. F. Gerbeau in Ref. 10, Chap. 9.
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