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The idea for the Handbook of Environmental Degra-
dation of Materials originated several years ago
when Bill Woishnis, the founder of William Andrew
Publishing, and I met at my upstate New York office
to discuss materials information needs at the practi-
tioner level, an area that Bill and I had been involved
in for some time. Several handbooks that I had
already published or was then working on dealt en-
tirely with materials or had substantial numbers of
chapters devoted to materials. Bill and his partner,
Chris Forbes, were embarking on a new electronic
publishing venture, Knovel Corporation, that would
deliver technical information, much of it on materi-
als, to engineers’ desktops. We thought that a hand-
book that dealt with the harm that environmental fac-
tors could cause to a wide range of engineering
materials would be useful to practitioners, and that
my expertise at developing handbooks could be com-
bined successfully with his companies’ capabilities
for delivering information in print and electronically. 

The aim of this handbook is to present practical
aspects of environmental degradation of materials
(which I shall call “EDM” here): what causes EDM;
how to detect and measure it; how to control it—
what remediation strategies might be employed to
retard damage caused by EDM; and how to possibly
even prevent it. Because an engineer, no matter the
industry he or she is employed in, may have to work
with multiple materials, including metals, plastics,
composites (such as reinforced concrete), even tex-
tiles and wood, it is useful to know how many dif-
ferent kinds of industrial materials degrade environ-
mentally, what the principal environmental agents of
degradation are for each class of materials, and the
degradation control and prevention strategies and
techniques that are most successful for each class of
materials. The handbook deals with a broad range of
degradation media and environmental conditions,
including water and chemicals, weather, sunlight
and other types of radiation, and extreme heat gen-
erated by explosion and fire. 

The handbook has a design orientation. I want the
handbook to be useful to people with questions such
as these:

I’m designing a structure, which will have to operate
under adverse environmental conditions. What
materials should I specify?

How can I protect the surface of a product from de-
grading in the environment in which consumers
will use the product?

What protective measures can I apply to structural
materials if they are subjected to a potentially cat-
astrophic attack by intense heat? 

The handbook has a practical, not a theoretical,
orientation. A substantial portion includes chapters
on preventive and remedial aspects of industrial 
and commercial applications where EDM can have
major and, in some cases, even catastrophic conse-
quences. I want this handbook to serve as a source of
practical advice to the reader. I would like the hand-
book to be the first information resource a practicing
engineer reaches for when faced with a new problem
or opportunity—a place to turn to even before turn-
ing to other print sources, including officially sanc-
tioned ones, or to Internet search engines. So the
handbook is more than a voluminous reference or
collection of background readings. In each chapter,
the reader should feel that he or she is in the hands
of an experienced consultant who is providing sen-
sible engineering-design-oriented advice that can
lead to beneficial action and results.

But why develop such a handbook? The data 
in a single handbook of the scope outlined above can
be indicative only, not comprehensive. After all,
this handbook cannot purport to cover any of the
subjects it addresses in anywhere near the detail that
an information resource devoted to a single subject
can. Moreover, no information resource—I mean no
handbook, no shelf of books, not even a web site 
or an Internet portal or search engine (not yet, at
least!)—can offer an engineer, designer, or materials
scientist complete assurance that he or she will, by
consulting such a resource, gain from it all the
knowledge necessary to incorporate into the design
of a part, component, product, machine, assembly,
or structure measures that will prevent its constituent
materials from degrading to the point of failure or
collapse when confronted by adverse environmental
conditions, whether anticipated, such as weathering,
or unexpectedly severe, such as the heat generated
by a fire resulting from an explosion. 

Nevertheless, when a practitioner is considering
how to deal with any aspect of EDM, whether in the
design, control, prevention, inspection, or remedia-



tion phase, he or she has to start somewhere. The
classic first step, which I have confirmed in surveys
and focus groups of engineering professionals, was,
in the pre-Internet era, either to ask a colleague (usu-
ally, the first choice), open a filing cabinet to look for
reports or articles that might have been clipped and
saved, scan the titles on one’s own bookshelves or,
when all else had failed, go to an engineering library,
where one would hope to find more information
sources than in one’s own office, sometimes with the
help of a good reference librarian. 

To be sure, there are numerous references that
deal with separate aspects of EDM. Corrosion, for
example, is a topic that has been covered in great de-
tail in voluminous references, from the points of
view of materials themselves, of corroding media,
and of testing and evaluation in various industries.
Professional societies—NACE, ASM International,
and ASTM—have devoted great energy to develop-
ing and disseminating information about corrosion.
The topic of environmental degradation of plastics,
to take another example, has been covered in other
reference books, albeit to a lesser extent. So there are
many print references where a practitioner can begin
the study of many individual topics within the sub-
ject of EDM. 

Of course, this is the Internet era. Many, if not
most, practitioners now begin the search for EDM
information by typing words or phrases into a search
engine. Such activity, if the search has been done
properly (a big if, just ask any reference librarian)
will yield whatever the search engines have indexed,
which, of course, may or may not be information
useful to the particular situation. And a search en-
gine will not connect practitioners and students to
the content of valuable engineering references, un-
less one has access to web sites where such refer-
ences are offered in full text.

Moreover, engineers, designers, and materials sci-
entists also practice in an era of innovative materials
selection and substitution that enable them to develop
new versions of products, machines, or assemblies
that are cheaper and more efficient than older ver-
sions made with more expensive, harder to form, and
heavier materials. There can be competition for the
attention of practitioners. For example, while steel
may still account for slightly more than half of the
material in an automobile, the rest is made from a
wide variety of metallic and non-metallic materials,
and the competition among suppliers of these non-
ferrous materials for inclusion by automobile manu-
facturers is, to judge by the wars of words waged by
materials trade associations, intense.

So here is the situation with regard to EDM
knowledge and information that practitioners find
themselves in: they must have access to information
that covers numerous materials, as well as numerous
degradation media and environments, but it has not
been easy to find information of such broad scope 
in a single, easily accessible resource. What I have
sought to do with this handbook is to deal with the
EDM knowledge and information situation by in-
cluding enough information about a broad range of
subjects that deal with multiple aspects of EDM so
that the handbook will be positioned at the hub of an
information wheel, if you will, with the rim of the
wheel divided into segments, each of which includes
the wealth of information that exists for each of the
topics within the subject of materials’ environmental
degradation. Each individual chapter in the hand-
book is intended to point readers to a web of infor-
mation sources dealing with the subjects that the
chapter addresses. Furthermore, each chapter, where
appropriate, is intended to provide enough analytical
techniques and data so that the reader can employ a
preliminary approach to solving problems. The idea,
then, is for the handbook to be the place for practi-
tioners, as well as advanced students, to turn to when
beginning to look for answers to questions in a way
that may enable them to select a material, substitute
one material or another, or employ a protection tech-
nique or mechanism that will save money, energy, or
time.

I have asked contributors to write, to the extent
their backgrounds and capabilities make possible, in
a style that will reflect practical discussion informed
by real-world experience. I would like readers to feel
that they are in the presence of experienced teachers
and consultants who know about the multiplicity of
technical and societal issues that impinge on any
topic within the subject of environmental degrada-
tion of materials. At the same time, the level is such
that students and recent graduates can find the hand-
book as accessible as experienced engineers.

I have gathered together contributors from a wide
range of locations and organizations. While most of
the contributors are from North America, there are
two from India, one from Hong Kong, two from
Russia (who collaborated on a chapter), and one
from Sweden. Personnel from the Royal Thai Navy
contributed to the chapter on oil tankers. Sixteen
chapters are by academic authors; 11 are by authors
who work in industry, are at research organizations,
or are consultants. 

The handbook is divided into six parts. Part I,
which deals with an assessment of the economic cost
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of environmental degradation of materials, has just
one chapter, a recapitulation of the work done by a
team including Mike Brongers and Gerhardus Koch,
both at CC Technologies, a corrosion consultancy in
Dublin, Ohio. Part II contains three chapters on fail-
ure analysis and measurement, by K.E. Perumal, a
consultant in Mumbai, India, Sean Brossia, who
works on corrosion at the Southwest Research Insti-
tute in Can Antonio, Texas, and Jim Harvey, a plas-
tics consultant in Corvalis, Oregon.

Part III deals with several different types of degra-
dation. Professors Raymond Buchanan and E.E.
Stansbury of the University of Tennessee and A.S.
Khanna of the Indian Institute of Technology in
Bombay cover metallic corrosion. Jim Harvey, in his
second chapter in the handbook, treats polymer
aging. Neal Berke, who works at WR Grace in Cam-
bridge, Massachusetts, writes about the environmen-
tal degradation of reinforced concrete. Professor J.D.
Gu of the University of Hong Kong deals with bio-
degration. Part III concludes with a chapter on mate-
rial flammability by Marc Janssens, also at South-
west Research Institute. 

In Part IV, the handbook moves on to protective
measures, starting with a chapter on cathodic protec-
tion by Prof Richard Evitts of the University of Sas-
katchewan in Saskatoon, Canada. In addition to met-
als, Part IV deals with polymers, textiles, and wood.
Professors Gennadi Zaikov and S.M. Lomakin of the
Institute of Biochemical Physics in Moscow cover
polymeric flame retardants. Hechmi Hamouda, at
North Carolina State University in Raleigh, North
Carolina, writes about thermal protective clothing.
The contributors of the two chapters on wood and
measures that can be taken to protect it are from the
Pacific Northwest—Phil Evans and his colleagues,
Brian Matthews and Jahangir Chowdhury, are at the
University of British Columbia in Vancouver and Jeff
Morrell is at Oregon State in Corvalis.

Protection issues are also the subjects of Part V,
which is called Surface Engineering and deals with
coatings. Gary Halada and Clive Clayton, professors
at SUNY in Stony Brook, set the stage for this sec-
tion of the handbook with a chapter on the intersec-
tion of design, manufacturing, and surface engineer-
ing. Professor Tom Schuman at the University of
Missouri—Rolla, continues with a discussion of pro-
tective coatings for aluminum alloys. Professor Rudy
Buchheit, at the Ohio State University in Columbus,

writes about anti-corrosion paints, and Mark
Nichols, at Ford Motor Company in Dearborn,
Michigan, writes about paint weathering tests, a topic
of great interest to auto makers. Mitch Dorfman, who
works at Sulzer Metco in Westbury, Long Island,
covers thermal spray coatings. Professor “Vipu”Vip-
ulanandan, with his colleague, J. Liu, deals with con-
crete surface coatings issues. Ray Taylor of the Uni-
versity of Virginia closes Part V with a discussion of
coatings defects.

The handbook concludes with five chapters that
cover industrial applications with, collectively, a
wide variety of materials. The chapters are meant to
illustrate in a hands-on way points made more gen-
erally elsewhere in the handbook. The first of these
chapters, on degradation of spacecraft materials,
comes from a Goddard Research Center group, in-
cluding Bruce Banks, Joyce Dever, Kim de Groh,
and Sharon Miller. Branko Popov of the University
of South Caroline in Columbia wrote the next chap-
ter, which deals with metals, and is on cathodic pro-
tection for pipelines. The next chapter is also on
metals. David Olson, a professor at the Colorado
School of Mines in Golden headed a team, including
George Wang of Mines, John Spencer of the Ameri-
can Bureau of Shipping, and Sittha Saidararamoot
and Brajendra Mishra of the Royal Thai Navy, that
provides practical insight into the real-world prob-
lem of tanker corrosion. Mikael Hedenqvist of Insti-
tutionen för Polymerteknologi, Kungliga Tekniska
Högskolan in Stockholm deals with polymers in his
chapter on barrier packaging materials used in con-
sumer products. Steve Tait, an independent consult-
ant in Madison, Wisconsin, closes the handbook
with a chapter on preventing and controlling corro-
sion in chemical processing equipment. 

My undying thanks to all of the contributors:
I salute their professionalism and perseverance. I
know how difficult it is to fit a writing project into a
busy schedule. Chapters like those in this handbook
do not get written in an evening or in a few hours
snatched from a weekend afternoon. Thanks also to
Millicent Treloar, the acquisitions editor at William
Andrew Publishing. And, of course, many thanks to
my wife Arlene, who successfully cushions each
day, no matter how frustrating it’s been.

Myer Kutz
Delmar, New York 
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The idea for the Handbook of Environmental Degra-
dation of Materials originated several years ago
when Bill Woishnis, the founder of William Andrew
Publishing, and I met at my upstate New York office
to discuss materials information needs at the practi-
tioner level, an area that Bill and I had been involved
in for some time. Several handbooks that I had
already published or was then working on dealt en-
tirely with materials or had substantial numbers of
chapters devoted to materials. Bill and his partner,
Chris Forbes, were embarking on a new electronic
publishing venture, Knovel Corporation, that would
deliver technical information, much of it on materi-
als, to engineers’ desktops. We thought that a hand-
book that dealt with the harm that environmental fac-
tors could cause to a wide range of engineering
materials would be useful to practitioners, and that
my expertise at developing handbooks could be com-
bined successfully with his companies’ capabilities
for delivering information in print and electronically. 

The aim of this handbook is to present practical
aspects of environmental degradation of materials
(which I shall call “EDM” here): what causes EDM;
how to detect and measure it; how to control it—
what remediation strategies might be employed to
retard damage caused by EDM; and how to possibly
even prevent it. Because an engineer, no matter the
industry he or she is employed in, may have to work
with multiple materials, including metals, plastics,
composites (such as reinforced concrete), even tex-
tiles and wood, it is useful to know how many dif-
ferent kinds of industrial materials degrade environ-
mentally, what the principal environmental agents of
degradation are for each class of materials, and the
degradation control and prevention strategies and
techniques that are most successful for each class of
materials. The handbook deals with a broad range of
degradation media and environmental conditions,
including water and chemicals, weather, sunlight
and other types of radiation, and extreme heat gen-
erated by explosion and fire. 

The handbook has a design orientation. I want the
handbook to be useful to people with questions such
as these:

I’m designing a structure, which will have to operate
under adverse environmental conditions. What
materials should I specify?

How can I protect the surface of a product from de-
grading in the environment in which consumers
will use the product?

What protective measures can I apply to structural
materials if they are subjected to a potentially cat-
astrophic attack by intense heat? 

The handbook has a practical, not a theoretical,
orientation. A substantial portion includes chapters
on preventive and remedial aspects of industrial 
and commercial applications where EDM can have
major and, in some cases, even catastrophic conse-
quences. I want this handbook to serve as a source of
practical advice to the reader. I would like the hand-
book to be the first information resource a practicing
engineer reaches for when faced with a new problem
or opportunity—a place to turn to even before turn-
ing to other print sources, including officially sanc-
tioned ones, or to Internet search engines. So the
handbook is more than a voluminous reference or
collection of background readings. In each chapter,
the reader should feel that he or she is in the hands
of an experienced consultant who is providing sen-
sible engineering-design-oriented advice that can
lead to beneficial action and results.

But why develop such a handbook? The data 
in a single handbook of the scope outlined above can
be indicative only, not comprehensive. After all,
this handbook cannot purport to cover any of the
subjects it addresses in anywhere near the detail that
an information resource devoted to a single subject
can. Moreover, no information resource—I mean no
handbook, no shelf of books, not even a web site 
or an Internet portal or search engine (not yet, at
least!)—can offer an engineer, designer, or materials
scientist complete assurance that he or she will, by
consulting such a resource, gain from it all the
knowledge necessary to incorporate into the design
of a part, component, product, machine, assembly,
or structure measures that will prevent its constituent
materials from degrading to the point of failure or
collapse when confronted by adverse environmental
conditions, whether anticipated, such as weathering,
or unexpectedly severe, such as the heat generated
by a fire resulting from an explosion. 

Nevertheless, when a practitioner is considering
how to deal with any aspect of EDM, whether in the
design, control, prevention, inspection, or remedia-



tion phase, he or she has to start somewhere. The
classic first step, which I have confirmed in surveys
and focus groups of engineering professionals, was,
in the pre-Internet era, either to ask a colleague (usu-
ally, the first choice), open a filing cabinet to look for
reports or articles that might have been clipped and
saved, scan the titles on one’s own bookshelves or,
when all else had failed, go to an engineering library,
where one would hope to find more information
sources than in one’s own office, sometimes with the
help of a good reference librarian. 

To be sure, there are numerous references that
deal with separate aspects of EDM. Corrosion, for
example, is a topic that has been covered in great de-
tail in voluminous references, from the points of
view of materials themselves, of corroding media,
and of testing and evaluation in various industries.
Professional societies—NACE, ASM International,
and ASTM—have devoted great energy to develop-
ing and disseminating information about corrosion.
The topic of environmental degradation of plastics,
to take another example, has been covered in other
reference books, albeit to a lesser extent. So there are
many print references where a practitioner can begin
the study of many individual topics within the sub-
ject of EDM. 

Of course, this is the Internet era. Many, if not
most, practitioners now begin the search for EDM
information by typing words or phrases into a search
engine. Such activity, if the search has been done
properly (a big if, just ask any reference librarian)
will yield whatever the search engines have indexed,
which, of course, may or may not be information
useful to the particular situation. And a search en-
gine will not connect practitioners and students to
the content of valuable engineering references, un-
less one has access to web sites where such refer-
ences are offered in full text.

Moreover, engineers, designers, and materials sci-
entists also practice in an era of innovative materials
selection and substitution that enable them to develop
new versions of products, machines, or assemblies
that are cheaper and more efficient than older ver-
sions made with more expensive, harder to form, and
heavier materials. There can be competition for the
attention of practitioners. For example, while steel
may still account for slightly more than half of the
material in an automobile, the rest is made from a
wide variety of metallic and non-metallic materials,
and the competition among suppliers of these non-
ferrous materials for inclusion by automobile manu-
facturers is, to judge by the wars of words waged by
materials trade associations, intense.

So here is the situation with regard to EDM
knowledge and information that practitioners find
themselves in: they must have access to information
that covers numerous materials, as well as numerous
degradation media and environments, but it has not
been easy to find information of such broad scope 
in a single, easily accessible resource. What I have
sought to do with this handbook is to deal with the
EDM knowledge and information situation by in-
cluding enough information about a broad range of
subjects that deal with multiple aspects of EDM so
that the handbook will be positioned at the hub of an
information wheel, if you will, with the rim of the
wheel divided into segments, each of which includes
the wealth of information that exists for each of the
topics within the subject of materials’ environmental
degradation. Each individual chapter in the hand-
book is intended to point readers to a web of infor-
mation sources dealing with the subjects that the
chapter addresses. Furthermore, each chapter, where
appropriate, is intended to provide enough analytical
techniques and data so that the reader can employ a
preliminary approach to solving problems. The idea,
then, is for the handbook to be the place for practi-
tioners, as well as advanced students, to turn to when
beginning to look for answers to questions in a way
that may enable them to select a material, substitute
one material or another, or employ a protection tech-
nique or mechanism that will save money, energy, or
time.

I have asked contributors to write, to the extent
their backgrounds and capabilities make possible, in
a style that will reflect practical discussion informed
by real-world experience. I would like readers to feel
that they are in the presence of experienced teachers
and consultants who know about the multiplicity of
technical and societal issues that impinge on any
topic within the subject of environmental degrada-
tion of materials. At the same time, the level is such
that students and recent graduates can find the hand-
book as accessible as experienced engineers.

I have gathered together contributors from a wide
range of locations and organizations. While most of
the contributors are from North America, there are
two from India, one from Hong Kong, two from
Russia (who collaborated on a chapter), and one
from Sweden. Personnel from the Royal Thai Navy
contributed to the chapter on oil tankers. Sixteen
chapters are by academic authors; 11 are by authors
who work in industry, are at research organizations,
or are consultants. 

The handbook is divided into six parts. Part I,
which deals with an assessment of the economic cost
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of environmental degradation of materials, has just
one chapter, a recapitulation of the work done by a
team including Mike Brongers and Gerhardus Koch,
both at CC Technologies, a corrosion consultancy in
Dublin, Ohio. Part II contains three chapters on fail-
ure analysis and measurement, by K.E. Perumal, a
consultant in Mumbai, India, Sean Brossia, who
works on corrosion at the Southwest Research Insti-
tute in Can Antonio, Texas, and Jim Harvey, a plas-
tics consultant in Corvalis, Oregon.

Part III deals with several different types of degra-
dation. Professors Raymond Buchanan and E.E.
Stansbury of the University of Tennessee and A.S.
Khanna of the Indian Institute of Technology in
Bombay cover metallic corrosion. Jim Harvey, in his
second chapter in the handbook, treats polymer
aging. Neal Berke, who works at WR Grace in Cam-
bridge, Massachusetts, writes about the environmen-
tal degradation of reinforced concrete. Professor J.D.
Gu of the University of Hong Kong deals with bio-
degration. Part III concludes with a chapter on mate-
rial flammability by Marc Janssens, also at South-
west Research Institute. 

In Part IV, the handbook moves on to protective
measures, starting with a chapter on cathodic protec-
tion by Prof Richard Evitts of the University of Sas-
katchewan in Saskatoon, Canada. In addition to met-
als, Part IV deals with polymers, textiles, and wood.
Professors Gennadi Zaikov and S.M. Lomakin of the
Institute of Biochemical Physics in Moscow cover
polymeric flame retardants. Hechmi Hamouda, at
North Carolina State University in Raleigh, North
Carolina, writes about thermal protective clothing.
The contributors of the two chapters on wood and
measures that can be taken to protect it are from the
Pacific Northwest—Phil Evans and his colleagues,
Brian Matthews and Jahangir Chowdhury, are at the
University of British Columbia in Vancouver and Jeff
Morrell is at Oregon State in Corvalis.

Protection issues are also the subjects of Part V,
which is called Surface Engineering and deals with
coatings. Gary Halada and Clive Clayton, professors
at SUNY in Stony Brook, set the stage for this sec-
tion of the handbook with a chapter on the intersec-
tion of design, manufacturing, and surface engineer-
ing. Professor Tom Schuman at the University of
Missouri—Rolla, continues with a discussion of pro-
tective coatings for aluminum alloys. Professor Rudy
Buchheit, at the Ohio State University in Columbus,

writes about anti-corrosion paints, and Mark
Nichols, at Ford Motor Company in Dearborn,
Michigan, writes about paint weathering tests, a topic
of great interest to auto makers. Mitch Dorfman, who
works at Sulzer Metco in Westbury, Long Island,
covers thermal spray coatings. Professor “Vipu”Vip-
ulanandan, with his colleague, J. Liu, deals with con-
crete surface coatings issues. Ray Taylor of the Uni-
versity of Virginia closes Part V with a discussion of
coatings defects.

The handbook concludes with five chapters that
cover industrial applications with, collectively, a
wide variety of materials. The chapters are meant to
illustrate in a hands-on way points made more gen-
erally elsewhere in the handbook. The first of these
chapters, on degradation of spacecraft materials,
comes from a Goddard Research Center group, in-
cluding Bruce Banks, Joyce Dever, Kim de Groh,
and Sharon Miller. Branko Popov of the University
of South Caroline in Columbia wrote the next chap-
ter, which deals with metals, and is on cathodic pro-
tection for pipelines. The next chapter is also on
metals. David Olson, a professor at the Colorado
School of Mines in Golden headed a team, including
George Wang of Mines, John Spencer of the Ameri-
can Bureau of Shipping, and Sittha Saidararamoot
and Brajendra Mishra of the Royal Thai Navy, that
provides practical insight into the real-world prob-
lem of tanker corrosion. Mikael Hedenqvist of Insti-
tutionen för Polymerteknologi, Kungliga Tekniska
Högskolan in Stockholm deals with polymers in his
chapter on barrier packaging materials used in con-
sumer products. Steve Tait, an independent consult-
ant in Madison, Wisconsin, closes the handbook
with a chapter on preventing and controlling corro-
sion in chemical processing equipment. 

My undying thanks to all of the contributors:
I salute their professionalism and perseverance. I
know how difficult it is to fit a writing project into a
busy schedule. Chapters like those in this handbook
do not get written in an evening or in a few hours
snatched from a weekend afternoon. Thanks also to
Millicent Treloar, the acquisitions editor at William
Andrew Publishing. And, of course, many thanks to
my wife Arlene, who successfully cushions each
day, no matter how frustrating it’s been.

Myer Kutz
Delmar, New York 
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1.1 INTRODUCTION

The latest Cost of Corrosion Study(1) (2001) con-
ducted by CC Technologies for the Federal Highway
Administration (FHWA) focused on infrastructure,
utilities, transportation, production and manufactur-
ing, and government. It was determined that the total
direct cost of corrosion in the United States is ap-
proximately $276 billion per year, which is 3.1 per-
cent of the nation’s gross domestic product (GDP).
This chapter presents the results of this recent study.

Corrosion costs result from equipment and struc-
ture replacement, loss of product, maintenance and
repair, the need for excess capacity and redundant
equipment, corrosion control, designated technical
support, design, insurance, and parts and equipment
inventories. Previous studies in the United States(2–4)

and abroad(5–8) had already shown that corrosion is
very costly and has a major impact on the economies
of industrial nations. While all these studies empha-
sized the financial losses due to corrosion, no sys-
tematic study was conducted to investigate preventive
strategies to reduce corrosion costs.

1.2 OBJECTIVES AND SCOPE

The primary objectives of this study were:

1. Develop an estimate of the total economic impact
of metallic corrosion in the United States.

2. Identify national strategies to minimize the im-
pact of corrosion.

The work to accomplish these objectives was con-
ducted through the following main activities:

• Determination of the cost of corrosion, based on
corrosion control methods and services.

• Determination of the cost of corrosion for specific
industry sectors.

• Extrapolation of individual sector costs to a na-
tional total corrosion cost.

• Assessment of barriers to progress and effective
implementation of optimized corrosion control
practices.

• Development of implementation strategies and
recommendations for the realization of cost sav-
ings.

1.3 APPROACH

A critical review of previous national studies was
conducted. These studies have formed the basis for
much of the current thinking regarding the cost of
corrosion to the various national economies, and
have led to a number of recent national studies.(9–11)

The earliest study was reported in 1949 by Uhlig,
who estimated the total cost to the economy by sum-
ming materials and procedures related to corrosion
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control. The 1949 Uhlig report, which was the first
to draw attention to the economic importance of cor-
rosion, was followed in the 1970s by a number of
studies in various countries, such as the United
States, the United Kingdom, and Japan. The national
study by Japan, conducted in 1977, followed the
Uhlig methodology. In the United States, Battelle-
NBS estimated the total direct cost of corrosion
using an economic input/output framework. The
input/output method was adopted later by studies in
two other nations, namely, Australia in 1983 and
Kuwait in 1995. In the United Kingdom, a commit-
tee chaired by T. P. Hoar conducted a national study
in 1970 using a method where the total cost was es-
timated by collecting data through interviews and
surveys of targeted economic sectors.

Although the efforts of the above-referenced
studies ranged from formal and extensive to infor-
mal and modest, all studies arrived at estimates of
the total annual cost of corrosion that ranged from 
1 to 5 percent of each country’s GNP.

In the current study, two different approaches
were taken to estimate the cost of corrosion. The 
first approach followed a method where the cost is
determined by summing the costs for corrosion con-
trol methods and contract services. The costs of ma-
terials were obtained from various sources, such 
as the U.S. Department of Commerce Census Bu-
reau, existing industrial surveys, trade organizations,
industry groups, and individual companies. Data 
on corrosion control services, such as engineering
services, research and testing, and education and
training, were obtained primarily from trade organi-
zations, educational institutions, and individual ex-
perts. These services included only contract services
and not service personnel within the owner/operator
companies.

The second approach followed a method where
the cost of corrosion was first determined for spe-
cific industry sectors and then extrapolated to calcu-
late a national total corrosion cost. Data collection
for the sector-specific analyses differed significantly
from sector to sector, depending on the availability
of data and the form in which the data were avail-
able. In order to determine the annual corrosion
costs for the reference year of 1998, data were ob-
tained for various years in the last decade, but
mainly for the years 1996 to 1999.

The industry sectors for corrosion cost analyses
represented approximately 27 percent of the U.S.
economy gross domestic product (GDP), and were
divided among five sector categories: infrastructure,

utilities, transportation, production and manufactur-
ing, and government.

The total cost of corrosion was estimated by de-
termining the percentage of the GDP of those indus-
try sectors for which direct corrosion costs were es-
timated and extrapolating these numbers to the total
U.S. GDP. The direct cost used in this analysis was
defined as the cost incurred by owners or operators
of the structures, manufacturers of products, and
suppliers of services.

The following elements were included in these
costs:

• Cost of additional or more expensive material
used to prevent corrosion damage.

• Cost of labor attributed to corrosion management
activities.

• Cost of the equipment required because of corro-
sion-related activities.

• Loss of revenue due to disruption in supply of
product.

• Cost of loss of reliability.
• Cost of lost capital due to corrosion deterioration.

For all analyzed industry sectors, the direct corro-
sion costs were determined. Indirect costs are in-
curred by individuals other than the owner or opera-
tor of the structure. Measuring and valuing indirect
costs are generally complex assessments, and sev-
eral different methods can be used to evaluate po-
tential indirect costs. Owners or operators can be
made to assume the costs through taxation, penal-
ties, litigation, or payment for cleanup of spills. In
such cases, these expenses become direct costs. In
other cases, costs are assumed by the end user or the
overall economy. Once assigned a dollar value, the
indirect costs are included in the cost of corrosion
management of the structure and treated the same
way as direct costs.

1.3.1 Data Collection

Data collection for the sector-specific analyses dif-
fered significantly from sector to sector depending
on the availability of data and the form in which the
data were available. For many of the public sectors,
such as infrastructure and utilities, much of the in-
formation is public and could be obtained from gov-
ernment reports and other publicly available docu-
ments. The advice of experts in the specific sectors
was sought in order to obtain further relevant infor-
mation. Discussions with industry experts provided
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TABLE 1.1 Distribution of 1998 U.S. Gross Domestic
Product for BEA Industry Categories.

GDP

$ x billion percentage

Services 1,837.2 20.90
Finance, Insurance, and Real Estate 1,689.4 19.22
Manufacturing 1,435.9 16.34
Retail Trade 796.8 9.06
State and Local Government 745.1 8.48
Transportation and Utilities 727.9 8.28
Wholesale Trade 610.9 6.95
Construction 378.1 4.30
Federal Government 360.7 4.10
Agriculture 127.3 1.45
Mining 105.6 1.20
Statistical Discrepancy –24.8 –0.28
TOTAL GDP $8,790.1 100%

the basis of the industry sector data collection. Cor-
rosion-related cost information from the private in-
dustry sectors was more difficult to obtain directly,
because either the information was not readily avail-
able or could not be released because of company
policies. In those cases, information from publicly
available industry records on operation and mainte-
nance costs was obtained and, with the assistance of
industry experts, corrosion-related costs could be es-
timated.

While a general approach for corrosion cost cal-
culations was followed, it was recognized that each
of the individual industry sectors had its own eco-
nomic characteristics, specific corrosion problems,
and methods to deal with these problems. For some
sectors, a multitude of reports was found describing
the mechanisms of corrosion in detail for that partic-
ular area. In some cases, formal cost data were not
available and a “best estimate” had to be made based
on experts’ opinions. In other cases, a convenient
multiplier was determined, and a cost per unit was
calculated. By multiplying the cost per unit by the
number of units used or made in a sector, a total cost
could be determined. It was found that by analyzing
each sector individually, a corrosion cost could be
determined using a calculation method appropriate
for that specific industry sector. After the costs were
calculated, the components of the cost determined
which Bureau of Economic Analysis (BEA) indus-
try category would be the best match for correlating
that industry sector to a BEA subcategory.

1.3.2 Correlation Between BEA
Categories and Industry Sectors

The basic method used for extrapolating the cost
analysis performed in the current study to the entire
GDP was to correlate categories defined by the BEA
to the industry sectors that were analyzed in the cur-
rent study. For clarification, BEA “categories” and
“subcategories” were used to specify BEA classifi-
cations, and “industry sectors” was used to classify
industries that were analyzed for the current study.

1.3.2.1 BEA Categories

Each BEA category represents a portion of the U.S.
GDP. In 1998, the total GDP was $8.79 trillion, di-
vided into the major BEA categories as follows:
Services (20.90 percent), Finance, Insurance, and
Real Estate (19.22 percent), Manufacturing (16.34
percent), Retail Trade (9.06 percent), State and
Local Government (8.48 percent), Transportation

and Utilities (8.28 percent), Wholesale Trade (6.95
percent), Construction (4.30 percent), Federal Gov-
ernment (4.10 percent), Agriculture (1.45 percent),
and Mining (1.20 percent). These figures are sum-
marized in Table 1.1 and graphically shown in Fig-
ure 1.1.

1.3.2.2 Analyzed Industry Sectors

Table 1.2 shows the list of 26 industry sectors that
were analyzed in the current study, which were di-
vided into five sector categories (not to be confused
with the BEA categories). 

The basis for selecting the industry sectors was
done to represent those areas of industry for which
corrosion is known to exist. This was accomplished
by examining the Specific Technology Groups
(STGs) within NACE International (The Corrosion
Society). Table 1.3 shows the listing of current
STGs. Each STG has various Task Groups and Tech-
nology Exchange Groups. It can be expected that
these groups are formed around those industrial
areas that have the largest corrosion impact, because
the membership of NACE represents industry corro-
sion concerns. 

A comparison of the industry sectors (Table 1.2)
with the STGs (Table 1.3) shows that the industry
sectors selected for analysis in the current study
cover most industries and technologies represented
in NACE’s STGs. One exception was noted—the
absence of an industry sector that would represent
the NACE STG of “Building Systems.” Some of the
NACE STGs do not have a direct sector related to
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FIGURE 1.1 Distribution of 1998 U.S. gross domestic product for BEA industry categories.

them; however, those STGs were generally covered
in the section on Corrosion Control Methods and
Services of the study.

The method used for the extrapolation of corro-
sion cost per industry sector to total corrosion cost
was based on the percentages of corrosion costs in
the BEA categories. If a non-covered BEA category
or subcategory was judged to have a significant cor-
rosion impact, then an extrapolation was made for
that non-covered BEA category or subcategory by
multiplying its fraction of GDP by the percentage of
corrosion costs for subcategories that were judged to
have a similar corrosion impact. If a non-covered
sector was judged to have no significant corrosion
impact, then the direct corrosion cost for that non-
covered sector was assumed to be zero.

For complete details on the correlation between
BEA categories and industry sectors, the reader is
referred to the full report by CC Technologies.(1)

1.4 RESULTS

Two different methods are used in the current study
to determine the total cost of corrosion to the United
States. Method 1 is based on the Uhlig method(4)

where the costs of corrosion control materials, meth-

ods, and services are added up. Method 2 analyzes in
detail the specific industry sectors that have a signif-
icant impact on the national economy. The percent-
age contribution to the nation’s GDP is estimated,
and the total cost of corrosion is then expressed as a
percentage of the GDP by extrapolation to the whole
U.S. economy. It is noted that this extrapolation is
non-linear because most of the analyzed sectors
have more corrosion impact than the non-analyzed
industrial sectors.

1.4.1 Method 1—Corrosion Control
Methods and Services

The corrosion control methods that were considered
include organic and metallic protective coatings, cor-
rosion-resistant alloys, corrosion inhibitors, poly-
mers, anodic and cathodic protection, and corrosion
control and monitoring equipment. Other contribu-
tors to the total cost that were reviewed include cor-
rosion control services, corrosion research and de-
velopment, and education and training.

1.4.1.1 Protective Coatings

Both organic and metallic coatings are used to pro-
vide protection against corrosion of metallic sub-

Finance, Insurance, and Real Estate

Retail Trade

Wholesale Trade
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TABLE 1.2 Summary of the Industry Sectors Analyzed in
the Current Study.

SECTOR CATEGORY
26 ANALYZED INDUSTRY

SECTORS

Infrastructure Highway Bridges
Gas and Liquid Transmission

Pipelines
Waterways and Ports
Hazardous Materials Storage
Airports
Railroads

Utilities Gas Distribution
Drinking Water and Sewer 

Systems
Electrical Utilities
Telecommunications

Transportation Motor Vehicles
Ships
Aircraft
Railroad Cars
Hazardous Materials Transport

Production and 
Manufacturing

Oil and Gas Exploration and
Production

Mining
Petroleum Refining
Chemical, Petrochemical,

Pharmaceutical
Pulp and Paper
Agricultural
Food Processing
Electronics
Home Appliances

Government Defense
Nuclear Waste Storage

TABLE 1.3 Summary of Specific Technology Groups in
NACE International.

NACE SPECIFIC 
TECHNOLOGY 
GROUP NUMBER

SPECIFIC TECHNOLOGY 
GROUP NAME

01 Concrete and Rebar
02 Protective Coatings and Linings—

Atmospheric
03 Protective Coatings and Linings—

Immersion/Buried
05 Cathodic/Anodic Protection
06 Chemical and Mechanical Cleaning
09 Measurement and Monitoring Tech-

niques
10 Nonmetallic Materials of Construction
11 Water Treatment
31 Oil and Gas Production—Corrosion

and Scale Inhibition
32 Oil and Gas Production—Metallurgy
33 Oil and Gas Production—Nonmetallics

and Wear Coatings (Metallic)
34 Petroleum Refining and Gas Processing
35 Pipelines, Tanks, and Well Casings
36 Process Industry—Chemicals
37 Process Industry—High Temperature
38 Process Industry—Pulp and Paper
39 Process Industry—Materials Applica-

tions
40 Aerospace/Military
41 Energy Generation
43 Land Transportation
44 Marine Corrosion and Transportation
45 Pollution Control, Waste Incineration,

and Process Waste
46 Building Systems
60 Corrosion Mechanisms
61 Corrosion and Scaling Inhibition
80 Intersociety Joint Coatings Activities

strates. These metallic substrates, mostly carbon
steel, will corrode in the absence of the coating, re-
sulting in the reduction of the service life of the steel
part or component. The total annual cost for organic
and metallic protective coatings is $108.6 billion.

According to the U.S. Department of Commerce
Census Bureau, the total amount of organic coating
material sold in the United States in 1997 was 5.56
billion L (1.47 billion gal), at a cost of $16.56 bil-
lion.(12) The total sales can be broken down into ar-
chitectural coatings, product Original Equipment
Manufacturers (OEM) coatings, special-purpose
coatings, and miscellaneous paint products. A por-
tion of each of these was classified as corrosion coat-
ings at a total estimate of $6.7 billion. It is important
to note that raw material cost is only a portion of a
total coating application project, ranging from 4 to
20 percent of the total cost of application.(13–14)

When applying these percentages to the raw materi-
als cost, the total annual cost of coating application
ranges from $33.5 billion to $167.5 billion (an aver-
age of $100.5 billion).

The most widely used metallic coating for corro-
sion protection is galvanizing, which involves the
application of metallic zinc to carbon steel for cor-
rosion control purposes. Hot-dip galvanizing is the
most common process, and as the name implies, it
consists of dipping the steel member into a bath of
molten zinc. Information released by the U.S. De-
partment of Commerce in 1998 stated that about 8.6
million metric tons of hot-dip galvanized steel and
2.8 million metric tons of electrolytic galvanized
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steel were produced in 1997. The total market for
metallizing and galvanizing in the United States is
estimated at $1.4 billion. This figure is the total ma-
terial costs of the metal coating and the cost of pro-
cessing, and does not include the cost of the carbon
steel member being galvanized/metallized.

1.4.1.2 Corrosion-Resistant Metals 
and Alloys

Corrosion-resistant alloys (CRAs) are used where
corrosive conditions prohibit the use of carbon steels
and protective coatings provide insufficient protec-
tion or are economically not feasible. CRAs include
stainless steels, nickel-base alloys, and titanium
alloys.

According to U.S. Census Bureau statistics, a
total of 2.5 million metric tons of raw stainless steel
was sold in the United States in 1997.(15) With an es-
timated cost of $2.20 per kg ($1 per lb) for raw stain-
less steel, a total annual production cost of $5.5 bil-
lion (1997) was estimated. It is assumed that all
production is for U.S. domestic consumption. The
total consumption of stainless steel also includes im-
ports, which account for more than 25 percent of the
U.S. market. The total consumption of stainless steel
can therefore be estimated at $7.3 billion.

Where environments become particularly severe,
nickel-base alloys and titanium alloys are used.
Nickel-base alloys are used extensively in the oil
production and refinery and chemical process indus-
tries, and other industries where high temperature
and/or corrosive conditions exist. The annual aver-
age price of nickel has steadily increased from less
than $2.20 per kg in the 1960s to about $4.40 per kg
in 1998.(16) Chromium and molybdenum are also
common alloying elements for both corrosion-resis-
tant nickel-base alloys and stainless steels. The price
of chromium has increased steadily from $2 per kg
in the 1960s to nearly $8 per kg in 1998, while the
price of molybdenum has remained relatively con-
stant at $5 per kg.(17) With the average price for
nickel-base alloys (greater than 24 percent nickel) at
$13 per kg in 1998, the total sales value in the United
States was estimated at $285 million.

The primary use of titanium alloys is in the aero-
space and military industries where the high
strength-to-weight ratio and the resistance to high
temperatures are properties of interest. Titanium and
its alloys are, however, also corrosion resistant to
many environments, and have therefore found appli-
cation in oil production and refinery, chemical
processes, and pulp and paper industries. In 1998, it

was estimated that 65 percent of the titanium alloy
mill products were used for aerospace applications
and 35 percent for non-aerospace applications.(18) In
1998, the domestic consumption of titanium sponge
(the most common titanium form) was 39,100 met-
ric tons, which, at a price of approximately $10 per
kg, sets the total price at $391 million. In addition,
28,600 metric tons of scrap were used for domestic
consumption at a price of approximately $1 per kg,
setting the total price at $420 million. As mentioned
previously, only 35 percent of mill products were for
non-aerospace applications, which leads to a tita-
nium consumption price estimate of $150 million
for titanium and titanium alloys with corrosion con-
trol applications.

The total consumption cost of the corrosion-resis-
tant stainless steels, nickel-base alloys, and titanium
alloys in 1998 is estimated at $7.7 billion ($7.3 bil-
lion + $0.285 billion + $0.150 billion).

1.4.1.3 Corrosion Inhibitors

A “corrosion inhibitor” may be defined, in general
terms, as a substance that when added in a small
concentration to an environment effectively reduces
the corrosion rate of a metal exposed to that envi-
ronment. Inhibition is used internally with carbon
steel pipes and vessels as an economic corrosion
control alternative to stainless steels and alloys,
coatings, or non-metallic composites. A particular
advantage of corrosion inhibition is that it can be
implemented or changed in situ without disrupting a
process. The major industries using corrosion in-
hibitors are the oil and gas exploration and produc-
tion industry, the petroleum refining industry, the
chemical industry, heavy industrial manufacturing
industry, water treatment facilities, and the product
additive industries. The largest consumption of cor-
rosion inhibitors is in the oil industry, particularly in
the petroleum refining industry.(19) The use of corro-
sion inhibitors has increased significantly since the
early 1980s. The total consumption of corrosion in-
hibitors in the United States has doubled from ap-
proximately $600 million in 1982 to nearly $1.1 bil-
lion in 1998.

1.4.1.4 Engineering Plastics and Polymers

In 1996, the plastics industry accounted for $274.5
billion in shipments.(20) It is difficult to estimate the
fraction of plastics used for corrosion control, be-
cause in many cases, plastics and composites are
used for a combination of reasons, including corro-
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sion control, light weight, economics, strength-to-
weight ratio, and other unique properties. Certain
polymers are used mostly, if not exclusively, for cor-
rosion control purposes. The significant markets for
corrosion control by polymers include composites
(primarily glass-reinforced thermosetting resins),
PVC pipe, polyethylene pipe, and fluoropolymers.
The fraction of polymers used for corrosion control
in 1997 is estimated at $1.8 billion.

1.4.1.5 Cathodic and Anodic Protection

The cost of cathodic and anodic protection of metal-
lic buried structures or structures immersed in sea-
water that are subject to corrosion can be divided
into the cost of materials and the cost of installation,
operation, and maintenance. Industry data have pro-
vided estimates for the 1998 sales of various hard-
ware components, including rectifiers, impressed
current cathodic protection (CP) anodes, sacrificial
anodes, cables, and other accessories, totaling 
$146 million. The largest share of the CP market is
taken up by sacrificial anodes at $60 million, of
which magnesium has the greatest market share.
Major markets for sacrificial anodes are under-
ground pipelines, the water heater market, and the
underground storage tank market. The costs of in-
stallation of the various CP components for under-
ground structures vary significantly depending on
the location and the specific details of the construc-
tion. For 1998, the average total cost for installing
CP systems was estimated at $0.98 billion (range:
$0.73 billion to $1.22 billion), including the cost of
hardware components. The total cost for replacing
sacrificial anodes in water heaters and the cost for
corrosion-related replacement of water heaters was
$1.24 billion per year; therefore, the total estimated
cost for cathodic and anodic protection is $2.22 bil-
lion per year.

1.4.1.6 Corrosion Control Services

In the context of the 1998 Cost of Corrosion study,
services were defined as companies, organizations,
and individuals that are providing their services to
control corrosion. By taking the NACE International
membership as a basis for this section, a total num-
ber of engineers and scientists that provide corrosion
control services was estimated. In 1998, the number
of NACE members was 16,000, 25 percent of whom
are providing consulting and engineering services as
outside consultants or contractors. Assuming that
the average revenue of each is $300,000 (including

salary, overhead, benefits, and the cost to direct one
or more non-NACE members in performing cor-
rosion control activities), the total services cost can
be calculated as $1.2 billion. This number, however,
is conservative since many professionals who follow
a career in corrosion are not members of NACE
International.

1.4.1.7 Research and Development

Over the past few decades, less funding has been
made available for corrosion-related research and
development, which is significant in light of the cost
and inconvenience of dealing with leaking and ex-
ploding underground pipelines, bursting water
mains, corroding storage tanks, aging aircraft, and
deteriorating highway bridges. In fact, several gov-
ernment and corporate research laboratories have
significantly reduced their corrosion research staff
or even have closed down their research facilities.

Corrosion research can be divided into academic
and corporate research. NACE International has
listed 114 professors under the Corrosion heading.
Assuming an average annual corrosion research
budget of $150,000, the total academic research
budget is estimated at approximately $20 million.
No estimates were made for the cost of corporate or
industry corrosion-related research, which is likely
to be much greater than the annual academic budget.

1.4.1.8 Education and Training

Corrosion-related education and training in the
United States includes degree programs, certifica-
tion programs, company in-house training, and gen-
eral education and training. A few national universi-
ties offer courses in corrosion and corrosion control
as part of their engineering curricula. Professional
organizations such as NACE International (The Cor-
rosion Society)(21) and SSPC (The Society for Pro-
tective Coatings)(22) offer courses and certification
programs that range from basic corrosion to coating
inspector to cathodic protection specialist. NACE
International offers the broadest range of courses
and manages an extensive certification program. In
1998, NACE held 172 courses with more than 3,000
students, conducted multiple seminars, and offered
publications, at a total cost of $8 million.

1.4.1.9 Summary

A total annual direct cost of corrosion was estimated
by adding the individual cost estimates of corrosion
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TABLE 1.4 Summary of Annual Costs of Corrosion Control
Methods and Services.

MATERIAL AND 
SERVICES

RANGE AVERAGE COST

($ x billion) ($ x billion) (%)

Protective Coatings
Organic Coatings 40.2–174.2 107.2 88.3
Metallic Coatings 1.4 1.4 1.2

Metals and Alloys 7.7 7.7 6.3
Corrosion Inhibitors 1.1 1.1 0.9
Polymers 1.8 1.8 1.5
Anodic and Cathodic

Protection
0.73–1.22 0.98 0.8

Services 1.2 1.2 1.0
Research and Develop-

ment
0.020 0.02

Education and Training 0.01 0.01
TOTAL $54.16–$188.65 $121.41 100%

<0.1

<0.1

control materials, methods, services, and education
and training (see Table 1.4). The total cost was esti-
mated at $121 billion, or 1.381 percent of the $8.79
trillion GDP in 1998. In some categories, such as or-
ganic coatings and cathodic protection, a wide range
of costs was reported based on installation costs.

When taking these ranges into account, the total cost
sum ranges from $54.2 billion to $188.7 billion. The
table shows that the highest cost is for organic coat-
ings at $107.2 billion, which is approximately 88 per-
cent of the total cost. Notably, the categories of Re-
search and Development and Education and Training
indicate unfavorably low numbers. 

1.4.2 Method 2—Industry Sector Analysis

For the purpose of the 1998 Cost of Corrosion study,
the U.S. economy was divided into five sector cate-
gories and 26 industrial sectors, selected according
to the unique corrosion problems experienced within
each of the groups. In this study, the sector cate-
gories were: (1) infrastructure, (2) utilities, (3) trans-
portation, (4) production and manufacturing, and (5)
government. The sum of the direct corrosion costs of
the analyzed industrial sectors was estimated at
$137.9 billion. Since these sectors only represent a
fraction of the total economy, this cost does not rep-
resent the total cost of corrosion to the U.S. econ-
omy, and therefore was extrapolated to calculate the
total cost. Figure 1.2 shows the percentage contribu-
tion to the total cost of corrosion for the five sector
categories analyzed in the current study. 

FIGURE 1.2 Percentage contribution to the total cost of corrosion for the five sector categories.
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FIGURE 1.3 Annual cost of corrosion in the Infrastructure category.

1.4.2.1 Infrastructure

Figure 1.3 shows the annual cost of corrosion in the
Infrastructure category to be $22.6 billion, which is
16.4 percent of the total cost of the sector categories
examined in the study. The U.S. infrastructure and
transportation system allows for a high level of mo-
bility and freight activity for the nearly 270 million
residents and 7 million business establishments.(23)

In 1997, more than 230 million motor vehicles, tran-
sit vehicles, ships, airplanes, and railroad cars using
more than 6.4 million km (4 million mi) of high-
ways, railroads, and waterways connecting all parts
of the United States were used. The transportation
infrastructure also includes more than 800,000 km
(approximately 500,000 mi) of oil and gas transmis-
sion pipelines, and 18,000 public and private air-
ports. 

Highway Bridges. There are 583,000 bridges in
the United States (1998). Of this total, 200,000
bridges are steel, 235,000 are conventional rein-
forced concrete, 108,000 are constructed using pre-
stressed concrete, and the balance is made using

other materials of construction. Approximately 15
percent of the bridges are structurally deficient, pri-
marily due to corrosion of steel and steel reinforce-
ment. The annual direct cost of corrosion for high-
way bridges is estimated at $8.3 billion, consisting
of $3.8 billion to replace structurally deficient
bridges over the next 10 years, $2.0 billion for main-
tenance and cost of capital for concrete bridge
decks, $2.0 billion for maintenance and cost of cap-
ital for concrete substructures (minus decks), and
$0.5 billion for maintenance painting of steel
bridges. Life-cycle analysis estimates indirect costs
to the user due to traffic delays and lost productivity
at more than 10 times the direct cost of corrosion
maintenance, repair, and rehabilitation.

Gas and Liquid Transmission Pipelines. There
are more than 528,000 km (328,000 mi) of natural
gas transmission and gathering pipelines, 119,000
km (74,000 mi) of crude oil transmission and gath-
ering pipelines, and 132,000 km (82,000 mi) of
hazardous liquid transmission pipelines.(24) (25) For
all natural gas pipeline companies, the total invest-
ment in 1998 was $63.1 billion, from which a total
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revenue of $13.6 billion was generated. For liquid
pipeline companies, the investment was $30.2 bil-
lion, from which a revenue of $6.9 billion was
generated. At an estimated replacement cost of
$643,800 per km ($1,117,000 per mi), the asset re-
placement value of the transmission pipeline system
in the United States is $541 billion; therefore, a sig-
nificant investment is at risk, with corrosion being
the primary factor in controlling the life of the asset.
The average annual corrosion-related cost is esti-
mated at $7.0 billion, which can be divided into the
cost of capital (38 percent), operation and mainte-
nance (52 percent), and failures (10 percent).

Waterways and Ports. In the United States,
40,000 km (25,000 mi) of commercial navigable wa-
terways serve 41 states, including all states east of
the Mississippi River. Hundreds of locks facilitate
travel along these waterways. In January 1999, 135
of the 276 locks had exceeded their 50-year design
life. U.S. ports play an important role in connecting
waterways, railroads, and highways. The nation’s
ports include 1,914 deepwater ports (seacoast and
Great Lakes) and 1,812 ports along inland water-
ways. Corrosion is typically found on piers and
docks, bulkheads and retaining walls, mooring
structures, and navigational aids. There is no formal
tracking of corrosion costs for these structures.
Based on figures obtained from the U.S. Army Corps
of Engineers and the U.S. Coast Guard, an annual
corrosion cost of $0.3 billion could be estimated. It
should be noted that this is a low estimate since the
corrosion costs of harbor and other marine structures
are not included.

Hazardous Materials Storage. The United States
has approximately 8.5 million regulated and non-
regulated aboveground storage tanks (ASTs) and un-
derground storage tanks (USTs) for hazardous mate-
rials (HAZMAT). While these tanks represent a
significant investment and good maintenance prac-
tices would be in the best interest of the owners, fed-
eral and state environmental regulators are con-
cerned with the environmental impact of spills from
leaking tanks. In 1988, the U.S. Environmental Pro-
tection Agency set a December 1998 deadline for
UST owners to comply with requirements for corro-
sion control on all tanks, as well as overfill and spill
protection. In case of non-compliance, tank owners
face considerable costs related to cleanup and penal-
ties. As a result, the number of USTs has decreased
from approximately 1.3 million to 0.75 million in

that 10-year period.(26) The total annual direct cost of
corrosion for HAZMAT storage is $7.0 billion, bro-
ken down into $4.5 billion for ASTs and $2.5 billion
for USTs.

Airports. According to Bureau of Transportation
statistics data, there were 5,324 public-use airports
and 13,774 private-use airports in the United States
in 1999. A typical airport infrastructure is complex,
and components that might be subject to corrosion
include the natural gas distribution system, jet fuel
storage and distribution system, de-icing storage and
distribution system, vehicle fueling system, natural
gas feeders, dry fire lines, parking garages, and run-
way lighting. Generally, each of these systems is
owned or operated by different organizations or
companies; therefore, the impact of corrosion on an
airport as a whole is not known or documented.

Railroads. In 1997, there were nine Class I freight
railroads accounting for 71 percent of the industry’s
274,399 km (170,508 mi) track operated. In addi-
tion, there were 35 regional railroads and 513 local
railroads. The elements that are subject to corrosion
include metal members, such as rail and steel spikes;
however, corrosion damage to railroad components
is either limited or goes unreported. Hence, an ac-
curate estimate of the corrosion cost could not be
determined.

1.4.2.2 Utilities

Figure 1.4 shows the annual cost of corrosion in the
Utilities category to be $47.9 billion. Utilities form
an essential part of the U.S. economy by supplying
end users with gas, water, electricity, and telecom-
munications. All utility companies combined spent
$42.3 billion on capital goods in 1998, an increase of
9.3 percent from 1997.(27) Of this total, $22.4 billion
was used for structures and $19.9 billion was used
for equipment. 

Gas Distribution. The natural gas distribution
system includes 2,785,000 km (1,730,000 mi) of rel-
atively small-diameter, low-pressure piping, which
is divided into 1,739,000 km (1,080,000 mi) of dis-
tribution main and 1,046,000 km (650,000 mi) of
services.(28,29) There are approximately 55 million
services in the distribution system. A large percent-
age of the mains (57 percent) and services (46 per-
cent) are made of steel, cast iron, or copper, which
are subject to corrosion. The total annual direct cost
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FIGURE 1.4 Annual cost of corrosion in the Utilities
category.

of corrosion was estimated at approximately $5.0
billion.

Drinking Water and Sewer Systems. According
to the American Water Works Association (AWWA)
industry database, there is approximately 1.483 mil-
lion km (876,000 mi) of municipal water piping in
the United States.(30) This number is not exact, since
most water utilities do not have complete records of
their piping system. The sewer system is similar in
size to the drinking water system with approxi-
mately 16,400 publicly owned treatment facilities
releasing some 155 million m3 (41 billion gal) of
wastewater per day during 1995.(31)

In March 2000, the Water Infrastructure Network
(WIN)(32) estimated the current annual cost for new
investments, maintenance, operation, and financing
of the national drinking water system at $38.5 billion
per year, and of the sewer system at $27.5 billion per
year. The WIN report was presented in response to a
1998 study(33) by AWWA and a 1997 study(34) by the
U.S. Environmental Protection Agency (EPA). Those
studies had already identified the need for major in-
vestments to maintain the aging water infrastructure.

The total annual direct cost of corrosion for the
nation’s drinking water and sewer systems was esti-
mated at $36.0 billion. This cost consists of the cost

of replacing aging infrastructure and the cost of un-
accounted-for water through leaks, corrosion in-
hibitors, internal mortar linings, external coatings
and cathodic protection.

Electrical Utilities. The electrical utilities indus-
try is a major provider of energy in the United States.
The total amount of electricity sold in the United
States in 1998 was 3.24 trillion GWh at a cost to
consumers of $218 billion.(35) Electricity generation
plants can be divided into seven generic types: fossil
fuel, nuclear, hydroelectric, cogeneration, geother-
mal, solar, and wind. The majority of electric power
in the United States is generated by fossil fuel and
nuclear supply systems.(36) The total annual direct
cost of corrosion in the electrical utilities industry in
1998 is estimated at $6.9 billion, with the largest
amounts for nuclear power at $4.2 billion and fossil
fuel at $1.9 billion, and smaller amounts for hy-
draulic and other power at $0.15 billion, and trans-
mission and distribution at $0.6 billion.

Telecommunications. According to the U.S. Cen-
sus Bureau, the total value of shipments for com-
munications equipment in 1999 was $84 billion.
Important corrosion cost factors are painting and
galvanizing of communication towers and shelters,
and underground corrosion of buried copper ground-
ing beds and galvanic corrosion of the grounded
steel structures. No corrosion cost was determined
because of the lack of information on this rapidly
changing industry.

1.4.2.3 Transportation

Figure 1.5 shows the annual cost of corrosion in the
Transportation category at $29.7 billion. The Trans-
portation category includes vehicles and equipment
used to transport people and products (i.e., automo-
biles, ships, aircraft).

Motor Vehicles. U.S. consumers, businesses, and
government organizations own more than 200 mil-
lion registered motor vehicles. Assuming the aver-
age value of an automobile is $5,000, the total in-
vestment Americans have made in motor vehicles
can be estimated at $1 trillion. Since the 1980s, car
manufacturers have increased the corrosion resis-
tance of vehicles by using corrosion-resistant mate-
rials, employing better manufacturing processes,
and designing corrosion-resistant vehicles. Al-
though significant progress has been made, further
improvement can be achieved in corrosion resis-
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FIGURE 1.5 Annual cost of corrosion in the Transportation category.

tance of individual components. The total annual di-
rect cost of corrosion is estimated at $23.4 billion,
which is broken down into the following three com-
ponents: (1) increased manufacturing costs due to
corrosion engineering and the use of corrosion-
resistant materials ($2.56 billion per year); (2) re-
pairs and maintenance necessitated by corrosion
($6.45 billion per year); and (3) corrosion-related
depreciation of vehicles ($14.46 billion per year).

Ships. The U.S. flag fleet consists of the Great
Lakes with 737 vessels at 100 billion ton-km (62 bil-
lion ton-mi), inland with 33,668 vessels at 473 bil-
lion ton-km (294 billion ton-mi), ocean with 7,014
vessels at 563 billion ton-km (350 billion ton-mi),
recreational with 12.3 million boats, and cruise ships
with 122 boats serving North American ports (5.4
million passengers). The total annual direct cost of
corrosion to the U.S. shipping industry is estimated
at $2.7 billion. This cost is broken down into costs
associated with new ship construction ($1.1 billion),
maintenance and repairs ($0.8 billion), and corro-
sion-related downtime ($0.8 billion).

Aircraft. In 1998, the combined commercial air-
craft fleet operated by U.S. airlines was more than
7,000 airplanes.(37) At the start of the jet age (1950s
to 1960s), little or no attention was paid to corrosion
and corrosion control. One of the concerns is the
continued aging of the airplanes beyond the 20-year
design life. Only the most recent designs (e.g., Boe-
ing 777 and late-version 737) have incorporated sig-
nificant improvements in corrosion prevention and
control in design and manufacturing. The total an-
nual direct cost of corrosion to the U.S. aircraft in-
dustry is estimated at $2.2 billion, which includes
the cost of design and manufacturing ($0.2 billion),
corrosion maintenance ($1.7 billion), and downtime
($0.3 billion).

Railroad Cars. In 1998, 1.3 million freight cars
and 1,962 passenger cars were operated in the
United States. Covered hoppers (28 percent) and
tanker cars (18 percent) make up the largest segment
of the freight car fleet. The type of commodities
transported range from coal (largest volume) to
chemicals, motor vehicles, farm products, food
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products, and ores and minerals. Railroad cars suffer
from both external and internal corrosion. The total
annual direct cost of corrosion is estimated at 
$0.5 billion, broken down into external coatings
($0.25 billion) and internal coatings and linings
($0.25 billion).

Hazardous Materials Transport. According to
the U.S. Department of Transportation, there are ap-
proximately 300 million hazardous materials ship-
ments of more than 3.1 billion metric tons annually
in the United States.(38) Bulk transport over land in-
cludes shipping by tanker truck and rail car, and by
special containers on vehicles. Over water, ships
loaded with specialized containers, tanks, and drums
are used. In small quantities, hazardous materials re-
quire specially designed packaging for truck and air
shipment. The total annual direct cost of corrosion
for hazardous materials transport is more than $0.9
billion. The elements of the annual corrosion cost in-
clude the cost of transporting vehicles ($0.4 billion
per year), specialized packaging ($0.5 billion per
year), and the direct and indirect costs of accidental

releases and corrosion-related transportation inci-
dents.

1.4.2.4 Production and Manufacturing

Figure 1.6 shows the annual cost of corrosion in the
Production and Manufacturing category to be $17.6
billion. This category includes industries that pro-
duce and manufacture products of crucial impor-
tance to the economy and the standard of living in
the United States. These include gasoline products,
mining, petroleum refining, various chemical and
pharmaceutical products, paper, and agricultural and
food products.

Oil and Gas Exploration and Production. Do-
mestic oil and gas production can be considered to
be a stagnant industry, because most of the signifi-
cant available onshore oil and gas reserves have been
exploited. Oil production in the United States in
1998 consisted of 3.04 billion barrels.(39) The signif-
icant recoverable reserves left to be discovered and
produced are probably limited to less convenient lo-

FIGURE 1.6 Annual cost of corrosion in the Production and Manufacturing category.
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cations, such as in deep water offshore, remote arc-
tic locations, and difficult-to-manage reservoirs with
unconsolidated sands. The total annual direct cost of
corrosion in the U.S. oil and gas production industry
is estimated at $1.4 billion, broken down into $0.6
billion for surface piping and facility costs, $0.5 bil-
lion in downhole tubing expenses, and $0.3 billion
in capital expenditures related to corrosion.

Mining. In the mining industry, corrosion is not
considered to be a significant problem. There is a
general consensus that the life-limiting factors for
mining equipment are wear and mechanical damage
rather than corrosion. Maintenance painting, how-
ever, is heavily relied upon to prevent corrosion,
with an annual estimated expenditure for the coal
mining industry of $0.1 billion.

Petroleum Refining. The U.S. refineries represent
approximately 23 percent of the world’s petroleum
production, and the United States has the largest re-
fining capacity in the world, with 163 refineries.(40)

In 1996, U.S. refineries supplied more than 18 mil-
lion barrels per day of refined petroleum products.
The total annual direct cost of corrosion is estimated
at $3.7 billion. Of this total, maintenance-related ex-
penses are estimated at $1.8 billion, vessel turn-
around expenses at $1.4 billion, and fouling costs
are approximately $0.5 billion annually.

Chemical, Petrochemical, and Pharmaceutical.
The chemical industry includes those manufacturing
facilities that produce bulk or specialty compounds
by chemical reactions between organic and/or inor-
ganic materials. The petrochemical industry in-
cludes those manufacturing facilities that create sub-
stances from raw hydrocarbon materials such as
crude oil and natural gas. The pharmaceutical indus-
try formulates, fabricates, and processes medicinal
products from raw materials. The total annual direct
cost of corrosion for this industry sector is estimated
at $1.7 billion per year (8 percent of total capital ex-
penditures). No calculation was made for the indi-
rect costs of production outages or indirect costs re-
lated to catastrophic failures. The costs of operation
and maintenance related to corrosion were not read-
ily available; estimating these costs would require
detailed study of data from individual companies.

Pulp and Paper. The $165 billion pulp, paper, and
allied products industry supplies the United States
with approximately 300 kg (661 lb) of paper per per-

son per year.(41) More than 300 pulp mills and more
than 550 paper mills support its production. The
total annual direct cost of corrosion is estimated at
$6.0 billion, with the majority of this cost in the
paper and paperboard industry, and calculated as a
fraction of the maintenance costs. No information
was found to estimate the corrosion costs related to
the loss of capital.

Agricultural Production. Agricultural opera-
tions are producing livestock and crops. According
to the National Agricultural Statistics Service, there
are approximately 1.9 million farms in the United
States.(42) Based on the 1997 Farm Census, the total
value of farm machinery and equipment is approxi-
mately $15 billion per year. The two main reasons
for replacing machinery or equipment include up-
grading old equipment and replacement because of
wear and corrosion. Discussions with experts in this
industrial sector resulted in an estimate of corrosion
costs in the range of 5 percent to 10 percent of the
value of all new equipment. Therefore, the total an-
nual direct cost of corrosion in the agricultural pro-
duction industry is estimated at $1.1 billion.

Food Processing. The food processing industry is
one of the largest manufacturing industries in the
United States, accounting for approximately 14 per-
cent of the total U.S. manufacturing output.(43) Sales
for food processing companies totaled $265.5 bil-
lion in 1999. Because of food quality requirements,
stainless steel is widely used. Assuming that the
stainless steel consumption and cost in this industry
are entirely attributed to corrosion, a total annual di-
rect cost of corrosion is estimated at $2.1 billion.
This cost includes stainless steel usage for beverage
production, food machinery, cutlery and utensils,
commercial and restaurant equipment, appliances,
aluminum cans, and the use of corrosion inhibitors.

Electronics. Corrosion in electronic components
manifests itself in several ways, and computers, in-
tegrated circuits, and microchips are being exposed
to a variety of environmental conditions. Corrosion
in electronic components is insidious and cannot be
readily detected; therefore, when corrosion failure
occurs, it is often dismissed as just a failure and the
part or component is replaced. Particularly in the
case of consumer electronics, devices would become
technologically obsolete long before corrosion-
induced failures would occur. Although it has been
suggested that a significant part of all electric com-
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FIGURE 1.7 Annual cost of corrosion in the Govern-
ment category.

ponent failures is caused by corrosion, no corrosion
cost could be estimated.

Home Appliances. The appliance industry is one
of the largest consumer products industries. For
practical purposes, two categories of appliances are
distinguished: “Major Home Appliances” and
“Comfort Conditioning Appliances.” In 1999, 70.7
million major home appliances and 49.5 million
comfort conditioning appliances were sold in the
United States, for a total of 120.2 million appliances.
The cost of corrosion in home appliances was esti-
mated at $1.5 billion per year.

1.4.2.5 Government

Federal, state, and local governments play increas-
ingly important roles in the U.S. economy, with a
1998 GDP of approximately $1.105 trillion. While
the government owns and operates large assets
under various departments, the U.S. Department of
Defense (DoD) was selected because of its signifi-
cant direct and indirect impact on the U.S. economy.
A second government sector that was selected is nu-
clear waste storage under the U.S. Department of
Energy (DoE). The cost of corrosion in these two
sectors was used to estimate the cost of corrosion for
the Government category. This cost was $20.1 bil-
lion per year (see Figure 1.7).

Defense. Corrosion of military equipment and fa-
cilities has been, for many years, a significant and
ongoing problem. The corrosion-related problems
are becoming more prominent as the acquisition of
new equipment is decreasing and the reliability re-
quired of aging systems is increasing. The data pro-
vided by the military services (Army, Air Force,
Navy, and Marine Corps) indicate that corrosion is
potentially the number one cost driver in life-cycle
costs. The total annual direct cost of corrosion in-
curred by the military services for systems and in-
frastructure is approximately $20 billion.(44)

Nuclear Waste Storage. Nuclear wastes are gen-
erated from spent nuclear fuel, dismantled nuclear
weapons, and products such as radio pharmaceuti-
cals. The most important design item for the safe
storage of nuclear waste is effective shielding of ra-
diation. Corrosion is an important issue in the design
of the casks used for permanent storage, which have
a design life of several thousand years. A 1998 total
life-cycle cost analysis(45) by the U.S. Department of

Energy for the permanent disposal of nuclear waste
in Yucca Mountain, Nevada, estimated the total
repository cost by the construction phase (2002) at
$4.9 billion with an average annual cost (from 1999
to 2116) of $205 million. Of this cost, $42.2 million
is corrosion-related.

Summary of Sector Studies. Table 1.5 shows the
costs of corrosion for each industry sector analyzed
in the current study. The dollar values are rounded to
the nearest $0.1 billion because of the uncertainty in
the applied methods. The total cost of corrosion in
the analyzed sectors was $137.9 billion per year.
Figure 1.8 shows the data in graphical form. The
cost of $137.9 billion was believed to be a very con-
servative estimate. In each sector, only the “major”
corrosion costs were considered. In addition, even
major costs were left out when no basis for an esti-
mate was found. Most notable of these were the fol-
lowing: (1) no operation and maintenance costs were
included for the Chemical, Petrochemical, and Phar-
maceutical sectors; (2) no capital costs were in-
cluded for the Pulp and Paper sector; (3) no capital
costs were included for the Gas and Distribution sec-
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TABLE 1.5 Summary of Estimated Direct Cost of Corrosion for Industry Sectors Analyzed in This Study.

ESTIMATED DIRECT
COST OF CORROSION

PER SECTOR

$ x billion percent*

Infrastructure (16.4% of total) Highway Bridges D 8.3 37
Gas and Liquid Transmission Pipelines E 7.0 31
Waterways and Ports F 0.3 1
Hazardous Materials Storage G 7.0 31
Airports H ** **
Railroads I ** **

SUBTOTAL $22.6
Utilities (34.7% of total) Gas Distribution J 5.0 10

Drinking Water and Sewer Systems K 36.0 75
Electrical Utilities L 6.9 14
Telecommunications M ** **

SUBTOTAL $47.9
Transportation (21.5% of total) Motor Vehicles N 23.4 79

Ships O 2.7 9
Aircraft P 2.2 7
Railroad Cars Q 0.5 2
Hazardous Materials Transport R 0.9 3

SUBTOTAL $29.7
Production and Manufacturing

(12.8% of total)
Oil and Gas Exploration and Production S 1.4 8
Mining T 0.1 1
Petroleum Refining U 3.7 21
Chemical, Petrochemical, Pharmaceutical V 1.7 10
Pulp and Paper W 6.0 34
Agricultural X 1.1 6
Food Processing Y 2.1 12
Electronics Z ** **
Home Appliances AA 1.5 9

SUBTOTAL $17.6
Government (14.6% of total) Defense BB 20.0 99.5

Nuclear Waste Storage CC 0.1 0.5
SUBTOTAL $20.1
TOTAL

*Individual values do not add up to 100% because of rounding.
**Corrosion costs not determined.

CATEGORY INDUSTRY SECTORS APPENDIX

100%

100%

100%

100%

100%
$137.9

tor; and (4) replacement costs were considered only
for water heaters in the Home Appliances sector. In
most cases, conservative estimates were made when
no basis was available. Most notable was that only 5
percent of water heaters are replaced due to corro-
sion. Therefore, the total cost of corrosion is a con-
servative value and is probably higher. 

These data show that the highest corrosion costs
are incurred by drinking water and sewer systems.
The largest value of $36.0 billion per year for both
types of systems together is due to the extent of the
water transmission and distribution network in the

United States. For the U.S. population of 265 mil-
lion people, an average of 550 L (145 gal) per per-
son per day is used for personal use and for use in
production and manufacturing. The metal piping
systems are aging and will require increased mainte-
nance in the future. For the Drinking Water sector,
large indirect costs are expected as well, but are not
quantified in the current study.

The second largest corrosion cost ($23.4 billion
per year) was found in the Motor Vehicles sector.
With more than 200 million registered vehicles, the
corrosion impact consists of corrosion-related de-
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FIGURE 1.8 Summary of estimated direct cost of corrosion for industry sectors analyzed in this study.

preciation costs (62 percent), corrosion-resistant
materials of construction (10 percent), and the cost
of increased maintenance because of corrosion (28
percent). The indirect cost in this sector is expected
to be large, especially because of the time users of
motor vehicles lose when having to deal with car
maintenance and repair.

The third largest corrosion cost ($20 billion per
year) was observed in defense systems. Reliability
and readiness are of crucial importance, and thus
military vehicles, aircraft, ships, weapons, and facil-
ities must be continuously maintained. A determin-
ing factor in the Defense sector is the readiness for
operation under any circumstance and in corrosive
environments such as seawater, swamps or wetlands,
and in rain and mud.

Large corrosion costs were also found in the sec-
tors for highway bridges ($8.3 billion per year), gas
and liquid transmission pipelines ($7.0 billion per
year), electrical utilities ($6.9 billion per year), pulp
and paper ($6.0 billion per year), and gas distribu-

tion ($5.0 billion per year). There were two factors
that were important for these sectors: (1) large num-
ber of units, and (2) severely corrosive environ-
ments. The following lists specific concerns regard-
ing corrosion for some of the sectors that have large
corrosion costs:

• The national system of highways requires many
bridges to be maintained. With the commonly
used approach that bridges are constructed to
have a design life, rather than “being there for-
ever,” the burden to maintain and repair this infra-
structure will continue to grow because of aging
components.

• The network of transmission pipelines is quite
large [779,000 km (484,000 mi)] and transports
potentially corrosive liquids and gas, which
makes their operation sensitive to public opinion
related to environmental spills and highly publi-
cized ruptures. Although pipelines have proven to
be the safest way to transport large quantities of
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product over long distances, controlling corrosion
comes at a significant cost.

• The same argument for potential spills (oil) holds
for the hazardous materials storage sector. Corro-
sion protection is a significant cost per tank for
both underground and aboveground tanks, and
the total number of HAZMAT storage tanks is es-
timated at 8.5 million.

• Electrical utilities have large corrosion costs due
to the affected operation and maintenance costs,
depreciation costs, and the cost of forced outages.
The greatest cost is found for nuclear power-gen-
erated plants, because of the higher inspection
frequency in nuclear plants as opposed to fossil
fuel plants.

• The pulp and paper industry uses corrosive media
to make pulp from wood. Changes in processing
conditions over the last decades have had a sig-
nificant impact on the materials used for con-
struction. Paper quality and processing reliability
are driving spending in this sector.

In the following discussion, the individual sector
analyses will be extrapolated to calculate total cor-
rosion costs in the United States.

1.5 DISCUSSION

1.5.1 Extrapolation to Total Cost 
of Corrosion

The total cost of corrosion in the analyzed sectors
was $137.9 billion per year. This estimate was based
on detailed analysis of industrial sectors that are
known to have a significant corrosion impact. The
sum of these sectors represented 27.55 percent of the
GDP. Based on the procedure for extrapolation,
which used the percentage of cost of corrosion for
BEA subcategories, an estimated total direct cost of
corrosion of $275.7 billion per year was calculated.
This is 3.1 percent of the 1998 U.S. GDP (see Figure
1.9).

Figure 1.10 illustrates the impact of corrosion on
the nation’s economy. The purpose of this figure is to
show the relative corrosion impact (3.1 percent) with
respect to the total GDP. In fact, corrosion costs are
as great as or greater than some of the individual cat-
egories, such as agriculture and mining. 

The non-linear extrapolation shows a stepwise,
cumulative calculation for total corrosion cost. Fig-
ure 1.11 shows the non-linear extrapolation graphi-
cally. 

FIGURE 1.9 Total direct corrosion costs for BEA categories.
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FIGURE 1.10 Diagram illustrating the impact of cor-
rosion on the U.S. economy.

At 3.1 percent of the GDP, the cost of corrosion to
the U.S. economy is already significant if only based
on the direct cost of corrosion. However, the impact
of corrosion can be significantly greater when indi-
rect costs are included. The assumption can be made
that the indirect costs over the entire industry can be
equal to, if not greater than, the direct costs. This
would result in a total direct and indirect impact of
corrosion of approximately $551.4 billion annually,
or 6.3 percent of the GDP.

1.5.2 Summary of Total Cost of 
Corrosion Calculation

The research presented in this chapter showed that
the direct cost of corrosion in the United States was
approximately $275.7 billion per year, which is 3.1
percent of the GDP. This percentage lies in the range
that previous studies for various countries showed in
the past. However, the 1998 CC Technologies Cost
of Corrosion study was more detailed and specified
corrosion costs using two methods: (1) cost of cor-
rosion control methods and services, and (2) corro-

sion costs in individual industrial sectors. It is esti-
mated that the indirect cost to the end user can dou-
ble the economic impact, making the cost of corro-
sion, including indirect costs, $551.4 billion or
more.

1.6 PREVENTIVE STRATEGIES

The current study showed that technological changes
have provided many new ways to prevent corrosion
and the improved use of available corrosion manage-
ment techniques. However, better corrosion manage-
ment can be achieved using preventive strategies in
non-technical and technical areas. These preventive
strategies include: (1) increase awareness of signifi-
cant corrosion costs and potential cost-savings; (2)
change the misconception that nothing can be done
about corrosion; (3) change policies, regulations,
standards, and management practices to increase cor-
rosion cost-savings through sound corrosion man-
agement; (4) improve education and training of staff
in the recognition of corrosion control; (5) imple-
ment advanced design practices for better corrosion
management; (6) develop advanced life prediction
and performance assessment methods; and (7) im-
prove corrosion technology through research, devel-
opment, and implementation.

While corrosion management has improved over
the past several decades, the United States is still far
from implementing optimal corrosion control prac-
tices. There are significant barriers to both the de-
velopment of advanced technologies for corrosion
control and the implementation of those technologi-
cal advances. In order to realize the savings from re-
duced costs of corrosion, changes are required in
three areas: (1) the policy and management frame-
work for effective corrosion control; (2) the science
and technology of corrosion control; and (3) the
technology transfer and implementation of effective
corrosion control. The policy and management
framework is crucial because it governs the identifi-
cation of priorities, the allocation of resources for
technology development, and the operation of the
system.

Incorporating the latest corrosion strategies re-
quires changes in industry management and govern-
ment policies, as well as advances in science and
technology. It is necessary to engage a larger con-
stituency composed of the primary stakeholders,
government and industry leaders, the general public,
and consumers. A major challenge involves the dis-
semination of corrosion awareness and expertise
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FIGURE 1.11 Illustration of non-linear extrapolation of cost of corrosion based on assumption that non-analyzed sec-
tors have a different corrosion impact, depending on industry category

that are currently scattered throughout government
and industry organizations. In fact, there is no focal
point for the effective development, articulation, and
delivery of corrosion cost-savings programs.

Therefore, the following recommendations are
made:

1. Form a Committee on Corrosion Control and Pre-
vention of the National Research Council.

2. Develop a national focus on corrosion control and
prevention.

3. Improve policies and corrosion management.
4. Accomplish technological advances for corrosion

savings.
5. Implement effective corrosion control.
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2.1 INTRODUCTION

In a Handbook of Environmental Degradation of
Materials, inclusion of the chapter “Analysis of Fail-
ures Due to Environmental Factors” assumes great
importance. This is because unless the failures are
analyzed in a systematic, detailed manner, the main
causative factor arising from the environment cannot
be determined. If such determination is not made
and appropriate remedial measures are not imple-
mented, there is no guarantee that the failure would
not repeat itself on the replaced structure, column,
vessel, pipe, tube, and so forth. This chapter presents
certain case studies of recent failures, analyzed by
the author, attributable to environmental factors. All
the case studies are concerned with process equip-
ment used in chemical process industries and made
of metallic materials, carbon steel, stainless steel or
nickel base alloy.

2.2 CLASSIFICATION OF FAILURES

The word “failure” in chemical process equipment
denotes unexpected unsatisfactory behavior of the
equipment leading to non-functioning with respect
to desired operation within the design life period of
the equipment. Such behavior is often referred to as
“premature failure.” The causative factors can be
classified into two main categories:

1. Material/Manufacturing-related
2. Environment/Operation-related

2.2.1 Material/Manufacturing-Related
Causes

These causes arise from defects in material of con-
struction (MOC) of the equipment and the fabrica-
tion steps through which the material was shaped
and processed to arrive at the desired equipment.
This chapter will not discuss this category of causes.

2.2.2 Environment-Related Causes

These causes arise from the environment to which
the equipment is exposed during service, both the in-
ternal chemical process medium and the external
medium, such as the prevailing atmosphere, insula-
tion, and so forth. The operation-related causes are
closely linked to the environment in that failures
arise if the actual operating conditions fall short of or
exceed the specified limits.

2.2.3 Environment-Related Categories 

The environmental factors can be further classified
into five categories, as follows:

1. Deviations within the chemical composition of
the fluid being handled in the chemical process,
such as the following:
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• Condensation occurring within the vapor
phase

• Concentration of aggressive species suddenly
increasing

2. Unexpected impurities present within the fluid
being handled, such as the following:
• Chloride and oxygen in boiler feed water
• Sulfur in petroleum crude

3. Operating temperatures different from those de-
signed and specified
• Exceedingly high temperatures leading to

creep, oxidation, sulfidation, etc.
4. Operating pressures different from those de-

signed and specified, such as high pressures in au-
toclaves and boilers

5. The environment external to the process equip-
ment becoming aggressive, such as marine and
humid atmospheres attacking uninsulated exter-
nal surfaces of the equipment
• Insulations becoming wet and corrosive

2.2.4 Environmentally Induced Failures

The environmentally induced failures in process
equipment can be also classified into the following,
based on the final appearance or mode in which the
failure presents itself:

1. High temperature failures (temperatures higher
than the boiling point of the process medium to
which the equipment is exposed)
a. Oxidation
b. Sulfidation
c. Carburization
d. Chlorination
e. Creep
f. Plastic deformation—yielding, warping, sag-

ging, bowing, etc.
2. Ambient temperature failures (temperatures less

than the above-mentioned boiling point)
a. Corrosion in its various forms

• General uniform corrosion
• Pitting
• Crevice corrosion
• Galvanic corrosion
• Intergranular corrosion
• Selective leaching
• Stress corrosion cracking (including hydro-

gen-related cracking)
• Corrosion fatigue

• Erosion corrosion by high velocity and by
slurry movement

b. Overload mechanical failure
3. Low temperature failures (temperatures lower

than ambient, including sub-zero)
a. Brittle mechanical failures at temperatures

lower than ductile brittle transition tempera-
ture (DBTT)

2.3 ANALYSIS OF FAILURES

This chapter presents a few case studies illustrating
some of the above-listed environmental factors lead-
ing to premature failures of chemical process equip-
ment. Each failure has been analyzed by the author
to the extent the case merits, so as to arrive at the ac-
tual cause of the failure and to make appropriate rec-
ommendations to avoid the repetition of the same
failure in the future.

The detailed failure analysis involves roughly the
following steps.

2.3.1 SITE Visit

Site visits are for the following purposes:

• Inspect the failed equipment and also the nearby
upstream and downstream equipment to the ex-
tent accessible.

• Closely examine the failed area and record rele-
vant features.

• Obtain representative cut samples containing the
failed spots and the failure features, and also sam-
ples from typical unfailed areas. Cutting of sam-
ples may not be possible and/or may not be nec-
essary in many cases. Detailed records of the
appearance of the failure must be relied upon in
such cases, and at times such records are them-
selves sufficient. If necessary, non-destructive
tests such as radiography, ultrasonic, or dye-pen-
etrant tests need to be performed on the equip-
ment in position at the failed locations.

• Obtain representative samples of scales, deposits,
corrosion products, etc. in loose or adherent con-
tact with the inside surface (process side) of the
equipment.

• Thoroughly discuss with plant personnel the de-
sign, material of construction, specified and oper-
ating service conditions, and operational/inspec-
tion history of the failed equipment. The service
conditions would include the chemical composi-
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tions of the fluids being handled, and the equip-
ment’s design, operating temperatures, and pres-
sures. Variations in these factors over a meaning-
ful period of time prior to the failure should also
be noted.

2.3.2 TESTING OF SAMPLES

Some of the more frequently used tests are listed
below, but not all of these need to be performed. De-
pending upon the merit of each case, select from the
following:

• Non-destructive tests like radiography, ultrasonic,
dye-penetrant, etc.

• Chemical and/or X-ray diffraction analysis of
both the metal and deposit samples

• Mechanical tests—strength, ductility, hardness,
toughness, etc.

• Microscopic examination (optical and/or scan-
ning)

The purpose of the tests is to trace the progress of the
failure mode, to check the nature and purity of the
metal and deposit samples, to determine whether
any unusual impurity has been present in the
medium, and to verify whether the equipment con-
forms to the stated specification under which it was
designed, fabricated, and put to use.

2.3.3 Analysis, Interpretation, and
Diagnosis of the Failure

The site observations and sample test results should
be analyzed as a whole package. If necessary, sup-
port from published literature should be obtained.
All these should be viewed together, with the aim of
arriving at the right diagnosis and the root cause of
the failure.

2.3.4 Submission of Failure 
Analysis Report

The report should contain the following:

• Statement of why the said failure analysis was
necessary, verifying that the failure was prema-
ture

• Factual summary of the site observations and dis-
cussions

• Actual sample test results

• Interpretation, discussion and analysis of all the
input information

• Diagnosis of the failure
• Explanation of all the observed symptoms using

the stated diagnosis
• Easily implementable, practical recommenda-

tions to prevent similar failures in the particular
site

2.4 CASE HISTORIES OF 
ENVIRONMENT-RELATED 
FAILURES

This section deals with the actual case studies con-
ducted by the author. In the presentation of each case
study, the environmental factor that was responsible
for the failure is discussed in detail. In all the cases,
the material and manufacturing quality of the equip-
ment were checked during the failure analysis pro-
cedure, and were found to be not responsible for any
failures. Hence, the material and manufacturing
quality of the equipment are not discussed here.

2.4.1 Failure of A Natural Gas Feed
Preheater in a Fertilizer Plant

A fertilizer plant producing ammonia and urea uses
natural gas (NG) as the feedstock. The waste heat
from the primary reformer is used to heat various
streams for different purposes. One such purpose is
to preheat the feedstock NG from ambient tempera-
ture to some elevated temperature prior to different
processing steps. The preheating is done in a set of
parallel coils. The coils are made of seamless pipes
of low-alloy steel conforming to ASTM Specifica-
tion A-335/P-11, a chromium-molybdenum alloy
steel containing 1.0–1.5% Cr, 0.44–0.65% Mo and
0.05–0.15% C. The pipes are of size 4.5 in. outside
diameter (OD) and 6.03 mm wall thickness (WT).
The pipes failed by leaking at several places after
about 23 months of operation, and this was consid-
ered a premature failure.

The pipe is finned on the outside surface with car-
bon steel strips. The source of heat, namely, the flue
gas from the reformer, flows along the outside sur-
face of the pipe. Its heat is dissipated through the
wall to the NG feed gas flowing along the inside sur-
face of the pipe. The preheater was designed for 
NG feed inlet and outlet temperatures of 30 ºC and
370 °C, respectively.
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FIGURE 2.1 The leaking pipes of the NG Feed Pre-
heater Coil. Water-leaks during testing are seen.

FIGURE 2.3 Close view of the inside thick scale show-
ing areas of localized rupture leading to hole formation.

FIGURE 2.4 Close-up view of the leaky hole on the cut
sample, as seen on the inside surface. Initiation of the hole
on the inside surface and growth towards the outside sur-
face can be seen.

FIGURE 2.2 View of localized heavy scale with a
leaky spot on the inside surface.

The leakage spots were so wide that during water
testing after the pipes were removed, the water pro-
fusely leaked out in thick streams (see Figure 2.1).
The pipe was longitudinally cut and its inside sur-
face examined. Formation of thick corrosion product
scale, its breaking after a certain thickness followed
by hole formation could be seen on the inside sur-
face (see Figures 2.2 and 2.3). A close-up view of
one of the leaking holes on the inside surface re-
vealed that it initiated on the inside surface and prop-
agated toward the outside surface (see Figure 2.4).

The outside surface of the pipe showed warping
of the fins at many places. At a few places where
leakage has occurred, heavy scales could be seen.
The latter is considered a post-leakage occurrence.

The scale on the inside surface was collected, ex-
amined and analyzed. It was highly magnetic.
Chemical analysis of the scale for certain elements
gave the following results:

Elements Wt. (%)

Carbon 19.56
Sulfur 10.06
Chromium 0.32
Molybdenum 0.25
Iron 60.00

From the magnetic nature of the scale and pre-
dominance of iron and sulfur, it was inferred that the
scale was mainly iron sulfide. There was entrapment
of hydrocarbon from the NG and trace quantities of
chromium and molybdenum from the pipe steel.
Figure 2.5 shows penetration by some species of the
NG gas into the metallic structure of the pipe
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FIGURE 2.6 Microstructure of the wall of the coil
pipe, longitudinally cut across a place close to the leaky
hole. Gradual wall thinning of the coil, grain growth on
the coil outside surface, the outside fin and the scale on
the outside fin, all can be seen. (50×).

FIGURE 2.7 Microstructure of the wall of the coil
pipe, near the outside surface showing excessive grain
growth on areas between the fins. (100×).

FIGURE 2.5 Microstructure of the wall of the coil
pipe, near the inside surface showing penetration by some
species (sulfur) from the NG. (100×). 

through the inside surface; the species was appar-
ently sulfur. 

The sulfur content in the NG feed is not routinely
measured, but was said to be about 0.3 ppm. This
level is considered normal by the plant personnel
and was taken into account during design of the pre-
heater with respect to choosing the material of con-
struction (MOC), sizing, and establishing operating
parameters.

Figure 2.6 shows the microstructure of a longitu-
dinal section of the wall of the pipe near a leaking
hole. The pipe wall is seen in the bottom half, with
thickness reducing from right to left. The fin is

shown in the top half covered with heavy oxide
scale. Heavy grain growth can be seen on the outside
surface of the pipe close to the fin. 

Figure 2.7, at a higher magnification, shows ex-
cessive grain growth on the outside surface of the
pipe, at a place between the fins where there is direct
flue gas contact. 

This excessive grain growth indicates that there
had been some continuous exposure to some ele-
vated temperatures (much higher than the design
value) for a long period of time. Scrutiny of the
records of the operating parameters revealed actual
temperatures much higher than the design values, as
shown in the table below.

Parameter Design °C Actual °C

NG outlet temperature 370 490
Flue gas inlet temperature. 425 521
Flue gas outlet temperature. 350 428

The reader’s attention is drawn to the following
three observations:

1. The scale was mostly iron sulfide.
2. Finite quantity of sulfur was present in the NG

feedstock.
3. Operating temperatures, and hence the pipe wall

temperatures, were much higher than the design
values.

From these three significant observations it was
diagnosed that the leakage was due to excessive sul-
fidation on the inside surface of the pipe due to the
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FIGURE 2.8 Average Corrosion rates of high tempera-
ture sulphur corrosion in a hydrogen-free environment as
compiled from 1961 A.P.I questionnaire data from indus-
try desulfurizing processes and published or reported
data–nondesulfurizing processes (Ref. 1).

actual operating temperatures being much higher
than the design values. This was an environmental
factor. Direct reaction of organic sulfur compounds,
present in the petroleum crude with the metal sur-
face was the predominant mechanism of high tem-
perature sulfidation.

Figure 2.8, from Reference 1, shows the effect of
temperature on the corrosion rate by sulfur on carbon
and alloy steels. The figure is a summary of actual in-
dustrial experience. The strong effect of temperature
on the corrosion rate can be seen. One can notice that
1–3% Cr steels corrode at an average rate of 2.54
mm/year at 400 °C, while the pipe under considera-
tion has corroded at a much higher rate of 3.15
mm/year (6.03 mm in 23 months). This means that
the tube wall temperatures must have gone to values
much higher than 400 °C. This had actually hap-
pened, as shown in the table of comparison above. 

Iron sulfide film on steel surfaces is initially pro-
tective. But after a certain thickness, particularly at
elevated temperatures, film breaks up locally and ex-
poses the base metal. More and more sulfidation
takes place preferentially at these localized places.
The film thus formed at these localized places breaks

up after a certain thickness. This cycle continues,
leading to hole formation followed by leakage.

The following recommendations were made for
remedial measures:

1. Sulfur in the feedstock NG must be checked on a
routine basis. Any abnormally high value should
be noted and corrective actions should be taken at
the source of NG to reduce the level of sulfur to
acceptable levels.

2. Operating temperatures must be kept well below
the maximum design values.

3. As a long-term measure, alloy steels with higher
alloy content should be considered for replace-
ment with a better MOC.

2.4.2 Failure of a Reformer Tube in a
Fertilizer Plant

Fertilizer plants that produce ammonia use reformer
tubes to reform the feedstock gas into synthetic gas
in the presence of steam for further processing to
produce ammonia. These are a series of centrifu-
gally-cast, thick-walled, high-alloy stainless steel
tubes installed in a furnace. The inside of the tubes
is packed with a catalyst through which the process
gas travels, while the outside of the tubes is exposed
to the furnace atmosphere. The process gas enters
the tubes at the top at about 530 °C. It gets reformed
within the tubes at a pressure of 38 kg/mm2 while
traveling downward, and exits at about 730 °C at the
bottom.

Recently, in one such plant, a reformer tube sud-
denly cracked after about 10 years of service; its ex-
pected service life was about 20 years. Since the
cracking was sudden and unexpected, a detailed fail-
ure analysis study was carried out.

The tubes were made of high-alloy austenitic
stainless steel, 25/35CrNiNbTi, and were of size 152
mm OD, 12.0 mm WT and 11.0 m long. The cracked
tube was inspected in position within the reformer. It
had been split by two diagonally opposite longitudi-
nal (vertical) cracks, one on the “east” side and the
other on the “west” side. A close examination of the
cracked tube in position within the reformer showed
that the cracks initiated in the bottom-most segment
and propagated to the next top segment above across
a butt weld (see Figure 2.9).

The crack was first detected during a fire on the
east side. During the process of shutting off the re-
former and putting out the fire, the crack on the west
side occurred. The entire cracked length with 6 in.
above and below was cut from the 11-meter long
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FIGURE 2.9 A close-up of the top portion of the re-
former tube crack extending into the second segment
from the bottom across a butt weld.

FIGURE 2.10 The length containing the cracks cut
from the reformer tube.

TABLE 2.1 Outside Diameter, OD, and Wall Thickness at
Various Locations Along the Cracked Portion of the Failed
Reformer Tube 

OD (mm)

Wall Thickness (mm)

East West

489 155.59 12.6 12.7
488 155.27 12.5 12.6
479 152.41 12.6 12.8
483 153.68 12.7 12.8
490 155.91 12.6 13.3
487 154.95 12.7 13
490 155.91 12.4 12.9
488 155.27 12.2 12.8
489 155.95 12.4 12.8
491 156.23 12.5 12.7
490 155.91 12.4 12.6
489 155.59 12.1 12.8

Circumference
(mm)

tube (see Figure 2.10). On this cut length, measure-
ments of wall thickness and circumference on the
east and west split portions were made at short in-
tervals over the entire length. From the measured
circumference, outer diameter values were com-
puted. Thickness and OD values are given in Table
2.1.

One can notice the following in this table:

1. Wall thickness is consistently lower on the east-
ern crack tip (average 12.46 mm) and higher on
the western crack tip (average 12.86 mm).

2. A maximum OD of 157.18 mm wasmeasured.
This corresponds to 2.7% circumferential elonga-
tion, considering 153 mm as the originally in-
stalled OD. This is quite a high amount of plastic
deformation in the cracked portion.

Two samples were cut for detailed microscopic
examination. Sample 1 is from the cracked bottom-
most segment, while Sample 2 is from the next seg-
ment on the top, at a section well away from the
crack. A close examination of the inside surface of
Sample 1 showed a series of bubbles on the surface
(see Figure 2.11). Such bubbles were present only
on the east half of the cracked portion and not on the
west half. Sample 1 was highly magnetic while
Sample 2 was totally non-magnetic.

Transverse (radial) and longitudinal (along the
length) cross sections were cut from both samples
and microscopically examined. Figure 2.12 shows,
in the as-polished condition, the transverse cross
section near the inside surface across the bubble
areas of Sample 1. One can notice localized carbur-
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FIGURE 2.12 Photomicrograph, in the as polished
condition, of the transverse cross section near the inside
surface of Sample No. 1, from the cracked segment (50×).

FIGURE 2.13 Photomicrograph of cracks in the mid-
wall of Sample No. 1. (50×).

FIGURE 2.14 Photomicrograph, in the as etched con-
dition, of the transverse cross section of Sample No. 1
from the cracked segment, within the mid-wall. (100×).

FIGURE 2.11 A close-up view of the bubbles on the
inside surface of Sample 1 cut from the bottom segment
of the reformer tube.

ization and sections of longitudinal cracks. These
cracks are within the wall of the tube, not necessar-
ily starting from the inside or outside surface of the
tube. Figure 2.13 shows two such cracks well within
the interior of the wall of the tube. Figure 2.14 shows
the transverse cross section, in the as-etched condi-
tion, well within the wall. Cracks could be seen
along grain boundaries not connected to the inside or
outside surface.

The longitudinal cross sections showed long cav-
ities rather than sharp cracks. This indicates that the
cracks observed in the transverse cross section run
parallel to the central axis, not radially.

The microstructural features described above for
Sample 1 (from the cracked portion on the bottom

segment) were not observed in Sample 2 (from the
uncracked next top segment). No unusual features
were seen.

The following diagnosis was drawn from the
above observations: The sudden cracking was the re-
sult of “accumulated localized creep” at the bottom-
most segment of the tube, particularly on the east
half. The presence of multiple longitudinal grain
boundary cracks within the body of the wall, not
connected to inside or outside surface, strongly
points to this diagnosis.

The ASM Metals Handbook (Reference 2) de-
fines “creep” as follows: “The flow or plastic defor-
mation of metals held for long periods of time at
stresses lower than the normal yield strength. The ef-
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fect is particularly important if the temperature of
stressing is in the vicinity of the recrystallization
temperature of the metal.”

As is clear from the above definition, creep results
in plastic deformation, and the partitioning of grains
leads to cracks along the grain boundaries. The cir-
cumferential elongation of 2.7% measured at the
maximum diameter position at the cracked bottom
segment demonstrates the gross plastic deformation
the tube had undergone. Consistent lower wall thick-
ness along the east side, where crack initiated, was a
result of such plastic deformation. Apparently the
net creep was much higher on the east side than on
the west side. Presence of bubbles on the internal
surface of the tube on the east side also indicated lo-
calized plastic deformation (creep) within the wall
close to the internal surface.

The observed cracks were all longitudinal, run-
ning along the length of the tube, not radially. This is
also evidence of the creep phenomenon. The stress
necessary for the creep was the hoop stress due to in-
ternal operating pressure of 38 kg/mm2. Since the
stress acted circumferentially, the cracks occurred in
a perpendicular direction, namely, along the length
of the tube. 

Creep occurs at elevated temperatures—the
higher the temperature, the faster the creep rate. 
The creep rate of centrifugally-cast, high-alloy
austenitic stainless steel 25/35CrNiNbTi at the re-
former operating temperature of 730 °C maximum
is well within limits (well below 0.05% per year).
Hence, it would not be expected to show excessive
creep at operating conditions of 730 °C temperature
and 38 kg/mm2 pressure, since the latter introduces
a stress well below the allowable stress. Therefore,
the observed high creep must have occurred due to
some localized undetected “very high tempera-
tures,” an environmental factor. Localized carburiza-
tion on the inside surface of the bottom-most seg-
ment, resulting in this segment becoming magnetic,
suggests exposure to very high temperatures in this
segment. 

During routine periodic inspection (every two
weeks in the service period of 10 years), hot spots
had often been observed in this tube and corrective
actions were taken immediately. Similarly, the tube
had shown outside skin temperatures exceeding the
normal maximum limit of 880 °C, quite often reach-
ing 930 °C. Though these were considered normal
and preventive steps were taken as soon as they were
detected, the accumulated damage (creep) could not
be removed. Creep is very sensitive to slight in-
creases in temperatures.

The following recommendation was made as a
preventive measure: For tubes which show accu-
mulated creep of 1.5% and above, monitor hot spots
and outside skin temperatures more frequently than
the current schedule and take corrective actions im-
mediately.

2.4.3 Failure of a Furnace Tube in a
Petrochemical Plant

In a petrochemical plant, one of the processes in-
volves thermal cracking of organic chloride in the
vapor phase at temperatures well above 250°C in a
furnace, producing the organic monomer chloride
and hydrogen chloride gas. The feedstock is pre-
heated in a preheater coil from 35 °C to 160 °C, va-
porized in a vapor coil at about 240 °C, and then
cracked in the radiant coil. The cracked products
leave the furnace at about 510 °C. A schematic
sketch of this process is shown in Figure 2.15. The
NiCrFe alloy (Alloy 800HT, as per UNS N08811) is
the normally accepted material of construction for
the radiant coil. The coil in this case was made of
seamless pipes of this material, of size 152.4 mm
OD by 12.5 mm WT. 

In this case of failure, several portions of the bot-
tom three turns of the radiant coil started leaking
within nine to 10 months of service. In several other
places on the same coil, wall thickness was reduced
to less than 5.00 mm (from the original 12.5 mm).
Observations on cut samples established that wall
thickness reduction, followed by leakage, was the
result of general corrosion. This was followed by
hole formation on the inside surface of the pipes (the
process side), and not on the outside surface of the
pipe (the furnace side). A wall of 12.5 mm thickness
which leaks in 10 months due to thickness reduction
corresponds to a corrosion rate of 15.00 mm/year.
This was an abnormally high corrosion rate, never
expected of any material of construction (not even
carbon steels). A high-nickel alloy such as UNS
N08811 exhibiting such a high corrosion rate was
quite unusual and demanded a detailed study.

Representative samples of the pipe containing the
leaking area were cut and split open, and the inside
surface examined. The latter showed heavy coke
deposition, brownish corrosion product and gradual
reduction in the wall thickness near the leaking hole
(see Figure 2.16). Such features were not present on
the outside (furnace side) surface of the coil. Figure
2.17 shows the sample of a coke lump collected
from the inside surface of the coil. Coke formation is
a part of the process. A decoking operation using
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FIGURE 2.15 Furnace coil for cracking organic chloride.

FIGURE 2.16 The inside surface of the radiant coil
near the leaked area.

FIGURE 2.17 A sample of a coke lump collected from
the inside surface of the radiant coil.
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FIGURE 2.18 Photomicrograph of a cross section
across a leaked hole near the inside surface of the radiant
coil. (50×).

steam is often carried out. Interconnecting network
of cracks and heavy porosity could be seen in the
coke lump. 

While affected pipe samples and the coke lump
were being handled, droplets of some liquid oozed
out from the pipe inside surface, from the cross sec-
tion of the wall, and from the coke lump. The liquid
actually produced a burning sensation on one’s
hands, and was chemically determined to be very
highly acidic. It also responded positively to tests for
acidity and chlorides. The parameters given in the
following table were obtained through chemical
analysis of the deposit collected from the inside
surface:

pH of 1% solution 3.7

Cr 0.035 wt.%
Ni 0.042 wt.%
Fe 0.058 wt.%
Chloride 0.048 wt.%

These observations indicate that liquid hydrochlo-
ric acid had been present, in contact with the tube’s
internal surface. This led to corrosion of the tube ma-
terial, contributing to the metallic constituents in the
deposit. Apparently liquid hydrochloric acid had
been entrained into the coke deposits.

Figure 2.18 shows a typical metallographic cross
section of the pipe, cut across the leaking hole in the
wall near the inside surface of the coil. Three layers
can be seen. The bottom-most layer is that of the par-

ent metal. Next is a carbide layer with porosity of
significant size. The next layer is that of the adherent
coke deposit, also porous. Corrosive attack can be
seen on the parent metal just below the carbide layer.
The attack is general, uniform, and not localized.
Liquid hydrochloric acid from the process environ-
ment had trickled through the pores in the coke de-
posit and attacked the base metal, a typical case of
corrosion by an environmental factor. 

The nickel base alloy UNS N08811 is not resis-
tant to corrosion by liquid hydrochloric acid. It is re-
sistant to dry HCl gas, but not to wet HCl acid. As
per the data sheet on “INCOLOY 800/800HT” (Ref-
erence 3), these alloys have “only limited usefulness
for applications involving exposure to sulfuric and
hydrochloric acids.”

The liquid hydrochloric acid developed in the fol-
lowing way: For some reason, the auxiliary burners
for the upstream vaporizer coils had not been in op-
eration. This caused incomplete vaporization, result-
ing in liquid organic chloride carryover to the radi-
ant sections of the furnace. A look at the operational
history of the furnace showed that the extent of va-
porization in the feedstock to the radiant section was
varying from only 30–58%, while 100% is the satis-
factory and expected value.

The moisture in the feedstock was about 50 ppm.
In addition, as mentioned earlier, steam is frequently
used for removing coke deposit, the latter invariably
forming during cracking operations. Some of the
steam was entrapped as moisture in the porosity of
the adherent coke deposit.

In the radiant section, HCl gas is generated as a
byproduct as soon as cracking starts. This HCl gas
dissolves in the moisture and forms liquid hy-
drochloric acid in the first few turns of the radiant
coil, where the temperatures are in the lower crack-
ing range. This liquid hydrochloric acid attacks the
coil wall from inside. As mentioned above, UNS
N08811 is not a suitable material of construction for
liquid HCl.

In the farther turns of the radiant coil, the gener-
ated HCl gas and the moisture are both in vapor form
because of increasing temperatures. The alloy UNS
N08811 is resistant to this vapor, being a material
basically developed for high temperature service.
Hence, there was no attack on the upper turns of the
coil.

This was an unusual occurrence because this par-
ticular alloy has been a proven material for the said
service under design conditions. Unfortunately, dur-
ing operation, the environmental conditions devi-
ated from those of design, resulting in the failure.
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FIGURE 2.20 A closer view of the leaky pinholes and
the nearby affected area on the acid side.

FIGURE 2.21 Appearance of the waterside surface
near the leaky pinholes.

FIGURE 2.19 The leaky pin holes along with the cor-
roded area on the acid side.

As a remedial measure, it was recommended that
the upstream vaporizer should be always on line so
that the feedstock organic chloride does not enter the
radiant section of the coil in liquid form.

2.4.4 Failure of Plate Elements in a 
Plate Type Heat Exchanger in a
Sulfuric Acid Plant

In plants producing sulfuric acid, the final product
(the concentrated acid) is cooled either through a
shell and tube cooler or through a plate-type heat ex-
changer (PHE). Alloy C-276, a nickel-base alloy
containing Mo, Cr, Fe, W and Co as major alloying
elements corresponding to UNS N10276, is a com-
mon acceptable material of construction for such
PHEs in sulfuric acid plants. This alloy has ex-
tremely good corrosion resistance to both concen-
trated sulfuric acid and cooling water. In this case
study, plate elements of Alloy C-276, 0.63 mm thick,
developed pinhole leaks within one year of opera-
tion, a very premature failure.

On one side of the plate elements of the PHE,
concentrated sulfuric acid (92–99%) enters at 90 °C
and gets cooled to 70 °C. On the other side of the el-
ement, cooling water enters at 32 °C, extracts heat
from the acid through the element and leaves at 
43 °C.

Within a year of operation, pinholes developed in
the elements, allowing water to enter the acid (see
Figure 2.19). On the acid side, sharp holes and cor-
rosive attack downstream of the holes could be seen.
On the acid side, immediately downstream of the
leaking hole, mixing of water with acid made the

acid dilute and increased the local temperature. Hot
dilute sulfuric acid corrodes Alloy C-276. Other than
this corroded region, the rest of the element area
(which was also in contact with the acid) was corro-
sion-free. A close examination of the affected area
near the leaking holes on the acid side showed gen-
eral uniform acid corrosion (see Figure 2.20).

Interesting observations were made when the
cooling water side of the affected plate elements
near the leaking holes was closely examined. Thin
deposit-like material interspersed with white circles
was the main observation (see Figures 2.21 and
2.22). Within each of the white circles, shiny central
spots could be seen. 
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FIGURE 2.23 Random location of the leaky tubes in
the alcohol vapor superheater.

FIGURE 2.22 A closer view of the pinholes and the
nearby affected area on the waterside.

These shiny white areas were bacterial colonies
on the cooling water side. Microscopic bacteria
thrive in such colonies, generating highly acidic se-
cretions. Since bacteria strongly cling to the metal
surface, such acidic secretions remain stagnant, ini-
tiating and propagating pitting corrosion of the un-
derlying metal, and very quickly lead to pinhole
leaks. In this case, these pinholes were the starting
points of the leakage problem, undoubtedly an envi-
ronmentally-induced failure.

The cooling water used for industrial purposes is
a good medium for fostering microbacterial organ-
isms. As these organisms thrive, they grow large and
cause fouling as well as localized pitting corrosion,
as described above.

The usual preventive action against this phenom-
enon is to kill these microbial organisms by adding
biocides, either gaseous chlorination or proprietary
chemical biocides.

Apparently the cooling water used in the plant
under consideration had not been treated properly
against microbial organisms. Proper chlorination
with specially studied and formulated biocide treat-
ment would have prevented the plate failures. Such
actions were recommended as remedial measures.

2.4.5 Failure of Tubes in an 
Alcohol Superheater in a
Petrochemical Plant

In petrochemical plants where alcohol is used as a
raw material, it is preheated, vaporized and also su-
perheated in shell and tube heat exchangers. The
equipment in this case was a vertical heat exchanger

used for superheating alcohol vapor. The equipment
was in operation for only seven months when leak-
age occurred in almost 30% of the tubes. Since this
is a highly premature failure, a detailed failure
analysis study was conducted.

The seamless tubes were made of Type 304 stain-
less steel (304SS) (UNS S30400), manufactured per
ASTM Specification A-213/304. They were of size
19.05 mm OD, 2.77 mm WT, and 2,500 mm length.
There were 195 of them in this case. The shell was
made of carbon steel and the top and bottom tube-
sheets were also made of Type 304SS. Alcohol
vapor enters the inside of the tubes at the bottom at
about 115°C and leaves at the top at about 185°C.
The necessary heat was supplied through high-pres-
sure steam flowing on the shell side (outside of the
tubes) from top to bottom.

The positions of the leaking tubes were random,
as shown in Figure 2.23, without any pattern or pref-
erence to locations. Every leaking tube that was
pulled out was found to have a completely penetrat-
ing circumferential crack at a distance of about 
5 mm from the top side of the bottom tube-sheet, as
shown in Figure 2.24.

The cracked tubes could be easily separated into
two pieces along the cracked section. Examination
of the fracture surface at the crack of one of the
failed tubes showed the following: (1) there was no
thickness reduction on the wall of the tubes at the
fractured section; (2) the fracture did not conform to
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FIGURE 2.24 Longitudinal sketch of the bottom portion of tubes and bottom tube-sheet showing the location of the
circumferential cracks in the alcohol vapor superheater.

Cracks

FIGURE 2.25 Fracture surface at the crack of a failed
tube of the alcohol vapor superheater.

FIGURE 2.26 Inside surface of a failed tube of the al-
cohol vapor superheater longitudinally cut across the
main crack.

any mechanical overload ductile/brittle failure; and
(3) the crack was not clean shear—it was step-wise
grain breakage (see Figure 2.25).

One of the cracked tubes was sectioned longitudi-
nally and examined inside. There was heavy brown-
ish rust deposit on the inside surface for a short dis-
tance on either side of the crack (see Figure 2.26).
When the rust was removed by light rubbing, local-
ized deep pits and circumferential cracks could be
seen on the inside surface. These features were not
present on the outside (steam side) surface of the
tubes. This means the cracks initiated on the inside
surface. 

The process-side input was said to consist of
roughly 80% alcohol vapor and 20% steam. There

was some carryover of liquid alcohol and moisture
droplets from the equipment upstream, namely, the
alcohol vaporizer. The raw alcohol obtained from
distilleries is routinely checked for purity and mois-
ture content among other factors. The following table
gives typical specifications for purity and moisture,
and the actual test results in this case study:

Test Result Specification

Purity (% by weight) 91.30 91.96 minimum
Purity (% by volume) 94.06 94.68 minimum
Moisture (% by weight) 07.64 Trace

One can notice that this particular batch of alco-
hol did not meet the required specification with re-
spect to both purity and moisture content. Similar
quantities of moisture, 7–11%, were reported for
certain months within the completed operating pe-
riod prior to the failure.
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FIGURE 2.28 Microstructure of the longitudinal cross
section of the inside surface of a failed tube of the alcohol
vapor superheater showing multiple cracks initiating on
localized pits, (50×).

FIGURE 2.29 Microstructure of the longitudinal cross
section of the inside surface of a failed tube of the alcohol
vapor superheater showing crack initiation on a smooth
portion of the surface free from pits, (100×).

FIGURE 2.27 Microstructure of the longitudinal cross
section of the inside surface of a failed tube of the alcohol
vapor superheater showing localized deep pits, (200×).

A sample of the tube cut longitudinally across the
leak location was examined under a metallurgical
microscope. Figure 2.27 shows a section of the in-
side surface, a short distance from the main leaking
crack. Localized deep pits can be seen, starting from
the inside surface and growing in depth and width.
These are corrosion pits typical of chloride attack on
austenitic stainless steels. 

Figures 2.28 and 2.29 show, in the as-polished
condition, many cracks starting from several loca-
tions on the inside surface. Cracks initiate both on
smooth portions and on the bottom of corrosion pits
on the inside surface, and propagate toward the out-

side surface. The locations where these cracks initi-
ate are about 10–15 mm above the main leaking
crack. Figure 2.30 is a composite photomicrograph
of two neighboring cracks in the as-etched condition
showing the initiation on the inside surface and
propagation toward the outside surface. One can no-
tice multiple initiation sites, transgranular path, and
branching during propagation of the cracks. These
features are typical of chloride stress corrosion
cracking (CSCC) of austenitic stainless steels of
which Type 304 is one. 

The occurrence of CSCC in stainless steels re-
quires the simultaneous presence of the following
factors:

• An operating skin temperature above approxi-
mately 60 °C

• Dissolved chloride ion in an aqueous phase, even
in a small quantity

• Tensile stress, applied or residual, even at low val-
ues

In the present case, the skin temperature on the in-
side surface just above the bottom tube-sheet was
well above 60 °C.

Due to carryover of liquid alcohol with the asso-
ciated water, along with the vapor and steam, there
was an aqueous phase present in the areas where
cracks occurred. As the process fluid moved verti-
cally up on the tube-side (inside), the water evapo-
rated and there was no further problem in the re-
maining length of the tubes. The chemical analysis
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FIGURE 2.30 Composite photomicrograph of two
neighboring cracks on the longitudinal cross section of
the inside surface of a failed tube of the alcohol vapor su-
perheater, (100×).

was performed for the extent of chloride present
both in the as-received alcohol and in the process
condensate somewhere downstream from the sub-
ject superheater, along with pH measurements of the
corresponding liquids. The following are the results:

Sample pH Chloride (ppm)

As-received alcohol from tank 4.8 43.0
Downstream condensate 3.5 9.0

One can notice that the water associated with the
inlet to the superheater under study is acidic in na-
ture and contains an appreciable amount of chloride.
As soon as the evaporation within the superheater

starts, the remaining liquid in contact with the hot
tube surface at the lower portions becomes much
higher in chloride.

Regarding the presence of tensile stress, even a
small level of stress (much lower than the mechani-
cal code allowable level) is sufficient to initiate
CSCC. Austenitic stainless steels crack by CSCC
even at stress levels of about 0.1–0.2 times their ul-
timate tensile strength. In the present case, a small
amount of residual stress was present in the tubes at
positions close to the tube-sheet, where the tubes are
expanded to the tube-sheet. Stress also arose due to
differential expansion of carbon steel and stainless
steel. Although these were within the mechanical de-
sign limits, they were sufficient to initiate stress cor-
rosion cracks.

Thus, it was diagnosed that the problem was that
of stress corrosion cracking due to chloride, an envi-
ronmental factor.

These were the suggested remedial measures:

• Avoid liquid (alcohol and the associated water)
carryover to the evaporator.

• Change the source of alcohol to one free from
chloride.

• If the above two measures are not feasible, then
change the material of construction to a cost-
effective “duplex stainless steel” which has much
higher resistance to CSCC than austenitic stain-
less steels.

2.4.6 Failure of Package Boiler Tubes in
an Alcohol Distillery

In distilleries manufacturing alcohol, package boil-
ers are used for meeting steam requirements. The
steam condensate from the plant is recycled to the
boiler as part of the boiler feed water. In this case,
the subject boiler was a fire tube boiler in which the
fuel gas flows within the tube while water flows
along the outside (shell side) of the tubes. The tubes
are made of boiler-quality carbon steel.

After regular commissioning of the boiler, first
major inspection of the outside surface (water side)
of the accessible boiler tubes was made after about
11 months. Heavy localized rust trees (tubercles)
were found to be present at several places. These
were mechanically brushed off to the extent they
were accessible and the boiler was put back into op-
eration. Tubes showed leakage after an additional
operation of about two months, followed by further
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FIGURE 2.31 The outside surface of one of the affected package boiler tubes showing localized pitting.

FIGURE 2.32 Close-up view of the pits on the outside
surface of one of the affected package boiler tubes.

leakages after about two and six more months of op-
eration. At that time it was decided to replace the
tubes with fresh ones and subject the leaking tubes
to a detailed failure analysis study.

The outside surface of the affected tubes showed
localized pitting corrosion, with loose brownish rust
(corrosion product) within the pits along with gray-
ish black metal (the steel of the tube) underneath
(see Figures 2.31 and 2.32). These localized pits had
grown in depth and resulted in leakage. Figure 2.33
is the microstructure of a longitudinal section of an
affected tube cut across a pit. Localization of pitting
corrosion can be seen very clearly. Corrosion was
occurring not uniformly throughout the surface, but
randomly at localized spots. The depth of the pit
seen in this micrograph is about 0.15 mm. Localiza-
tion of corrosion resulting in deep pitting is typical
of attack by chloride, an environmental factor.

The brownish rust collected from the pits was
chemically analyzed. The following are the results:

pH of 1.0% solution 3.5

Iron 67.62%
Calcium 0.14% (1,400 ppm)
Sodium 0.074% (740 ppm)
Chloride 0.030% (300 ppm)

These results indicate that the deposit was highly
acidic and consisted of corrosion product (iron
oxide) along with appreciable quantities of calcium,
sodium and chloride. Acidity and chlorides are not
expected to be present in boiler tube deposits and are
not acceptable. Their presence indicated that there
had been some ingress of acidic chloride salts into
the boiler water circuit. These salts dissolved in
water and their solubility limits were exceeded on
the hot surface of the boiler tubes, resulting in local-
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FIGURE 2.34 Variation of chloride in the blow down water over a period of one month in which leakage has occurred
in the package boiler tube

FIGURE 2.33 Microstructure of the longitudinal cross
section of a pit on the outside surface of one of the af-
fected package boiler tubes, (50×).

ized deposition of salts. The water trapped under
these deposits remained stagnant instead of flowing
with the bulk water. The deposits were acid-forming
and the trapped water became acidic and corroded
the tubes locally, leading to leakage over a period of
time. This is called “under deposit corrosion.” This
would have continued to occur until the deposits

were chemically cleaned and the water chemistry
was controlled to avoid entry of acid-forming salts,
the chlorides.

The formation of acidic deposits in the boiler
under consideration occurred for a long period,
some time prior to the first inspection at 11 months
after commissioning. Figure 2.34 shows the varia-
tion of daily average chloride level in the blow-down
water in a month when leakage occurred. One can
notice that the chloride increased slowly from about
50 ppm in the beginning (first day of the month) to
as high as 180 ppm on the eleventh day of the month.
Leakage occurred on fifteenth day, forcing boiler
shutdown. Attempts seem to have been made to re-
duce the chloride level. The boiler was commis-
sioned again on the twenty-sixth day of the month,
with about 30 ppm chloride in the blow-down water.
This again slowly rose and then fell to a low value of
about 20 ppm at the end of the month. One can draw
the following inferences from this figure:

• There was a source of chloride contributing to the
boiler water. The entire boiler feed water chemi-
cal treatment prior to the addition of condensate
was found to be satisfactory without contributing
chloride. Hence, the chloride came from leakage
of distillery process chemicals into the conden-
sate.



• High content of chloride in the boiler water led to
leakage in a short time.

• The plant personnel were capable of identifying
the source of chloride and controlling it, but not to
a desired low value (nil).

It was concluded that the leakage of boiler tubes
was due to ingress of chlorides to the boiler water
through distillery process chemicals via the steam
condensate, which is recycled to the boiler feed
water circuit.

It was recommended that this source of leakage
within the distillery processes be identified and
plugged.

2.5 CONCLUSIONS

This chapter has given some case histories of failure
analysis investigations of chemical process equip-
ment made of metallic materials due to certain en-
vironmental factors. These environmental factors
include:

1. Operating temperatures higher than the design
values, either intentional or unnoticed, leading to
the high temperature problems of sulfidation and
creep

2. Presence of aqueous phase (condensed moisture)
in high temperature process gases such as organic
chloride gas and alcohol vapor

3. Presence of external acidic chloride salts in boiler
water

4. Presence of micro-organisms in cooling water.

These contributory elements cropped up unex-
pectedly in the operating environment, and therefore
were not incorporated in the original design of the
equipment. In this respect, the control and mainte-
nance of environmental factors deserve more careful
attention than they are presently being given.
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3.1 INTRODUCTION

Corrosion is normally defined as the interaction of a
material with its environment through which a
chemical or electrochemical reaction takes place,
thereby degrading the material. Although there are
several alternative (and in many cases similar) defi-
nitions, the overall effect of corrosion is that mate-
rial properties are degraded from interactions with
the environment, or the structure itself becomes
compromised due to a breach or hole induced by
corrosion. Because of the destructive nature of cor-
rosion, there is a considerable economic cost associ-
ated with it. A recent study has estimated the annual
cost of corrosion in the United States to be at least
$270 billion (1). To minimize long-term costs and
other consequences, selection of appropriate materi-
als for construction is particularly vital. To accom-
plish this, laboratory (as well as field) corrosion tests
are often performed to aid in the selection.

In addition to aiding in material selection, labora-
tory corrosion tests are often utilized to better un-
derstand observed failures. In such situations, expo-
sure to the nominal service environment may not be
sufficient to induce the in-service corrosion failures
observed. This arises because in many cases failure
occurs due to upset conditions in which a deviation
from the nominal service conditions are encoun-
tered. Under these circumstances, a clear under-
standing of the nominal and upset (or possible upset)

conditions is critical to conducting a laboratory test
that is viable and provides the required information.

Selection of appropriate testing conditions, how-
ever, can be difficult and is dependent on the antici-
pated corrosion modes that the structure may en-
counter while in service. There are many forms
(modes, mechanisms) of corrosion that may be en-
countered. These include the following:

• General corrosion
• Localized corrosion (typically referring to pitting

or crevice corrosion, but has also been applied to
exfoliation and intergranular corrosion)

• Environmentally assisted cracking (including
stress corrosion cracking, hydrogen embrittle-
ment, hydrogen-induced cracking)

General corrosion refers to the overall thinning of
the material when it is exposed to the environment of
interest (Fig. 3.1). In many respects, general corro-
sion can be “engineered” around because often
times the corrosion rate can be measured in suitable
laboratory tests and the subsequent life expectancy
calculated. If a longer life is desired, the gage thick-
ness can be increased. For localized corrosion, the
corrosion attack is confined to particular locations
on the metal and tends to propagate significantly
faster than what is observed in general uniform
corrosion. An example of pitting corrosion is shown
in Fig. 3.2. Consequently, perforation and potential
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FIGURE 3.1 Schematic illustration of general, uni-
form corrosion.

FIGURE 3.2 Schematic illustration of pitting corro-
sion.

Stress Corrosion Cracking

 

FIGURE 3.3 Schematic illustration of stress corrosion
cracking.

loss of adequate strength tends to occur very rapidly.
Similarly, environmentally assisted cracking (Fig.
3.3) tends to result in the formation of cracks in the
material that propagate much more rapidly than the
corrosion rates typically encountered in general cor-
rosion. What makes localized corrosion and envi-
ronmentally assisted cracking particularly insidious
is the fact that they often occur under conditions
where the material chosen is expected to perform
well and the attack (or at least its extent) can be hid-
den. Thus, the failures encountered tend to be unan-
ticipated and in many cases catastrophic. 

Because corrosion can occur under a variety of
conditions, there is a wide array of laboratory tests

that can be performed. These include tests intended
to study atmospheric corrosion, corrosion during
episodic wet/dry conditions, corrosion under fully
immersed conditions, corrosion in soil, corrosion in
aqueous solutions, corrosion in non-aqueous solu-
tions (e.g., organic solvents), and molten salts. Be-
cause of the wide range in types of corrosion tests
available, it is important to consider the in-service
environment and the objectives of the tests being
performed. If the main objective of the test is to es-
tablish anticipated performance or to select a suit-
able material, then the test environment should
closely mimic the expected environment. Care
should also be taken to ensure that the expected in-
service corrosion failure mechanism is reflected in
the laboratory test (e.g., if crevice corrosion is ex-
pected in service then the laboratory test should also
be conducted with crevices present). Because of the
wide range of possible test environments and condi-
tions that may be encountered and used in conduct-
ing laboratory corrosion tests, the discussion of
various test methods is not all-inclusive. The follow-
ing sections are intended to provide a general
overview of the types of methods that may be used,
to illustrate the effects of some test variables on 
the observed results, and to highlight caveats and po-
tential pitfalls in interpreting the results. As the body
of corrosion literature on any given method tends to
be vast, a comprehensive review of each method 
and its various nuances is beyond the scope of this
chapter. A bibliography has been provided to offer
other suggested reading material on the subject.
What is noted are the specific standards that have
been developed concerning most of these tests and it
is recommended that the standards be consulted
prior to conducting the tests. The test methods have
been broadly grouped into three main classifications
in the following sections:

• Immersion tests
• Cabinet tests
• Electrochemical tests

3.2 IMMERSION TESTS

Immersion tests tend to be the most straightforward
and easiest to accomplish. They involve the expo-
sure of a material to an environment of interest in an
immersed condition. The simplest manifestation of
this test is the placement of a specimen in a beaker
or other container filled with a solution or the envi-
ronment of interest. From this simplest form, more
complex variations have been designed, including
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FIGURE 3.4 Stress corrosion cracking resulting from
residual stresses encountered during immersion testing.

those that intentionally include the presence of a
crevice and those that include a stress component to
examine environmentally assisted cracking. These
tests are often used to aid in materials selection for
applications in various processing plants for piping
and other equipment. The main advantage of immer-
sion tests is that with minimal effort and equipment,
a wide range of conditions and materials can be eval-
uated simultaneously. This offers the advantage of
establishing “safe operating” conditions where a
particular material can be used. For example, the
corrosion rate of Type 303 stainless steel in 65% ni-
tric acid has been reported to be <0.5 mm/y at tem-
peratures less than 120 °C. If the temperature, how-
ever, is increased to 135 °C the measured corrosion
rate increased to 5 mm/y with further temperature
increases leading to accelerated corrosion (2). The
implication from these results then is that Type 303
stainless steel may be acceptable for use if the tem-
perature is closely controlled and known to be less
than 120 °C. If the operating temperature is known
or expected to exceed this value, then Type 303
stainless steel may not be an acceptable material
choice and another material must be selected for
construction. Similar tests exploring a range of ex-
pected environmental variables can be conducted to
aid in the material selection/suitability process.
Some commonly examined variables include:

• Temperature
• pH
• Halide concentration (chloride, fluoride, bro-

mide, etc.)
• Acidic gases (e.g., CO2, H2S)
• Pressure
• Flow rate and type (e.g., single phase, multi-

phase)

In many cases, conducting such tests can lead to
surprising results. Recent tests of an as-fabricated
material in a relatively benign environment revealed
the presence of significant residual stresses. These
stresses, when combined with the environment, led
to unexpected stress corrosion cracking (Fig. 3.4)
and possible disqualification of this material for its
intended purpose. 

Immersion tests, in addition to their utility in con-
ducting material selection and environmental
screening tests, are often specified in acceptance cri-
teria for use of various chemicals. For example, to
accept new fire retardant chemicals used in airdrop
fire fighting equipment (e.g., fixed wing and rotary
aircraft) the U.S. Forest Service (part of the U.S. De-
partment of Agriculture) specifies no significant cor-

rosion after 90-day partial and full immersion test-
ing (3). Because immersion tests are so prevalent,
there are a large number of standardized procedures
that have been developed and published, as summa-
rized in Table 3.1.

For immersion testing, there are a number of eval-
uation criteria that are often used to quantify the ef-
fect of corrosion. The most commonly used criteria
are appearance (simply, what the specimen looks
like after testing) and weight change. For the most
part, the standard method used to conduct the test
also includes information regarding evaluation and
pass/fail criteria. In addition, there are a number of
relevant standard evaluation procedures, including:

• ASTM G1
• ASTM G46

Some evaluation procedures tend to be specific to
a form of corrosion. For example, ASTM G31
(weight change or weight loss) can be applicable to
any mode or form of corrosion, and converted to a
corrosion rate via Eq. (3.1):

(3.1)

where CR = corrosion rate
W = mass loss in g
A = exposed area in cm2

t = time in hours
ρ = material density in g/cm3

However, measurement of a weight loss will gen-
erally lead to an underestimation of the true corro-

CR1mm>y2 �
8.76x104W

Atr
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TABLE 3.1 Partial List of Standardized Immersion Tests

Designation Title

ASTM G31 Standard Practice for Laboratory Immersion Corrosion Testing of Metals
ASTM G48 Standard Test Methods for Pitting and Crevice Corrosion Resistance of Stainless Steels and Related Alloys by

Use of Ferric Chloride Solution
ASTM G36 Standard Practice for Evaluating Stress-Corrosion-Cracking Resistance of Metals and Alloys in a Boiling

Magnesium Chloride Solution
ASTM G49 Standard Practice for Preparation and Use of Direct Tension Stress-Corrosion Test Specimens
ASTM G30 Standard Practice for Making and Using U-Bend Stress-Corrosion Test Specimens
ASTM G38 Standard Practice for Making and Using C-Ring Stress-Corrosion Test Specimens
ASTM G41 Standard Practice for Determining Cracking Susceptibility of Metals Exposed Under Stress to a Hot Salt En-

vironment
ASTM G44 Standard Practice for Exposure of Metals and Alloys by Alternate Immersion in Neutral 3.5% Sodium Chlo-

ride Solution
ASTM G78 Standard Guide for Crevice Corrosion Testing of Iron-Base and Nickel-Base Stainless Alloys in Seawater and

Other Chloride-Containing Aqueous Environments
ASTM G35 Standard Practice for Determining the Susceptibility of Stainless Steels and Related Nickel-Chromium-Iron

Alloys to Stress-Corrosion Cracking in Polythionic Acids
NACE MR0174-95 Recommendations for Selecting Inhibitors for Use as Sucker-Rod Thread Lubricants
NACE TM0198-98 Slow strain rate test method for screening corrosion-resistant alloys for stress corrosion cracking in sour oil-

field service
NACE TM0169 Laboratory Corrosion Testing of Metals
NACE TM0171 Autoclave corrosion testing in high-temperature water
USFS 5100 Standard Test Procedures For the Evaluation of Wildland Fire Chemical Products
NACE TM0177 Standard Practice for Determining the Susceptibility of Stainless Steels and Related Nickel-Chromium-Iron

Alloys to Stress-Corrosion Cracking in Polythionic Acids

sion rate if localized corrosion is the dominant cor-
rosion mechanism. This arises because the corrosion
rate of the localized corrosion sites tends to be sev-
eral orders of magnitude greater than the rest of the
material surface. Another difficulty with weight
change methods is establishing quantitative infor-
mation on corrosion resistant materials in relatively
benign environments. Such situations result in neg-
ligible changes in specimen weight, making inter-
pretation and extrapolation of performance difficult.
To help overcome this, ASTM G31 recommends 
a minimum test duration given by the following
expression:

Thus, if a corrosion rate of 1 mm/y is measured, the
recommended minimum test time is 787 hours, or ap-
proximately 32 days. Very small corrosion rates,
therefore, require longer test times to verify their ac-
curacy. Because of this, any minor fluctuation may
disproportionately alter the measured corrosion rate.
Such fluctuations may arise from the effects of post-

Test Time 1h2 �
787.4

CR1mm>yr2

test cleaning procedures and possible deposition 
of environmental species (e.g., scale or deposits). 
For example, if a passive material (e.g., a Ni-Cr-
Mo alloy) exhibits a very low corrosion rate of 
10�5 mm/y in a given natural environment, the
weight loss experienced by a 40 cm2 specimen after
a one-year exposure was only 0.35 mg. To offset this
weight loss, the Cr-oxide film on the material would
have to grow only 17 nm thicker or, alternatively,
deposition of a silica layer (found in many natural en-
vironments) would only need to be 37 nm (4). As
these changes in thickness are quite small, it is obvi-
ous that care must be taken when utilizing gravimet-
ric or weight change methods to determine the cor-
rosion rate. In addition, special care must be taken
when establishing the corrosion rate in environments
in which deposition is possible, and in verifying that
the post-test cleaning procedure (i.e., ASTM G1)
does not remove the underlying substrate material.

Classification of corrosion mode is nearly always
determined (or at least confirmed) using some sort of
visual examination. In this context, visual examina-
tion includes all magnifications of optical as well as
electron microscopy (e.g., scanning electron mi-
croscopy). Though this form of evaluation is used
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FIGURE 3.5 Pit classification index from ASTM G46.

with all laboratory corrosion test methods, it is in-
cluded here for discussion because in many cases
this is a primary means of noting the effects of cor-
rosion during immersion testing. Beyond the mere
classification of the form of corrosion, there are
some specifications to quantify the corrosion ob-
served. For example, ASTM G46 describes a
method to quantify localized corrosion based on a
visual observation of the depth and density of corro-
sion pits that are present. This is illustrated in Fig.
3.5. Using this classification process, the pit nucle-
ation kinetics of Type 316L stainless steel compared
to Alloy 600 as a function of time were determined
for a variety of environments (Fig. 3.6). This infor-
mation was then used to establish how different en-
vironmental variables (e.g., temperature, chloride
concentration, pH) influenced the observed pit nu-
cleation rate as measured by pit density. 

Because localized corrosion tends to be a sto-
chastic process, statistical information pertaining to
its initiation is also important. One of the aims of
ASTM G48 is to provide that information by form-
ing multiple crevice locations simultaneously, using
a multiple crevice assembly (Fig. 3.7). After testing,
relative ranking of materials (or, alternatively, a
ranking of the environmental severity) can be ac-
complished by comparing the fraction of crevice
sites that initiated. For example, the results in Fig.
3.8 clearly show that Alloy 625 is more resistant to
localized corrosion (in this case, crevice corrosion)
in that, at any given time, the fraction of sites initi-
ated is lower than the other two materials. 

Environmentally assisted cracking tests are also
often conducted under nominally immersed (or
sometimes alternate immersion) conditions. The
only principle difference between cracking tests and
the other types of tests is the requirement for an in-
duced stress. There exist several methods to induce
the stress component, including the use of jigs (e.g.,
3-point bend, 4-point bend, static tensile) that are
immersed with the sample. In such cases, care must
be taken so as to not induce galvanic corrosion in-
fluences between the jigs and the sample. Further-
more, the jig itself must be resistant to the environ-
ment of the test so it can reliably induce the stress
without itself becoming compromised over time. In
addition, significant corrosion of the test jig changes
the chemical composition of the test environment,
thereby potentially influencing the performance of
the test material. Other methods, such as C-ring and
wedge-open loaded specimens that rely on a bolt and
nut and wedges, respectively, have similar concerns
regarding possible galvanic corrosion and integrity

of the stressing member. Slow strain rate and frac-
ture mechanics methods can also be employed and,
in many cases, the connections to the specimen can
be made outside the test environment, thereby elim-
inating any such influences.

There is a wide range of specimen geometries that
have been employed in conducting environmentally
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FIGURE 3.6 Pit density determined using ASTM G46 for Type 316L stainless steel and Alloy 600 exposed to two en-
vironments. 
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assisted cracking tests, ranging from bolts to tradi-
tional dog-bone tensile samples, ring-shaped speci-
mens, and well-defined fracture mechanics-based
geometries. Each geometry has advantages and lim-
itations and should be chosen according to the de-
sired intent and objective of the test. In many cases,
it is often preferred to fabricate a test specimen in
such a way that closely mimics the actual in-service
situation. An example of this is evaluation of tubular
products by fabricating C-ring specimens and induc-
ing a stress to mimic either internal or external pres-
sures. In most cases, the test method standard will
have specific information regarding acceptable spec-
imen geometries. For example, NACE TM0177 con-
tains four different test methods using four different
specimen geometries (tensile, bent beam, C-ring,

double cantilever beam) along with specific instruc-
tions on how to conduct tests using each geometry.

There are additional variations on the overall
theme of immersion testing which include alternate
immersion and high pressure/high temperature test-
ing. The real motivation behind such variations is to
conduct tests under conditions more representative
of the actual in-service environment. The principle
differences between these types of tests and the more
simple tests previously discussed are that the equip-
ment needed to conduct them tends to be more ex-
pensive, and the test complexity tends to be greater.
Otherwise, the same evaluation criteria are often
used. For alternate immersion, there is a prescribed
residence time in the solution and the remainder of
the time is outside the environment. Sometimes the
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FIGURE 3.7 Illustration of a multicrevice assembly
(5).

conditions for the outside solution time period are
also defined in terms of temperature, relative humid-
ity, and so forth. For high pressure and high temper-
ature testing, autoclaves are typically used. For such
tests, there are specific safety considerations as well
as steps needed to ensure that the autoclave will be
suitable under the temperatures and pressures of in-
terest for the environment under consideration.

The influence of microorganisms on corrosion
and materials performance is receiving ever-increas-
ing attention. Microorganisms in the form of bacte-
ria and fungi have been shown to both increase and
decrease corrosion, depending on the environment,
organism, and material. Conducting tests to study
microbially influenced corrosion (MIC) is essen-

tially no different than any of the previous test meth-
ods described. The only significant differences arise
from particular requirements associated with cultur-
ing specific bacteria (e.g., some bacteria cannot live
in the presence of oxygen) and the need to foster ses-
sile bacteria (those that attach to the metal surface)
over planktonic (free floating) bacteria. Evaluation
procedures are similar, as well, in that if general cor-
rosion results, then weight loss can be used to quan-
tify the effects. Alternatively, if localized corrosion
occurs, then the standard evaluation procedures for
pitting can be used.

3.3 CABINET TESTS

Cabinet tests generally refer to tests in which speci-
mens are placed in a testing apparatus where the ex-
posure conditions can be controlled. These tests are
usually aimed at examining the performance of ma-
terials to corrosive atmospheres that may be encoun-
tered in various locations, including coastal and in-
dustrial areas. Thus, these tests can include the
effects of moisture (RH), salt, corrosive gases (e.g.,
SO2, H2S, CO2), temperature, and UV radiation. A
partial list of standardized test methods can be found
in Table 3.2. The main objective of cabinet tests is
often to accelerate material degradation in order to
eliminate the long time period needed to induce sig-
nificant corrosion during in-service exposure. In
practice, however, the objective of accelerated du-
plication of in-service corrosion damage in cabinet
tests is rarely achieved. That being said, cabinet tests
have proven to be a useful indication of possible cor-
rosion performance in natural environments and, in
many cases, can be used to provide a relative com-
parison of material performance. 

The level of complexity of the tests extends over
a wide range, as does the complexity of the test
chambers. In its simplest form, a cabinet can be con-
structed to maintain a constant temperature and hu-
midity. More complicated cabinets introduce vari-
ous controls and instrumentation to facilitate sprays
of different solutions (e.g., salt solutions), introduc-
tion of different gases, and the possibility of control-
ling these variables independently and in a cyclic
fashion. Because of the widespread use of cabinet
tests, there are a number of commercial vendors that
produce different cabinets to conduct such tests.

The post-test evaluation methods and criteria are
similar to those employed for immersion tests and
include weight loss, appearance, metallographic ex-
amination, and changes in electrical and mechanical
properties. Often the evaluation criteria are de-
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FIGURE 3.8 Fraction of multicrevice assembly locations that experience crevice corrosion for different alloys as a
function of time.

TABLE 3.2 Partial List of Standard Cabinet Test Methods

Designation Title

ASTM B117 Standard Practice for Operating Salt Spray
(Fog) Apparatus

ASTM G60 Standard Test Method for Conducting Cyclic
Humidity Tests

ASTM G85 Standard Practice for Modified Salt Spray (Fog)
Testing

ASTM G87 Standard Practice for Conducting Moist SO2
Tests

SAE J2334 Cosmetic Corrosion Lab Test
GM9540P Accelerated Corrosion Test

FIGURE 3.9 Appearance of damaged (x-scribe) and
undamaged carbon steel coupons after exposure to salt
spray testing.

scribed in the test specification and are dependent on
the purpose of the test. For example, if the purpose
of the test is to evaluate coating integrity and adher-
ence during exposure, then delamination, blister for-
mation, and scribe creep back are key parameters of
interest, as illustrated in Fig. 3.9. Any localized cor-
rosion that develops can again be classified and eval-
uated using standards such as ASTM G46. Evalua-
tion based on appearance in many cases tends to be
subjective. There are methods that can be used in an
attempt to quantify the corrosion damage. One ex-

ample of such an approach is the use of image analy-
sis to quantify the fractional surface rust coverage
for different materials subjected to different envi-
ronments (Fig. 3.10). Such methods minimize the
subjective nature of the analysis and tend to mitigate
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FIGURE 3.10 Fractional surface coverage of red rust on several stainless steel alloys after outdoor oceanfront expo-
sure.

any inherent bias introduced by utilizing different
personnel to conduct the analysis. They can also
provide a finer differentiation and ranking between
similar performing materials. The main focus of
post-test evaluation should be to ensure that the eval-
uation is relevant to the intended purpose of the ma-
terial and its in-service use. 

Another example of results obtained using cabi-
net testing is shown in Fig. 3.11. Two different fer-
ritic stainless steels, one with 11% Cr and the other
with 18% Cr, were exposed to a test regimen de-
signed to mimic and yet accelerate the anticipated
in-service conditions. For this test, each test cycle
consisted of periods of salt spray, high temperature-
high relative humidity exposure, and a weekly high
temperature thermal treatment. In this case, the most
important parameter of interest was pit depth lead-
ing to perforation of the material. Comparison of the
performance of the two materials clearly shows that
the 18% Cr stainless steel performed much better
than the 11% Cr material in this test and would be
expected to do so again in-service (which was sub-
sequently found to be the case). 

3.4 ELECTROCHEMICAL TESTS

Because metallic corrosion is usually electrochemi-
cal in nature and involves the transfer of electrons
during the process, many test methods have been
developed to capitalize on this phenomenon. In
many cases, this enables very sensitive measures of
corrosion rates and reactions to be conducted. This
is illustrated in the following equation representing
the corrosion of a metal M:

The dissolution of the metal following the above re-
action sequence can then be translated into an elec-
trical current density by the expression:

where i = current density in A/cm2

n = number of electrons transferred in
equivalents/mol

i � nFJ

M S Mn� � ne�
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FIGURE 3.11 Pit penetration depth for two ferritic stainless steels subjected to a cyclic cabinet test designed to mimic
and yet accelerate corrosion induced during in-service operations.

J = reaction rate in mol/cm2-s
F = Faraday’s constant (96,484 C/equiva-

lent)

To facilitate measurement of this electrical cur-
rent resulting from metal dissolution (or any electro-
chemical reaction, including the oxidation or re-
duction of any electroactive species), specialized
instrumentation has been developed. The most com-
mon is the potentiostat that controls and measures
the potential and current supplied to a material.
When the potentiostat is coupled with specialized
software, standardized electrochemical corrosion
tests can be conducted relatively easily.

Most electrochemical tests are conducted in a test
vessel utilizing three main electrodes: reference,
counter, and working. A schematic illustration of a
typical configuration is shown in Fig. 3.12. The work-
ing electrode (WE) is the specimen that undergoes
corrosion and is made from the material of interest. In
general, there is no standardized specimen geometry
for all tests, though some specific test methods do

specify sample shape and dimensions. As a result,
there is a wide range of geometries that have been ex-
amined, including square blocks, cylinders, disks,
wire loops, and flat sheets, to name a few. The refer-
ence electrode (RE) is designed to provide a stable
reference potential against which other potential
measurements are conducted. Several reference elec-
trodes are commercially available, but the most com-
monly used electrodes in laboratory tests are the sat-
urated calomel electrode (SCE) and the silver-silver
chloride electrode (SSE). For most tests, the selection
of a reference electrode is arbitrary since reference
electrodes can be likened to thermometers reading on
different temperature scales. The potential that is
being measured is the same but the scale is different.
In cases where high temperatures will be examined,
the SCE system tends to be unstable and should be
avoided. The reference electrode does not pass any
significant current in the arrangement; otherwise, it
would no longer provide a stable reference point. As
a result, the counter electrode (CE) is present to pro-
vide the current to the working electrode, thereby in-
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FIGURE 3.12 Typical electrochemical test cell configuration.

ducing through the instrument the corrosion (or any
other electrochemical) reactions under investigation.
Because the counter electrode itself may undergo cor-
rosion (since it is providing all the current in the sys-
tem), inert materials are generally used. The most
common materials used for counter electrodes are
graphite rods, platinum or gold (as foil, mesh, or
wire), and platinized niobium or titanium. Graphite
rods are the least expensive but, since they are porous,
can occlude the test solution, resulting in contamina-
tion of subsequent tests if not carefully cleaned (e.g.,
ultrasonic agitation in deionized water). Platinum and

gold are the most expensive, but are easily cleaned
and can provide higher currents than graphite and can
therefore be physically smaller. Platinized niobium
and titanium are less expensive than pure platinum,
provide comparable current capability, and are easier
to utilize because of the stiffness offered by the nio-
bium or titanium substrate. 

There are a number of standard electrochemical
laboratory corrosion tests that have been developed.
A partial list is shown in Table 3.3. The overall
premise of these methods is described in the follow-
ing paragraphs. 

TABLE 3.3 Partial Listing of Standard Electrochemical Corrosion Tests

Test Designation Title

ASTM G3 Standard Practice for Conventions Applicable to Electrochemical Measurements in Corrosion Testing
ASTM G5 Standard Reference Test Method for Making Potentiostatic and Potentiodynamic Anodic Polarization Measure-

ments
ASTM G61 Standard Test Method for Conducting Cyclic Potentiodynamic Polarization Measurements for Localized Corro-

sion Susceptibility of Iron-, Nickel-, or Cobalt-Based Alloys
ASTM G102 Standard Practice for Calculation of Corrosion Rates and Related Information from Electrochemical Measure-

ments
ASTM G106 Standard Practice for Verification of Algorithm and Equipment for Electrochemical Impedance Measurements
ASTM G108 Standard Test Method for Electrochemical Reactivation (EPR) for Detecting Sensitization of AISI Type 304 and

304L Stainless Steels
ASTM G150 Standard Test Method for Electrochemical Critical Pitting Temperature Testing of Stainless Steels
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FIGURE 3.13 Effect of environment on the initiation
of crevice corrosion of 304 stainless steel using potentio-
static testing.

Linear polarization resistance (LPR) is a method
in which the electrochemical response of a corrod-
ing metal is investigated near its open circuit, or cor-
rosion, potential. Typically, this involves polariza-
tion of the material of interest 15–30 mV below the
corrosion potential and a slow increase (or scan) of
the potential to the comparable potential above the
corrosion potential. Within this potential region, it is
assumed that the relationship between potential and
log-current is linear, thereby allowing the calcula-
tion of the corrosion rate via:

and

where CR = corrosion rate
C1 = a constant depending on the units of

measure used
icorr = corrosion current density
EW = equivalent weight (g/equivalent)
ρ = metal density
B = Stern-Geary coefficient
Rp = polarization resistance obtained from

the LPR test

Example LPR test results are shown in Fig. 3.13
in comparisons to weight loss measurements. Under

icorr � 106 
B

Rp

CR � C1

icorrEW
r

*If faster scan rates are utilized in any potentiodynamic related
test, the results will tend to be skewed toward higher than actual
currents. This occurs because the metal-solution interface in its
simplest form is composed of a resistor in parallel with a capac-
itor (the current through which is directly dependent on the volt-
age change with time) and the total current flowing through the
circuit is the sum of the current in the resistor and the current in
the capacitor. 

identical conditions, the LPR results indicate signif-
icantly higher corrosion rates than those noted using
gravimetric methods. This arises in many cases be-
cause of the complications discussed previously
with respect to immersion tests. 

One of the potential complications with LPR (and
any scanning electrochemical tests) is the effect of
scan rate. Scan rates (the rate of change of the ap-
plied potential) tend to be on the order of 0.167
mV/sec (or 0.6 V/h). A slow scan rate is usually used
to ensure that the test closely mimics steady state
conditions.*1LPR can be a valuable method to de-
termine the corrosion rate of a material because it
provides an instantaneous measurement without
having to conduct long experiments to achieve sig-
nificant weight loss, and can be conducted at high
temperatures and pressures. The main assumption in
conducting LPR tests is the corrosion occurring is
not localized in nature. Additionally, if the material
is highly passive (e.g., stainless steels, Ti-, Al-, and
Ni-based alloys) and the passive corrosion rate is de-
sired, LPR can provide misleading results. In such
cases, other methods such as potentiostatic polariza-
tion should be examined.

Potentiostatic polarization involves adjusting the
potential of the metal in the environment away from
its corrosion potential and holding it constant for
some specified period of time. When polarized and
maintained for extended periods of time, the true
steady state condition of the material at that poten-
tial can be obtained. This can be done to examine the
long-term passive corrosion rate, but also can be
used to determine long-term susceptibility to local-
ized corrosion or stress corrosion cracking (in the
case of a stressed sample). Localized corrosion
would be manifested by an eventual increase in the
measured current that is then maintained over an ex-
tended period of time. By comparison of the time
needed to observe the current increase, the relative
resistance of different materials to localized corro-
sion can be obtained. Furthermore, the effects of
corrosion inhibitors and possible corrosion acceler-
ants on localized corrosion can be examined.
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FIGURE 3.14 Effect of [C1�]/[HS�] ratio on crevice
corrosion initiation determined using potentiostatic tests
(6).

FIGURE 3.15 Schematic illustration of a potentiody-
namic polarization test result (5).

For example, Fig. 3.14 illustrates the effects of so-
lution chemistry in the form of the chloride/sulfide
ratio on the initiation of crevice corrosion of Type
304 stainless steel (6). Potentiostatic tests, although
useful, can also prove to be problematic. First, it is
unclear a priori how long such tests need to be run.
Cases have shown that polarization for periods of up
to several years may be necessary to achieve the de-
sired answers. In other cases, polarization for peri-
ods as brief as a few minutes were needed. Secondly,
when using potentiostatic polarization to make sen-
sitive measures of very low currents, it is critical to
eliminate as best as possible any sources of parasitic
current. For making measurements of the passive
corrosion rate, extreme care must be taken to remove
all traces of oxygen in the system, since any cathodic
reduction of oxygen will result in an underestima-
tion of the passive corrosion rate. 

Potentiodynamic, or cyclic, polarization as the
name implies, involves a continuous sweeping or
changing of the potential. This method is similar to
the LPR method, except the range of potentials ex-
amined goes far beyond the limited range near the
open circuit potential of the LPR approach. Poten-
tiodynamic polarization can provide information on
the overall electrochemical behavior of a material in
a given environment. Because of this, the general
corrosion performance and rate can be estimated by
examining the behavior near the open circuit poten-
tial; the reaction kinetics of any cathodic species can
be explored through cathodic polarization; the pas-
sive corrosion rate (if the material is passive) can be

examined; and, finally, the localized corrosion be-
havior can also be determined.

A schematic of a typical potentiodynamic polar-
ization curve for a passive material that undergoes
localized corrosion is shown in Fig. 3.15. Again, the
same concerns regarding the effects of scan rate on
measurements raised previously apply here. The re-
sults from conducting a series of potentiodynamic
tests can be utilized to compare the relative perfor-
mance of different materials as well as define “safe”
environmental operating regions. Fig. 3.16 illus-
trates this by comparing the repassivation potential
(the potential above which localized corrosion is
possible) of different materials as a function of chlo-
ride concentration. If the system in question is con-
structed of Alloy 825 and the environment contains
10–2 M chloride at 95 °C, no localized corrosion
would be expected if the corrosion potential in that
process stream did not exceed approximately 0 V on
the saturated calomel scale (SCE). If, on the other
hand, either the corrosion potential or the chloride
concentration was higher, Alloy 825 would be ex-
pected to suffer from localized corrosion and, thus,
selection of another material such as Alloys 625 or
22 would be warranted. 

Galvanostatic and galvanodynamic polarization
are identical to potentiostatic and potentiodynamic
polarization except instead of controlling the poten-
tial, the current is controlled. Although much less
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FIGURE 3.16 Relationship between the repassivation potential for different materials and chloride concentration defin-
ing regions where localized corrosion will and will not occur.

FIGURE 3.17 Circuit diagram of Randle’s Circuit (5).

frequently used than potential-controlled methods,
control of the current enables the precise control of
the total amount of charge that is passed during the
experiment. This level of control is useful in mini-
mizing the overall damage that is done to a given
specimen, thereby facilitating post-test analyses.

Electrochemical Impedance Spectroscopy (EIS)
is a method that utilizes an alternating voltage or
current (AC) source as the input to the system rather
than the purely direct current (DC) source used in
the methods previously discussed. The simplest
manifestation of the metal-solution interface is a re-
sistor and capacitor in parallel, as illustrated in Fig.
3.17, known as Randle’s circuit. Because electrical
components (e.g., resistors, capacitors, inductors,
etc.) have certain characteristics, and because elec-
trochemical (and thus corrosion) processes can be
mimicked as electrical components, EIS offers a
valuable tool to study these reactions (Fig. 3.18).
EIS is particularly adept at examining corrosion in
low conductivity environments (such as organic liq-
uids) because the measurement of corrosion rate (as
Rp) is relatively unaffected since the individual com-
ponents can, in many cases, be separated out. In con-

trast, accurate measurements of the corrosion rate
using the DC methods described above can be com-
promised in high resistivity media. EIS is also effec-
tive at examining the integrity of coatings and films,
including organic coatings and paints, on metal sur-
faces. Though EIS has proven to be a powerful
method to study corrosion under a wide range of
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FIGURE 3.18 Typical results obtained using EIS (for Randle’s Circuit) (5).

conditions, it has also been found to be highly diffi-
cult to interpret in many cases, and often requires
highly specialized and expensive equipment to
conduct. 

For example, because the EIS response of the ac-
tual metal-environment under study is compared to a
circuit model, any number of circuit models can be
designed that generate identical or highly similar re-
sponses. Thus, to develop a suitable model, some
knowledge of the corrosion and other reactions tak-
ing place is needed. Furthermore, just because the
model compares well with the system under study
does not mean that the model is correct, since the
physical meaning of the model may not be accurate.
Despite its limitations, EIS is gaining in acceptance
and is now widely used.

Electrochemical noise (EN) measurements con-
sist of spontaneous fluctuations in the current and
potential during various corrosion processes. These
fluctuations, depending on their frequency and mag-
nitude, have been linked with many corrosion
processes including:

• Propagation of stress corrosion cracks via disso-
lution of freshly exposed metal at the crack tip

• Pit initiation and eventual growth
• Crevice corrosion
• Particulate impingement (erosion)
• Microbial corrosion
• Uniform corrosion
• Inhibitor efficacy screening
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Though typically used in in-service monitoring for
corrosion, EN has been utilized in laboratory testing.
EN is often utilized in an attempt to determine un-
derlying electrochemical mechanisms associated
with corrosion. That being said, however, EN has
been used for more routine testing. For example, EN
has been used to rapidly screen corrosion inhibitors
for efficacy as well as to evaluate the performance of
many organic coatings as a function of time. The
primary limitations associated with EN testing are:
(1) the requirements for rather specialized testing
equipment; (2) there is no existing standardized
method currently available; and (3) interpretation of
the results obtained can be complicated. Of these,
the fact that there is no existing standardized method
to conduct and interpret EN tests is the greatest lim-
itations to its widespread use. It should be noted,
however, that efforts are underway to develop stan-
dardized EN methods and, in time, these should
make conducting these tests easier.

In addition to the methods described above, there
also is a considerable amount of ancillary equipment
and variations that can be explored. For example, the
effect of fluid flow on corrosion is often studied
using rotating specimens as cylinders, disks, and
rings in conjunction with nearly all electrochemical
test methods. New methods to study flow, including
jet impingement, are also used in conjunction with
these methods. Furthermore, other conditions such
has high temperature and pressure can also be ex-
plored utilizing many electrochemical corrosion test
methods, provided that adequate steps are taken to
ensure proper functionality of various components
(especially the reference electrode).

3.5 CONCLUSIONS

In summary, the selection of a suitable laboratory
corrosion test and the conditions under which it is
run depends on many factors, including:

• Expected in-service environment
• Type of information desired
• Life expectancy of the component
• How sensitively the corrosion can be measured
• Whether quantitative information is needed, or if

qualitative comparison is sufficient

In many cases, there exist standardized methods and
procedures for conducting such tests. It should be
noted, however, that just because a method is stan-
dardized does not mean it is the best or most appro-

priate test to conduct in a given situation. Standard-
ized test methods generally cannot capture the wide
range of environments, materials, and conditions
that are encountered in service. Thus, care should be
taken when selecting which tests will be conducted
and how they will be carried out. In some cases,
using a standard method and making modifications
to suit the particular needs of the application is often
quite effective. Furthermore, use of test methods in
combination has also proven to be highly valuable.
For example, Fig. 3.19 shows the results from utiliz-
ing a sensor system based on EIS. The condition of
different paint coatings was evaluated during cyclic
environmental exposure (similar to SAE J2334). In
this case, the sensor provided a quantitative measure
of coating performance that was more accurate than
traditional visual inspection, even detecting degra-
dation that was not evident visually. Due to the in-
herent complexity of many in-service systems, it can
be difficult to properly design a test and interpret the
results effectively, and it is suggested that trained
corrosion professionals be consulted. 

In addition, it may be necessary to develop test
methods and parameters to suit specific needs and
desires. A good example of this was shown in Fig.
3.11, in which a new test methodology was devel-
oped over time that fairly accurately reproduced in a
short period of time the corrosion damage observed

FIGURE 3.19 Coating integrity as a function of expo-
sure time measured using a sensor based on EIS illustrat-
ing the utility of using multiple test methods in combina-
tion [1].
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in-service over much longer time frames. By putting
forth this effort, the new test method that was devel-
oped allowed rapid screening of different processing
steps, alloy modifications, and other treatments for
improved corrosion performance without going
through the expense of conducting full fabrication
runs and placing components in service for several
years. In this case, no standard test method would
have provided the same information in terms of a re-
liable estimate of in-service life—the accelerated
testing produced the same corrosion modes at the
same locations as those seen from failed components.
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4.1 INTRODUCTION

When one puts a product into service, the ability to
predict its lifetime or failure rate would be highly
beneficial. The plastic part should be tested in real
time and in environments similar to those in which
the part will be exposed. However, this is not always
possible. Complicating factors include development
times, time to market considerations, and the service
life. We will discuss some methods in which lifetime
predictions “may” be predictable. Accurate predic-
tions are highly dependent on the testing methodol-
ogy, the type and form of the plastic used, and the
plastic’s processing history.

Plastics are defined as polymers with additives.
The behavior of the material changes as the additive
package changes. The material from company A
might perform totally differently in comparison with
a material from company B, even though they be-
long to the same polymer family with similar prop-
erties, such as molecular weights and distributions
and thermal behavior. Thus, whenever we look at
lifetime predictions, we must have the same material
throughout the plastics testing protocol. Also, we
must have testing methods that are amenable to the
end use of the product. The handbooks are full of
tensile and compression types of test data; however,
in actuality very few products are pulled apart or
pushed together. We may not have the luxury of
making a part, subjecting it to normal usage, and

monitoring the time to failure. We need tests for per-
forming some sort of accelerating testing.

Another unusual twist in knowing the lifetime or
failure rates of plastics involves solid waste materi-
als. Each year, tons of plastics are disposed of in
landfills. A lot of work is being done to controllably
degrade the waste plastic materials to conserve land-
fill space. The two principle mechanisms for accom-
plishing this are photodegradation and photother-
modegradation.

As we follow the performance of a product, its
data may take different forms. The data may be lin-
ear, semi-logarithmic, logarithmic, or cyclic. Metals
offer simpler solutions because S/N (signal to the
number of cycles to failure) curves can be generated.
In the case of polymers, we do not have that luxury.
As previously mentioned, a plastic is highly depen-
dent upon the manufacturer, the additive package,
and its thermal history. Slight composition and man-
ufacturing changes can cause drastic changes in per-
formance and results. Metals are more forgiving in
predicting lifetimes.

Metals also have the advantage over plastics in
that they are stable over a wider temperature range.
Plastics have a useful temperature range of less than
200 ºC. Thus, the testing of plastic parts must be per-
formed within the useful temperature of the mate-
rial. A simple explanation of what could happen can
be illustrated with a chicken and an egg. Place an
egg under its mother; in a few days we have a baby
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FIGURE 4.1 Phasor diagram for complex modulus G*
= G1 + iG2 and phase lag, tan δ||I|| = G2/G1.

chick. Place the egg in boiling water; in a few min-
utes we have a hardboiled egg. Place the egg in an
isolated spot; in a few weeks we have a smelly, rot-
ten egg. The same starting material with three dif-
ferent thermal histories produces three different re-
sults. The traditional accelerated testing protocol (1)
may not be an option for the chemical and physical
aging of plastics.

Some of the criteria for failure or lifetime predic-
tions can be quite arbitrary. For example, PMR-15, a
thermosetting polyimide used in advanced compos-
ite applications, has a requirement of a less than 10
percent weight loss at elevated temperatures, inde-
pendent of time of exposure.

In this chapter we have selectively chosen pub-
lished aging studies with testing data and have
transformed the results into meaningful lifetime
predictions.

4.2 MASTER CURVES

One of the most useful analytical techniques for
determining lifetime predictions is the generation 
of master curves utilizing the dynamic mechanical
analyzer (DMA). This technique involves time-
temperature superimposition (TTS).

In polymer literature, a set of experimental curves
can frequently be translated along a given direction
to form a master curve. One of the most famous ex-
amples is the time-temperature superimposition,
where the translation is generally performed along
the horizontal axis. The superimposition of the dif-
ferent experimental curves is normally made graph-
ically, leading to some ambiguities in the construc-
tion of the master curve and in the determination of
the translation paths. Starting from the analytical
conditions to be satisfied by a set of curves that were
related by a translation along a given direction, a
computer program can be developed to obtain the
master curve from a set of experimental data. Fi-
nally, some examples can be obtained of the appli-
cability of the computer program developed for sim-
ulated storage, shear compliance, viscosity against
shear rate, and stress relaxation data (2). 

Dynamic mechanical testing involves subjecting
the plastic specimen to an alternating strain, and si-
multaneously measuring the stress. For linear vis-
coelastic behavior, at equilibrium, stress and strain
vary sinusoidally, but the strain lags behind the
stress. Thus we write

strain e = eosinωt (4.1)

and

stress σ = σosin(ωt + δ), (4.2)

where ω is the angular frequency and the δ the phase
lag.

Thus, we can we can rewrite stress to be equal to

σ = σosinωtcosδ
+ σocosωtsinδ. (4.3)

Stress has two components: (1) magnitude (σocosδ)
in phase with the strain; and (2) magnitude (σosinδ)
out of phase with the strain.

Now we may define two new quantities: G1 is in
phase with the strain, and the quantity G2 is 90 de-
grees out of phase with the strain. We may rewrite
strain as

σ = eoG1sinωt + eoG2cosωt, (4.4)

where

G1 = (σo/eo)cosδ and G2 = (σo/eo)sinδ.

If we construct a phasor diagram (see Fig. 4.1)
with G1 and G2, we may define a new quantity G*,
complex modulus. 

If e = eoexp(iω t), then σ = σoexp[i(ωt + δ)], so
that
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FIGURE 4.2 The complex modulus G* = G1 + iG2 as a
function of frequency (3).

G* = σ/e = (σo/eo) exp(iδ) (4.5)

= σo/eo (cosδ + isinδ) (4.6)

= G1 + G2, (4.7)

where G1, which is in phase with the strain, is called
the storage modulus because it defines the energy
stored in the specimen due to the applied strain, and
G2, which is π/2 out of phase with the strain, defines
the dissipation of energy and is referred to as the loss
modulus. The energy (∆E) dissipated per cycle can
be defined as

∆E = (σde) = (σ(de/dt)dt. (4.8)

Substituting for stress and strain, solving the inte-
gration, and evaluating ∆E over a quarter cycle
rather than the entire period, we can reduce the vari-
ables to

E = 1/2 (G1eo
2), (4.9)

which is independent of frequency.
G1 and G2 can rewritten as

G1 = (2E/eo
2).

and

G2 = (∆E/πeo
2).

Hence,

G2/G1 = tanδ = δE/(2πE). (4.10)

The ratio ∆E/E is called the specific loss

∆E/E = 2 πtanδ. (4.11)

Typical values of G1, G2 and tanδ for a polymer are
109 Pa, 107 Pa, and 0.01, respectively. In such cases,
|G*| is approximately equal to G1. It is customary to
define the dynamic mechanical behavior in terms of
the “modulus,” G1, and the phase angle, δ, or tanδ =
G2/G1.

A complementary treatment can be developed to
define a complex compliance, J* = J1–iJ2, which is
directly related to the complex modulus, as G* =
1/J*. Consider the variation of G1, G2, and tanδ with
frequency for a viscoelastic solid that shows no flow

�
2p�

0
�

(Fig. 4.2). At very low frequencies, the polymer is
rubber-like and has a low modulus (G1 is probably
about 105 Pa), which is independent of frequency. At
the highest frequencies, the rubber is glassy, with a
modulus around 109 Pa, which is again independent
of frequency. In the intermediate region, where the
material behaves viscoelastically, the modulus will
increase with increasing frequency. The loss modu-
lus will be zero at low and high frequencies, where
stress and strain are in phase for the rubbery and
glassy states. In the intermediate viscoelastic region,
G2 rises to a maximum value, close to the frequency
at which G1 is changing most rapidly with fre-
quency. The loss factor, tanδ, also has a maximum in
the viscoelastic region, but this occurs at a slightly
lower frequency than that in G2, since tanδ = G2/G1,
and G1 is also changing rapidly in that frequency re-
gion. An analogous diagram shows the variation of
the compliances J1 and J2 with frequency (3).

Professors Miyano and Kimpara and their groups
at Kanazawa Institute of Technology have proposed
an accelerating testing methodology for assessing
long-term mechanical performance of carbon fiber
reinforced polymer (CFRP) composites. The meth-
odology was composed of constructing the master
curve for several deformation modes based on four
hypotheses:

1. Same failure mechanisms of CFRP composites
under constant strain rate (CSR), creep and cyclic
loading over the same time and temperature,
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which is controlled by the viscoelastic instability
of polymer resins

2. Same time-temperature superimposition princi-
ple for all the failure modes

3. Linear cumulative damage law for monotonic
loading

4. Linear dependence of fatigue strength under var-
ious stress ratios (Rs = σmin/σmax)

The master curves for CSR, creep (constant load-
ing), and fatigue tests were constructed by applying
the time-temperature superimposition principle. The
variations of the CSR strength (σs), creep strength
(σc) and fatigue strength (σf) to the time to failure (ts,
tc and tf) is shifted by the time-temperature shift fac-
tor [aTo(T)] given in Eq. (4.12), which is independent
of the loading modes.

aTo(T) exp[∆H/2.3R(1/T(1/To)], (4.12)

where R is the gas constant and To is the reference
temperature. The value of ∆H for the CFRP failure
and storage modulus of the polymer resin are found
to be identical due to the failure mechanism of CFRP
composites controlled by the viscoelastic flow of
polymer resins. To determine the master curves
[σs(ts’: To), σc(tc’: To) and σf(tf’: R s, f, To)], the re-
duced failure time (ts,’ tc’ and tf’) is defined by

ts’ = ts/aTo(T) for CSR, (4.13a)

tc’ = tc/aTo(T) for creep, (4.13b)

and tf’ = tf /aTo(T) = Nf /f aTo(T) 
= Nf /f ’ for fatigue, (4.13c)

where Nf is the number of cycles to failure and f is the
frequency of cyclic loading. The master curve can be
applied in a wide temperature range above and below
the glass transition temperature, although ∆H be-
comes different, depending on the polymer structure.

For the CSR tests, the variations of σs to ts are
measured under various loading rates and tempera-
tures. For the creep test, tc is determined as a func-
tion of constant σc at various temperatures. Different
cumulative damage proceeds in CFRP composites
subjected to rising (CSR) and constant (creep) load-
ing. In order to estimate tc from the CSR tests, linear
cumulative damage for monotonic loading (approx-
imated stepwise) is defined by

(4.14)31>tc1σ12 � . . . . � 1>tc1σ2n�12 4 � 1,

�
t*

0

dt>t
c
3σ1t2 4 � Σ ¢t>tc 3σi

1t2 4 � 3 t
s
1σ

2n
2>n 4

where t* [= ts(σ2n)] is the failure time under stress
history, ∆t (= t*/n) is the time interval for stepwise
loading, and tc[σi(t)] is the creep failure time under
σi(t). Thus, tc(σ2n–1) can be determined from
ts(σ2n–2) and ts(σ2n) using Eq. (4.15) derived from
Eq. (4.14):

(4.15)

The linear cumulative damage law for the loading
history [hypothesis (c)] has been proven by good
agreement of the master curves for the CRS and
creep observed in many CFRC systems. 

In order to construct the fatigue master curve, the
value of tf is converted from Nf using f, and tf’ is de-
fined by the shifted frequency ( f’) (Eq. 4.13c).
Moreover, changing f and Rs, as well as tempera-
tures, affects the relationships of σf to tf.’ By apply-
ing a linear dependence of the fatigue strength on Rs
[hypothesis (d)], the fatigue master curve [σf (tf: Rs,
f, T)] for the various Rs is estimated by

σf (tf: Rs, f, T) 
= σf:1(tf: f, T) Rs + σf:0(tf: f, T)(1 − Rs), (4.16)

where σf:1 is the fatigue strength for Rs= 1 and σf:0 is
the CSR strength (Rs = 0, Nf = 1/2 or tf =1/2f). As Nf
is increased, σf drastically decreases when tf’ is rela-
tively short. 

The hypothesis (d) is verified by series of fatigue
experiments performed under various Rs. The appli-
cability of the hypotheses (a–d) for several CFRP
composite systems is summarized in Table 4.1. In
various GFRP/metal joining systems (conical shaped
joints, brittle and ductile adhesive joints, and bolted
joints), it is possible to construct the master curves as
well. Based on the study performed, it is unequivocal
that the accelerating testing methodology is applica-
ble when polymer resins fracture in a brittle manner
and the deformation behavior in carbon fibers is time
independent. Moreover, the environmental degrada-
tion of CFRP composites can be assessed using the
time-temperature-water adsorption superimposition
principle.

Polymer-modified asphalt is a highly temperature
sensitive material. To obtain the master curves, the
material was tested over a temperature interval from
–30 ºC to at least 90 ºC. Since the polymer-modified
asphalt undergoes the transition from a glass-like to
a Newtonian-like material in this temperature range,
three testing geometries were studied. The geome-

� 1n � 12 ts1σ2n2 4 .
tc1σ2n�12 � ts1σ2n2 ts1σ2n�22> 3n ts1σ2n�22

2n–1

i
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TABLE 4.1 Applicability of Master Curve for Various CFRP Composites Subjected to Various Loading Modes (4).

Fiber Matrix Type Fiber/matrix
Loading
Mode a b c d

Carbon PAN Epoxy UD T400/828 LT Ο Ο Ο Ο
T300/2500 LB Ο Ο Ο Ο

TB Ο Ο Ο Ο
SW T400/3601 LB Ο Ο Ο Ο

PEEK UD T300/PEEK LB Ο x x ∆
TB ∆ x x x

Pitch Epoxy UD XN40/25C LB Ο ∆ x Ο
Glass Epoxy SW E-glass/epoxy LB Ο ∆ Ο x

Vinylester PW E-glass/vinylester LB Ο Ο Ο x

Type of fibers: UD: Unidirectional, SW: Strain woven, PW: Plain woven
Loading modes: LT: Longitudinal tension, LB: Longitudinal bending, TB: transverse bending

Hypothesis

tries used were as follows: plate-plate (PP) for the
mid-range temperatures; torsion bar (TB) for the low
temperatures; and bob and cup (BC) for the high tem-
peratures. The shift from one fixture to another must
be done at a temperature that depends on the vis-
coelastic properties of the material. In the case of as-
phalt, it is theoretically possible to measure rheolog-
ical properties using PP for the whole range of
temperatures. However, when close to the glass tran-
sition temperature, slippage and breakage can occur,
thus leading to very scattered and noisy data. Such
problems were eliminated with TB. On the other
hand, close to room temperature asphalt started to be-
come soft so it was unable to support its own weight
and keep the bar shape; whereas slipping and break-
ing were no longer a problem for PP. Plate-plate and
BC geometries remained the best until the material
approached the liquid state. In this case, the problems
were the tendency to flow out from the space between
the plates and the low torque values (due to the lim-
ited PP surface). Both problems were solved with a
BC fixture. In conclusion, this paper showed exam-
ples of how isotherms obtained with three sample
geometries and two rheometers followed the time-
temperature-superimposition principle. This gave a
solid confirmation of how data from different sources
was combined to build reliable master curves cover-
ing a very wide range of reduced frequency. Master
curves obtained from these geometries covered up to
20 decades of reduced frequencies (5).

4.3 CHEMICAL KINETICS

Another means of predicting lifetimes involves
chemical kinetics and the use of the Arrhenius rela-

tionship, which shows that the chemical rate con-
stant varies as a negative exponential of the recipro-
cal absolute temperature. In this procedure, we are
monitoring the change in concentration of one or
more of the reactants with respect to time. There are
some fundamental rules for being able to apply
chemical kinetics. One is that the reaction or the
aging process involved must be chemical in nature.
Many times individuals will apply the same rules
and procedures to nonchemical events. And, with
luck, they (and this author) were able to obtain
meaningful lifetime predictions or failure rates.

Another principle involves the establishment of
reaction order. We will define zero-, first-, second-
and nth- order reactions. With zero-order, the rate can
be written as follows:

R = −kd[A]/dt = k[A]0 = k, (4.17)

where k is a proportionality constant; A is equal to
reactant A.

Zero-order reactions are mainly homogeneous re-
actions on surfaces. The rate of reaction for a zero-
order is independent of concentration.

We can rewrite the above equation as

d[A] = –kdt. (4.18)

If we integrate over t1 and t2 and assume the concen-
tration for At1 = 0 and At2 = t, then

[A]t = [A]0 = –k(t–0). (4.19)

Rewriting the above we have

[A]t = [A]0–kt. (4.20)
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FIGURE 4.3 The effect of temperature on the thermal
oxidative yellowing of BPA-PC. The different symbols
represent data points obtained from four different studies.
[Reprinted with permission from A. Factor, Ch 5 in Poly-
mer Durability, Degradation, Stabilization and Lifetime
Prediction, edited by R. L. Clough, N. C. Billingham and
K. T. Gillen, Advances in Chemistry Series 249, American
Chemical Socity, Wash, D.C., pp. 59–76 (1993). (c) Amer-
ican Chemical Society.]

A plot of [A] versus time should yield a straight line
with an intercept of [A]0 and slope k.

A first-order reaction is the case in which the rate
of reaction is dependent upon one reactant. We may
write the rate of change of A as

R = –(1/a)(d[A]/dt) = d[A]1. (4.21)

Since A equals 1, the equation becomes

–d[A]/dt = k[A]. (4.22)

Now if we integrate that equation we end up with

–(ln[A]t–ln[A]0) = kt. (4.23)

Manipulation of the equations will result in

ln([A]t/[A]0) = –kt (4.24)

or

[A]t/[A]0 = e–kt, (4.25)

where e is the base of the natural log, which is equal
to 2.178. Again, with manipulation of the equations
we end up with

log10[A]t = log10[A]0–kt/2.303. (4.26)

Now, a semi-log plot of [A]t versus t will give us a
straight line with a slope of–k/2.303 and an intercept
of [A]0.

There are two special cases for second-order re-
actions. The first case involves A + A, yielding the
product, and the second case involves A + B. The
rates in the first case may be written as

R = –(1/2)(k[A]/dt = k[A]2. (4.27)

In the second case, the rate expression may be
written as

R = –(d[A]/dt = k[A][B]. (4.28)

By performing the appropriate mathematical treat-
ments, in the first case we end up with

1/[A]t = 1/[A]0 + 2kt. (4.29)

A plot of the inverse concentration of A ([A]-1) ver-
sus time will give us a straight line with a slope equal
to 2k and an intercept of 1/[A]0.

And in the second case, we end up with

1/([A]0–[B]0) ln (([B]0[A]t)/([A]0[B]t)) = kt. (4.30)

The left-hand side of the equation is plotted against
t, the slope being equal to k.

For the nth-order, the rate expression may be writ-
ten as

R = –(1/n)d[A]/dt = k[A]n. (4.31)

Now, if we conduct experiments at different tem-
peratures, preferably using three different tempera-
tures, we will end up with a family of rates at differ-
ent times and temperatures. This can be translated
into lifetimes or survival rates. This author has em-
ployed this technique on numerous occasions, in
particular in the absorption of water in plastics. The
kinetics obtained were very useful in designing plas-
tic parts based upon the observations (6).

An extremely useful extension of kinetic data can
be illustrated in Fig. 4.3. After the rate was deter-
mined at one temperature, a series of rates was de-
termined at different temperatures. The result of this
was translated into a lifetime prediction. By plotting
the difference in yellowing index versus 1/Tempera-
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ture, an effective life of the BPA-PC over time was
determined (7). 

This extremely useful work of the thermal and
photodegradation of bisphenol A-polycarbonate was
performed by the manufacturer. The data generated
were the result of four different studies at six differ-
ent temperatures. A graph of this nature gave a high
degree of confidence of lifetime performance of
BPA-PC over a wide range of conditions with a min-
imum of experimentation.

The Arrhenius methodology has been used for
many years to predict polymer lifetimes in various
applications. However, it should be pointed out that
there are numerous potential limitations associated
with this technique. Many of the results indicated
non-Arrhenius behavior. A publication reported on
the limitations of the Arrhenius methodology. The
report included a mention of diffusion-limited oxi-
dation effects and a discussion of the implication of
changes in the effective Arrhenius activation energy,
or in the dominant reactions as temperature changes.
Changes in the activation energies or in the domi-
nant reactions with temperature can happen for any
material, making extrapolations beyond the experi-
mental temperature range challenging. However,
when mechanistic changes occur, they invariably re-
sult in a reduction in effective Arrhenius activation
energy, leading to lower than expected material life-
times. Thus, it is critically important to derive meth-
ods for testing the Arrhenius extrapolation assump-
tion. One approach that the authors have developed
involves ultrasensitive oxygen consumption mea-
surements. Results from the application of this ap-
proach were reviewed (8).

Accelerated heat aging tests were carried out to
predict the useful lifetimes of ethylene-propylene-
diene monomer (EPDM) vibration-isolating rubber
components of ventilation fan motors used in clean
rooms. The Arrhenius plot was derived from the re-
ciprocal absolute temperature to predict the lifetimes
of the rubbers, and the compression set of 20 percent
was used as a threshold. The useful lifetimes at vari-
able temperatures and activation energy were ob-
tained from the Arrhenius relationship. An acceler-
ated test program to predict useful lifetimes was
designed to reduce time. The effect of antioxidant
agents on the lifetimes of the rubbers was also stud-
ied (9).

Conventional high temperature compression
stress-relaxation (CSR) experiments, using a Shaw-
bury-Wallace relaxometer, can measure the force
periodically at room temperature. An experiment de-
scribing modifications that allow the force measure-
ments to be made isothermally and showing that the

measurements lead to more exact estimates of seal-
ing force decay was performed. Using conventional
Arrhenius analysis and linear extrapolation of the
high temperature (80–100 ºC) CSR results for two
butyl o-ring elastomers showed that the second butyl
was predicted to have a lifetime of approximately
three times longer at room temperature. Testing the
linear extrapolation assumed by the Arrhenius ap-
proach, a test was conducted for ultrasensitive oxy-
gen consumption measurements from 110 ºC to
room temperature for the two butyl elastomers. The
results demonstrate that linear extrapolation of the
high temperature CSR results for the first butyl elas-
tomer was acceptable; whereas a considerable cur-
vature to a lower activation energy was observed for
the second butyl below 80 ºC. Using the oxygen con-
sumption to extrapolate the CSR from 80 ºC to 23 °C
resulted in the conclusion that the second butyl de-
graded faster than the first butyl at 23 ºC; which is
opposite the earlier result based solely on extrapola-
tion of the high temperature CSR results. Since sam-
ples of both materials that had aged in the field for
approximately 20 years at 23 ºC were available, it
was possible to verify the prediction using compres-
sion set measurements (10).

One of the most critical aspects of this type of
analysis is the ability to draw a straight line through
the various data points. However, a discontinuation
in the linear line also gives us a great amount of in-
formation. Once the discontinuation is realized, this
can be translated into a change of mechanism within
the chemical kinetics phenomena. We may have one
or more events or mechanisms occurring; and if we
have a discontinuation, we have two or more events
or mechanisms occurring.

4.4 THERMAL DECOMPOSITION
EXPERIMENTS

Attempts were made to use kinetics parameters from
thermal decomposition experiments at high temper-
atures to predict service lifetimes of polymeric ma-
terials at lower temperatures. However, besides the
obvious measurement and extrapolation errors
(which can be considerable), there were two funda-
mental reasons why quantitative long-range extrap-
olations cannot be made for complex softening tem-
peratures. They are as follows: (a) Arrhenius kinetics
parameters cannot be extrapolated through phase
transitions or softening temperatures; and (b) Arrhe-
nius kinetics parameters cannot be extrapolated
through the ceiling temperature region. Satisfactory
lifetime prediction methods can be developed only



72 ANALYSIS

after a thorough analysis of the causes of service
failure. A real method was taken from the literature
to illustrate the correct procedures (11).

The lifetime of carbon fiber-reinforced plastics
was estimated using thermogravimetric analytical
kinetics. However, weight-loss kinetics was initially
assumed as evidence. However, weight loss oc-
curred without degradation, and degradation oc-
curred without weight loss. Also, the degradation of
composites by thermoxidative means was very com-
plex, with ≥2 volatilization reactions taking place.
Additionally, the method assumed that thermal ox-
idative degradations of composites were not auto-
catalytic reactions (12).

An approximation was developed of an integral
method for analysis of thermogravimetric data, sim-
ilar to but simpler than that of Doyle. The equations
incorporated the heating rate A, giving the expres-
sions –log A1–0.4567 ∆E/RT1 = –log A2–0.4567
∆E/RT2 for equivalent weight losses at different
heating rates. Log A plotted versus 1/T for a given
value of fractional residual weight gave a straight
line, the slope of which gave the activation energy.
Plotting fractional residual weight versus 1/T for
various heating rates provided a series of identical
curves with lateral displacement proportional to log
A. Superimposition of such curves provided a mas-
ter thermogravimetric curve, which is a standard and
is more accurate than individual curves. The proce-
dure was applied to pyrolysis of CaC2O4 and nylon
6. Results were in good agreement with reported val-
ues (13).

A method for determining the activation energy
from thermogravimetric analysis plots involved only
the reading of the temperature at a constant weight
loss from several integral thermograms at different
heating rates. From the slope of log β versus 1/T, the
activation energy may be closely approximated by
the equation equal or nearly to –4.35 d log β/d 1/T.
(14).

Based on the works of Ozawa, d Flynn, and Wall,
their efforts were combined into what is now known
as the Ozawa-Flynn-Wall method.

By thermogravimetric analysis, the decomposi-
tion processes and reaction mechanisms of the ther-
mal degradation of nylon 1212 in N2 were studied.
The thermogravimetric analysis plot of nylon 1212
indicated that the thermal degradation process of
nylon 1212 was a one-step reaction. The activation
energy of this solid state process was determined by
means of Kissinger and Ozawa-Flynn-Wall methods
(which did not require knowledge of the reaction
mechanism); it was 227.5–228.2 kJ/mol. Different

integral methods and reaction mechanisms reported
in the literature were used and compared with these
values (15).

The thermal stability of polypropylene was inves-
tigated by thermogravimetry and differential scan-
ning calorimetry. Two different forms of polypropy-
lene, as well as a polypropylene-glass composite
material, made from pellets and commingled fibers
were evaluated. Compression molded plates were
made and tested. The determination of the apparent
activation energy of each system, using the Ozawa-
Flynn-Wall method, delivered information about the
effect of polymer processing on the thermal degra-
dation behavior (16).

Another study using thermogravimetric analysis
and the Ozawa-Flynn-Wall method was conducted
on cellulose. Mass decrease of cellulose powders
and cotton fabrics was investigated at different heat-
ing rates and other different flow rates of air and ni-
trogen. The relationships between the lifetime of
cotton, holding temperature and mass decrease were
obtained. The lifetime of 10 percent mass decrease
varied from several hundred years to several seconds
in temperatures ranging from room temperature to
300 ºC. The effect of the atmosphere was significant
in a high temperature range (17).

Nonisothermal kinetic experiments of polymeric
wastes, such as polyethylene (PE), polypropylene
(PP), polystyrene (PS), and polyethylene terephtha-
late (PET), were studied in a nitrogen atmosphere,
and kinetic parameters were analyzed using the
Ozawa-Flynn-Wall method. The mixture containing
polymeric wastes, which were combined to the ratio
of 2:2:2:1 for PE, PP, PET, and PS from weight frac-
tion, was also studied and analyzed in the same way.
Theoretical activation energies of mixtures were cal-
culated and compared with experimental activation
energy obtained by the Ozawa-Flynn-Wall method.
The nonisothermal kinetic results of polymeric
wastes showed that most of the polymeric wastes had
single-step reactions and similar activation energies
for observed conversion ranges, respectively. In ki-
netic parameter analysis of the mixtures, the activa-
tion energy showed lower values than values of acti-
vation energies for all observed conversion ranges.
This meant that lower activation energies were the re-
sult of interaction among polymeric wastes during
thermal decomposition of mixtures (18).

Using differential scanning calorimetry under
isothermal and dynamic conditions, the kinetics of
curing of bisphenol A diglycidyl ether containing
various amounts of poly(ether imide) (PEI) with 1,3-
bis(aminomethyl)cyclohexane at 80–105 ºC were
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studied. Kinetic analysis was performed using three
kinetic models: Kissinger, Ozawa-Flynn-Wall, and
Kamal. Diffusion control was incorporated to de-
scribe the cure in the latter stages, predicting the
cure kinetics over the whole range of conversion.
The values of the activation energies for all the
PEI/epoxy blends were higher than the values for the
neat system. The autocatalytic mechanism was ob-
served in the neat system as in the blends. The reac-
tion rates were higher with PEI; however, the con-
versions decreased with the PEI content (19).

Thermogravimetric analysis was used to predict
the respective lifetimes of two three-component sys-
tems of diglycidyl ether of bisphenol A (n=0/1,2-
diamine cyclohexane [DGEBA (n=0/1,2-DCH]
modified with different concentrations of an epoxy
reactive diluent, vinylcyclohexene dioxide (VCHD).
Experimental results were treated using two meth-
ods. The first method was independent of the degra-
dation mechanism, and the second was based on the
thermodegradation kinetic mechanism. The activa-
tion energies of the reaction were determined using
the Ozawa-Flynn-Wall method. These values were
compared with those obtained using Kissinger’s
method. From experimental results, it was found that
the optimum temperatures of service for these mate-
rials were different, so one or the other must be se-
lected, depending on the application temperature
considered (20).

The kinetics of thermal decomposition of
poly(phenylene sulfide) (PPS) were studied by ther-
mogravimetry of two different manufactured poly-
mers. The kinetic parameters, such as activation en-
ergy and Arrhenius pre-exponential factor, were
calculated using three methods: the Kissinger, the
Ozawa-Flynn-Wall, and the Day methods. All meth-
ods indicated first-order reaction kinetics. Half-time
estimation of the materials indicated that one was
more stable than the other (21).

Four kinetic techniques were evaluated for pre-
dicting service lifetime of polymers from weight
loss data: (a) factor-jump thermogravimetry, (b) iso-
conversional diagnostic plots, (c) varied heating rate
analysis, and (d) analysis at low conversion. The
methods were illustrated by examples of polystyrene
and polyurethane degradation. The factor-jump
method gave high precision and values for the acti-
vation and values for the activation energy, which
were independent of one another and of sample his-
tory (22).

The thermostability of carbon-fiber/epoxy-
cyanate composites prepared from an autoadhesive
and autoextinguish prepreg were tested. Dynamic

and isothermal aging tests were carried out to evalu-
ate the composite thermal stability. Thermal degra-
dation products were identified by chromatography
and mass spectrometry analysis, and the results ob-
tained were compared with data known on the mate-
rial network structure. The physico-chemical net-
work structure changes and the thermal aging data
were correlated with the interlaminar shear strength
(ILSS) mechanical results. For epoxy-cyanate com-
posites, cracking appeared at longer times of aging
in comparison to epoxy composites. This new
epoxy-cyanate material isothermal stability seemed
to be more thermally stable, particularly after it was
post-cured. The comparison of chemical, mechani-
cal, and crack formation results obtained by acceler-
ated aging tests allowed us to determine models to
predict long-term behavior (23).

4.5 MECHANICAL EXPERIMENTS

The long-term durability of polymeric composites
was associated with the gradual change in physical
properties, which occurs with the passage of time
and with loading. The many mechanisms that effect
composite long-term durability were grouped into
three categories: (1) nonlinear constitutive behavior
(such as viscoelastic or viscoplastic behavior); (2)
mechanical degradation (such as matrix cracking,
fiber failures, and delaminations); and (3) aging ef-
fects. The latter was further divided into physical
and chemical aging phenomena. Analytical and/or
empirical models were developed, which accounted
for each of these factors separately. The challenge
before the composites community was to develop
predictive methodologies that would account for all
factors acting simultaneously (24).

A method for predicting the time to brittle failure
of polyethylenes was proposed. The method in-
cluded modeling slow crack-growth in polyethyl-
enes and the experimental determination of material
parameters for the model. The model was based on
the concept of the crack layer, such as a system con-
sisting of the strongly interacting crack and process
zone and the kinetic equations that govern the crack
layer growth. The process zone in polyethylenes
usually appeared to be a thin strip of drawn material
extending along the crack line. This permitted a
characterization of the crack layer by two parame-
ters: the crack and process-zone lengths. The two-
parameter crack layer kinetic model allowed de-
scription of slow crack growth as the discontinuous
(stepwise) process, which is commonly observed in
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the brittle fracture of polyethylenes. The model also
predicted a relationship between time to failure and
applied stress, identical to the established experi-
mental stress. The material parameters of the kinetic
model can be determined by experiments on smooth
specimens relating to slow crack growth, requiring
relatively short-term observations. Thus, the combi-
nation of the material testing and the mathematical
modeling of the crack layer evolution were proposed
as a method for lifetime prediction in the brittle frac-
ture of polyethylenes (25).

The aim of a published study was to analyze the
creeping process of polysulfone and its composites
reinforced with carbon fibers in vitro conditions. All
samples were observed as load-bearing implants.
The investigations were carried out at room temper-
ature in air and in vitro in Ringer’s solution. Me-
chanical testing was carried out on a Zwick 1435
machine, with the force between 300–1,800 New-
tons. The nominal strain and the time of failure were
observed. As a result, long-term behavior was ob-
served for the samples under mechanical tension and
in biological environments. On the basis of the com-
pleted experimental data, the critical force was de-
termined, under which the material could work for
extended times without failure, and the lifetime for
remote load and acceptable deformation were esti-
mated (26).

To evaluate the degradation in stiffness for deter-
mining a damage function, flexural fatigue tests with
different stress levels were first conducted on the
carbon fiber reinforced plastics cross-ply laminates.
Then, based on the damage function, a cumulative
fatigue damage rule for predicting the lifetime for
the composites subjected to a multi-stress level fa-
tigue loading was proposed. Finally, the two-stress
level fatigue tests were performed to verify the pro-
posed rule. From the present study, the damage func-
tion was found to increase cubically with an increas-
ing number of cycles for each stress level. It was also
found that the lifetime obtained from the two-stress
level fatigue tests was longer than the predicted one
for the stress increasing case, while it was shorter for
the stress-decreasing case (27).

A study was conducted based upon creep of com-
posites used in implant applications during in vitro
conditions. Samples were prepared from polysul-
fone and its carbon-reinforced composites and ap-
plied to load-bearing implant applications. Testing
was conducted at room temperature in air and in
vitro Ringer’s solutions. Mechanical property test-
ing was conducted on a Zwich 1465 machine with
forces between 300 and 1,800 Newtons. Both nomi-

nal strains and the time to failure were measured.
The results of the testing indicated that the data en-
abled estimation for long-term sample behavior
under mechanical tension and the biological envi-
ronment’s influence on it. Critical forces were deter-
mined under which the material can work for ex-
tended time without failure, and the lifetime for
remote load and acceptable deformation of investi-
gated samples was estimated (28).

A comprehensive analytical model for predicting
long-term durability of resins and of fiber-reinforced
plastics was presented. It took into account visco-
elastic/viscoplastic creep, hydrothermal effects and
the effects of physical and chemical aging on poly-
mer response. An analytical tool consisting of a 
specialized test-bed finite element code, NOCA-
3D, was used for the solution of complex stress ana-
lytical problems, including interactions between
non-linear material constitutive behavior and en-
vironmental effects. Computer simulations of the
hydrothermal cycling of a woven graphite/epoxy
laminate and transverse creep response of a unidirec-
tional IM7/5260 (graphite/epoxy) composite were
presented as benchmark problems to demonstrate
some of the predictive capabilities of the proposed
durability prediction model. Good agreement was
obtained between the proposed model predictions,
the exact solutions, and the published results for
cases where physical aging was not considered.

When physical aging was included in the pro-
posed model using an effective-time parameter, the
predicted increase in the rate of stiffening was found
to be small when compared with actual test data. It
was therefore likely that in addition to physical
aging, there were other aging processes that may
have caused the IM7/5260 specimen to become in-
creasingly “stiff” with continued thermomechanical
cycling. However, the accuracy of the aging predic-
tions could be completely verified only after the mo-
mentary creep properties for the IM7/5260 compos-
ite were determined from short time tests (29).

The creep behavior of a longitudinal polymer
liquid crystal (PLC) was examined in the region of
nonlinear viscoelacticity. The creep compliance 
D curves at nine different stress σ levels, from 10–50
J.cm–3 at a constant temperature were determined
and shifted along the log time axis for σref = 20
J.cm–3 to produce the D versus t/aσ master curve. A
fairly general formula for stress shift factor aσ based
on free volume vf and the chain relaxation capability
(CRC) derived by one of the authors was applied.
The formula predicted values that agreed with the
experimental ones within the limits of the experi-



LIFETIME PREDICTIONS OF PLASTICS 75

mental accuracy. Thus, experiments at several stress
levels could serve for prediction of long-term behav-
ior from short-term tests. The same value of the
Doolittle constant B was obtained separately from
temperature shift and stress experiments for the PLC
(30).

An excellent study based upon the prediction of
adhesive fatigue vulnerability using dynamic me-
chanical analysis (DMA) has recently been reported
in the literature. The vulnerability of an adhesively-
bonded joint to fatigue effects is difficult to assess.
Many physical tests were performed to determine or
predict the useful lifetime of an adhesive bond. Most
of these tests are destructive and are based on multi-
ple samples and a statistical analysis of results. It is
impossible to test all conditions and loads.

Adhesive failure under fatigue was traced to
many compounding factors. DeGennes has shown
that the Tg at the adhesive interface differs from the
bulk Tg by as much as 50 ºC lower than the bulk ma-
terial (31). Further, adhesive failure under fatigue
was linked to frequency effects, with low-frequency
fatigue being more detrimental than higher strain
rates, and the attendant creep was the principal con-
tributor to failure (32).

Since creep is more prevalent in lower modulus
materials, the low surface Tg, low-frequency fatigue
rates, and creep-dominant failure support the notion
that adhesive failure is time dependent (creep domi-
nant) rather than cycle dependent, as is the case for
metals or other materials (33–35).

Creep is difficult to measure and is usually mea-
sured with a static load test (for example, per ASTM
D1780). One manifestation of creep is a reduction in
the Tg of a material. As creep exerts its influence, the
apparent Tg of a material will decrease due to the
“stretched” polymer chains or the reduction of bulk
steric interactions resulting from creep. The resis-
tance to creep flow was particularly evident at low
strain rates, where the creep-affected polymer chains
exhibited their poorest response to stress, having be-
come more “plastic.” After a “creep-inducing fa-
tigue event,” measurement of the shift in apparent Tg
of the adhesive, or a miniature bonded joint, at low
strain rate can provide an indication of the relative
susceptibility of the material or the joint to fatigue
effects.

For several years, dynamic mechanical analysis
tests on bulk adhesive samples and small test joints
were studied to determine their relative susceptibil-
ity to fatigue effects. This involved a series of Tg
measurements and a comparison of the shift in Tg
after a fatigue event. The general practice was to

measure the Tg of the adhesive or joint at 1 Hz ini-
tially, then at 0.1 Hz, using a standard temperature
sweep program. A fatigue cycle was then performed
at some predetermined series of load cycles. The Tg
was then re-measured at 0.1 Hz. Shifts in Tg at 0.1
Hz before and after the fatigue cycle were used to
evaluate the relative tendency of the adhesive or
joint system to fatigue effects (36).

4.6 MISCELLANEOUS
EXPERIMENTATION

Nonisothermal crystallization kinetic data obtained
from differential scanning calorimetry (DSC) for a
poly(ethylene terephthalate) were corrected for 
the effects of temperature lag between the DSC sam-
ple and furnace, using the method of Eder and
Janeshitz-Kriegl. This method was based on experi-
mental data alone, without resorting to any kinetic
model. The method was presented for shifting the
corrected nonisothermal crystallization kinetic data
with respect to an arbitrarily chosen reference tem-
perature to obtain a master curve (37).

Vickers micro-indentation was utilized to follow
the changes in microhardness and to evaluate the
chemical aging and oxidation phenomena in high-
performance carbon fiber-reinforced thermoplastic-
toughened thermoset composite (a modified cyanate
ester resin) and a semicrystalline thermoplastic com-
posite. Oxidation profiles with aging were obtained
on [00°]8 (unidirectional) composite specimens by
indenting across the thickness of the samples in the
fiber direction. Samples were aged up to six months
in environmental chambers at 150 ºC in three differ-
ent environments: an inert nitrogen environment, a
reduced air pressure of 13.8 KPa (2 psi air), and am-
bient air pressure. The experimental results showed
a considerable drop in overall hardness of both ther-
moset and thermoplastic composites after a week of
aging in all of the three environments. This was at-
tributable to a thermal stress-relieving effect. Very
little additional change was observed after six
weeks’ aging. Thereafter, the hardness profiles
showed drops in hardness starting at the specimen
edges initially, and then gradually spreading to the
specimens’ interiors with time. These observations
were indicative of diffusion-controlled oxidation in
the samples. Also, the hardness drops in the com-
posites appeared to be sensitive to oxygen partial
pressure in the aging environment. Samples aged in
ambient air were the most affected, while those in
nitrogen were least affected. A similar diffusion-
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controlled oxidative process was also developed
from Vickers indentation results on aged thermoset
(bismaleimide) composites (38).

A simple mathematical equation based on a diffu-
sion model was utilized to estimate migration of
both acrylonitrile and styrene from polymers pro-
duced from these monomers, which were used under
a wide variety of food-contact applications. These
calculated migration values have subsequently been
used to estimate U.S. consumers’ exposure to acry-
lonitrile and styrene from food stored in these mate-
rials. The basic assumptions integral to the model
were discussed in relation to potential errors in mi-
gration estimates that could be experienced if the as-
sumptions were not true. In addition to the discus-
sion of the basic assumptions, factors affecting the
migration predictions were evaluated in this study,
including polymer “aging”; temperature changes
during the lifetime of the polymeric item; the effects
of polymer-modifying materials, such as plasticiz-
ers; impact modifiers; and the physical form of the
article or test sample (39).

An area of medical applications related to denture
lining materials was studied. Soft denture lining ma-
terials are an important treatment option for patients
who have chronic soreness associated with dental
prostheses. Three distinctly different types of mate-
rials are generally used. These are plasticized poly-
mers or copolymers, silicones, or polyphosphazene
fluoroelastomers. The acceptance of these materials
by patients and dentists is variable. The objective of
this study was to compare the tensile strength, per-
cent elongation, hardness, tear strength, and tear en-
ergy of eight plasticized polymers or copolymers,
two silicones, and one polyphosphazene fluoroelas-
tomer. Tests were run at 24 hours after specimen
preparation and repeated after 900 hours of acceler-
ated aging in a Weather-Ometer device. The data in-
dicated a wide range of physical properties for soft
denture lining materials and showed that accelerated
aging dramatically affects the physical and mechan-
ical properties of many of the elastomers. No soft
denture liner proved to be superior to all others. The
data obtained provided clinicians with useful infor-
mation for selecting soft denture lining materials
(40).

4.7 SUMMARY

In the preparation of this chapter on lifetime predic-
tions of plastics, many different sources were used.
The author wishes to point out several for the

reader’s perusal. One includes a chapter on lifetime
predictions that contains a review with 16 references
on plastic degradation testing with emphasis on
standardized procedures, models for change of pa-
rameters with time, time-dependent mechanical
properties, environmental degradation tests, test lim-
itations and simulated design life by accelerated ex-
posure of products (41).

Another set of references was found by searching
the Internet. It was located in a Google search of a
professional society—the Society For the Advance-
ment of Materials and Processes (SAMPE). This
useful and informative site includes lifetime predic-
tions of fiber reinforced plastics, especially those
used in advanced composite applications.

A good reference for lifetime predictions can 
be found in a treatise on the subject. This treatise 
covers various aspects of the types of testing involved
in performing lifetime predictions. It covers the fol-
lowing subjects: (a) standardized procedures; (b)
models for change of parameters with time; (c) time-
dependent mechanical properties which include
creep and stress relaxation, fatigue, and abrasion; (d)
environmental degradation tests which include mod-
els for effect of level of degradation agents,Arrhenius
relationships, time/temperature shifts based upon the
Williams-Landel-Ferry equation, artificial weather-
ing, ionizing radiation, effect of liquids, and dynamic
conditions; (e) limitations; and (f) simulated design
life exposure of products. This treatise gives the
reader a good general overview of all the mathemati-
cal techniques available to determine lifetimes (41).

In the determination of lifetime predictions, key
factors must be observed. One includes the ability to
draw a straight line through the data points, depend-
ing on how they are plotted. A slight deviation in the
drawn line can reflect major changes in the time of
life of a product. This becomes more evident in the
determination of lifetime by chemical kinetics meth-
ods. In some cases, attempts have been made to
force data to fit into a particular pattern that may be
incorrect. Chemical kinetics techniques should be
reserved only for chemical-caused events. This au-
thor finds the generation of master curves the best
overall technique, if it can be employed.
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5.1 INTRODUCTION

The term corrosion for a metallic material in a liquid
environment normally refers to the loss-of-mass of
the material as a function of time through interaction
with the environment. The loss of mass may be uni-
form over the material surface or highly localized, as
in crevice and pitting corrosion. Furthermore, the
loss of mass may result in simple or complex metal
ions dissolved in the solution, or as solid corrosion
products formed at the metal/solution interface,
often as metal hydroxides or oxides. If solid corro-
sion products are formed, and if they are adherent to
the metal surface, nonporous, and have good resis-
tance to electron and/or ion transport, a “passive
film” will be developed that can drastically reduce
the corrosion rate of the metal.

The fundamental mechanisms that control the
metallic aqueous-corrosion processes (corrosion 
in acids, bases, salt solutions, etc.) are electrochem-
ical in nature. To understand the electrochemical
mechanisms, one must understand the underlying
sciences of electrochemical thermodynamics and
electrochemical kinetics. Electrochemical thermo-
dynamics allows the prediction of whether corrosion
will occur for a given metal in a given solution at a
given temperature. If corrosion does occur, thermo-
dynamics allows prediction of the form of the corro-
sion products (ionic or solid) and whether passive
film formation is possible. Electrochemical kinetics
(in combination with thermodynamics) is the basis

for rapid electrochemical corrosion measurements,
including characterizations of corrosion rates, uni-
form verses localized corrosion, and passivation
behaviors.

Most of the following information is presented in
more detail in Fundamentals of Electrochemical
Corrosion by E. E. Stansbury and R. A. Buchanan.1

5.2 ELECTROCHEMICAL
THERMODYNAMICS

5.2.1 Electrochemical Reactions, the
Electrochemical Cell, and the 
Gibb’s Free-Energy Change

Electrochemical reactions may be divided into at
least two half-reactions, with each half-reaction
involving loss or gain of electrons by chemical spe-
cies that, as a result, undergo valence changes. The
half-reactions involve metal surfaces at which (1)
metal ions either pass into or are deposited from so-
lution, or (2) the valence state of another species is
changed. If the half-reactions occur on physically
separated metals in an appropriately conducting
medium (usually an aqueous solution), a difference
in electrical potential is generally observed to exist
between them. For example, consider the following
corrosion reaction:

Fe + 2HCl → FeCl2 + H2, (5.1)
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FIGURE 5.1 Electrochemical cell.

or, if the ionized states of the HCl and FeCl2 are
taken into account, the equivalent reactions of 

Fe + 2H+ + 2Cl� → Fe2+ + 2Cl� + H2 (5.2)

and

Fe + 2H+ → Fe2+ + H2. (5.3)

Reaction 5.3 is the sum of the following half-
reactions:

Fe → Fe2+ + 2e (5.4)

and

2H+ + 2e → H2, (5.5)

in which the iron, having lost electrons to form fer-
rous ions, is oxidized, and the hydrogen ions are re-
duced to hydrogen gas. Conceptually, these two
half-reactions may be caused to occur at physically
distinct surfaces by placing iron into a solution of
ferrous ions and platinum, which is normally chem-
ically inert, in a solution of hydrogen ions into which
hydrogen gas is bubbled. The arrangement is shown
in Figure 5.1. A porous barrier is indicated between
the two electrodes, across which ionic electrical
conduction can occur (but with minimum mixing of
solutions). There is a potential difference at this liq-
uid/liquid junction, but it is generally small com-
pared to other potential differences and will not be
considered in the present discussion. 

The electrochemical cell (or battery) that results
will have a difference in electrical potential between
the metal electrodes.2–3 This potential difference is a
function of the concentrations of Fe2+ and H+ ions

and the pressure of the hydrogen gas, at a given tem-
perature. If these variables are adjusted to unit activ-
ity (essentially unit molality for the ions in dilute so-
lution, and one atmosphere pressure for the
hydrogen), the potential difference in the limiting
idealized case at 25 °C, with the electrodes not elec-
trically connected, is 440 mV, with the platinum on
which the hydrogen reaction occurs being positive.
It is noted that when the two electrodes are not elec-
trically connected, each half-cell reaction is at equi-
librium (Fe = Fe2+ + 2e and 2H+ +2e = H2). It is im-
portant to note that measurement of the potential
difference with an electrometer does not constitute
electrical connection, since the internal resistance is
extremely high (>1014 ohms) and essentially no cur-
rent is allowed to flow. Also, the assumption is made
here that the spontaneous hydrogen reaction on Fe is
negligible compared to that on Pt. The overall reac-
tion (Reaction 5.3) will not occur until the two elec-
trodes are connected externally, either directly or
through some device utilizing the current to perform
work.

For example, upon connection of an electrical
motor (Figure 5.1), electrons will flow from the iron
electrode (at which net oxidation occurs, Fe → Fe2+

+ 2e), through the motor, to the platinum electrode
(at which net reduction occurs, 2H+ + 2e → H2).
(Unfortunately, we are accustomed to considering
electrical current as a flow of positive charge from
the positive to the negative terminal—just the oppo-
site of the electron flow direction.) If the motor is
mechanically and electrically perfect, then the elec-
trochemical energy released by the cell reaction re-
sults in an equivalent amount of work; otherwise,
part or all of this energy may be dissipated as heat.

The maximum amount of work that can be ob-
tained per unit of reaction (i.e., per unit overall reac-
tion—here, per mole of iron) is that of the reversible
transfer of the electrons (electrical charge) through
the potential difference between the electrodes. It
can be shown that this maximum work,w′r, is equal to
the decrease in Gibb’s free energy, ∆Greact, for the
overall reaction at constant pressure and tempera-
ture, as follows:4

w′r = −∆Greact. (5.6)

Conventional electrical circuit analysis considers
that positive electricity (positive charge) flows as a
consequence of the difference in potential. If unit
positive charge (with magnitude equal to that of the
electron charge) is designated as e+ and c charges are
transferred per unit of reaction, then the reversible
electrical work is given by
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w′r = ce+Ecell, (5.7)

where Ecell is defined such as to be positive when w′
work is done as a consequence of the spontaneous
reaction (i.e., work done by the system). If each
symbol for a chemical species in a reaction is inter-
preted to represent a mole of the species, then in the
present example the unit of reaction involves one
mole, or Avogadro’s number (No) of iron atoms,
which produces 2No charges upon reaction. In gen-
eral then, c = nNo, where n is the number of moles of
unit charges (electrons) transferred per unit of reac-
tion. The reversible electrical work, therefore, is 

w′r = nNoe+Ecell (5.8)

w′r = nFEcell, (5.9)

where Noe+ = F is Faraday’s constant or the absolute
value of the charge of No electrons. Substitution of
Equation 5.9 into Equation 5.6 gives

∆Greact = −nFEcell. (5.10)

Since Ecell is defined to be positive for a spontaneous
reaction, this equation correctly expresses a de-
crease in Gibb’s free energy (negative value of 
∆Greact), which is the thermodynamic criterion for a
spontaneous reaction at constant temperature and
pressure.

An electrochemical cell, such as that represented
in Figure 5.1, will have a difference in potential,
Ecell, between the metallic conductors extending out
of the solution (i.e., Fe and Pt). This difference in po-
tential is a consequence of the electrochemical reac-
tion at each metal/solution interface and the accom-
panying potential difference established across each
interface. If these individual interface potential dif-
ferences could be measured, then the cell potential
for any combination of electrochemical reactions
could be calculated.

Unfortunately, a single metal/solution interface
potential difference cannot be measured directly,
since the metal probe from an electrometer used to
measure the potential difference will, on contacting
the solution, introduce another metal/solution inter-
face. Hence, the electrometer will indicate only the
difference in potential between the metal under in-
vestigation and the metal probe in contact with the
same solution. A practical solution to this dilemma
is provided by selecting one of several specific
metal/aqueous-environment combinations that will
give a highly reproducible interface potential differ-

ence, and therefore function as a standard reference
electrode. More specifically, these combinations are
referred to as standard reference half-cells, since
they must be used in conjunction with the metal
under investigation to produce a complete electro-
chemical cell, with metal contacts between which a
difference in potential can be determined.

The accepted primary reference electrode is the
hydrogen half-cell described in association with Fig-
ure 5.1.5 It consists of platinum (which serves as an
inert conductor) in contact with a solution at 25 °C,
saturated with hydrogen gas at one atmosphere pres-
sure, and containing hydrogen ions at pH = 0 (hy-
drogen-ion activity, aH+ = 1). In practice, the major
use of the standard hydrogen electrode (SHE) is for
calibration of secondary reference electrodes that
are more convenient to use. Two common reference
electrodes are the saturated calomel electrode (SCE)
or mercury/saturated-mercurous-chloride half-cell
with a potential of +241 mV relative to the SHE, and
the silver/saturated-silver-chloride half-cell with a
relative potential of +196 mV. Both of these elec-
trodes are saturated with potassium chloride to
maintain a constant chloride and hence metal-ion
concentration.

5.2.2 The Generalized Cell Reaction

It is useful to establish a more generalized repre-
sentation for the electrochemical cell reaction, as
follows:

xM + mXx+ ↔ xMm+ + mX, (5.11)

which is the sum of the following two half-cell
reactions:

xM ↔ xMm+ + (xm)e (5.12)

mXx+ + (xm)e ↔ mX, (5.13)

or

x(M ↔ Mm+ + me) (5.14)

m(Xx+ + xe ↔ X), (5.15)

where the parentheses above contain the usual repre-
sentations of the half-cell reactions (except for the  ↔
symbol) that are tabulated in reference tables for the
equilibrium condition (i.e., for example, M = Mm+ +
me).6–8 The standard equilibrium half-cell potentials
for several reactions are given in Table 5.1. The ↔
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FIGURE 5.2 Abbreviated cell representation showing
Ecell and half-cell reactions.

FIGURE 5.3 Abbreviated cell representation showing
current flow when the half-cell reactions are coupled.

TABLE 5.1 Standard Equilibrium Half-Cell Potentials

Standard Equilibrium Half-Cell
Potentials, E0, mV(SHE)

Zn = Zn2+ + 2e –763
Fe = Fe2+ + 2e –440
Pb = Pb2+ + 2e –126
Cu = Cu2+ + 2e +342
Ag = Ag+ + e +799
H+ + e = 1/2 H2 0
H2O + e = 1/2 H2 + OH– –820
O2 + 4H+ + 4e = 2H2O +1,229
O2 + 2H2O + 4e = 4OH– +401

symbol is used in this text to denote the stoichiomet-
ric relationship between reactive species. It is specif-
ically employed to indicate that no assumption is
being made regarding the spontaneous direction of
the overall reaction—Reaction 5.11 (i.e., it could be
either left-to-right or right-to-left). If, for example,
the spontaneous direction for Reaction 5.11 is left-to-
right, the spontaneous direction for the half reactions,
5.12–5.15, also will be left-to-right. 

It is convenient to use an abbreviated cell repre-
sentation for the generalized reaction, as shown in
Figure 5.2. The reduced species on the left side of
the overall reaction (M) and its associated ion (Mm+)
are identified as the left-hand-electrode (LHE); the
reduced species on the right side (X) and its asso-
ciated ion (Xx+) are identified as the right-hand-
electrode (RHE). 

If Reaction 5.11 occurs spontaneously from left-
to-right, then

∆Greact < 0, (5.16)

where ∆Greact always applies to the left-to-right di-
rection of Reaction 5.11. For this condition, if the

electrochemical cell reaction is allowed to occur, the
electron flow and conventional-current flow direc-
tions will be as shown in Figure 5.3. According to
electrical circuit convention, X (in this case) is at a
higher potential than M, and the flow of current from
X to M provides electrical energy capable of doing
work. As discussed previously, this work is related to
the change in Gibb’s free energy through Equation
5.10, namely:

∆Greact = −nFEcell (n = xm) (5.17)

In this relationship, n is the number of moles of elec-
trons transferred per unit of the reaction (i.e., per x
moles of M, etc). 

Care must be exercised in assigning a sign to Ecell
such that the cell potential and the change in the
Gibb’s free energy for the reaction are consistent
with Equation 5.17. This is one of the most critical
points with respect to notation in electrochemistry. If
Reaction 5.11 occurs spontaneously from left-to-
right, ∆Greact must be negative (Equation 5.16).
Then, in order to be consistent with Equation 5.17,
Ecell must be positive. For these conditions, as shown
in Figure 5.3, the half-cell potential of the RHE 
is greater than that of the LHE. Therefore, a posi-
tive Ecell value is accomplished by defining Ecell =
E�RHE – E�LHE, where E�RHE and E�LHE are the equi-
librium half-cell potentials of the right-hand and
left-hand electrodes, respectively. Indeed, for all
conditions, Ecell will have the proper sign if the fol-
lowing convention is adopted:

Ecell =E�RHE – E�LHE (5.18)

It follows from the above discussion that if calcu-
lations result in E�RHE < E�LHE, Ecell will be negative.
A negative value of Ecell results in ∆Greact > 0 and,
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hence, the conclusion is that the reaction will not
proceed from left-to-right, but rather that the sponta-
neous direction is from right-to-left. Similarly, if
calculations result in E�RHE = E�LHE, Ecell will be
zero. Therefore, ∆Greact = 0, and the overall reaction
will be at equilibrium.

During the corrosion process, it is important to re-
alize that both the anodic reaction (oxidation, e.g.,
M → Mm+ + me) and the cathodic reaction (re-
duction, e.g., 2H+ + 2e → H2) occur on the same
metal. In this case, therefore, the electron-conduct-
ing phase for both the LHE and the RHE would be
the metal, M.

5.2.3 The Nernst Equation: Effect of
Concentration on Equilibrium 
Half-Cell Potential 2,9

Again consider the generalized overall electrochem-
ical reaction

xM + mXx+ ↔ xMm+ +mX. (5.19)

To determine whether the reaction proceeds from
left-to-right, from right-to-left, or is at equilibrium,
one must determine the equilibrium potentials (E�
values) for the two half-reactions:

xM = xMm+ + (xm)e (5.20)

mXx+ + (xm)e = mX (5.21)

One of the most significant equations derived
from chemical thermodynamics permits calculation
of the change in the Gibb’s free energy for the over-
all reaction at constant total pressure and tempera-
ture as a function of change in Gibb’s free energy of
the reactant and product species in their standard
states, and the concentrations of those species whose
concentration can be varied. The equation is:

(5.22)

In this equation, ∆Go
react is the change in the

Gibb’s free energy for the overall reaction as written
for reactants and products in their standard states.
The a’s are the activities of the species indicated by
the subscripts—each activity is raised to a power
equal to the stoichiometric coefficient of the species
as it appears in the reaction. The activity is fre-
quently called the effective concentration of the

¢Greact � ¢Go
react � RT ln 

am
X � ax

Mm�

ax
M � am

Xx�

 .

species since it naturally arises as a function of the
concentration that is necessary to satisfy the changes
in the thermodynamic functions (here, the Gibb’s
free energy). In electrochemical systems, the activ-
ity is usually related to the molality of the species
(moles per 1,000 grams of solvent) by the following
equation:

a = γm, (5.23)

where γ is the activity coefficient and m the molality.
The standard state for reactants and products in

Reaction 5.19 is pure solid for solid species, one at-
mosphere pressure for gas species, and unit activity
(approximately unit molality) for ionic species. The
activity is unity in each of these standard states. If
one or more species are solids under the actual con-
ditions of the reaction, or a gas exists at one atmos-
phere pressure, then unit activity for each of these
species is substituted in Equation 5.22, which effec-
tively removes these activities from the log term.
Also, the activity of water can usually be set equal to
unity, since its concentration changes insignificantly
in most reactions in aqueous solution. Thus, taking
M and X as solids, Equation 5.22 reduces to

(5.24)

Another significant equation, previously derived
in this section, permits calculation of the change in
Gibb’s free energy for the overall reaction from the
electrochemical cell potential, Ecell

∆Greact = −nFEcell, (5.25)

where n = xm in the present case.
Therefore, relative to the generalized overall re-

action of Equation 5.19,

∆Greact = −(xm)FEcell (5.26)

∆Go
react = −(xm)FEo

cell. (5.27)

On substituting into Equation 5.24,

(5.28)

Also,

Ecell = E′RHE − E′LHE = E′X,Xx+ − E′M,Mm+ (5.29)

Ecell � Eo
cell �

RT

xmF
 ln 

ax
Mm�

am
Xx�

 .

¢Greact � ¢Go
react � RT ln 

ax
Mm�

am
Xx�

 .
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Eo
cell = Eo

RHE − Eo
LHE = Eo

X,Xx+ − Eo
M,Mm+. (5.30)

Substitution into Equation 5.28 yields

E′X,Xx+ − E′M,Mm+

(5.31)

or

(5.32)

(5.33)

Equations 5.32 and 5.33 are Nernst half-cell
equations. For example, with Equation 5.33, when
aMm+ = 1, E′M,Mm+ = Eo

M,Mm+. Hence, Eo
M,Mm+ is the half-

cell potential at unit activity of the ions (i.e., the
standard equilibrium half-cell potential). Values of
the standard potentials of many electrode reactions
are available in the literature, some of which are
given in Table 5.1.6–8 All values are given in sign 
and magnitude relative to the standard hydrogen
electrode (SHE). Many half-cell reactions involve
species on both sides of the reaction that have vari-
able concentrations in solution. These circumstances
are handled by using the Nernst half-cell equation in
the following more general form:

(5.34)

In this equation, X, Y, and Z are symbolic repre-
sentatives of the species involved in the reaction;
Π[Oxi]νi is the product of the activities of the species
on the “oxidized side” of the reaction (the side show-
ing electrons produced), each raised to its stoichio-
metric coefficient (νi); Π[Redi]νi has similar mean-
ing for the “reduced side” of the reaction; and n
is the number of moles of electrons produced (or
consumed) per unit of the half reaction. Application
of Equation 5.34 is illustrated in the following
examples:

(5.35)
OH�

reduced
�

1>2 H2O � 1>4O2 � e

oxidized

E¿X,Y,Z, � Eo
X,Y,Z �

RT

nF
 ln 

ß 3Oxi 4
ni

ß 3Redi 4
ni

E¿M,Mm� � Eo
M,Mm� �

RT

mF
 ln aMm�.

E¿X,Xx� � Eo
X,Xx� �

RT

xF
 ln aXx�

� aEo
M,Mm� �

RT

mF
 ln aMm�b,

� aEo
X,XX� �

RT

xF
 ln aXX�b

(5.36)

When the values of the constants R and F are inserted,
the natural logarithm converted to base-ten loga-
rithm, and the temperature assumed to be 298 °K
(25 °C, essentially room temperature), Equation 5.36
becomes

(5.37)

Similarly, for

(5.38)

(5.39)

5.2.4 Examples of Electrochemical 
Cell Calculations in Relationship 
to Corrosion

In most corrosion calculations, the metal-ion con-
centration in the environment is usually unknown. In
the absence of specific values of activity, a reason-
ably low activity of 10–6 is usually assumed. This
corresponds to less than one ppm (parts per million)
by weight. Also, most environments will not contain
hydrogen and the question arises as to the value of
PH2

to use in calculations on cathodic reactions in-
volving hydrogen evolution. Since hydrogen bub-
bles cannot form unless the hydrogen pressure is
about one atmosphere (the usual approximate pres-
sure of the surroundings), it is common practice to
assume PH2

= 1 atm. Assuming zero for either the
metal-ion concentration or the pressure of the hy-
drogen leads to an infinite potential because the ac-
tivity appears in the log term of the Nernst half-cell
equation. This implies that some corrosion should
always occur initially, since Ecell would be infinite
corresponding to an infinite decrease in ∆G. There-
fore, it is reasonable to assume that activities of the
above magnitude are quickly established on contact
of a metal with an aqueous environment if corrosion
is thermodynamically possible at all.

� Eo
HNO2,NO�

3,H
� �

59

2
 log 

aNO�
3
 a3

H�

aHNO2

.

E¿HNO2,NO�
3 ,H� 3mV1SHE2 4

HNO2 � H2O

reduced
�

NO�
3 � 3H� � 2e

oxidized

E¿OH�,O2
3mV1SHE2 4 � Eo

OH�,O2
�

59

1
 log 

P1>4
O2

aOH�

.

E¿OH�,O2
� Eo

OH�,O2
�

RT

1F
 ln 

P1>4
O2
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5.2.4.1 Example 1

Determine the thermodynamic tendency for silver to
corrode in a deaerated acid solution of pH = 1.0. As-
sume aAg+ = 10�6 and PH2

= 1.0 atm. Cell reaction:

.

Cell representation and calculations:

At LHE:

Ag = Ag+ + e

E′LHE = 445 mV(SHE).

At RHE:

pH = −log aH+

E′RHE = −59 pH = −59 mV(SHE)

Ecell = E′RHE − E′LHE = −59 − (445) = −504 mV.

Ecell is found to be negative, which means that 
∆G = -nFEcell is positive. Therefore, the spontaneous
direction for the cell reaction is right-to-left; conse-
quently, silver will not corrode due to the acidity
represented by pH = 1.0.

5.2.4.2 Example 2

Determine the thermodynamic tendency for silver to
corrode in an aerated acid solution at pH = 1.0. As-
sume aAg+ = 10–6, PH2

= 1.0 atm., and PO2
= 0.2 atm.

Compare the result to that of Example 1 (deaerated
solution). Cell reaction:

4Ag + O2 + 4H+ ↔ 4Ag+ + 2H2O.

E¿RHE � E¿H2,H
� � 0 �

59

1
 loga

aH�

1
b

H� � e �
1

2
 H2

E¿LHE � E¿Ag,Ag� � 799 �
59

1
 log 10�6

Ag 0Ag� 1aAg� � 10�62 g
H� 1pH � 12

H2 dissolved
`
H2 on Ag

PH2
� 1 atm.

Ag � H� 4 Ag� �
1

2
 H2

Cell representation and calculations:

At LHE, same as Example 1:

E′LHE = 445 mV(SHE).

At RHE:

O2 + 4H+ + 4e = 2H2O

E′RHE = E′O2H+

E′RHE = 1,229 −59 pH + 15 log 0.2

E′RHE = 1,160 mV(SHE)

Ecell = E′RHE − E′LHE = 1,160 − (445)

Ecell = 715 mV.

Ecell is found to be positive, which means that ∆G
is negative. Therefore, the spontaneous direction for
the cell reaction is left-to-right; consequently, silver
will corrode in this aerated acid solution (pH = 1.0)
due to the dissolved oxygen.

5.2.4.3 Example 3

Determine the pH at which silver will not corrode in
an aerated aqueous solution. Refer to Example 2 and
set Ecell = 0, with the pH as the unknown variable.

Ecell = E′RHE − E′LHE

0 = (1,229 − 59 pH + 15 log 0.2) − 445

pH = 13.1.

5.2.5 Graphical Representation of
Electrochemical Equilibrium:
Pourbaix Diagrams

The equilibrium electrochemistry of an element in
aqueous solution can be represented graphically uti-
lizing coordinates of equilibrium half-cell potential,
E′, and pH. These graphical representations, known
as Pourbaix diagrams in honor of Marcel Pour-

E¿RHE � 1,229 �
59

4
 log PO2

a4
H�

Ag 0Ag� 1aAg� �10�62 g
H� 1pH�12

O2 dissolved
`
O2 on Ag

PO2
�0.2 atm.

LHE RHE

LHE RHE
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FIGURE 5.4 Pourbaix diagram for the iron/water system.

baix,10 are essentially phase diagrams from which
the conditions for thermodynamic stability of a sin-
gle aqueous phase, or equilibrium of this phase with
one or more solid phases, may be determined. The
objective of these diagrams is to provide a large
amount of information in a convenient form for
quick reference.

A somewhat simplified Pourbaix diagram for the
iron/water system is shown in Figure 5.4. In this
case, the possible solid phases are restricted to
metallic iron, Fe3O4, and Fe2O3. 

Interpretation of the Pourbaix diagram in Figure
5.4 requires discussion of the experimental condi-
tions under which, at least in principle, it would be
determined. The coordinates are pH and electrode
potential, and it is implied that each of these may be
established experimentally. Their values will locate
a point on the diagram and from this point the equi-
librium state of the system is determined. It is as-
sumed that the pH may be established by appropri-
ate additions of an acid or base.

To establish any predetermined electrode poten-
tial, the experimental arrangement shown in Figure

5.5 is used. The components and their functions in-
clude the following:

a. The aqueous solution of controlled pH. This solu-
tion may contain dissolved oxygen (aerated), or
the container may be closed and an inert gas such
as N2 or He bubbled through the solution to re-
move the oxygen present from contact with air
(deaerated).

b. The working electrode which is the electrode
under study. It may be an active metal such as iron,
with iron ions being exchanged between the elec-
trode and the solution. This electrode may also be
an inert metal such as platinum, which supplies a
conducting surface through which electrons pass
to oxidize or reduce species in solution.

c. The auxiliary or counter electrode, usually plat-
inum, against which the potential of the working
electrode is established.

d. The reference electrode, against whose known
half-cell potential the electrode potential of the
working electrode is measured.
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FIGURE 5.5 The potentiostatic-circuit/polarization-
cell arrangement.

e. The electrometer or high-impedance voltmeter
that is used to measure the potential of the work-
ing electrode relative to the reference electrode.
The impedance of these instruments should be
approximately 1014 ohms or greater, such that the
current required to allow measurement will have
a negligible effect on the working electrode.

f. The potentiostat that establishes the potential of
the working electrode. The potential between the
working and auxiliary electrodes is changed until
the electrometer indicates the desired potential
for the working electrode relative to the reference
electrode. Potentiostats are usually electronic in-
struments that may be set to the desired potential;
and this potential is maintained by feedback con-
trol from the reference electrode.

In the following discussion of the Pourbaix dia-
gram for the system iron/water (Figure 5.4), it is
convenient to consider that the potentials repre-
sented along the ordinate axis have been established
by a potentiostat. Thus, if the potential is established
at –0.44 V(SHE) on an iron working electrode in
contact with an aqueous solution at pH < 6.0, then
the equilibrium condition is that of Line 23(0) on the
diagram with the “0” representing a Fe2+ activity of
100. Further interpretations of this line, and other
lines and areas (all labeled in accordance with Pour-
baix’s published diagrams10), are as follows:

1. Lines 23 (i.e., 23(0), 23(−2), etc.) represent the
equilibrium half-cell or electrode potential of
iron as a function of Fe2+ activity (Fe = Fe2+ +
2e) (i.e., by application of the Nernst equation):

(5.40)

The parallel lines are identified by the exponent
of 10 of the activity of Fe2+ ions in solution (i.e.,
= 100, 10–2, 10–4, 10–6, and others, which are not
shown, at greater dilution). The lines are hori-
zontal, since the half-cell potential is indepen-
dent of the pH at lower values of pH. If the po-
tential that is applied to the iron is below the
equilibrium potential corresponding to the  in
contact with iron, the iron will be stable and will
not corrode. Rather, iron will tend to be de-
posited from solution (i.e., ferrous ions will be
reduced to metallic iron). If Eapplied is above 
E′ for a given ion concentration, then iron will
tend to pass into solution, increasing the con-
centration of iron ions up to the equilibrium
value corresponding to the applied potential. In-
deed, if Eapplied > E_, net oxidation will occur. 
If Eapplied < E′, net reduction will occur.

2. At a given aFe2+, increasing the pH eventually re-
sults in the reaction:

3Fe2+ + 4H20 = Fe3O4 + 8H+ + 2e (5.41)

E′ = +980 – 236pH − 89 log aFe2+ (5.42)

Lines 26 therefore represent the equilibrium of
Fe2+ ions with Fe3O4, at various Fe2+ activities
(i.e., 100, 10–2, etc.).

3. Conditions along Line 13 correspond to a film
of Fe3O4 on Fe. That is, Fe and Fe3O4 coexist at
equilibrium with water containing Fe2+ ions at
an activity given by the appropriate Line 23. Ac-
tually, Line 13 is the locus of intersections of
Lines 23 and 26.

4. Above Lines 23, the stable state of the system is
virtually all iron in solution (i.e., aFe2+ > 100),
with aFe2+ > aFe3+.

5. Line 4′ corresponds to aFe2+ = aFe3+ and is located
at the equilibrium half-cell potential for the Fe2+

= Fe3+ + e reaction.

Eo
Fe2+,Fe3+ = 770 mV(SHE) (5.43)

6. Below Line 4′,

aFe2+ > aFe3+ (5.44)

Above Line 4′,

E¿Fe,Fe2 � � �440 �
59

2
 log aFe2 �
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(a) (b)

FIGURE 5.6 Pourbaix diagrams for the iron/water system showing regions of corrosion, immunity, and possible pas-
sivation.

aFe2+ < aFe3+ (5.45)

7. Lines 28 correspond to the reaction

2Fe2+ + 3H2O = Fe2O3 + 6H+ +2e (5.46)

E′ = –728 – 177pH – 59 log aFe2+ (5.47)

These lines give the conditions for precipitation
of Fe2O3 from solution. Again, the lines are
identified by the exponent of 10 for the aFe2+.

8. Lines 20 correspond to the formation of Fe2O3
from solutions of aFe3+ > aFe2+. Here, the curves
identified as 0, −2, −4, and −6 correspond to
aFe3+ = 100, 10–2, 10–4, and 10–6.

9. Line 17 corresponds to the equilibrium of
Fe3O4, Fe2O3, and solutions of indicated aFe2+ as
a function of potential and pH. With increasing
potential, Fe3O4 is oxidized to Fe2O3.

10. Lines a and b correspond to the following equi-
librium reactions:

Line a: 2H+ + 2e = H2 (pH < 7) (5.48)

or

2H2O + 2e = H2 + 2OH− (pH ≥ 7) (5.49)

Line b: 2H2O = O2 + 4H+ + 4e
(pH < 7) (5.50)

or

4OH– = O2 + 2H2O + 4e (pH ≥ 7) (5.51)

Therefore, below Line a, H2 is produced by re-
duction of H+ or H2O, and above Line b, O2 is
produced by oxidation of H2O or OH�. Between
Lines a and b, water is stable (i.e., it is neither
reduced to H2 nor oxidized to O2).

The Pourbaix diagram can be used to make pre-
liminary predictions of the corrosion of metals as a
function of electrode potential and pH. It is empha-
sized that the predictions are very general and the
method has been criticized in leading to incorrect
conclusions, since reference only to the diagram
does not recognize other often-controlling factors
such as rate and non-equilibrium conditions. Figure
5.4 is reproduced in Figure 5.6a with Pourbaix’s
areas of corrosion, immunity and passivation indi-
cated.10 Figure 5.6b shows the form frequently used
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to represent these areas, assuming that the activity of
reacting ions is 10–6. The terms are defined as fol-
lows:

• Immunity: If the potential and pH are in this re-
gion, the iron is thermodynamically immune
from corrosion. At a point such as “X” in Figure
5.6a, it is estimated that the Fe2+ activity should
adjust to about 10–10 and no corrosion should
occur. H2 would be evolved.

• Corrosion: In these regions of potential and pH,
the system should ultimately become virtually all
ions in solution, and therefore iron existing at
these conditions should corrode.

• Passivation: In this region, the equilibrium state 
is one of oxide plus solution. If iron is placed in 
this potential-pH environment, oxide will form on
the surface. If this oxide is adequately adherent,
non-porous, and has high resistance to ion and/or
electron transport, it will significantly decrease 
the rate of corrosion. Under these conditions,
the iron is said to have undergone passivation.
These regions in Pourbaix diagrams would be
more accurately identified as regions of “possible
passivation.”

Based on previous discussions, one can determine
from analysis of the Pourbaix diagram whether a
given metal will corrode in aerated (oxygenated) so-
lutions or deaerated (de-oxygenated) solutions at a
given pH. For deaerated solutions, with reference to
the generalized overall reaction,

xM + mXx+ ↔ xMm+ + mX, (5.52)

the specific equilibrium half reactions are

M = (Corrosion products) + electrons E′LHE (5.53)

2H+ + 2e = H2 E�RHE for pH < 7 (5.54)

2H2O + 2e = H2 + 2OH– E�RHE for pH ≥ 7. (5.55)

Line a in the Pourbaix diagram represents E′RHE
for half-reactions 5.54 and 5.55 as a function of pH,
for  = 1 atm. The criterion for corrosion is that Ecell
= (E′RHE – E′LHE) > 0 (∆Greact < 0). Therefore, for cor-
rosion to occur in deaerated solutions, Line a must
be above the metal equilibrium half-cell potential,
E′LHE. It is reasonable to use the upper metallic
boundary for E′LHE [i.e., Lines 23(–6), 13, and
24(–6) in the case of iron]. Consequently, iron is
predicted to corrode in deaerated solutions at all pH
values.

For aerated solutions, the specific equilibrium
half-cell reactions are

M = (Corrosion products) + electrons E′LHE (5.56)

O2 + 4H+ + 4e = 2H2O E′RHE for pH < 7 (5.57)

O2 + 2H2O + 4e = 4OH– E′RHE for pH ≥ 7 (5.58)

Line b in the Pourbaix diagram represents E′RHE
for half-reactions 5.57 and 5.58 as a function of pH,
for PO2

= 1 atm. Again, the criterion for corrosion is
that Ecell = (E′RHE – E′LHE) > 0. Therefore, for corro-
sion to occur in aerated solutions, Line b must be
above the metal equilibrium half-cell potential,
E′LHE, which again is taken to be the upper boundary
of the metal region in the Pourbaix diagram. Conse-
quently, iron is predicted to corrode in aerated solu-
tions at all pH values.

If corrosion is predicted to occur, one can de-
termine from analysis of the Pourbaix diagram 
the nature of the corrosion products. First, how-
ever, one must be aware that the potential of the
metal while it is freely corroding, Ecorr (i.e., in this
condition, the potential of the metal is not being
externally influenced by, for example, a potentio-
stat) must be between the two equilibrium half-cell
potentials:

E′LHE < Ecorr < E′RHE (5.59)

On labeling E′LHE as E′M (since it refers to the
metal equilibrium half-cell potential), and recogniz-
ing that E′RHE refers to Line a for the deaerated con-
dition and Line b for the aerated condition, Equation
5.59 can be rewritten as

E′M < Ecorr < E′Line a Deaerated (5.60)

or

E′M < Ecorr < E′Line b Aerated. (5.61)

Ecorr is known as the corrosion potential, the
open-cell potential, or the open-circuit potential. Its
exact location between E′M and E′Line a, or between
E′M and E′Line b, is determined by thermodynamics
and kinetics factors, and will be further discussed in
a subsequent section.

Nevertheless, with regard to prediction of corro-
sion products under freely-corroding conditions, for
iron in a deaerated solution at pH = 2, as an example
(refer to Figure 5.4), the corrosion products are fer-
rous ions (Fe2+) since Ecorr must lie between Line
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FIGURE 5.7 The elementary electrochemical corro-
sion circuit.

23(–6) and Line a. Under these conditions, passiva-
tion is impossible, since passivation requires the for-
mation of solid corrosion products, not ions in solu-
tion. As another example, consider the corrosion of
iron in an aerated solution at pH = 12. In this case,
the corrosion product is either solid Fe3O4 or solid
Fe2O3, since Ecorr must lie somewhere between 
Line 13 and Line b. Therefore, passivation is possi-
ble, depending on the characteristics of Fe3O4 and
Fe2O3. Obviously, these principles can be applied in
the analyses of Pourbaix diagrams for all metals of
interest.

5.3 ELECTROCHEMICAL KINETICS AND
CORROSION PROCESSES

5.3.1 The Elementary Electrochemical
Corrosion Circuit

The elementary electrochemical corrosion circuit is
schematically represented in Figure 5.7. At the an-
odic site, the net oxidation reaction is M → Mm+ +
me. At the cathodic site, the generalized net reduc-
tion reaction is Xx+ + xe → X. Actually, at the anodic
and cathodic sites, both oxidation and reduction re-
actions are occurring, as indicated below with re-
spective currents:

M →→→→ Mm+ + me Iox,M Anodic Site(5.62)

M ← Mm+ + me Ired,M Anodic Site(5.63)

Xx+ + xe →→→→ X Ired,X Cathodic Site(5.64)

Xx+ + xe ← X Iox,X Cathodic Site.
(5.65)

The net anodic and cathodic currents (or reaction
rates) are

Ia = Iox,M − Ired,M (5.66)

Ic = Ired,X − Iox,X. (5.67)

However, at the anodic site, the metal-ion reduc-
tion rate is normally quite small compared to the
metal-atom oxidation rate, as indicated by the ar-
rows in Reactions 5.62 and 5.63. Similarly, at the ca-
thodic site, the oxidation rate of X is normally quite
small compared to the reduction rate of Xx+. There-
fore, the net anodic and cathodic currents are given
approximately by

Ia ≅ Iox,M (5.68)

Ic ≅ Ired,X. (5.69)

As a consequence of the transfer of ions and elec-
trons at each interface, differences in electrical po-
tential, ∆φa and ∆φc, develop between the metal and
the solution at the anodic and cathodic sites, respec-
tively, where

∆φa = φM,a −φS,a (5.70)

∆φc = φM,c −φS,c. (5.71)

The subscripts a and c designate the anodic and
cathodic sites, and the subscripts M and S designate
the metal and solution phases. These differences in
potential, coupled as shown, constitute the electro-
chemical cell in which electrons are caused to flow
from the anodic to the cathodic site in the metal;
conventional electrical current (positive charge)
flows in the opposite direction. In the solution, cur-
rent flows from the anodic to the cathodic site as a
consequence of the potential in the solution being
higher above the anodic site than above the cathodic
site (i.e., φS,a > φS,c). This current is defined as a pos-
itive quantity for the spontaneous corrosion process
represented in Figure 5.7. In practice, individual in-
terface differences in potential, ∆φ, are assigned val-
ues relative to the standard hydrogen electrode
(SHE). In this chapter, these values are designated
by E for the general case, by E′ for the case of no
current passing (equilibrium), and by E′ for the case
of a corrosion current passing the interface. If the
potential of the standard reference electrode is taken
as zero (as is true for the SHE), then for the general
case, ∆φa = EM and ∆φc = EX.
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�

cE¿X � bred,X log 
Icorr>Ac

io,X
d � cE¿M � box,M log 

Icorr>Aa

io,M
d

RS (5.77)

The driving potential for the current in the solu-
tion, ∆φS, is

∆φS = φS,a − φS,c = (φM,a − ∆φa) − (φM,c − ∆φc) (5.72)

If it is assumed that the metal path is a good electri-
cal conductor (as is the general case), the potential
difference in the metal will be small and φM,a ≈ φM,c.
The driving potential for the current in the solution
is then

∆φS = ∆φc − ∆φa = E″X − E″M (5.73)

where the Es are now double superscripted to em-
phasize that their values are associated with the cor-
rosion current. Recognizing that Ohm’s law must
apply, the corrosion current is given by

, (5.74)

where RS and RM are the resistances of the solu-
tion and metal paths of the current, and Rinterface is
the resistance of any interface film that may form.
The current is called the corrosion current, Icorr.
When the area of the anode through which the
current flows is taken into consideration, the corro-
sion penetration rate (CPR) can be calculated, for
example in micrometers per year or mils (0.001
inch) per year. The total path resistance, Rtotal = RS +
RM + Rinterface, is obviously an important variable 
in determining the corrosion rate. Generally, how-
ever, the solution resistance dominates the total path
resistance.

The relative sizes and locations of anodic and ca-
thodic areas are important variables affecting corro-
sion rates. These areas may vary from atomic di-
mensions to macroscopically large areas. In Figure
5.7, areas have been depicted over which the anodic
and cathodic reactions occur, designated as Aa and
Ac. If the current is uniformly distributed over these
areas, then the current densities, ia = Ia/Aa and ic =
Ic/Ac, may be calculated. The current density is fun-
damentally more important than the current for two
reasons. First, through Faraday’s law, the anodic
current density, ia, relates directly to corrosion inten-
sity (CI) as mass loss per unit time per unit area, or
to corrosion penetration rate (CPR) as a linear di-
mension loss per unit time. Second, it is observed
that interface potentials (E) are functions of current
density of the form (assuming charge-transfer polar-
ization or Tafel behavior):

EM � E¿M � box,M log 
Ia>Aa

io,M

Icorr � 1En
X � EM

n 2> 1RS � RM � Rinterface2

(5.75)

(5.76)

In these expressions, EX and EM become the po-
tentials  and  if the current is zero and therefore re-
late to the potential differences across the individual
interfaces at equilibrium (i.e., no net transport of
ions or electrons). The β and io values are Tafel con-
stants and exchange current densities, respec-
tively—all constants for a given system. Equations
5.75 and 5.76, therefore, indicate that the existing
potential with current flow is the equilibrium value
plus or minus a term representing the shift in poten-
tial, or polarization, resulting from the current den-
sity. In other words, the corrosion process polarizes
the potentials from the equilibrium E′ values to the
E′ values. During corrosion, the anodic current must
equal the cathodic current, Ia = Ic, and this current is
the corrosion current, Icorr (see Figure 5.7). Thus,
Ohm’s law can be written as (assuming that the so-
lution resistance is the dominant resistance term)

Icorr �
E–X � E–M

Rtotal

� E¿X � bred,X log 
ic

io,X
.

EX � E¿X � bred,X log 
Ic>Ac

io,X

� E¿M � box,M log 
ia

io,M

If theoretically- or experimentally-based expres-
sions for the polarized potentials (Equations 5.75
and 5.76) are available, the Ohm’s law equation can
be solved for the corrosion current, Icorr. Icorr is a
measure of the total loss of metal from the anode
surface during corrosion. The anodic current density
during corrosion, icorr = Icorr/Aa, is a measure of the
corrosion intensity from which the corrosion pene-
tration rate can be calculated.

Equation 5.77 can be interpreted in relationship to
the conventional plotting of linear or Tafel polariza-
tion behavior of the anodic and cathodic reactions.
For this purpose, the individual anodic and cathodic
curves (Equations 5.75 and 5.76) are plotted in Fig-
ure 5.8 as functions of the current rather than current
density. At the anode interface, the current is Ia =
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FIGURE 5.8 Tafel polarization curves for anodic and
cathodic reactions illustrating the dependence of the cor-
rosion current, Icorr, on the solution resistance, RS.

iaAa, where Aa is the area at the anode/solution in-
terface. Similarly, for the cathode interface, the cur-
rent is Ic = icAc. The polarization curves are plotted
using exchange currents, Io, obtained by multiplying
the exchange current densities by the respective
areas, and the Tafel slopes. Any vertical separation
between the anodic and cathodic polarization curves
is a potential difference driving the current in the so-
lution from the anodic to the cathodic surface. This
difference in potential must be such that Equation
5.77 is satisfied. The difference is determined graph-
ically by determining (E″X – E″M) at selected values
of the current until a potential difference is found
such that when divided by Rtotal ≈ RS, the resulting
current has the same value as given along the log I
axis. This current will be Icorr and, on division by Aa,
will give the corrosion current density, icorr. The cor-
rosion rate can be calculated from this corrosion cur-
rent density through Faraday’s law. 

As the solution resistance decreases, the above
analysis indicates that the conditions satisfying
Equation 5.77 move toward the intersection of the
two polarization curves in Figure 5.8. A decrease in
resistance between the anodes and cathodes results
when the specific resistivity of the solution is de-
creased, and will occur even for higher resistivity
environments if the anodic and cathodic areas are
very small and separated by small distances. Under
these conditions, corrosion will appear to be uniform

on a macroscopic scale. Movement of a reference
electrode in the solution will measure a single corro-
sion potential, Ecorr, independent of position with a
value approaching the potential at which the anodic
and cathodic polarization curves intersect in Figure
5.8. To appreciate how small this driving potential
difference may be, consider an anodic area of 1 cm2

(10–4 m2) in a large cathodic area exposed to a rela-
tively low resistivity environment such that RS = 
10 ohms, and that the conditions are such as to cause
the practically small current of 10–2 mA. The anodic
current density is then 100 mA/m2, which for iron
would be a corrosion penetration rate of about 
125 µm/y (5 mpy). The driving potential supporting
this corrosion would have the very small value of
(10–2 mA)(10 ohm) = 0.1 mV, a difference so small
that it cannot be represented graphically in Figure
5.8.

5.3.2 Types of Polarization Behavior

Not all half-cell reactions obey the charge-transfer
type of polarization behavior (Tafel behavior) repre-
sented in Figure 5.8. At higher reaction rates
(currents or current densities), the polarization be-
havior is often controlled by diffusion or concen-
tration effects, as indicated schematically in Figure
5.9, where limiting diffusion currents (ID,ox,M and
ID,red,X) for the individual anodic and cathodic polar-
ization curves are shown.2,11 Furthermore, many
metals and alloys can undergo active-passive type
anodic polarization behavior, as indicated in Figure
5.10. In this case, at lower potentials, Tafel behavior
is demonstrated, but at a critical anodic current
density (icrit), the anodic current density (and cor-
rosion rate) decreases drastically due to the forma-
tion of a passive film. The passive film may break
down at a higher potential, resulting in high anodic
current densities, either uniformly (transpassive
behavior) or non-uniformly (localized pitting or
crevice corrosion). 

5.3.3 Faraday’s Law

Faraday’s law is the connecting relationship be-
tween the corrosion current density, icorr = Icorr/Aa,
and other expressions of “corrosion rate” such as
corrosion intensity (CI), in units of mass-loss per
unit area per unit time, and corrosion penetration
rate (CPR) in units of loss-in-dimension perpendicu-
lar to the corroding surface per unit time.

To retain emphasis on corrosion processes, Fara-
day’s law will be derived with reference to the gen-
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(a)

(b)

FIGURE 5.9 Influence of relative positions and shapes
of anodic and cathodic polarization curves on the corro-
sion current, Icorr: (a) anodic diffusion control, (b) ca-
thodic diffusion control.

FIGURE 5.10 Active-passive type anodic polarization
behavior.

FIGURE 5.11 Components of ionic and electron flow
at an area of metal surface referenced in the derivation of
Faraday’s law.eralized metal oxidation reaction, M → Mm+ + me.

In Figure 5.11, an anodic area, Aa, is shown over
which Ia = Iox,M – Ired,M = Icorr ≈ Iox,M. The current
flows to the surface counter to the electrons and en-
ters the solution as positive ions (cations), Mm+.

Consider that the corrosion current, Icorr, is ex-
pressed in amperes (A) or coulombs (C) per second.
The unit of positive electricity (equivalent to the
magnitude of the charge on the electron but with op-
posite sign) has a charge of 1.60 × 10–19 coulombs
and will be designated e+. Each ion formed by de-
tachment from the surface contributes me+ coulombs
to the current. W grams of metal entering the solution
in t seconds contributes W/Mt moles per second,
where M (g/mol) is the atomic mass. Multiplying by
Avogadro’s number, No, gives (W/Mt)No ions per

second. The product of the ions per second and the
charge per ion gives the current. Thus,

(5.78)

(5.79)

where F = Noe+ is Faraday’s constant (the charge of
one mole of electrons, F = 96,490 C/mole of elec-
trons).

If Equation 5.79 is solved for W/t and then di-
vided by the anode area, Aa (cm2), an expression for
the corrosion intensity (CI) is obtained, as follows:

Icorr � 1Wm>M2 1Noe
�2 11>t2 � 1Wm>M2 1F2 11>t2,

Icorr � 1WNo>Mt2 1me�2
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TABLE 5.2 Faraday’s Law Expressions 

Corrosion Intensity (CI)

Corrosion Penetration Rate (CPR)

Units: M (g/mol), m (oxidation state or valence), ρ (g/cm3),
icorr (mA/m2), mpy = mils (0.001 inch) per year.

CI1mg>cm2 � y2 � 0.0327 
Micorr

m

CI1g>m2 � y2 � 0.327 
Micorr

m

CPR1mpy2 � 0.0129 
Micorr

mr

CPR1mm>y2 � 0.327 � 10�3 
Micorr

mr

CPR1mm>y2 � 0.327 
Micorr

mr

FIGURE 5.12 The potentiostatic circuit.

(5.80)

(5.81)

where icorr is the corrosion current density in A/cm2.
If Equation 5.81 is divided by the density of the

material, ρ (g/cm3), an expression for the corrosion
penetration rate (CPR) is determined, as follows:

(5.82)

The expressions for CI and CPR (Equations 5.81
and 5.82) can be easily converted to more conven-
ient and traditional sets of units. Other expressions
for CI and CPR in various sets of units are given in
Table 5.2.

5.4 EXPERIMENTAL POLARIZATION
CURVES

Experimental electrochemical corrosion studies to
determine both corrosion rates and behaviors fre-
quently employ a potentiostatic circuit, which in-
cludes a polarization cell, as schematically shown in
Figure 5.12. The working electrode (WE) is the cor-
rosion sample (i.e., the material under evaluation).
The auxiliary electrode (AE), or counter electrode,
is ideally made of a material that will support elec-
trochemical oxidation or reduction reactions with re-
actants in the electrolyte, but will not itself undergo
corrosion and thereby contaminate the electrolyte.
The AE is usually made of platinum or high-density

CPR 1cm>s2 �
Micorr

mFr
.

CI1g>cm2 � s2 �
Micorr

mF
,

CI1g>cm2 � s2 �
M1Icorr>Aa2

mF

graphite. The reference electrode (RE) maintains a
constant potential relative to which the potential of
the WE is measured with an electrometer, a high-
impedance (>1014 ohms) voltmeter that limits the
current through the electrometer to extremely small
values that negligibly influence either the RE or WE
potential. The potentiostat is a rapid response direct
current (DC) power supply that will maintain the po-
tential of the WE relative to the RE at a constant
(preset or set point) value, even though the external
circuit current, Iex, may change by several orders of
magnitude. When the potentiostat is disconnected
from the corrosion sample (WE), the open-circuit or
open-cell condition exists, the WE is freely corrod-
ing, the potential measured is the open-circuit corro-
sion potential, Ecorr, and, of course, Iex = 0. 

The potentiostat can be set to polarize the WE ei-
ther anodically, in which case the net reaction at the
WE surface is oxidation (electrons removed from
the WE), or cathodically, in which case the net re-
action at the WE surface is reduction (electrons
consumed at the WE). With reference to the poten-
tiostatic circuit in Figure 5.12, determination of a
polarization curve is usually initiated by first mea-
suring the open-circuit corrosion potential, Ecorr,
until a steady-state value is achieved (e.g., less than
1.0 mV change over a five-minute period). Next, the
potentiostat is set to control at Ecorr and connected to
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FIGURE 5.13 Schematic experimental polarization
curves (solid curves) assuming Tafel behavior for the in-
dividual oxidation, and cathodic-reactant reduction polar-
ization curves (dashed curves).

Iex = Iox,M − Ired,X = Io,Me − Io,Xe  .
2.3(E−E′M)

βox,M

−2.3(E−E′X)
βred,X (5.83)

the polarization cell. Then, the setpoint potential is
reset continuously or stepwise to control the poten-
tial-time history of the WE while Iex is measured. If
the setpoint potential is continuously increased
(above Ecorr), an anodic polarization curve is gener-
ated. Conversely, if the potential is continuously de-
creased (below Ecorr), a cathodic polarization curve
is produced.

Interpretation of an experimentally-determined
polarization curve, including an understanding of
the information derivable therefrom, is based on the
form of the polarization curve that results from the
polarization curves for the individual anodic and ca-
thodic half-cell reactions occurring on the metal sur-
face. These individual polarization curves, assuming
Tafel behavior in all cases, are shown in Figure 5.13
(dashed curves) with Ecorr and Icorr identified. It is as-
sumed that over the potential range of concern, the
Iox,X and Ired,M contributions to the net anodic and ca-
thodic curves are negligible. Consequently, Ia = Iox,M
and Ic = Ired,X. At any potential of the WE established
by the potentiostat, the experimentally-measured ex-
ternal current, Iex, is the difference between Iox,M and

Ired,X. This difference, in terms of the Tafel expres-
sions for the individual reactions, is

It is evident that Iex changes from positive to neg-
ative when Ired,X becomes greater than Iox,M. This
change in sign occurs as Iex passes through Iex = 0, at
which point E = Ecorr and Iox,M = Ired,X = Icorr. Thus,
two current ranges can be identified: Iex > 0 (over
which the anodic or oxidation reaction is dominant)
and Iex < 0 (over which the cathodic or reduction re-
action is dominant). The properties of these two
ranges are summarized below.

In the current range, Iex > 0, the WE potential set
by the potentiostat is greater than Ecorr. The electrons
produced per unit time by the M → Mm+ + me reac-
tion exceed those consumed per unit time by the 
Xx+ + xe → X reaction, and net oxidation occurs at
the WE. A positive current is consistent with the sign
convention that assigns a positive value to the exter-
nal circuit current when net oxidation occurs at the
WE. For Iex > 0, a plot of E versus log Iex takes the
form of the upper solid curve in Figure 5.13, the an-
odic branch of the experimental polarization curve.
When E is increased sufficiently above Ecorr to cause
Ired,X to become negligible with respect to Iox,M (nor-
mally 50–100 mV),

Iex = Iox,M (5.84)

and Iex becomes a direct measure of the oxidation
rate, Iox,M, of the metal in this potential range. This
linear portion of an experimental curve reveals the
Tafel curve of the anodic metal reaction, and extrap-
olation of the Tafel curve to E′M provides an estimate
from experiment of the metal exchange current den-
sity, Io,M/Aa, where Aa is the area of the WE.

In the current range, Iex < 0, the WE potential set
by the potentiostat is less than Ecorr. At the metal sur-
face, electrons consumed per unit time by the Xx+ +
xe → X reaction exceed those produced per unit time
by the M → Mm+ + me reaction. Net reduction is oc-
curring and electrons must be supplied to the WE by
the external circuit; the external circuit current (Iex)
will be negative. A plot of E versus log |Iex| takes the
form of the lower solid curve in Figure 5.13. When E
is decreased sufficiently below Ecorr to cause Iox,M to
become negligible (normally 50–100 mV),

Iex = �Ired,X (5.85)
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FIGURE 5.15 Schematic experimental polarization
curves.

FIGURE 5.14 Schematic experimental polarization
curves.

or

|Iex| = Ired,X (5.86)

and Iex becomes a direct measure of the rate of the
cathodic reaction, Ired,X, on the metal. This linear
portion of an experimental curve reveals the Tafel
curve of the cathodic reaction, and extrapolation of
the Tafel curve to E′X provides an estimate from ex-
periment of the cathodic reaction exchange current
density, Io,X/Ac, where Ac is the area of the WE.

It is emphasized that, more generally, Iex is the ex-
perimentally-measured current representing the net
difference between the sum of all oxidation-reaction
currents and the sum of all reduction-reaction cur-
rents at the interface:

Iex = ΣIox − ΣIred. (5.87)

For the two half-cell reactions under consideration,

Iex = (Iox,M + Iox,X) − (Ired,X + Ired,M). (5.88)

Under the condition that Iox,X and Ired,M are 
negligible,

Iex = Iox,M − Ired,X. (5.89)

The above relationship is equally applicable if ei-
ther the metal oxidation-rate curve or the reduction-
rate curve for the cathodic reactant does not obey
Tafel behavior. To illustrate this point, three addi-
tional schematic pairs of individual anodic and ca-
thodic polarization curves are examined. In Figure
5.14, the metal undergoes active-passive oxidation

behavior and Ecorr is in the passive region. In Figure
5.15, where the total reduction-rate curve involves
reduction of both dissolved oxygen (O2 + 4H+ + 
4e → 2H2O) and hydrogen ions (2H+ + 2e → H2),
and their respective limiting diffusion currents, the
metal shown undergoes active-passive oxidation be-
havior and Ecorr is in the passive region. It is to be
noted for the example in Figure 5.15 that if the dis-
solved oxygen were removed from the electrolyte,
Ecorr would be in the active region, Icorr would be
considerably larger, and the experimental polariza-
tion curves would appear as in Figure 5.16.

5.5 EXAMPLES OF ELECTROCHEMICAL
CORROSION MEASUREMENTS 
AND CHARACTERIZATIONS

The thermodynamic and kinetic principles along
with measurement techniques described in previous
sections provide the basis for both predicting and
measuring rates of corrosion. All electrochemical
techniques for corrosion-rate determinations are di-
rected to measurement of the corrosion current, Icorr,
from which the corrosion current density (icorr =
Icorr/Aa), the corrosion intensity, and the corrosion
penetration rate are calculated, providing the area of
the anodic sites (Aa) also can be determined. In the
limit, these sites are assumed to be uniformly dis-
tributed on a scale approaching atomic dimensions
and indistinguishable from sites of the cathodic re-
action supporting the corrosion. In this limit, the cor-
rosion is uniform and the area of the anodic sites
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FIGURE 5.16 Schematic experimental polarization
curves.

(Aa) is taken to be the total specimen area (A). From
this limit, anodic sites can vary from microscopic to
macroscopic dimensions, thus leading to localized
corrosion. Hence, polarization measurements lead-
ing to a value for the corrosion current density [by
dividing the corrosion current by the total specimen
area (icorr = Icorr/A)] must be accompanied by a sur-
face examination to determine the actual anodic
areas.

Furthermore, if there is a distribution over both
anodic and cathodic sites with respect to the current
density of these respective reactions, the calcula-
tions are obviously more difficult. Frequently, the
heterogeneity of these reactions over the surface
must be evaluated qualitatively, recognizing that the
calculated corrosion current density, icorr = Icorr/A,
gives only a lower limit to the actual current density
and, hence, that local corrosion intensities and pen-
etration rates can be much higher. Assuming that a
specimen surface undergoing measurement contains
at least a statistical distribution of anodic and ca-
thodic sites, and that the intersite electrical resis-
tance is small, previous discussions have shown that
the intersection of the extrapolated Tafel regions of
the anodic and cathodic polarization curves gives
Icorr. To establish this intersection experimentally re-
quires determination of the anodic and cathodic po-
larization curves in the vicinity of the intersection.
Since the data analysis techniques involve extrapo-
lations and measurements of slopes of these curves,

the accuracy of their experimental determination is
important. Thus, the experimental methods must be
critically evaluated with respect to their sensitivity
to the polarization variables and how various condi-
tions established at the interface by the variables
contribute to an electrochemical measurement.
These variables include exchange current densities,
Tafel slopes, diffusion of species to and from the in-
terface, corrosion-product formation, and the poten-
tial scan rate.

5.5.1 Tafel Extrapolation

The most fundamental procedure for experimentally
evaluating Icorr is by Tafel extrapolation. This
method requires the presence of a linear or Tafel sec-
tion in the E versus log Iex curve. A potential scan of
approximately � 300 mV about Ecorr is generally re-
quired to determine if a linear section of at least one
decade of current is present, such that a reasonably
accurate extrapolation can be made to the Ecorr po-
tential. Such linear sections are illustrated for the ex-
perimental cathodic polarization curves in Figures
5.13, 5.14, 5.15, and 5.16. The current value at the
Ecorr intersection is the corrosion current, Icorr, as
shown in Figure 5.17. Assuming uniform corrosion,
the corrosion current density is obtained by dividing
Icorr by the specimen area (i.e., icorr = Icorr/A). Anodic
polarization curves are not often used in this method
because of the absence of linear regions over at least
one decade of current for many metals and alloys ex-
hibiting active-passive behavior. 

For example, inspection of Figure 5.16 shows that
extrapolation of the linear portion of the cathodic
curve would yield more accurate results than at-

FIGURE 5.17 The Tafel extrapolation method.



100 TYPES OF DEGRADATION

FIGURE 5.18 The polarization resistance method.
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tempted extrapolation of the anodic curve. In many
cases, a linear region may not be observed even in
the cathodic curve. This can be a result of the corro-
sion being under diffusion control or, on decreasing
the potential, entering into the diffusion-control re-
gion, or even that the nature of the interface changes
with changing potential.

The time required to determine Icorr by Tafel ex-
trapolation is approximately three hours, which cor-
responds to the approximate time required for ex-
perimental setup and generation of a cathodic
polarization curve at a commonly employed, slow
scan rate of 600 mV/h. In comparison, a comparable
gravimetric evaluation (mass-loss measurement) on
a corrosion-resistant metal or alloy could take
months, or longer. A limitation of the Tafel extrapo-
lation method is the rather large potential excursion
away from Ecorr, which tends to modify the WE sur-
face such that if the measurement is to be repeated,
the sample should be re-prepared following initial
procedures and again allowed to stabilize in the elec-
trolyte until a steady-state Ecorr is reached. Conse-
quently, the Tafel extrapolation method is not
amenable to studies requiring faster, or even contin-
uous, measurements of Icorr.

5.5.2 Polarization Resistance12–18

The polarization resistance or Stern-Geary method
allows faster corrosion rate measurements. The
theoretical justification for this method will be
briefly outlined. Recall that the external current is
given by Equation 5.83. At the corrosion potential,
E = Ecorr, Iex = 0, and Icorr = Iox,M = Ired,X. Therefore,

On dividing Equation 5.90 into Equation 5.83,

On dividing by the specimen area to convert to cur-
rent density,

This equation has the form of the solid curve in Fig-
ure 5.18 when plotted near Ecorr (usually within � 25
mV of Ecorr). 

Differentiation of Equation 5.92, with respect to
E yields

At E = Ecorr, the exponential terms are unity and
upon rearrangement, Equation 5.93 reduces to

(5.94)

where (dE/diex)Ecorr is known as the polarization re-
sistance, Rp. It has dimensions of resistance � area
(total specimen area, as in ohms-m2). As seen by
Equation 5.94 and indicated in Figure 5.18, Rp is the
slope of the experimental E versus iex curve at Ecorr.
The curve tends to be linear near Ecorr, which facili-
tates determination of the slope.

Equation 5.94 may be rewritten in the following
form, since the desired quantity in the polarization
resistance analysis is the corrosion current density:

(5.95)

This equation is used directly to determine icorr.
The analysis procedure involves evaluating the slope
of the E versus iex curve at Ecorr, as shown in Figure
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5.18, to determine Rp. From Rp and known or exper-
imentally-determined Tafel constants (β values), icorr
is calculated.

As previously stated, once Rp is determined, cal-
culation of icorr requires knowledge of the Tafel con-
stants. In the absence of these values, an approxima-
tion is often used.

In terms of rationalizing an approximation for B
in Equation 5.95, it is convenient to express B as

(5.96)

It has been observed that experimental values of
βox,M normally range between 60 and 120 mV;
whereas, values of βred,X normally range between 60
mV and infinity (the latter corresponding to diffu-
sion control for the cathodic reaction).17,19 Given the
ranges in β values, the extreme values of B are 13
and 52 mV, corresponding to βox,M = βred,X = 60 mV
and βox,M = 120 mV, βred,X = infinity, respectively. If
one uses as an approximation, βox,M = βred,X = 120
mV, then B = 26 mV. The expected error in the cal-
culated value of icorr (Equation 5.95) when using B =
26 mV as an approximation (as compared to extreme
values of 13 and 52 mV) should be less than a factor
of two. Therefore, the following approximation pro-
vides a reasonably good estimate of icorr from polar-
ization resistance measurements:

B �
1
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1
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b

.

(5.97)

In generating an E versus iex curve for polariza-
tion resistance analysis, only very small potential
excursions about Ecorr are employed, normally on
the order of ±10 mV. The general assumption is that
on scanning through this small potential range, the
material surface remains unchanged. Consequently,
repeat measurements may be made as a function of
time without removing the sample and re-preparing
the surface.

5.5.3 Cyclic-Anodic-Polarization Behavior
Relative to Localized Corrosion

By analyzing cyclic-anodic-polarization behavior,
information on localized corrosion susceptibility
can be obtained rather rapidly for a given metal or
alloy in a given electrolyte.20 In this regard, certain
parameters are identified in the schematic cyclic-
anodic-polarization curves of Figure 5.19, which il-
lustrate typical behaviors with regard to localized
corrosion susceptibilities. It is noted that Figure 5.19
has the general form of Figure 5.14, where passive
corrosion is taking place at Ecorr. The plots in Figure
5.19 are potential (relative to the saturated calomel
reference electrode [SCE]) versus the logarithm of
the external-circuit current density, where the cur-

icorr �
26 mV

Rp
.

FIGURE 5.19 Cyclic anodic polarization curves illustrating localized corrosion behaviors.
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rent density is the measured external-circuit current
divided by the specimen area. The controlled speci-
men potential can be regarded as the “driving force”
for corrosion, and the anodic current density is di-
rectly related to the specimen corrosion rate. 

In Figure 5.19, the potential scan is started below
the corrosion potential, Ecorr. At Ecorr, the external
current density goes to zero, and then increases 
to a low and approximately constant anodic value
(~10 mA/m2) in the passive range. In this range, a
thin oxide/hydroxide film, a passive film, protects
the material from high corrosion rates. At higher po-
tentials, the passive film may undergo uniform dis-
solution (transpassive behavior) or localized disso-
lution (pitting or crevice corrosion), which results in
higher corrosion rates and higher external current
densities. The passive film breakdown potential in
Figure 5.19 is labeled either as the transpassive po-
tential, Etrans, or the critical pitting potential, Epit. It
is noted that the breakdown potential also could cor-
respond to a critical crevice corrosion potential, but
such tests would involve specimen geometries with
carefully designed synthetic crevices. The pitting
form of localized corrosion will be emphasized in
the present discussion.

In the cyclic-anodic-polarization test, the poten-
tial scan direction is reversed at a pre-selected an-
odic current density above the breakdown potential
(often 104 mA/m2). If, on potential-scan reversal, the
current density decreases as in path 1, the material is
shown to be immune to pitting corrosion. In this
case, the breakdown potential corresponds to Etrans
and, above Etrans, the passive film undergoes uniform
dissolution because it is no longer thermodynami-
cally stable at these potentials. Moreover, on the
downscan, the passive film immediate reforms and is
again stable below Etrans. 

Alternatively, if, on the potential downscan, the
current density remains high until finally decreasing
to the passive-region value, as in path 2, the material
is shown to undergo a form of localized corrosion
(pitting corrosion in this discussion).

The breakdown potential in this case corresponds
to the pitting potential, Epit (i.e., the potential at
which pits initiate locally on the surface—localized
passive film dissolution). The potential at which the
current density returns to the passive value is known
as the repassivation potential or the protection po-
tential, Eprot. Between Epit and Eprot, existing pits are
propagating and new pits may initiate with time. In
the case of path 2, pits will neither initiate nor prop-
agate at Ecorr, the natural corrosion potential. There-
fore, the material will not undergo pitting corrosion
under natural corrosion conditions. If, on the other

hand, path 3 is exhibited, where Eprot is below Ecorr,
the material may undergo pitting corrosion at sur-
face flaws or after incubation time periods at Ecorr. 
In terms of overall resistance to pitting corrosion,
two parameters are important: (Epit – Ecorr) and 
(Eprot – Ecorr). Higher values of both are desirable to
reflect high values of Epit and Eprot relative to Ecorr.

5.6 SUMMARY

Some of the important electrochemical principles
and mechanisms controlling the aqueous corrosion
of metals and alloys have been summarized. It was
shown how to use principles in electrochemical ther-
modynamics to predict whether or not corrosion will
occur for a given metal in a given electrolyte (with
pH and oxygen content as principal variables) at a
given temperature. Sufficient detail was provided to
allow these calculations. The thermodynamics cal-
culations also were related to Pourbaix (or potential-
pH) diagrams in order to provide an understanding
of the source of these useful, summary diagrams. It
also was shown that, if corrosion is predicted to
occur, the electrochemical thermodynamics (as rep-
resented in Pourbaix diagrams) allow prediction of
the form of the corrosion product, either ions dis-
solved in the electrolyte or solids precipitated at the
surface. Because many metals rely on passivation to
maintain low corrosion rates, and because passiva-
tion can occur only with solid corrosion products,
this analysis allows prediction of whether passiva-
tion is possible for a given metal/electrolyte system.

In moving to the analyses of corrosion rates and
corrosion behaviors, the basic electrochemical cor-
rosion circuit was described in terms of anodic sites
and reactions, cathodic sites and reactions, interface
potentials, resistances to current flow in the circuit,
and the corrosion current. Simple Tafel or charge-
transfer polarization behavior was defined for anodic
and cathodic half-reactions, and appropriate equa-
tions were given. This simple behavior was expanded
to include diffusion effects and active-passive behav-
ior. Analyses of individual polarization curves, and
experimentally determined polarization curves, were
discussed relative to determining the open-circuit
corrosion potential, Ecorr, and the corrosion current
density, icorr. Faraday’s law was derived, which al-
lows calculation of the corrosion intensity or corro-
sion penetration rate from icorr under the assumption
of uniform corrosion.

And finally, several examples of specific types of
electrochemical corrosion measurements and char-
acterizations were described: Tafel extrapolation to
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determine icorr; polarization resistance to determine
icorr more rapidly; and cyclic-anodic-polarization
tests to examine for localized corrosion susceptibili-
ties. It is suggested that sufficient background is
given in this chapter for the reader to understand
many additional types of electrochemical corrosion
tests.

5.7 REFERENCES

1. Stansbury, E. E. and Buchanan, R. A. Fundamentals of
Electrochemical Corrosion. Materials Park, OH: ASM In-
ternational, 2000.

2. Bockris, J. O. and Reddy, A. K. N. Modern Electrochem-
istry. New York, NY: Plenum Press, 1973.

3. West, J. M. Electrodeposition and Corrosion Processe. New
York: D.Van Nostrand Co., 1965.

4. Gaskell, D. R. Introduction to Metallurgical Thermody-
namic. Taylor and Francis, 1981. 

5. Ives, D. J. G. and Janz, G. J. Reference Electrodes. Houston:
NACE International, reprinted 1996. 

6. Lide, D. R., Ed. CRC Handbook of Physics and Chemistry,
Cleveland, OH: CRC Press, 1997.

7. Bard, A. J., Parsons, R., and Jordan, J. Standard Potentials
in Aqueous Solutions. New York: Marcel Dekker, 1985.

8. de Bethune, A. J. and Loud, N. A. S. Standard Aqueous
Electrode Potentials and Temperature Coefficients at 25ºC.
Skokie, IL: Hampel, 1964.

9. West, J. M. Basic Corrosion and Oxidation. New York, NY:
Halsted Press, 1980. 

10. Pourbaix, M. Atlas of Electrochemical Equilibria in Aque-
ous Solutions. Houston: National Association of Corrosion
Engineers, 1974.

11. Vetter, K. J. Electrochemical Kinetics. New York: Academic
Press, 1967.

12. EG&G Princeton Applied Research. Basics of Corrosion
Measurements. Application Note Corr. 1. Princeton, NJ,
1980.

13. Standard Practice for Conducting Potentiodynamic Polar-
ization Resistance Measurements. ASTM Standard G
59–91. Annual Book of ASTM Standards, Vol. 03.02.
Philadelphia: American Soceity for Testing and Materials,
1995.

14. Stern, M. and Roth, R. M. Journal of the Electrochemical
Society. Vol. 104, p. 390, 1957. 

15. Stern, M. Corrosion. Vol. 14, p. 440t, 1958.

16. Mansfeld, F. The Polarization Resistance Technique for
Measuring Corrosion Currents. Corrosion Science and
Technology. New York: Plenum Press, Vol. VI, p. 163, 1976.

17. Jones, Denny A. Principles and Prevention of Corrosion,
New York: Macmillan Publishing Company, 1992.

18. Stern, M. and Geary, A. L. Electrochemical Polarization I:
A Theoretical Analysis of the Shape of Polarization Curves.
Journal of the Electrochemical Society. Vol.104, pp. 56–63,
1957. 

19. Stern, M. and Weisert, E. D. Proceedings ASTM. Philadel-
phia; ASTM, Vol 32, p. 1280, 1959. 

20. Wilde, B. E. On Pitting and Protection Potentials: Their Use
and Possible Misuses for Predicting Localized Corrosion
Resistance of Stainless Alloys in Halide Media. In Local-
ized Corrosion NACE 3. B. F. Brown, K. Kruger, and R. W.
Staehle, Eds. Houston: National Association of Corrosion
Engineers, pp. 342–352, 1974.



CHAPTER 6
HIGH TEMPERATURE OXIDATION

A. S. Khanna
Corrosion Science and Engineering, Indian Institute of Technology, Bombay, India

105

6.1 INTRODUCTION 105

6.2 CRITERIA OF METAL OXIDATION 106

6.3 KINETICS OF OXIDATION 106

6.4 TECHNIQUES INVOLVED IN MEASURING 

OXIDATION BEHAVIOR 108

6.5 MEASUREMENT OF OXIDATION KINETICS 109

6.6 IDENTIFICATION AND CHARACTERIZATION 

OF SCALES 110

6.7 WAGNER HAUFFE RULES 112

6.8 MARKER TECHNIQUE 113

6.9 OXYGEN TRACER TECHNIQUE 113

6.10 INITIAL OXIDATION OR THIN 

LAYER OXIDATION 115

6.11 OXIDATION OF PURE METALS 118

6.12 OXIDATION OF ALLOYS 122

6.13 INFLUENCE OF ALLOY ADDITIONS ON 

OXIDATION BEHAVIOR 122

6.14 OXIDATION BEHAVIOR OF SOME 

COMMERCIAL ALLOYS 128

6.15 OXIDATION IN MIXED GAS ENVIRONMENTS 132

6.16 PHASE STABILITY DIAGRAMS 137

6.17 SCALING OF ALLOYS IN 

SO2-CONTAINING ATMOSPHERES 138

6.18 OXIDATION OF FE-CR-AL AND NI-CR-AL ALLOYS IN

SO2 AND O2 ENVIRONMENTS 141

6.19 HOT CORROSION 142

6.20 OXIDE SPALLATION 145

6.21 PILLING BEDWORTH RATIO 145

6.22 STRESSES DEVELOPED DURING THERMAL 

CYCLING CONDITIONS 145

6.23 EXAMPLES OF HIGH TEMPERATURE CORROSION IN

VARIOUS INDUSTRIES 148

6.24 PETROLEUM REFINING AND 

PETROCHEMICAL PROCESSES 151

6.25 REFERENCES 152

6.1 INTRODUCTION

Oxidation is a special form of corrosion degradation
of metals and alloys that occurs when the metals or
alloys are exposed to air or oxygen. Oxidation can
also take place in other environments, such as sulfur
dioxide and carbon dioxide, which have relatively
low oxidation potentials. The degradation is gener-
ally in the form of scale formation. Sometimes,
along with scale formation on the surface, there is
oxide formation within the substrate next to the ex-
ternal scale.

Oxidation, in real sense, is the formation of the
oxide scale. If the formed oxide scale is thin, slow-
growing, and adherent, it protects the substrate from
further oxidation. However, if the scale spalls fre-
quently, the metal is consumed continuously and the
material ultimately fails. The other form of degrada-
tion at high temperatures is sulfidation, in which ei-
ther a thick sulfide scale is formed and/or sulfur pen-
etrates deeper into the matrix through grain
boundaries. Certain metals, such as titanium, zirco-
nium, chromium, and so forth, form protective ni-

tride scales when exposed to nitrogen-containing en-
vironments. Carbon dioxide and carbon monoxide
environments sometimes cause carburization and
decarburization problems, leading to either embrit-
tlement or loss in strength of the component. An-
other form of degradation that is known to occur at
high temperatures is hot corrosion, where oxidation
or sulfidation occurs beneath a salt melt deposit on
the surface of the substrate.

What should one know about high temperature
oxidation? A beginner needs to know why oxidation
occurs. What is the life of a metal and alloy in a par-
ticular environment at a particular temperature?
What type of products form due to oxidation? And,
finally, what is the mechanism of the oxidation
process?

In addition, it is important to know what causes
the scale growth. What is the role of defect structure
of an oxide, diffusion through oxide scales, and
stress generation during the oxide growth process.
Reasons for scale spallation and methods to improve
oxidation behavior by active element effects are
equally important. All these topics will be covered in
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this chapter, with a few examples from important
industries on the degradation of metals at high
temperatures.

6.2 CRITERIA OF METAL OXIDATION

An oxidation reaction between a metal (M) and the
oxygen gas (O2) can be written as

M(s) + O2(g) = MO2(s). (6.1)

Thermodynamically, an oxide will form on the sur-
face of a metal when the oxygen potential in the en-
vironment is greater than the oxygen partial pressure
in equilibrium with the oxide. This equilibrium oxy-
gen pressure, also called the dissociation pressure of
the oxide in equilibrium with the metal, is deter-
mined from the standard free energy of formation of
the oxide. The standard free energy of the oxidation
Reaction 6.1 can be written as

∆G° = – RT ln p (aMO2
/ aM p(O2), (6.2)

where aMO2
and aM are the activities of the oxide and

the metal, respectively, and p(O2 ) is the partial pres-
sure of the oxygen gas. In general, element activity
in alloy is given by aM = γMXM, where γM and XM are
the activity coefficient and mole fraction, respec-
tively, of M in the alloy. If the value of coefficient γM
is not available, ideal behavior is assumed, and γM is
assigned the value of unity. Assuming unit activity
of the solid constituents (i.e., the metal and oxide),
Equation 6.2 becomes

∆G° = RT ln p(O2) (6.3)

or

p(O2) = exp (∆G°/RT). (6.4)

Equation 6.4 permits the determination of the par-
tial pressure of oxygen in equilibrium with the oxide
from the standard free energy of formation. Plots of
the standard free energies for the formation of ox-
ides as a function of temperature are known as
Ellingham/Richardson diagrams, which are used to
obtian information about the partial pressure of oxy-
gen required for any metal to form oxide at any tem-
perature (Fig. 6.1). A linear behavior is expected for
all the metals. The strong oxide former is shown at
the bottom of the plot, while the weakest oxide
forming metal is shown on the upper part of the

curve. The partial pressure of oxygen required for
oxidation at various temperatures can be read from
the nomographic scale given on the right side of the
plot.  

6.3 KINETICS OF OXIDATION

One of the limitations of Ellingham diagrams is that
they do not take into account the kinetics of reaction.
These equilibrium diagrams only tell us whether
oxide formation is possible under certain conditions
of temperature and partial pressure of oxygen.
Sometimes it is possible that the kinetics of the
process are so slow that even if there is a possibility
of the reaction to occur thermodynamically, it will
take very long to form. Thus, it appears that the
oxidation reaction has not occurred. Therefore, it is
imperative to know about the kinetics of oxidation
reactions. Furthermore, if formation of more than
one oxide is possible, the diagrams cannot a priori
tell us which oxide will form in the given environ-
ment. The reaction kinetics of formation of different
oxides need to be considered. A combination of
thermodynamic and kinetic information can give a
better understanding about the behavior of the oxide.
Moreover, knowledge of reaction rates is an impor-
tant basis for elucidation of the reaction mechanism.
Rates of the reactions and the corresponding rate
equations for the oxidation of a metal depend upon 
a number of factors. The most important are temper-
ature, oxygen pressure, surface preparation, and
pretreatment of the metal. For engineering design,
kinetics of the oxidation is very important, as it 
gives an estimate of the design life of the metal to be
used as a particular component at a specific temper-
ature and environment. The following different 
rate laws are commonly encountered: linear, para-
bolic, logarithmic and combinations of them, such
as paralinear (combination of linear and parabolic),
etc.

6.3.1 Logarithmic Law

Logarithmic law usually represents oxidation in thin
layer regime. In the case of most of metals heated at
low temperatures, the kinetics usually obey logarith-
mic behavior. The rate of reaction rises very fast in
the beginning and then slows down, either following
a direct or inverse logarithmic law:

Direct logarithmic law x = K log t + A (6.5)
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FIGURE 6.1 Ellingham diagram, showing the variation of free energy with temperature for various oxides.

and

Inverse logarithmic law 1/x = B + K1 log t, (6.6)

where x can be the change in weight as a result of
oxidation, thickness of the oxide formed, the amount
of oxygen consumed per unit surface area of the

metal, or the amount of metal transformed to oxide.
Time is denoted by t, and K and K1 are the rate con-
stants for logarithmic and inverse logarithmic
process. A and B are the integration constants. The
variation of x with time is shown in Fig. 6.2. There
are a number of theories to explain the two logarith-
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FIGURE 6.2 The kinetics of logarithmic oxidation.

mic laws. These are based on the transport of either
ions or electrons. These are discussed in a subse-
quent chapter dealing with the oxidation in thin layer
regime. 

6.3.2 Parabolic Oxidation

From the standpoint of oxidation of engineering al-
loys, the parabolic law is of great importance. As per
this law, the oxide growth occurs with a continuing
decreasing oxidation rate. The rate of the reaction,
therefore, is inversely proportional to the scale thick-
ness or the weight of oxide formed. This is repre-
sented as

dx/dt = Kp / x (6.7)

or, after integrating,

x2 = 2Kp t + C, (6.8)

where Kp is called the parabolic rate constant, and
the variation of x versus t is given in Fig. 6.3. Most
metals and engineering alloys follow parabolic ki-
netics at elevated temperatures. The oxide growth
process is usually governed by the diffusion of ions
or electrons through the initially formed oxide scale.
The parabolic law was first derived by Wagner, as-
suming diffusion of charged species through the
oxide layer. This will be discussed in detail in a sub-
sequent section. 

6.3.3 Linear Equation

There are certain metals where the rate of oxidation
remains constant with time and is independent of the
amount of gas or metal previously consumed in the
reaction. In such cases, the rate of reaction is directly
proportional to the time:

dx/dt = K ′ t (6.9)

or

x = K ′ t + D, (6.10)

where K ′ is the linear rate constant of the reaction.
Such reactions usually take place by surface or
phase boundary reactions. These may involve, for
example: a steady state reaction limited by the sup-
ply (adsorption) of reactant at the surface; a reaction
governed by a steady state formation of oxide at the
metal/oxide interface; or diffusion through a protec-
tive layer with constant thickness. In addition to a
few metals, such as alkali metals and alkaline earth
metals, the linear rate law is usually followed when
a protective scale cracks or spalls, leading to direct
access of gas to metal. This results in very fast oxi-
dation rates, invariably following linear kinetics.

6.4 TECHNIQUES INVOLVED IN
MEASURING OXIDATION BEHAVIOR

Oxidation studies involve a combination of both the-
oretical and experimental knowledge. Topics such as
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FIGURE 6.3 The kinetics of parabolic oxidation.

defect structure and diffusion need a sound mathe-
matical background. An in-depth study of transport-
ing species through oxide layers requires a sound
knowledge of modeling a process and computer ex-
pertise to solve differential equations. But to obtain
a viable model of the process, experiments are
needed to generate data on the kinetics of the oxida-
tion reactions, characterization of the corrosion
products formed during oxidation, and information
on the structure of the interface between oxide and
the substrate metal or alloy. The most important ox-
idation data needed are the kinetics or rate laws for
the oxidation process. Experimental techniques to
determine oxidation kinetics are discussed first. This
is followed by a brief discussion on the techniques
utilized for scale characterization.

6.5 MEASUREMENT OF 
OXIDATION KINETICS

The most important method of measuring oxidation
kinetics is the gravimetric method. The principle of
the gravimetric method is to measure weight change
due to oxidation as a function of time. A simple
gravimetric technique involves the exposure of a
known area of the sample in a furnace, followed by
measuring the weight change at definite intervals of

time, using a sensitive balance. In this technique, the
experiment is interrupted each time the weight
change is measured. As a result, the sample experi-
ences various thermal cycles each time it is cooled
and heated again. This causes some changes in the
scale behavior, such as formation of cracks, spalla-
tion of scale, etc. However, the advantage is that
many samples can be exposed at one time and their
weight changes can be measured simultaneously
during each interruption. Hence, a number of alloys
with various compositions, or a single alloy with dif-
ferent treatments, can be studied very quickly. One
of the main limitations of this technique is that a sig-
nificant change in the scale growth process can
occur as a result of intermediate interruptions. This
is due to the thermal stresses arising during cooling
and heating at each interruption. The scale formed
during the initial period may spall or crack due to
thermal cycling. Therefore, an alternative way is to
measure the weight change continuously during ox-
idation. This is conducted using a special type of
thermobalances which continuously record the
change in weight while the sample is heated.

Thermogravimetry is the measurement of mass
change as a function of temperature or mass change
as a function of time at a constant temperature. The
former is known as a dynamic mode of thermo-
gravimetry, where from a single curve of mass

dx

dt
�

Kp
x
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change as function of temperature, one can get in-
formation about the activation energy of the reac-
tion. This technique is more common for chemical
or decomposition reactions and is usually not em-
ployed for oxidation studies. Oxidation studies are
usually carried out by exposing the specimen in a
furnace at a fixed temperature and measuring the
weight change as function of time. This is called
isothermal oxidation. Many such isothermal oxida-
tion curves are generated at various temperatures
and then utilized to determine the activation energy
of the oxidation reaction.

In addition to isothermal tests, sometimes oxida-
tion tests are carried out under cyclic conditions 
of temperature. In these tests, the sample is exposed
to a cyclic program (i.e., exposure for a fixed dura-
tion of time at a high temperature, followed by cool-
ing with a specific cooling rate; holding it for a cer-
tain time period; reheating and holding it at high
temperature under similar conditions). Such tests are
carried out for a number of cycles ranging from
10–20 to 100–200. Weight changes are measured
after each cycle. Such tests are known as cyclic oxi-
dation tests, and they give the information about the
stability of the oxide scale under severe oxidation
conditions (not only of heating at a particular tem-
perature but also under the effect of thermal
stresses), such as those generated during thermal
cycles.

A thermobalance consists of a sensitive balance
through which a sample is hung in a reaction cham-
ber that is exposed to a furnace. In addition to these
essential components, a sophisticated balance can
have a vacuum system, so that oxidation is carried
out in a vacuum or at various pressures, and a gas
inlet and outlet system to carry out the tests in dif-
ferent atmospheres. It is also possible to have special
modifications of the balance to carry out tests even
in corrosive atmospheres, such as water vapor,
steam, sulfur dioxide, chlorine, etc. A schematic of a
bottom-loading balance is shown in Fig. 6.4.

Among the other methods of measuring oxidation
kinetics are oxygen consumption rate measurement,
the ellipsometric technique, solid state oxygen sen-
sors, metallographic techniques of measuring scale
thickness, the interference color technique, etc.

6.6 IDENTIFICATION AND
CHARACTERIZATION OF SCALES

Reaction kinetics gives information regarding how
fast the oxidation will occur or how long a metal will

survive in an atmosphere at a particular temperature.
If the aim is to understand the mechanism of oxida-
tion so that the oxidation behavior of the metal or
alloy can be improved, then detailed information
about the scale constituents, scale structure, and
composition must be known. There are now a num-
ber of techniques that can be used to obtain this in-
formation. 

The simplest techniques are visual and stereo-
microscopic analysis, which give information about
the scale cracks, spallation, exfoliation, etc. The
scale is then subjected to either X-ray diffraction
analysis to identify the various oxides formed during
oxidation, or subjected to Secondary Ion Electron
Microscopy (SIMS) coupled with Energy Dispersive 
X-ray Analysis (EDAX) for surface topography, sur-
face morphology, and surface composition. Informa-
tion such as nodule formation, convoluted layers, and
type of oxide (whether it is crystalline or amorphous)
can be obtained from SEM. Analysis of scale cross-
section using optical microscopy, SEM/EDAX gives
information about the number of oxide layers, scale
adherence, interlayer scale adherence, and distribu-
tion of various elements in the scale. 

Electron Spectroscopy (AES)/Electron Spec-
troscopy for Chemical Analysis (ESCA), and Scan-
ning Ion Mass Spectrometry (SIMS) are used to
gather information about the first few layers of the
scale formed. Oxide structure and its concentration,
along with depth profiles, can be obtained using
these techniques. Another technique that is quite im-
portant is the Acoustic Emission Technique (AET),
which is used to gain information on scale spalla-
tion, scale adherence or, in general, about the in-
tegrity of scale and coatings. It is based totally on the
acoustics of the process during oxide growth and,
therefore, the information obtained is complemen-
tary to the information obtained from kinetics and
the other analyzing techniques [1].

6.6.1 Role of Defect Structure and
Diffusion in Oxide Scales

When a metal is exposed to an oxidizing environ-
ment, an initial thin film of oxide is formed first,
which covers the whole surface. As the oxide layer
continues to grow, either the metal ions from the
substrate or oxygen ions from the atmosphere must
pass through the initial thin film. Transport of the
ions through the oxide film usually occurs via solid
state diffusion, which, in turn, depends upon the im-
perfections in the solid or its defect structure.
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FIGURE 6.4 Schematic of a bottom loading balance.

Knowledge of the defect structure is important,
therefore, to understand the growth of the oxide
scales. 

The most common imperfections in oxides are
vacancies, interstitials, and impurities. Diffusion of

ions through oxide is generally favored by these de-
fects. Fig. 6.5 shows various diffusion mechanisms
generally found in solids, viz.: (a) exchange, (b)
ring, (c) interstitialcy, (d) interstitials, and (e) va-
cancy mechanisms. These defects are termed as vol-
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FIGURE 6.5 The various displacement mechanisms of diffusion: (a) place exchange; (b) ring mechanism; (c) intersti-
tialcy mechanism; (d) interstitial atom movement; and (e) vacancy mechanism.

ume defects or lattice defects; they require high ac-
tivation energy and usually occur at relatively higher
temperatures. The other more common defects are
grain boundaries, cracks, or surface diffusion. These
are relatively easy paths, called short circuit diffu-
sion paths, and are generally favored at lower tem-
peratures. 

The diffusion coefficient Dv (the subscript v
represents volume diffusion) of silver is about five
orders of magnitude lower than that of grain bound-
ary diffusion (Dgb). Similarly, the activation energy
for the latter is about half that of the former. The
lower value of activation energy explains why short
circuit diffusion plays an important role only at tem-
peratures below three-quarters of the absolute melt-
ing point. Since the total grain boundary area is
much smaller than the overall area of a polycrys-
talline alloy, the material transported by grain
boundaries will also be much less than that trans-
ported by volume diffusion. A rough estimate shows
the ratio of the grain boundary area to the overall
area as 10�5. Thus, if a comparable amount of mate-
rial is to be transported by grain boundaries and bulk
diffusion, then the ratio of Dgb/Dv should be about
105. At high temperatures, this ratio is less than this
value, but with a decrease in temperature, Dgb de-
creases much less than Dv, because of a much lower
value of activation energy for the grain boundary
diffusion.

6.7 WAGNER HAUFFE RULES

Depending upon the defects in an oxide, they can be
classified into n or p type oxides :

6.7.1 n-Type Oxides

Addition of foreign cations of a valence higher than
the cations of the parent oxide, a nonstoichiometric
n-type oxide (M1+xO or MO1–x) will decrease the
concentration of oxygen vacancies in MO1–x, or the
concentration of interstitial metal ions in an oxide
M1+xO. This will then result in decrease in the con-
ductivity in the oxide, leading to lower oxidation
rates. Conversely, additions of cations of a lower va-
lency would increase the corresponding defects and,
hence, the conductivity, leading to higher oxidation
rates.

Examples. Addition of Cr+3 to ZnO will reduce
the number of Zn interstitials and, hence, lower 
its oxidation rate, while addition of Li+1 will in-
crease the oxidation rate due to an increase in Zn
interstitials.

6.7.2 p-Type Oxides 

For p-type oxides (M1–xO or MO1+x), addition of
cations of higher valence increases the concentration
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of vacancies in M1–xO, or the concentration of inter-
stitials in MO1+x. In the same way, cations of a lower
valence would decrease the corresponding defect
concentrations. 

Example. Addition of trivalent Cr ions in FeO
would increase the concentration of iron vacancies
and would, therefore, cause an increase in the con-
ductivity and, hence, the oxidation rate. It is seen
that the addition of small amounts of Cr always in-
creases the oxidation rate of iron at first. Only when
a higher level of Cr (beyond the doping limit) is
present, does it help in reducing its oxidation rate.

Corresponding rules for the addition of foreign an-
ions have also been set up. A good example is the
change in the oxidation rate of zirconium when the
environment is shifted from pure oxygen to air. Air
contains nitrogen, which replaces some of the oxy-
gen anions. ZrO2 is n-type oxide, having oxygen va-
cancies. Replacement of higher valent N3– with diva-
lent O2– would increase the oxygen vacancies and,
hence, the oxidation rate. It is observed that oxidation
of Zr is higher in air than in pure oxygen. Table 6.1
classifies the various oxides, sulfides, and nitrides
into p-type, n-type, or amphoteric semiconductors.

To know the mechanism of oxidation, it is neces-
sary to find the dominating transporting species.
Two methods, based upon the diffusion of ionic
species, are marker studies and oxygen tracer stud-
ies described below.

6.8 MARKER TECHNIQUE

In this technique, inert metal in the form of either a
small wire or as metal deposited by plating or other
deposition methods is placed at the original metal
surface prior to the start of the oxidation test. After
oxidation, the position of the marker is used to ascer-
tain the mechanism of diffusion. In case the mecha-
nism is dominated by inward diffusion, the marker

after oxidation will be located at the oxide/gas inter-
face. If the scale grows by outward movement of
metal ions, it will be located at the metal/oxide inter-
face. If the marker is found in the scale, the growth
mechanism involves both inward diffusion of oxygen
ions and outward diffusion of metal ions. The relia-
bility of this method can be influenced by the marker
element, which is an outside body and can interfere
with the growth process. In addition, sometimes the
marker thickness is more than the scale thickness,
and the location of markers after an oxidation test
may not be accurate.

Currently, methods based on tracer diffusion are
more reliable and provide reliable information, al-
though interpretation is generally difficult. Tracers
involving metal ions are also employed and may be
easier to use. But not all metals have stable radioiso-
topes. Thus, an exchange during gaseous oxidation
has become more practical and easy. The technique
involves a two-stage oxidation involving 18O tracers.

6.9 OXYGEN TRACER TECHNIQUE

The use of 18O tracers to ascertain the mechanism of
diffusion of an ionic species during the oxide growth
process has become a successful method. The dou-
ble oxidation technique is used to identify the diffu-
sion processes involved. The alloy is sequentially
oxidized, first in natural oxygen and then in oxygen
gas containing 18O as tracers. The oxide growth dur-
ing the natural oxygen oxidation is referred to as the
old oxide, while the oxide grown during tracer oxi-
dation is referred to as the new oxide.

The position of the new oxide growth is deter-
mined from the concentration profile of the tracer
across the oxide scale, which is determined either by
Secondary Ion Mass Spectroscopy (SIMS) or by
proton activation techniques. The oxide growth
process could be either inward diffusion of oxygen
ions or outward diffusion of metal ions. In several
oxides, the mechanism involves diffusion of both

TABLE 6.1 Classification of Electrical Conductors: Oxides, Sulfides, and Nitrides

Metal-excess semiconductors (n-type) BeO, MgO, CaO, SrO, BaO, BaS, ScN, CeO2, ThO2, UO3, TiO2, TiS2, TiN, ZrO2,
V2O5, VN, Mo2O5, Ta2O5, MoO3, WO3, WS2, MnO2, Fe2O3, ZnO, CdO, CdS,
Al2O3, Tl2O3, In2O3, SiO2, SnO2, PbO2

Metal-deficit semiconductors (p-type) UO2, Cr2O3, MgCr2O4, FeCr2O4, CoCr2O4, ZnCr2O4, WO2, MoS2, MnO2, Mn3O4,
Mn2O3, FeO, FeS, NiO, NiS, CoO, Co3O4, PdO, Cu2O, Cu2S, Ag2O, CoAl2O4,
NiAl2O4, GeO, SnS, Sb2S3

Amphoteric conductors TiO, Ti2O3, VO, Cr2O3 (>1,250°C), MoO2, FeS2, RuO2, PbS 
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ions. Such identification is not that difficult by the
tracer method. However, as the tracer diffuses down
the grain boundaries, it exchanges with 16O, already
existing in the grains. To get any quantitative infor-
mation from the tracer concentration profiles, it is
necessary to model the process of inward diffusion
of tracer along grain boundary with exchange. The
advantage of a quantitative model is that the grain
boundary and the lattice diffusion coefficients are
obtained from the shape of the tracer concentration
profiles. The effect of structural parameters such as
oxide grain size on tracer profiles can also be evalu-
ated. The most important information obtained is re-
garding inward or outward growth.

In case the scale growth is a combination of both
mechanisms, a simple mass balance test can be used
to separate the two processes. In the model, the
shape of the tracer concentration profile depends
upon three parameters: grain size, grain boundary
diffusion coefficient Dgb, and lattice diffusion coef-
ficient Dv. By choosing appropriate values for the
three parameters, a family of curves can be gener-
ated, which define a range of 18O concentration pro-

files, which are quantitatively compatible with the
mechanism of inward diffusion of oxygen. Con-
versely, if an experimental tracer profile is given, it
should be possible to determine the values of the
three parameters. Fig. 6.6 shows a schematic of 18O
profiles for several transport mechanisms. The new
oxide is shown by the dotted area, and the old oxide
by a region without shading. In an outward growth
mechanism, the new oxide will appear next to the
oxide/gas interface, without disturbing the old oxide
formed under natural oxygen (Fig. 6.6a). In case the
mechanism is dominated by inward transport of
oxygen ions, the new oxide will appear next to the
metal/oxide interface, while the old oxide at the
gas/oxide interface appears as shown in Fig. 6.6b. In
these ideal cases, no exchange of tracers occurs with
natural oxygen. When exchange occurs, the inward
diffusion profile is slightly modified to account for
this exchange process and is shown in Fig. 6.6c. Fi-
nally, if the diffusion mechanism is a combination of
the outward movement of metal ions and the inward
movement of oxygen ion the profile appears as
shown in Fig. 6.6d. 

FIGURE 6.6 Oxygen tracer profiles of oxides formed.
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6.10 INITIAL OXIDATION OR 
THIN LAYER OXIDATION

The study of initial oxidation is the most important,
as it is the first step of metal reaction when the metal
is exposed to an aggressive environment. At high
temperatures, the reaction is so fast that it is difficult
to estimate the gas/metal interactions in the initial
stages. Thus, in order to know the mechanism of ox-
idation at the initial stages, experiments are con-
ducted at either low temperatures or low pressures at
high temperatures. In both these cases, the high tem-
perature oxidation process is viewed at a slow speed
in a manner similar to observing a movie in slow
motion. The rate of reaction and, hence, the kinetics
are quite different under these conditions and some-
times match the kinetics of noble metals, which usu-
ally exhibit very low oxidation rates.

The nature of the oxygen species adsorbed on a
metal has been studied extensively using different
analytical techniques, such as infrared (IR), electron
spin resonance (ESR), XPS, LEED, and AES. Oxy-
gen adsorbed on a metal or on a stable oxide surface
at room temperature converts it to several sub-
species. On the metal, a charged species exists, as in-
dicated by surface potential charges. On the oxide
surface, both neutral O2 and O as well as ionic
species O–1, O2–, and O3– may exist alone or in equi-

librium with each other. Molecular oxygen has been
found on Pt(111) at 120 °K. Molecules dissociate
into atoms at higher temperatures, illustrating the ac-
tivated nature of chemisorption. On copper (100)
and (111) surfaces, chemisorbed molecular oxygen
and weakly bonded atomic oxygen were detected
between 100 °K and room temperature, while
strongly chemisorbed atomic oxygen was identified
at room temperature.

Most of the theories put forward by several re-
searchers describe low temperature oxidation in
terms of logarithmic kinetics. The kinetic law is ei-
ther of the direct logarithmic or inverse logarithmic
type. The first theory of low temperature oxidation
was put forward by Cabrera in 1949. Since then, this
theory has been elaborated by others, and several
models have been proposed. A comprehensive list of
these theories, compiled by Kofstad, is reproduced
in Table 6.2. We will first explain the most simplified
theory proposed by Cabrera and Mott. Most of these
theories start after the oxygen has been adsorbed on
the clean metal and a monolayer or a few layers of
oxide have formed. As discussed previously, this
step follows a linear behavior and will be treated
separately afterwards. 

In the Cabrera and Mott Theory of Inverse Loga-
rithmic Kinetics, the following assumptions were
made:

TABLE 6.2 Summary of Theories for Initial Oxidation and Oxide Scale Formation [2]

Kinetics, rate equation Rate-determining processes, etc. 
Linear Adsorption on clean metal surfaces with constant sticking efficiency
Increasing reaction rate Adsorption on clean metal surfaces with increasing sticking coefficient. Simultaneous adsorption

and oxide growth
Logarithmic Adsorption. Elovich equation. Increasing activation energy with gas uptake
Inverse Logarithmic Electric field-inducted transport of ions through thin oxide films
Logarithmic Electric field-inducted transport of ions through thin oxide films; rate determining transport of elec-

trons
Logarithmic linear, etc. Electric field-inducted transport of ions through thin oxide film
Parabolic Electric field-inducted transport of metal ions through thin oxide films
Cubic Electric field-inducted transport of metal ions through thin p-conducting oxide films
Logarithmic Electron flow controlled by space charge in oxide film
Logarithmic, xn _ t Coupled diffusion homogenous field approximations
Logarithmic Adsorption/chemisorption model
Logarithmic Diffusion along pores, mutual blockage of pores
Asymptotic Diffusion along pores, self blockage of pores
Logarithmic, Asymptotic Diffusion along pores, simultaneous self blockage and mutual blockage of pores
Logarithmic Cavity formation
Logarithmic, etc. Nonisothermal process
Logarithmic Nucleation and growth increasing activation energy
Sigmoid, pseudo-logarithmic Lateral growth of oxide crystal coupled with linear, parabolic growth normal to surface
Quasi-cubic Dissolution of oxygen in metal with a concentration-dependent diffusion coefficient
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FIGURE 6.7 Schematic of SiO2 network structure.

• Oxide growth is by cation movement
• Oxygen molecules dissociate on the oxide sur-

face, giving rise to traps with an energy eV below
the fermi level of the metal.

• The density of such traps is sufficient to provide
enough electron levels to give a potential drop V
across the film and, thus, a field F, such that F =
V/x. It is known from changes in surface potential
that a field often exists across an oxide film grow-
ing at low temperature. 

The activation energy W for the movement of a
cation in the oxide drops to W – 1/2 qaF, where q is
the charge of the ion, a is the jump distance, and F 
is the field. An alternative assumption is that W is the
energy needed for accommodating a metal atom into
oxide. The growth rate can be written as

dx/dt = Na4n exp [– (W–1/2 qaV/x)/kT], (6.11)

where N is the number of mobile ions per unit vol-
ume in the oxide and n is a phonon frequency. On in-
tegration, this leads to an inverse logarithmic law:

1/x = (A + C log t),

where A and C are constants.
According to Ely and Wilkinsin, irrespective of

the mechanism of movement of ions, activation en-
ergy will be of form

WA = Wo + µx, (6.12)

where µ is a constant that depends upon the film
structure.

As a matter of fact, many oxides formed at low
temperature are of amorphous and glassy structures.
Depending upon their bond strength, there have
been two main categories in which these oxides can
be divided: network formers and network modifiers.
Network formers have higher bond strength than
network modifiers. An example of a network former
is SiO2, which has a three-dimensional network
structure having a five- or six-member ring structure
(Fig. 6.7).

An example of a network modifier is Na2O when
added to SiO2. This is shown in Fig. 6.8. The non-
bridging oxygen atoms (due to the presence of
Na2O) tend to weaken the network structure of SiO2.
In such a structure, no large channels are likely to
form for anion transport and, since the cations are
weakly bound, their transport is expected in the net-
work modifiers. Thus, it is amply proved by the

above discussion that the oxide structure plays an
important role in ionic movement. Now, if one uses
the expression of activation energy to determine the
rate of oxidation:

dx/dt = C2 exp [ – (Wo + µx)/kT)], (6.13)

which, on integration, gives a direct logarithmic law,

x = A log t + B.

Ely and Wilkinsin described low temperature ox-
idation in terms of the movement of a single ion,
cation, or anion by a process known as place ex-
change mechanism. This simply involves the inter-
change of two ions over a spacing of a few
angstroms, particularly in non-crystalline structures.
It is possible that the rearrangement of the whole
chain of atoms can occur simultaneously:

M+ – O – M – O – M – O�
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FIGURE 6.8 Schematic of network modifier structure.

A small activation energy is required for place ex-
change. However, this increases with an increase in
the thickness of the oxide, thus resulting in a de-
crease in the rate, leading to logarithmic kinetics.
Unlike the case of the Cabrera-Mott model, this ac-
tivation energy is not limited to movement of any
specific ion.

6.10.1 Mott Theory of Direct 
Logarithmic Law

The direct logarithmic law during the initial oxide
growth process has also been explained by tunneling
of electrons from the metal to the oxide as the rate-
determining step. In principle, growth at low tem-
peratures could be limited by electron or ion pene-
tration. In the former case, Mott suggested the
following equation for the rate of electron tunneling:

dx/dt = C3 exp [– 2x (2mU)1/2/h], (6.14)

where C3 is 107 cm/sec and U is the barrier height. 

There is however, no evidence of growth limited
by electron tunneling. Initially, it was thought that at
very thin oxide scales, perhaps the migration of
cations (as explained by the Cabrera and Mott the-
ory) appears fine, but as the oxide scale gets thicker,
this migration could be difficult. Hence, at a limiting
thickness it is possible that the ion migration shifts
to the electron tunneling process. Mott calculated
the limiting thickness and found it to be approxi-
mately 30 °A.

6.10.2 Thick Layer Oxidation—
Wagner’s Theory

When a metal is exposed to a high temperature, the
first monolayer of the oxide is formed instantly.
However, after the formation of the initial oxide
layer, further growth process requires transport of ei-
ther metal ions from the substrate or oxygen ions
from the gaseous side. The former move from the
metal/oxide interface to the oxide/gas interface,
while the latter move from the gas/oxide interface to
the metal/oxide interface. The transport of these
species is controlled by the diffusion laws, and the
diffusion is facilitated by the defect structure of the
oxide. For a thicker scale, the ionic species have to
travel a longer distance; whereas, the transport dis-
tance is shorter for thinner scales. Kinetics are gen-
erally parabolic in nature. Wagner’s model for thick
oxide layers begins with following assumptions:

1. The oxide scale is compact and adherent.
2. Migration of charged species, ions (cations or an-

ions), electron, or electron holes is the rate-
controlling process.

3. Thermodynamic equilibrium is established at
both the metal/scale and scale/gas interface.

4. The oxide is more or less stochiometric—there is
very little deviation from stochiometry.

5. Oxygen solubility in the metal may be neglected.

Because the thermodynamic equilibrium condi-
tion is established at both interfaces (metal/scale and
scale/gas), the activity gradients of both metal and
oxygen result across the scale (Fig. 6.9). Conse-
quently, metal ions and oxygen ions will tend to mi-
grate across the scale in opposite directions. Because
the ions are charged, this migration will cause an
electric field to be set up across the scale, moving
from the metal side to atmosphere. The net result of
the migration of ions (+ve or –ve) and electrons or
electron holes, therefore, is to be balanced for an
electroneutrality condition. As charged particles,
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FIGURE 6.9 Schematic of scale formation according
to Wagner’s model.

ions will respond to both chemical and electrical po-
tential gradients that, together, provide the net driv-
ing force for ionic migration. Based upon these con-
siderations, the parabolic rate constant of a thick
oxide scale controlled by cation movement can be
given as 

Kp = 1/Z2aF2 CA ∫ σa σe/σa+ σe dµm, (6.15)

where Kp is the parabolic rate constant, Za is the
charge on cations, σa and σe are the conductivities of
cations and electrons, respectively, F is Faraday con-
stant and µm is the chemical potential across the
oxide scale. This can further be simplified by relat-
ing conductivities with diffusion coefficients and ex-
pressing chemical potential in terms of oxygen par-
tial pressures as given below:

Kp = 1/RT ∫ DM ln p(O2). (6.16) 

6.11 OXIDATION OF PURE METALS

It is well known that most metals, with exception of
the noble metals, form tarnishing layers of oxides,
even at room temperature. Their reaction with oxy-

gen is expected to be very rapid at high tempera-
tures. It is very difficult to classify metals into vari-
ous groups on the basis of their interaction in oxi-
dizing environments, due to vast differences in terms
of their mechanisms of oxidation, type of scale
formed, etc. Perhaps the simplest classification
would be in terms of their oxidation resistance.
Noble metals, such as platinum, gold, palladium,
etc., can be grouped into one class. They are the
most resistant to oxidation.

Another group consists of transition elements,
such as iron, nickel, cobalt, etc., which have moder-
ate oxidation resistance but are the base elements for
important alloys for high temperature applications.
Alkali and alkaline-earth elements are the most re-
active elements and, therefore, are not important for
discussion in terms of their oxidation resistance.

Another method used to classify metals is in
terms of the temperature of application: those used
at low temperatures, such as copper, aluminum,
zinc, etc.; those used at intermediate temperatures,
such as iron, nickel, and cobalt; and those used at
high temperatures, such as the refractory metals
tungsten, molybdenum, etc., as well as a few noble
metals, such as platinum and palladium. However,
except at low temperatures, the use of pure metals is
very limited at higher temperatures (except for plat-
inum and palladium used as heating elements or
thermocouples). Many refractory elements are used
at high temperatures, but their use is limited to only
reducing environments or in a vacuum.

Metals can also be classified in terms of their ten-
dency to dissolve oxygen. In this classification, ele-
ments such as titanium, tantalum, zirconium, and
hafnium can be considered. They dissolve consider-
able amounts of oxygen and, hence, make the oxida-
tion process more complicated. Another way of clas-
sification may be in terms of the type of scale
formed, whether single or multiple. Nickel is the
best example to illustrate a single oxide-forming
metal.

The oxidation behavior of the metals is highly de-
pendent upon the physical properties of the metal,
such as the melting point, structure, and the molar
volume. For high temperature service, the melting
point of the metal dictates the limits of practical use
and structural changes that occur during heating and
cooling, which affect the oxide adherence.

Among various metals, oxidation of nickel is per-
haps the simplest. It forms a single oxide, NiO, when
oxidized at high temperature. Oxidation behavior is
governed by the defect structure of NiO, which is 
p-type and, hence, scale growth occurs by outward
diffusion of nickel ions. If there are some impurities

M � M�� � 2e    M�� � 2e � 1>2 O2 � MO
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in nickel (e.g., carbon), a two-layered NiO scale is
formed—an inner compact NiO formed by inward
diffusion of oxygen and an outer loose layer formed
by outward diffusion of nickel ions.

Many other important metals, such as iron and
cobalt, form multilayer oxides. Iron oxidation forms
a scale, which is a mixture of three oxides—wustite/
FeO; magnetite/Fe3O4, and haematite/Fe2O3. The
composition of the scale varies with temperature and
with the oxygen partial pressure. Wustite does not
form below 570 °C, and the scale consists of mag-
netite and hematite below this temperature. Above
570 °C, the scale consists of all three oxides in the
following sequence: FeO next to the metal; Fe3O4
next to FeO, and Fe2O3 as the outermost layer. This
gradation arises because FeO is metal-rich and re-
quires the lowest oxygen partial pressure, while
Fe2O3 is oxygen-rich and requires a higher partial
pressure of oxygen to form.

Wustite/FeO is a p-type of semiconductor, with
metal vacancies. It exists over a wide range of stoi-
chiometry, from Fe0.95O to Fe0.88O at 1,000 °C. With
such high cation vacancies, the mobility of cations
and electrons via metal vacancies and electron holes
is extremely high. The magnetite/Fe3O4 has inverse
spinel structure (i.e., all the Fe+2 ions and half of the
trivalent Fe+3 ions are occupied by octahedral sites,
and the other half of the trivalent ions Fe+3 occupy
tetrahedral sites). Defects occur on both sites and,
consequently, iron ions may diffuse over both tetra-
hedral and octahedral sites. The oxide has very little
deviation from stoichiometry, especially at high
temperatures. It however, behaves as a p-type semi-
conductor, with metal ions moving outwards.

Haematite/Fe2O3 exists in the α and β forms,
which are rhombohedral and cubic in structure re-
spectively. Generally, at T > 400 °C, Fe3O4 is oxi-
dized to α-Fe2O3. In the rhombohedral form, the
oxygen ions exist in a close-packed hexagonal
arrangement with iron ions in the interstices. With
such a structure, it may be expected that iron ions
would be mobile. However, experimental results
have shown disorder on an anion sublattice only,
from which only the oxygen ions are expected to be
mobile. In general, Fe2O3 behaves as an n-type semi-
conductor, but there is some evidence of the possible
migration of cations, also.

At the iron/wustite interface, iron ionizes in the
following way:

Fe = Fe+2 + 2e–. (6.17)

The iron ions and electrons migrate outwards
through the FeO layer over iron vacancies and elec-
tron holes, respectively. At the wustite/magnetite in-

terface, magnetite is reduced by iron and electrons
according to the following reaction:

Fe+2 + 2e– +Fe3O4 = 4FeO. (6.18)

Iron ions and electrons surplus to this reaction
proceed outward through the magnetite layer, over 
iron vacancies on the tetrahedral and octahedral 
sites and over electron holes and excess electrons,
respectively. 

At the magnetite/haematite interface, magnetite is
formed according to the reaction

Fe+n + ne– + 4Fe2O3 = 3Fe3O4. (6.19)

The value of n is two and three for Fe+2 or Fe+3 ions,
respectively. If the iron ions are mobile in the
haematite, they will migrate through this phase over
iron ion vacancies VFe together with electrons, and
new haematite will form at the Fe2O3/gas interface
according to the following reaction:

2Fe + 6e– + 3/2 O2(g) = Fe2O3. (6.20)

At this interface, oxygen also ionizes according to
the reaction

1/2 O2(g) + 2e– = O–2. (6.21)

If the oxygen ions are mobile in the haematite
layer, the iron ions and electrons in excess of the num-
ber required for the reduction of haematite to mag-
netite, will react with oxygen ions, diffusing inwards
through the Fe2O3 layer over oxygen vacancies form-
ing new Fe2O3 according to reaction 2Fe+3 + 3 O2– =
Fe2 O3. The mechanism of three-layer oxide on pure
iron above 570 °C is shown in Fig. 6.10.

Chromium is an important metal that is used as an
alloying element in all stainless steels and superal-
loys. It is responsible for creating a passive layer at
low temperature and a protective chromia scale at
high temperatures. The chromium oxide (Cr2O3)
scale, so formed, protects most of the high tempera-
ture alloys from further oxidation and sulfidation.
However, this protection is viable only up to a tem-
perature of 900 °C, above which the chromia scale
starts destabilizing due to the conversion of Cr2O3
into CrO3. CrO3 is volatile and, hence, is unable to
protect the substrate. Therefore, at and above 900 °C
it is advisable to not use stainless steels or other Cr-
based superalloys, especially in high partial pressure
of oxygen.

Another class of important metals comprises tita-
nium, zirconium, hafnium, tantalum, and niobium.
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FIGURE 6.10 Mechanism of oxidation of iron showing the diffusion of various ionic species. 

These metals differ from those described in the pre-
ceding paragraphs in that upon oxidation they not
only form an outer oxide scale but also absorb a lot
of oxygen. Thus, while calculating the oxidation
rate, one should measure the weight change due to
scale formation, as well oxygen diffused into the
metal. The dissolution of oxygen in the metal is
deleterious, as it can result in internal oxide forma-
tion and sometimes ordering of the structure.

Oxidation of titanium is quite complex. As per the
phase diagram shown in Fig. 6.11, there are several
stable oxides, such as Ti2O, TiO, Ti3O3, Ti3O5 and
TiO2. Thermodynamically, one would expect the
oxide scale to consist of several layers of different ti-
tanium oxides; however, oxidation in oxygen at near-
atmospheric pressure and below about 1,000 °C,
only TiO2 is formed. But at higher temperatures, par-
ticularly at reduced oxygen pressures, lower oxides
are expected to be formed. 

Titanium exists in two allotropic modifications.
The low temperature α form has an hcp structure, and
the high temperature β form has a bcc structure. The
transition between the two phases occurs at 882 °C.
The solubility of oxygen in the α phase amounts to
about 30 at.% and varies little with temperature. The
solubility of oxygen in the β phase increases with
temperature and is about 8 at.% at 1,700 °C. The α
phase is stabilized by oxygen dissolution. Oxidation
kinetics of titanium vary with temperature and time.
Fig. 6.12 summarizes the various rate laws followed
by titanium at various temperatures. Oxidation ki-

netics follow logarithmic rate law below 400 °C, dur-
ing which a thin oxide layer of TiO2 is formed. Be-
tween 400–600 °C, kinetics are found to follow cubic
rate law. In fact, this cubic law can be described as a
transition from logarithmic to parabolic behavior.
Oxygen dissolution becomes quite important in this
temperature range. It has been suggested that oxygen
dissolution and diffusion of oxygen, the rate of which
is a function of oxygen concentration, may give rise
to cubic oxidation kinetics. 

Between 600–1,000 °C, the kinetics are described
by parabolic behavior. However, long exposure may
lead to transition to linear behavior; and, above this
temperature, the rate of oxidation is so fast that it can
best be described by linear kinetics. Parabolic oxida-
tion involves both oxygen dissolution and scale for-
mation. Oxide formed during parabolic range is
mainly rutile, TiO2. The initially-formed oxide is
compact, but after extended exposures, when a cer-
tain critical thickness is reached, the scale cracks.
Therefore, the scale consists of a number of layers
corresponding to the number of times the scale
cracked after reaching critical thickness. A number of
researchers have found a value of weight gain, corre-
sponding to critical thickness at 750 °C, as 3 mg/cm2.

The defect structure of rutile suggests there are
two types of defects in TiO2: oxygen anions and in-
terstitial titanium ions. In terms of non-stoichiome-
try, rutile can be expressed as Ti1+yO2–x. In general,
it is concluded that the interstitial titanium ions pre-
dominate at low oxygen pressures and high temper-
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FIGURE 6.11 Phase diagram of titanium oxidation at various temperatures.

FIGURE 6.12 The various rate laws followed by titanium at different temperatures.

atures, and oxygen vacancies become important at
high oxygen pressures and low temperatures. The
mechanism of oxidation, therefore, appears to be the
formation of rutile by outward diffusion of titanium
ions in an inner layer and inward diffusion of oxygen
ions in an outer part of the scale. This has also been
confirmed by marker studies. The parabolic rate fi-

nally turns into linear rate after the critical thickness
is reached. This critical thickness value may de-
crease with increase in temperature. Therefore,
above 1,000 °C, one sees linear oxidation from the
very beginning of oxidation. The linear rate reflects
mainly an increased rate of oxide formation, while
the dissolution continues at a rate determined by the
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oxygen gradient and diffusion coefficient of oxygen
in metal.

6.12 OXIDATION OF ALLOYS

In actual practice, alloys, rather than pure metals, are
used in various high temperature applications. The
oxidation behavior of metals is generally modified
by the alloying addition, which renders them suit-
able for a particular high temperature application.
Although oxidation of alloys follows the same gen-
eral phenomenon as that presented earlier for pure
metals, the presence of more than one element in the
alloy necessitates consideration of a number of ad-
ditional factors to describe the alloy oxidation be-
havior. This renders the mechanism of oxidation of
alloys relatively complex compared to that of a pure
metal. Several factors determine the effect of alloy-
ing additions on the oxidation process:

1. the nature of the alloying addition (i.e., whether it
is more or less noble than the parent metal);

2. solubility in the parent metal;
3. affinity for oxygen and thermodynamic stability

of its oxide;
4. mobility or diffusion of the metal in the oxide

phase.

Depending upon these, the scale formed in an alloy
may be as follows:

1. a mixture of oxides formed from various alloying
elements;

2. a single oxide formed of a specific alloying ele-
ment;

3. a single or mixed external oxide scale with inter-
nal oxides of certain elements.

The first case would be that of general oxidation,
in which oxides of all the elements may form in the
initial stage (transient oxidation), followed by the
growth of the most stable oxide. In the second case,
conditions for selective oxidation of a particular
constituent of the alloy would result. Although this
would protect the alloy from further oxidation, the
selective oxidation can result in the depletion of this
element from the underlying matrix, which, in the
event of any scale damage, cracking, or spalling,
may result in excessive scale growth rate, resulting
in breakaway oxidation. In the third case, due to very
high activity of certain elements, inward diffusion of
oxygen can cause precipitation of oxides within the
matrix, well below the external scale in the alloy.
This type of internal oxide can be beneficial in some

cases. For example, they can strengthen the base
alloy and, if formed at grain boundaries in the alloy,
restrict grain boundary sliding. But a large amount
of internal oxide is deleterious to the alloy because
the grains, completely surrounded by oxidized mat-
ter, may be loosened and finally dislodged. Many
other possibilities that arise during oxidation of bi-
nary alloys are given in Fig. 6.13.

Another phenomenon of interest in some alloys is
the formation of low melting oxides of certain alloy-
ing elements (e.g., Mo and V). This may result in
catastrophic oxidation. The second constituent in the
metallic phase can also influence the oxidation in
two ways. It can enter the primary oxide film, either
increasing or decreasing the concentration of lattice
defects, thereby enhancing or retarding the oxida-
tion rate. Here, Hauffe’s valency rule has been found
helpful in many cases. Alternatively, the second con-
stituent may accumulate as a new phase at the base
of the primary oxide phase. Under favorable condi-
tions, this may obstruct the passage between metal
and film substance and, consequently, retard oxida-
tion. Parabolic kinetics cease to apply under these
conditions and may change to logarithmic kinetics.

6.13 INFLUENCE OF ALLOY ADDITION
ON OXIDATION BEHAVIOR

Let us take the case of iron as the base metal with
various alloying elements added to it. Nickel and
chromium are the two major alloying elements in
various heat resistant alloys, whose beneficial effect
on oxidation resistance is well known. Silicon and
aluminum are also quite effective, but they can have
a harmful effect on the mechanical properties if not
alloyed judiciously. In addition, small amounts of
several other alloying elements are added to FeCrNi
alloys to achieve specific properties.

6.13.1 Effect of Chromium Addition

Oxidation of pure iron leads to a three-layered scale
with wustite as the major oxide at temperatures
above 570 °C. Thus, oxidation of iron can be re-
duced if addition of some alloying element can elim-
inate the formation of wustite. This can be achieved
when chromium is added as an alloying element to
iron. Figure 6.14 shows the effect on the oxidation
behavior of pure iron or mild steel when chromium
is added to it. Addition of a small percentage of
chromium results in the formation of a chromium-
rich oxide, along with iron oxides. With an increase
in concentration of chromium, iron chromium
spinels are formed and the FeO layer correspond-
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FIGURE 6.13 The formation of scales in case of partially miscible oxides.
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FIGURE 6.14 Effect of Cr addition on the corrosion rate of steel at 1,000 °C.

ingly becomes thinner relative to Fe3O4, as Fe2+ ions
are blocked by the spinel oxide. With the further in-
creases in Cr, a mixed spinel of type Fe(Fe,Cr)2O4 is
produced, which decreases the oxidation rate signif-
icantly and leads to a parabolic kinetics. Since the Fe
ions are more mobile through this layer than the Cr3+

ions, the outer layer can still consist of the iron
oxide, especially after long oxidation times. When
chromium concentration exceeds the critical con-
centration, a selective oxide of outer layer of pure
chromia is initially formed. But to sustain the chro-
mia layer over a long exposure time, a substantially
larger amount of chromium is required—about 20
wt% at 900 °C and 25 wt% 1,000 °C. Phases that
form on an Fe-Cr alloy at 1,200 °C are given in a Fe-
Cr-O phase diagram, shown in Fig. 6.15. Such
isothermal diagrams can be plotted at various tem-
peratures to establish the stability regions of oxide
phases as a function of alloy composition. 

6.13.2 Effect of Nickel Addition

Nickel is generally not alloyed with Fe for the pur-
pose of improving high temperature properties of
Fe. The main purpose of alloying Ni to Fe-Cr alloys
is to transform the Fe from a ferritic to an austenitic
phase, which has a FCC structure and is more stable
at high temperatures. Nevertheless, it can be seen in
Fig. 6.16 that addition of Ni to an Fe-11% Cr steel

results in a significant reduction in the oxidation rate
at several temperatures. Thus, from the corrosion
standpoint, ~20 wt% nickel is effective at 870 °C,
30% at 980 °C and ~50 wt% at 1,200 °C. 

At higher chromium levels, the optimum nickel
concentration for maximum air oxidation resistance
decreases. This effect is depicted as isocorrosion
lines (compositions with same weight loss) on a ter-
nary diagram (Fig. 6.17). This indicates the relative
amounts of Ni and Cr that need to be added to Fe 
to reduce its oxidation rate. It can be noted that at
1,200 °C, in air, an addition of ~28 wt% Cr is equiv-
alent to a combined addition of ~50 wt% Ni plus 
10 wt% Cr, since all compositions on a given iso-
corrosion line exhibit the same corrosion rate. 

6.13.3 Effect of Aluminum

The beneficial effect of Al additions to Fe in sup-
pressing its oxidation in air is very strong. For ex-
ample, ~10 wt% Al added to Fe decreases the corro-
sion loss in Fe from more than six inches to less than
two inches per year (see Fig. 6.18). However, me-
chanical properties of such binary alloys are de-
graded, making this approach less practical. The
marked beneficial effect of Al addition to Fe-Cr al-
loys is clearly shown in Fig. 6.18. It is seen that ~5
wt% Al addition to a Fe-10Cr alloy reduces the oxi-
dation rate from four to five inches per year to less
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FIGURE 6.15 Isothermal section of Fe-Cr-O phase diagram at 1,200 °C.

than one inch per year. Under these conditions, a se-
lective alumina scale is formed on the outer surface,
somewhat protecting the base alloy from further ox-
idation. 

6.13.4 Effect of Silicon

Silicon additions are beneficial in restricting the ox-
idation rate. However, when the amount exceeds
2–3%, marked embrittlement of the alloy has been
noticed. When used in combination with other ben-
eficial alloying elements, silicon can be quite effec-
tive. As shown in Fig. 6.19, addition of about 1% Si
to a 5 Cr-0.5 Mo alloy reduces the oxidation rate
substantially. 

6.13.5 Oxidation of 
Multi-Component Alloys

As the number of alloying elements is increased, it
becomes fairly difficult to predict the type of scale
that will form, as well as the role of different alloy-
ing additions in the scaling process. Let us take the
example of a ternary Ni-Cr-Al alloy. Several possi-

bilities exist for the formation of scale, depending
upon the composition of the alloy at a given temper-
ature and the partial pressure of oxygen in the ex-
posed environment. One of the methods to predict
the oxide scales that will form on an alloy is to draw
a ternary phase diagram, if sufficient thermody-
namic and kinetic data are available. Such a diagram
will delineate the composition ranges for the forma-
tion of different types of oxide scales and enable one
to predict the oxide phases present on an alloy. Such
diagrams are called oxide maps.

One such oxide map for a ternary NiCrAl system
is shown in Fig. 6.20 at 1,000 °C. Three different
regimes of oxidation and reaction behavior can be
delineated, as follows:

1. In dilute alloys, where the concentration of Cr and
Al are insufficient to form a continuous scale of
either chromia or alumina. The scale on such al-
loys consists of NiO and spinels of Ni-Al, as well
as internal oxides of Cr and Ni. This is shown by
the region in the Ni corner of the ternary diagram.
Here, the oxidation process is dictated by the out-
ward diffusion of Ni ions.
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FIGURE 6.16 The effect of Ni addition on the oxidation of a Fe-11 Cr alloy in air at 870, 980, 1,095 and 1,200 °C.

FIGURE 6.17 Ternary diagram showing alloy composition areas of relatively heavy and light corrosion in air at 
1,200 °C.
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FIGURE 6.18 Effect of aluminum addition on the two Fe and Fe-Cr alloys oxidation in air at 1,095 °C.

FIGURE 6.19 Effect of Si addition on the oxidation of
5Cr/0.5Mo alloy in air at 815 °C.

2. In alloys containing a high concentration of Cr
and a low concentration of Al, a selective layer of
chromia oxide forms. In these alloys, Al is inter-
nally oxidized. The oxidation process is primarily
determined by the diffusional growth of chromia
scale. This behavior is indicated by the region in
the triangle, extending quite deep into the left cor-
ner.

3. In alloys containing a sufficiently high concentra-
tion of Al or a reasonable combination of Cr+Al
level, a continuous alumina scale forms. As can
be seen in Fig. 6.20, a large area of the diagram
encompasses the conditions under which a con-
tinuous alumina scale can form. In this region, the
oxidation process is controlled by diffusion of Al.
Similar maps can be constructed for other alloy
systems. In general, the ease of formation of pro-
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FIGURE 6.20 Oxide map for alloys in the NiCrAl system delineating the composition ranges for formation of differ-
ent types of oxide scales.

tective (-alumina scale is of the order of Fe-Cr-Al
> Ni-Cr-Al > Co-Cr-Al. 

The delineation between the three regions should
not be considered as absolute and can be influenced
by temperature and other alloying additions. In ad-
dition, as discussed previously, the transition to se-
lective oxidation will depend upon various other pa-
rameters, such as pretreatments, grain size, and
specimen geometry.

6.13.6 Effect of Other Alloying Elements

High temperature alloys, in general, contain several
other elements which are either added intentionally
to reduce oxidation or are present for several other
reasons. It is not our aim here to summarize the ef-
fect of each individual element on the oxidation
process. However, it is worth mentioning here that
the deliberate addition of rare earth and other oxy-
gen-active elements improves oxidation behavior.
Addition of rare earth elements in small concentra-
tions improves not only the oxidation resistance but
also enhances the scale adherence and reduces scale
spallation.

There are certain other elements, such as Mn, Mo,
V, Ta, etc., that are present in several high tempera-
ture alloys to improve their mechanical properties.
However, they can have a deleterious effect from the
standpoint of the oxidation resistance of the alloy.
Manganese, which is generally present in most of
the Fe-base alloys, has no pronounced effect on the

oxidation rate. In fact, a mild detrimental effect on
oxidation has been reported for the 200- and 300-
series stainless steels. Mo and V, if present in large
quantities, have a deleterious effect, as they can form
low-melting oxides (MoO2 and V2O5) and can lead
to catastrophic oxidation. The effect of certain tramp
elements, such as sulfur, phosphorus, boron, etc.,
has also been found to be detrimental to the scale ad-
herence and its spallation resistance. Hence, where
good scale adherence is required, these impurities
have to be reduced to very low (part per million) lev-
els. Boron, however, is added to many superalloys
for grain boundary strengthening.

6.14 OXIDATION BEHAVIOR OF SOME
COMMERCIAL ALLOYS

6.14.1 Carbon Steels and Low-Alloy
Ferritic Steels

Carbon steel is probably the most widely used engi-
neering material. It is extensively used for high tem-
perature applications in power plants, chemical and
petrochemical processing, oil refining, and in many
other industries. Boiler tubes in power plants, reac-
tor vessels in process industries, heat-treating fix-
tures, and exhaust train piping are a few examples of
components made of mild steel.

The oxidation behavior of mild steels is very sim-
ilar to that of iron, as discussed in the previous sec-
tion. Carbon steels have negligible oxidation in air
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up to temperatures of about 250–300 °C. Oxidation
attack is less than about 20 mg/cm2 up to 450 °C.
Above this temperature, the oxidation rate increases
rapidly, following linear kinetics, especially above
600 °C. High Strength Low Alloy (HSLA) steels,
which contain minor additions of alloying elements
(such as manganese, silicon, chromium and nickel),
have a lower oxidation rate. Chromium-molybde-
num steels are considered to be a better choice for
moderate temperature applications. The presence of
Mo enhances creep strength at these temperatures,
while Cr helps in forming a chromium-rich scale
that protects the steels from further oxidation. Fer-
ritic steels of the type 21/4Cr-1Mo and 9Cr-1Mo are
important materials for evaporator and superheater
tubes, respectively, in power plants; whereas, other
low-alloy steels (such as 1Cr- 0.5 Mo, etc.) are used
for other components where the temperature is not
very high. Adding Si generally helps in further re-
ducing the oxidation rate.

6.14.2 Oxidation Resistance of 
Stainless Steels

By definition, steels containing more than 12% Cr
are called stainless. They can be martensitic, ferritic,
or austenitic, depending upon the microstructure of
the stainless steel. For high temperature applica-
tions, austenitic stainless steels are more suitable be-
cause of their inherent high strength and good duc-
tility. Martensitic steels are suitable only for those
applications where very high strength is the main re-
quirement; whereas, ferritic stainless steels exhibit
good oxidation resistance for relatively low temper-
ature applications. These are suitable for tempera-
tures below 640 °C, because these steels drastically
lose strength above this temperature.

In general, corrosion resistance is imparted to all
stainless steels by the formation of a protective chro-
mia layer on the surface, which requires a minimum
of ~18 wt% Cr. In austenitic stainless steels, the
face-centered cubic structure is retained by addition
of Ni. The 300-series stainless steels, therefore, are
used in many high temperature applications up to
900–950 °C. Above this temperature, the chromia
layer begins decomposing into volatile CrO3 and the
protective properties of the steels are no longer re-
tained. Among various 300-series stainless steels, a
superior corrosion resistance is exhibited by high-
chromium stainless steels such as Type 310 (25Cr-
20Ni) and Type 309 (25Cr-12Ni). These steels also
possess good cyclic oxidation resistance (Fig. 6.21).

Among ferritic stainless steels, Type 446 has the
maximum resistance to oxidation, followed by

Types 430, 416, and 410. Cyclic oxidation tests that
were performed in air at 1,000 °C for 400 cycles (30
minutes in a furnace and 30 minutes outside)
showed that oxidation resistance was poor for Types
409 (12Cr), 420 (13Cr), and 304 (18Cr-10Ni). Type
420 was completely oxidized in 100 cycles. Types
405 (14Cr), 430 (17Cr), 446 (27Cr), 310 (25Cr-
20Ni), and DIN 4828 (19Cr-12Ni-2Si steel) exhib-
ited good oxidation resistance, as shown in Fig.
6.22. Above 1,200 °C, all except Fe-15Cr-4Al suf-
fered a severe attack within 400 cycles, indicating
that alumina-forming steels are superior to the chro-
mia-forming alloys. In a combustion environment
with regular gasoline containing 0.01 wt% sulfur,
considerable attack on stainless steels containing
less than 17% Cr has been reported. Steels such as
Types 310, 309, and 446 showed good corrosion re-
sistance in these environments. Combustion prod-
ucts such as CO, CO2, and hydrocarbons are ex-
pected to influence the oxidation behavior. Water
vapor, for example, affects the oxidation behavior 
of even Type 310 stainless steels, as shown in Fig.
6.23. 

6.14.3 Nickel-Based Alloys and 
Superalloy Oxidation

As the nickel content in the Fe-Ni-Cr system in-
creases from austenitic stainless steels to Alloy 800
and other Ni-Cr alloys, the materials become more
stable in terms of metallurgical structure, and also
exhibit better resistance to creep deformation. The
scaling resistance also increases significantly. As
shown in Fig. 6.24, the cyclic oxidation resistance of
an IN 601 alloy is considerably superior as com-
pared to those of IN 600 (18 wt% Ni) and Alloy 800. 

Nickel-based alloys can be classified into those
tht form chromia or alumina as protective scale on
oxidation. Alumina-forming Ni-based alloys exhibit
better high temperature oxidation resistance and
possess sufficient strength and creep resistance
properties. Aluminum present in the alloy forms
gamma prime (Ni3Al) precipitates that impart high
strength to these alloys. Also, alumina-based alloys
can be used at relatively higher temperatures com-
pared to chromia-based alloys, because the latter de-
compose into volatile CrO3 above 900–950 °C,
thereby rendering the scale nonprotective.

Fe-Cr, Ni-Cr and Co-Cr alloys exhibit low oxida-
tion rates when the Cr concentration is ~15–30 wt
%. Therefore, most iron-, nickel- and cobalt-based
commercial austenitic alloys typically contain about
16–25% Cr. Table 6.3 lists some of the common
chromia-forming alloys. High-chromium alloys
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FIGURE 6.21 Cyclic oxidation resistance of several stainless steels and Ni-base aloys in air at 980 °C.
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FIGURE 6.22 Cyclic oxidation resistance of several ferritic and austenitic stainless steels in air at 1,000 °C.

FIGURE 6.23 Cyclic oxidation resistance of several
ferritic and austenitic stainless steels in (a) air + 10%
water vapor at 980 °C.

have the drawback of forming an intermetallic sigma
phase, especially after exposure for a long duration
above 800 °C, which renders the alloy brittle. Nom-
inal chemical compositions of several alumina-
forming superalloys are listed in Table 6.4. They
usually contain 5–7 wt% Al and greater than 10 wt%
Cr. The alumina layer forms due to the gettering ef-
fect of Cr, as discussed previously. The oxidation
rate in these alloys is generally low, and the oxide
scales are thin. Scale spallation resistance is usually
improved by addition of a small concentration of ac-
tive elements such as Y, Ce, etc., the details of which
will be presented in a subsequent section. 

Superalloys have been developed for gas turbine
engines, which require both superior high tempera-
ture strength and strong oxidation resistance. Many
alumina-forming superalloys are being used for dif-
ferent parts of gas turbines. Applications of some of
these alloys have now been extended to other indus-
tries, such as heat treating, chemical processing,
petrochemicals, oil refining, and power generation. 

For highly-stressed turbine blades and vanes, cast
nickel- and cobalt-based alloys are used. For cast
nickel-based alloys, substantial amounts of Al and 
Ti are used to produce a large volume fraction of
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FIGURE 6.24 Cyclic oxidation resistance of several
ferritic and austenitic stainless steels in (b) gasoline ex-
haust at 980 °C.

gamma prime precipitates. These alloys also contain
substantial amounts of refractory elements, such as
Mo and W for solid solution strengthening, and B
and Zr for grain boundary strengthening.

In recent years, another group of commercial su-
peralloys has been developed for gas turbines, gen-
erally classified as Oxide Dispersion-Strengthened
(ODS) alloys. They are produced by mechanical al-
loying. Nominal chemical compositions of several
of the alloys such as MA956, MA754, MA6000 are
listed in Table 6.5. These ODS materials are superior
to superalloys with gamma prime precipitates, as
they contain a fine dispersion of inert oxide particles
in the austenite matrix that do not coarsen with time
and, therefore, retain high strength for a longer time
period at relatively higher temperatures. Their envi-
ronmental performance is also better than that of
conventional superalloys from the standpoint of
resistance to cyclic oxidation and scale spallation
resistance. 

6.15 OXIDATION IN MIXED 
GAS ENVIRONMENTS

Corrosion of materials at elevated temperatures is a
potential problem in many systems within the chem-
ical, petroleum, process, and power generating in-
dustries, but the environment in actual plants is far
from a simple, single oxidant. So far, we have dealt
with the reaction of metals and alloys in a purely ox-
idizing atmosphere (i.e., air or oxygen). Even in a
single gas environment, we saw that the identifica-
tion of oxides and the mechanism of their formation
often become complex, especially when we deal
with metals forming multi-layer oxides. Further-
more, if the gaseous environment is made more
complex by the addition of one or more gaseous
species, the scaling process will be even more com-
plex. The mechanism of oxidation/corrosion would
depend not only on the thermodynamic stability of
the oxides of the metallic constituents but also the
partial pressures of the two gaseous reactants in the
exposure environment. Therefore, material selection
for high temperature applications is based not only
on a material’s strength properties but also on its re-
sistance to the complex environments prevalent in
the anticipated exposure environment.

Considerable research on the causes, effects, and
prevention of different types of corrosion has been
underway for many years. However, when one stud-
ies reaction kinetics that involve only one reaction
equilibrium (e.g., H2O/H2 or CO2/CO for oxidation,
H2S/H2 for sulfidation, CH4/H2 for carburization or
NH3/H2 for nitridation), the reaction potential of the
participating species can be uniquely established by
the standard free energy of formation for the reac-
tion, as discussed above.

Even though corrosion of materials in single-oxi-
dant environments is fairly simple to examine and
provides a basis for formulation of alloys and their
development over the years, the selection and appli-
cation of alloys solely on the basis of their oxidation
resistance is very limited in practical systems in
view of the complex nature of the environments in
these systems.

6.15.1 Importance of Mixed 
Gas Environments

In a power plant, heat is generated by burning oil,
gas, or coal. If complete combustion occurs, the re-
sultant environment will consist of oxygen and car-
bon dioxide. In practice, however, complete com-
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TABLE 6.3 Composition of Various Chromia-Forming Alloys

Type UNS No C Cr Ni Co Fe Mo W Others

Incoloy 800 NO8800 0.05 21 32.5 — Bal — — 0.3Al, 0.3Ti
Incoloy 800H NO8810 0.08 21 32.5 — Bal — — 0.4Al, 0.4Ti
Incoloy802 NO8802 0.4 21 32.5 — Bal — —
Incoloy903 N19903 — — 38 15 Bal — — 1.4Ti, 0.9Al, 3Cb
Incoloy DS — 0.06 17 35 — Bal — — 2.3Si
Kanthal AI K92500 — 22 — — Bal — — 5.8Al
Inconel 600 NO6600 0.08 15.5 Bal — 8.0 — —
Inconel 601 NO6601 0.1 23.0 Bal — 14.4 — — 1.4Al
Inconel 625 N06625 0.1 21.5 Bal — 2.5 9.0 — 3.6Cb
Inconel 706 NO9706 0.03 16 Bal — 37 — — 1.8Ti,0.2Al,2.9Cb
Incone1718 NO77 18 0.04 18 Bal — 18.5 — — 5.1Cb
Hastelloy X N06002 0.1 22 Bal 1.5 18.5 — 0.6
Nimonic 70 — — 20 Bal — 25 — — lAl, 1.25Ti, 1.5Cb
Nimonic 75 — 0.1 19.5 Bal — — — —
Nimonic 81 — 0.03 30 Bal — — — — 0.9Al, 1.4Ti
Nimonic 90 NO7090 0.07 19.5 Bal 16.5 — — — 1.5Al,2.5Ti
Nimonic 115 — 0.15 15 Bal 15 — 4.0 — 5Al, 4Ti
Waspaloy NO7001 0.08 19 Bal 14 — 4.3 — 1.5Al,3Ti,0.05Zr,0.006B
Udimet 500 — 0.08 18 Bal 18.5 — 4.0 — 2.9Al,2.9Ti,0.05Zr, 0.006B
Udimet 520 — 0.05 19 Bal 12 — 6.0 1.0 2Al, 3Ti,0.005B
Udimet 700 — 0.03 15 Bal 18.5 — 5.2 — 5.3Al,3.5Ti,0.03B
Rene 77 — 0.07 15 Bal 15 — 4.2 — 4.3Al,3.3Ti,0.04Zr, 0.015B
Rene 80 — 0.17 14 Bal 9.5 — 4.0 4.0 3Al, 0.015B 5Ti,0.03Zr,
IN-738 — 0.17 16 Bal 8.5 — 1.7 2.6 3.4Al,3.4Ti,0.lZr,1.7Ta,0.9Cb,0.0lB
IN-792 — 0.12 12.4 Bal 9 — 1.9 3.8 3.1Al,4.5Ti, 1.7Ta,0.lZr,0.02B

TABLE 6.4 Composition of a Few Alumina-Forming Alloys

Type C Al Cr Ni Co Fe Mo W Others

IN713 C 0.12 6 12.5 Bal — — 4.2 — 2 Nb, 0.8Ti 0.012B, 0.1Zr
IN 713LC 0.05 6 12.0 Bal — — 4.5 — 2 Nb, 0.6Ti 0.01B, 0.1Zr
B 1900 0.1 6 8.0 Bal 10 — 6.0 — 4 Ta, 1.0Ti 0.015B, 0.10Zr
IN 100 0.18 6 10 Bal 15 — 3.0 — 4 Ta, 1.0Ti 0.015B, 0.10Zr
IN 731 0.18 5.5 9.5 Bal 10 — 2.5 — 4.6 Ti, 0.06Zr. 0.015B, 1V
MAR-M 200 0.15 5 9.0 Bal 10.0 1.0 — 12.5 2Ti, 0.05Zr,0.015B, 1.0Nb
Udimet 520 0.05 19 Bal 12 — 6.0 1.0 2Al, 3Ti,0.005B
Udimet 700 0.03 15 Bal 18.5 — 5.2 — 5.3Al,3.5Ti,0.03B

TABLE 6.5 Composition of a Few Alumina-Forming Alloys

Type Cr Ni Fe Ti Al Co Mo W Others

MA956 20 — Bal 0.5 4.5 — — — 0.5Y2O3
MA754 20 Bal 1.0 0.5 0.3 — 4.5 — 0.6Y2O3
MA 6000 15 Bal 0.75 2.88 4.38 16.0 2.0 4 2 Ta, 1.13Y2O3
NiCr8020 19–21 Bal 2.0 — — — — — 1Mn, 2Si
TDS-Ni — Bal — — — — — — 2ThO2
TMO-2 6.0 Bal — 0.8 4.2 9.7 2.0 12.4 4.7 Ta, 0.01B, 0.05Zr, 0.05C, 1.13Y2O3
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bustion is often not possible, and the burning of coal
or oil results in partial combustion, which generates
gases such as CO and H2. Secondly, all the fuels
(whether coal, gas, or oil) are rarely pure. They gen-
erally contain sulfur in the form of an impurity. A
part per million (ppm) level of sulfur impurity can
create a sufficient partial pressure of sulfur vapor, ei-
ther as sulfur dioxide or as hydrogen sulfide (by
combining with water vapor—a usual impurity).
Similarly, in petrochemical plants incomplete com-
bustion of crude generates not only carbon monox-
ide but also several low molecular weight hydrocar-
bons, which can make the environment really
complex and the prediction of reaction products
more difficult. In gas turbines, it has been found that
a ppm level of sulfur impurity may create ~1vol.%
of sulfur dioxide at about 1,000 °C, which is suffi-
cient to cause severe deterioration of even a very sta-
ble superalloy. It is essential, therefore, to know how
metals and alloys interact in mixed gas environ-
ments to predict the chemistry of the scale formed
and, hence, the mechanism of scale formation.

There are several mixed gas environments of in-
terest in many practical applications. They include
oxygen plus water, oxygen plus sulfur dioxide or hy-
drogen sulfide, and oxygen plus carbon dioxide/car-
bon monoxide. Moisture is present in many industrial
environments and is known to aggravate the corro-
sion reaction in many instances. Oxidizing environ-
ments that contain sulfur dioxide are prevalent in
chemical processes used to manufacture sulfuric
acid. In these processes, combustion of sulfur with
excess of air at ~1150–1200 °C can result in 10–15
vol.% SO2 and 5–10 vol.% O2, with the balance being
N2. SO2 is then converted to sulfuric acid. Such an en-
vironment is very oxidizing to structural alloys,
which may form scales comprising mixtures of ox-
ides and sulfides. On the other hand, the environ-
ment, in general, is very reducing in some of the
cracking units of many petrochemical plants, coal
gasification atmosphere, low NOx boilers, etc. Here,
sulfur is usually present as hydrogen sulfide, and the
oxygen content is extremely low. In addition, other
gases (such as CO, CO2, H2, and H2O) are also pre-
sent. Such an environment is considered a “reducing”
atmosphere, and the exposure of metals and alloys
usually leads to a severe sulfidation attack. As an ex-
ample, a coal gasification atmosphere typically has a
pS2of 10–5 to 10–10 atm and pO2 of 10–15 to 10–20 atm.

6.15.2 Oxidation versus Sulfidation

Let us first discuss how sulfidation differs from oxi-
dation. The reactions of metals and alloys with sul-

fur are governed by the same principles as we have
discussed for metal-oxygen reactions. For many
metals, however, sulfur behaves much more aggres-
sively than oxygen. The stability of various metal
sulfides as a function of temperature is given by the
Ellingham diagram for the sulfides. Fig. 6.25 shows
the plot of free energy versus temperature for vari-
ous metal sulfide reactions. There is very little dif-
ference in the stability of sulfides formed by iron,
nickel, and cobalt. Chromium, however, forms a rel-
atively stable sulfide compared to iron, cobalt, and
nickel. The corresponding sulfur vapor pressure (de-
fined by pS2 or by the pH2/pH2S ratio) that is re-
quired for the formation of a sulfide at a given tem-
perature is determined from the nomographic scale
on the right-hand side of the figure. Here, pS2 is ob-
tained by drawing a straight line through the point
‘S’ (on the left of the figure) through the free energy
line of the sulfide at the temperature of interest and
extending the line to the pS2 scale, giving the sulfur
partial pressure in equilibrium with the sulfide. Sim-
ilarly, the pH2/pH2S ratio can be deduced by draw-
ing a line from the point ‘H’ (on the left) through the
free energy of a sulfide at a given temperature and
extending it to the pH2/ pH2S scale (on the right).  

Why are reactions of sulfur with several metals
more aggressive than the corresponding reactions
with oxygen? For example, silver, which is noble in
oxygen, reacts violently with sulfur. Copper also un-
dergoes an extremely rapid reaction with sulfur. The
most common metals—iron, cobalt, nickel, and their
alloys—have reaction rates with sulfur that are sev-
eral orders of magnitude greater than those in oxy-
gen. Table 6.6 compares the reaction rates for Ni, Cr,
Co, and Fe in oxidizing and sulfidizing atmospheres.
The reasons for the high oxidation rates for metal
sulfur reactions are as follows:

1. Higher diffusion rates in sulfides, compared to
those in oxides, due to a large concentration of
lattice defects. For example, the defect concentra-
tion in cuprous sulfide, Cu2�yO, is as high as 17
at.% (Cu0.65S) at elevated temperatures; whereas,
the deviation from stochiometry in cuprous oxide,
y in Cu2-yO, is only 2�10�3 at 1,025 °C and 0.1
atm. oxygen. Similarly, for chromium sesquisul-
fide, Cr2S3, the stochiometry ranges from CrS1.30
to CrS1.54 and the predominant defects are re-
ported to be chromium interstitials. On the other
hand, deviation from stochiometry for chromium
trioxide (Cr2O3), is reported to be negligible.

2. Many sulfides have tendency to form low-melting
eutectics. The most common metals (iron, cobalt
and nickel) form low-melting sulfides. Nickel, for
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FIGURE 6.25 Ellingham diagram for the sulfidation of various metals.

TABLE 6.6 Parabolic Rate Constants for Oxidation and Sulfidation of Various Metals

Parabolic Rate Constant (Kp) gm2 cm–4 s–1 / Temperature

Ni Co Fe Cr

Oxidation 9.1�10–11 1000 °C 1.6�10–9 950 °C 5.5�10–8 800 °C 4.5�10–12 1000 °C
Sulfidation 8.5�10–4 650 °C 6.7�10–6 800 °C 8.1�10–6 800 °C 8.1�10–7 1000 °C

Environment

example, forms Ni3S2, which melts at 635 °C;
cobalt forms Co4S3, which melts at 880 °C; while
iron forms FeS, which melts at 985 °C. The low-
est temperature at which this happens is for nickel
or nickel-based alloys. This is why nickel-based
alloys suffer rapid degradation in sulfur-contain-
ing atmospheres.

3. As listed in Table 6.7, there is relatively little dif-
ference in the free energy of formation of the sul-
fides of various metals (such as iron, cobalt,
nickel, and chromium) compared to that of their

corresponding oxides. Because of this, the re-
quirement of the alloying element (e.g., Cr in Fe-
Cr or Ni-Cr or Co-Cr alloys) for selective sulfide
formation is relatively higher than the correspon-
ding oxides.

4. Finally, the dissociation pressure of sulfides is
much greater than those of the corresponding ox-
ides. Consequently, in spite of forming compact
scales, a high sulfur partial pressure is obtained at
the scale/metal interface, which favors rapid in-
tergranular corrosion of the alloy substrate. 

o
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TABLE 6.7 Standard Free Energy of Formation of Several
Metal Sulfides and Oxides at 1,000 °C

Sulfides (G ( kJ / mole) Oxides (G ( kJ / mole)

1/3 Al2S3 –219 1/3 Al2O3 –429
1/3 Cr2S3 –135 1/3 Cr2O3 –269
FeS –86 FeO –176
CoS –80 CoO –136
NiS –88 NiO –127
MnS –190 MnO –294

FIGURE 6.26 Parabolic rate constants for the sulfidation of Ni-Cr, Fe-Cr and Co-Cr alloys as a function of chromium
concentration in the alloy.

6.15.3 Sulfidation of Fe-Cr, Ni-Cr, and 
Co-Cr Alloys

As in the case of oxidation, alloying of chromium
with iron, nickel, and cobalt considerably improves
sulfidation resistance. The rate usually follows para-
bolic behavior and, for all the three classes of alloys,
the parabolic rate constant decreases with an in-
crease in the chromium content of the binary alloy.
Above about 15 at.% Cr, there is no significant dif-
ference between the rate constants of binary alloys,
as shown in Fig. 6.26.

The scale formed on binary alloys changes with a
change in the chromium concentration. At low levels
of chromium, a two-layer sulfide scale is formed—
sulfide of the base metal as the outer layer and an

inner layer consisting of a solid solution of the sul-
fides of the base metal and chromium. For Fe-Cr al-
loys, the improved protection is attributed to the pres-
ence of an inner sulfide layer of type Fe(Fe2-y,Crx)S4.
Similarly, mixed sulfides are formed on Ni- and Co-
based alloys. At high concentrations of chromium
(~40%), the scale is a single layer of chromium sul-
fide, which offers complete protection against further
corrosion.

In ternary alloys, the addition of aluminum has
been found to be beneficial as an alloying element
for corrosion resistance in both sulfur vapor and
H2/H2S environments. The improved sulfidation re-
sistance of Fe-Cr-Al alloys is due to the formation of
an inner layer of Fe(FexAlyCrz-x-y)S4. Similar reduc-
tion in the sulfidation rates occurs for the addition of
aluminum to Co-Cr alloys; however, the effect is not
as strong as it is for Fe-Cr-Al alloys.

On the other hand, Ni-Cr-Al alloys behave differ-
ently. Addition of Al to Ni-25Cr (up to 10%) showed
very erratic behavior when tested in sulfur vapor
from 600 to 950°C. The kinetics were found to vary
from parabolic to linear. This might be due to the
formation of low-melting nickel sulfide, as dis-
cussed previously.

Sulfidation of alloys in an H2/H2S mixture has
been described by isocorrosion rate curves for vari-
ous steels and stainless steels as a function of H2S
concentration and temperature. These are given in
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FIGURE 6.27 Isocorrosion rate curves for steels at var-
ious temperatures and partial pressures of H2S.

FIGURE 6.28 Isocorrosion rate curves for stainless
steels at various temperatures and partial pressures of
H2S.

Figs. 6.27 and 6.28 for steels and stainless steels, re-
spectively. 

6.16 PHASE STABILITY DIAGRAMS

When materials are exposed to multi-component gas
environments or mixed oxidants, several of the fun-
damental processes mentioned above can occur si-
multaneously. Furthermore, the second reactant may
either modify or degrade the corrosion-product lay-
ers that form by reaction of the first reactant and the
substrate elements. In these situations, reactions will
occur not only at the gas/scale interface, but also
within the scales that develop on the surface and in
the base metal beneath the reaction products. As a
result, the development of suitable and meaningful

thermodynamic and kinetic frameworks for both
nucleation and growth of scale layers on materials
exposed to mixed-oxidant atmospheres is quite
complex.

When studying reactions between metallic alloys
and complex gas environments, the chemical activi-
ties of several reactive species in the gas phase must
be considered simultaneously, and these activities
are generally established by gas-phase equilibria,
especially at elevated temperatures. In binary and
ternary gas mixtures, the chemical potentials of the
reactive species can be readily established, as a func-
tion of temperature, from the room-temperature gas
composition and free-energy data for reactions. For
a gas system that consists of CO, CO2, H2, H2O,
CH4, H2S, and N2 or NH3, several gas equilibria
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FIGURE 6.29 Thermochemical diagrams for M-S-O
systems (where M = Cr, Fe, Ni, and Mn) at 875 °C.

FIGURE 6.30 Thermochemical stability diagram for
the chromium-carbon-oxygen system developed for a
temperature of 982 °C.

have been used to formulate a set of nonlinear alge-
braic equations. One can use iterative procedures to
determine gas compositions at elevated tempera-
tures that yield minimum free energy for the system
and satisfy the conservation of different reactive el-
ements (i.e., C, H, S, O, and N) and the total pressure
of the gas mixture. Results of such analyses have
been used to establish the elevated temperature gas
compositions; the partial pressures of oxygen, sulfur
and nitrogen; and carbon activity in the gas mixture.
In the analysis of gas/metal interactions in mixed-
gas atmospheres, it is inherently assumed that equi-
libria among various molecular gas species prevail,
and chemical activities are calculated by using the
above approach or some similar method.

A convenient way of representing the possible
corrosion products as a function of gas chemistry is
to construct thermochemical diagrams that depict
the stability ranges of various condensed phases as
functions of the thermodynamic activities of the two
components of the reactive gas. A schematic of the
phase stability diagram for Fe, Cr, Ni, and Mn and
their oxides and sulfides at 875 °C is shown in Fig.
6.29 as a function of the oxygen and sulfur partial
pressures. The diagram shows that at oxygen and
sulfur pressures below the metal/oxide and metal/

sulfide boundaries, respectively, (region A of upper
diagram), the metal will be stable and undergo nei-
ther an oxidation nor sulfidation reaction. In regions
B and C, the oxygen or sulfur partial pressures are
sufficient to form oxide and sulfide phases, respec-
tively. In region D, the oxide is the thermodynami-
cally stable phase; however, the sulfur partial pres-
sure is sufficient to form sulfides in the subscale. The
reverse is true in region E. 

In the construction of these diagrams, the thermo-
dynamic activities of the metal and corrosion-prod-
uct phases are assigned a value of unity. Fig. 6.30
shows a phase stability diagram for the chromium-
carbon-oxygen system developed for a temperature
of 982 °C. In multi-component alloys, the activities
of constituent elements will be less than unity and
should be accounted for in the analysis. Further-
more, in gas/solid reactions that involve multi-com-
ponent alloys, a more complex corrosion product
(i.e., more complex than a binary compound) can re-
sult and will also decrease the thermodynamic activ-
ities of the specific phase in the mixture. This is es-
pecially true in cases where the corrosion reactions
lead to a liquid phase. 

6.17 SCALING OF ALLOYS IN 
SO2 CONTAINING ATMOSPHERES

A mixed environment such as SO2 and O2 exhibits
both sulfur and oxygen activities. Thus, to charac-
terize the corrosion behavior in such an atmosphere,
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it is necessary to construct the so-called stability di-
agrams described previusly. There is hardly any ap-
plication where the environment consists of 100%
SO2. Even in the manufacture of sulfuric acid, where
sulfur is oxidized to SO2, the partial pressure of SO2
is 15%—the rest is oxygen (5–10%) and N2. How-
ever, several studies have been conducted in pure
SO2 atmosphere. This is mainly to understand the
corrosion reaction. Sulfur dioxide, with oxygen, is
perhaps the more common atmosphere and the reac-
tion is a bit different in this atmosphere than in pure
SO2, because under these conditions the following
reaction may occur:

SO2 (g) + 1/2 O2(g) = SO3 (g). (6.22)

The presence of SO3 changes the reaction. Since
the formation of SO3 is temperature dependent, the
extent of the reaction with metal also varies with
pressure. Let us look at the reaction in pure SO2 with
nickel—the most-studied metal. The reaction of
nickel with SO2 occurs in the following manner:

7Ni + SO2(g) = 4NiO + Ni3S2. (6.23)

The scale is a duplex scale, and the reaction exhibits
a significant temperature and pressure dependence.
At 1 atm. SO2 pressure and at 500–600 °C, per the
stability diagram, NiSO4 is a stable phase and exists
in equilibrium at the outer surface of the scale. The
growth of a duplex layer may also occur via the fol-
lowing reaction:

9Ni + 2NiSO4 = 8NiO + Ni3S2. (6.24)

As the pressure is decreased below 0.1 atm. at 
600 °C, the scale is no longer in equilibrium with
NiSO4 and, therefore, there is no possibility of the
reaction shown in Equation 6.24. Hence, the reac-
tion rate decreases, and there is a strong pressure de-
pendence. The rate of reaction is linear from 1 atm.
to about 0.01 atm. in the temperature range 500–
1,000 °C; however, at 600 °C (due to stability of the
NiSO4 phase at high pressures), the rate is much
higher from 0.1 atm. to 1 atm. and falls below 0.1
atm. 

The strong temperature dependence can be ex-
plained as follows: Above 600 °C, the rate starts de-
creasing. This occurs, mainly, for two reasons:

1. NiSO4 is stable up to 600 °C, above which it be-
gins destabilizing. This reduces the possibility of
the reaction in Equation 6.24.

2. At about 635 °C, the Ni-S liquid begins stabiliz-
ing. The reactions at 700–900 °C are linear, and
the rates are proportional to SO2 pressure. The
rate decreases further as temperature increses
above 800 °C, because Ni3S2 is unstable above
this temperature. Thus, sulfide formation be-
comes thermodynamically impossible at suffi-
ciently high temperatures and/or at low SO2 pres-
sures. Under these conditions, NiO is the only
reaction product, which is why at 1,000 °C, the
rate of reaction in SO2 is same as the rate of reac-
tion of Ni in 1 atm. O2.

The initial reaction in SO2 + O2 between 600 and
900 °C occurs in the same way as in an SO2 envi-
ronment, with the formation of a duplex scale of
NiO and Ni3S2, as per the reaction (Eq. 6.23). How-
ever, the subsequent reaction

NiO + SO3(g) = NiSO4 (6.25)

depends very much on the reaction (Eq. 6.21). The
rate of the reaction increases, depending upon the
availability of SO3, as per the reaction (Eq. 6.21).
The reaction of Ni and O2 + 4%SO2 at 700 °C occurs
very slowly in the beginning, as shown in Fig. 6.31.
This shows the extent of the reaction with the total
pressure of SO2 and O2, until a time when SO3 starts
forming. At this point, the SO3 pressure in the mix-

FIGURE 6.31 Oxidation of pure Ni in SO2 and O2 with
and without the presence of Pt catalyst.
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FIGURE 6.32 Oxidation kinetics of Co in SO2 at vari-
ous temperatures.

FIGURE 6.33 Comparison of oxidation of Ni and Co
in SO2 at various temperatures.

FIGURE 6.34 Effect of pre-oxidation on the sulfida-
tion of iron at 700 °C.

ture is higher than the equilibrium SO3 pressure
p*SO3 of the reaction (Eq. 6.25). Furthermore, it can
be shown that the reaction of Ni in SO2 and O2 is
highest when the ratio of SO2:O2 is 2:1. 

The reaction of cobalt is very similar to that of
nickel. In an SO2 atmosphere, the linear rate in-
creases with an increase in temperature up to 920 °C,
above which it decreases sharply, as shown in Fig.
6.32. The scale consists of CoO and cobalt sulfide.
When oxygen is also present along with SO2, the
scale is in equilibrium with cobalt sulfate. The rapid
reaction rate for the Co+SO2 reaction is displaced to
higher temperatures, compared to that of the Ni+SO2
reaction. Fig. 6.33 illustrates how the weight change
at various temperatures for cobalt has been shifted to-
ward the higher temperature side (shifting the tem-
perature of maximum reaction from 600 °C for Ni to
920 °C for cobalt). This shift is due to two reasons: a
higher stabilization temperature of cobalt sulfide
Co4S3 (780–930 °C); and the higher stability of Co-
S liquid solution (about 880 °C). 

The reaction of iron with SO2 is slightly different
from that of Co and Ni. Reaction of iron measured at
700 °C mainly formed FeO as the outer scale. The
sulfide FeS was found enriched in the inner part of
the scale next to oxide metal interface. The rate of
reaction in SO2 was not very different from the rate
in air, as shown in Fig. 6.34. The reason for this was
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FIGURE 6.35 Effect of Cr concentration on the oxida-
tion of Ni In SO2 and O2 at various temperatures.

that both FeO and FeS are equally highly-defective
oxides. Hence, the diffusion of metal ions does not
differ significantly. The reaction of Fe in SO2 be-
comes explosive after a temperature of 940 °C, as
this is the temperature at which a eutectic mixture of
FeO+FeS is formed. Chromium, when reacted with
SO2 at temperatures 700–1,000 °C, resulted in the
formation of chromia scales. No sulfide was de-
tected. However, extensive blistering of the surface
was detected in a manner similar to that in oxygen. 

Reaction of nickel chromium alloys in SO2-bear-
ing environments is dependent upon temperature
and the partial pressure of SO2. In 1 atm. pressure of
SO2, the reaction is very similar to that of pure
nickel, with the rate of corrosion increasing with
temperature from 600 °C to 800 °C; above this, the
rate of reaction is much lower. This is because of the
formation of a duplex NiO and Ni3S2 scale at these
temperatures. However, the nickel sulfide melts after
635 °C and the rate increases up to 800 °C. Above
800 °C, the nickel sulfide is unstable Also at these
temperatures, a protective chromia scale starts form-
ing. The reaction in an SO2 and O2 atmosphere also
has a similar trend. For an SO2:O2 ratio of 2:1, the
effect of the addition of chromium to nickel is shown
in Fig. 6.35.

6.18 OXIDATION OF Fe-Cr-Al
AND Ni-Cr-Al ALLOYS IN SO2

AND O2 ENVIRONMENTS

Ternary alloys of Fe and Ni with Cr and Al are the
most important materials for many high temperature
applications, especially for gas turbines. Superalloys
and oxide-dispersioned strengthened alloys are ei-
ther Ni-based or Fe-Ni-based alloys with Cr and Al
as the main alloying elements. Some of these alloys
form protective chromia or alumina scale. Many of
these alloys have good corrosion resistance in SO2
and SO2+O2 environments, but no definite rule can
be framed to generalize their behavior in these envi-
ronments. However, it can be clearly stated that if
the environment at the beginning of exposure is ox-
idizing (i.e., the environment has enough oxygen to
form a protective alumina or chromia scale), the al-
loys will behave quite well, provided there is no
scale cracking or spallation. In case of scale spalla-
tion, further oxidation may be fast and even cata-
strophic. Since many alumina-forming alloys have a
strong tendency for spallation, chromia-based alloys
are more suitable in such environments. If an alu-

mina-forming alloy is used, it must have enough
chromium so that during scale spallation or cracking
a fast-healing layer of either chromia or alumina is
formed, without exposing the SO2 environment to
nickel. 

It was shown that Ni-10Cr-9Al alloy, which be-
haved very well in oxygen at 1,000 °C, catastrophi-
cally oxidized in a 1% SO2 (balance O2) environ-
ment. But when the Cr level in the alloy was
increased (e.g., alloy Ni-20Cr-6Al), it showed a sim-
ilar behavior in a 1% SO2 environment, as in oxygen
or air. Furthermore, it was found that on the spalled
regions there was a growth of either alumina or a
spinel of NiCrAl. The iron-based alloys are expected
to behave better than the corresponding nickel-based
alloys because of less damage due to formation of
FeS, compared to nickel-sulfide formation. This is
why iron-based ODS alloys MA 956 and PM 2000
behave much better than the nickel-based alloys MA
6000 and MA 760.
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FIGURE 6.36 Corrosion of nickel, with and without
the presence of the salt Na2SO4 in 1 atm. O2 + 4% SO2 at
900 °C.

6.19 HOT CORROSION

Sulfur impurity in coal produces an environment of
sulfur dioxide at the temperature of operation. In
fact, coal and certain oils also have other impurities:
coals have salts of sodium and potassium, and oils
have vanadium. These impurities are retained in the
ash, which usually deposits on the hot spots of the
outer parts of heat-exchanger tubes. At the tempera-
ture of operation, some of these salts are in the liq-
uid state, or they get converted into complex salt
mixtures in the presence of sulfur-bearing gases.
Such complex mixtures melt at much lower temper-
atures, creating a liquid melt on the surface of the
metal or alloy. 

Corrosion in the presence of such liquid melts of
salts is known as hot corrosion. It is also called de-
posit corrosion, as the salts first deposit on the surface
and then change to liquid melt, either on their own or
by forming complex mixtures of salts. Coal or oil im-
purities are not solely responsible for salt formation.
Another source, for example, is ingress of salt in the
air of marine environments. That is why gas turbines
operating in marine environments have a severe hot
corrosion problem. In this section, we will discuss
the principle of hot corrosion, its types, methods of
testing, and the way in which it deteriorates the pro-
tective oxide scale on the metal or alloy. Some of the
examples of hot corrosion, especially in power plants
and gas turbines, will also be discussed.

6.19.1 Types of Hot Corrosion

Hot corrosion is of two types:

Type I. Type I hot corrosion usually occurs at
higher temperatures—when the salt deposit on the
metal or alloy is in a liquid state. Under these condi-
tions, the corrosion rate is very high, right from the
beginning of the corrosion process, and the kinetics
are mainly linear (as shown in Fig. 6.36) for the cor-
rosion of Ni in the presence of Na2SO4 at 900 °C.
Since the melting point of Na2SO4 is 880 °C, faster
corrosion takes place from the initial stage and 
can be compared with the oxidation of Ni without
the presence of salt, where the corrosion rate is
negligible.

Type II. In Type II hot corrosion, the reaction in
the beginning is very slow, until the rate increases
suddenly, at a certain point, and follows linear kinet-
ics. This is depicted in Fig. 6.37. In other words,
there is an incubation period before the corrosion

rate rises with fast linear kinetics. This type of hot
corrosion usually occurs at low temperatures (i.e.,
the temperature is lower than the melting tempera-
ture of the deposited salt). During the initial stages
of oxidation, kinetics are just the oxidation of the
base metal. As the oxidation progresses, the oxida-
tion products react with the salt deposits and form a
complex mixture of salts, which has a lower melting
point than the original salt. At this stage, the corro-
sion reaction suddenly rises. Fig. 6.37, for example,
shows the corrosion of nickel at 700 °C with Na2SO4
as a deposit. In the initial stages, Na2SO4 is solid,
and the corrosion reaction involves the oxidation of
nickel to form NiO, which in the presence of SO2
forms NiSO4. It is the mixture of Na2SO4 and NiSO4
that melts at 671 °C and, at this stage, the reaction
rate increases. 

In coal-based power plants, fireside corrosion in-
volves Type II hot corrosion. Na2SO4 or K2SO4,
formed from the reaction of SO2 with NaCl or KCl
present in the coal, are the principle salt deposits in
the ash. As the maximum outer wall temperature of
steam generating tubes ranges from 550–650 °C, the
hot corrosion does not take place until the sulfate de-
posits react with SO3 to form pyrosulfates. For the
reaction
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FIGURE 6.37 Corrosion of nickel at 700 °C, covered with Na2SO4 deposit (2.5 gm/cm2) in 1 atm. O2 + 4% SO2 at dif-
ferent total gas pressures.

K2SO4 + SO3 = K2S2O7, (6.26)

about 150 ppm of SO3 is required. For a similar re-
action with Na2SO4, the requirement of SO3 is about
2,500 ppm. Once the pyrosulfates are formed, a
complex mixture of two melts at about 451 °C for
the potassium salt, and 551 °C for the sodium salt.
Severe hot corrosion takes place.

6.19.2 How Hot Corrosion Affects the
Corrosion Rate

The main purpose of salt deposits is to destroy the
protective oxide films. Once a liquid salt deposit is
formed, it dissolves the protective oxide and, hence,
the corrosion rate increases. Dissolution of the oxide
takes place by the fluxing of salts. This mechanism
has been discussed in detail for sulfate melts.

Pure Na2SO4 melts at 884 °C, but when other
salts (such as NaCl, NiSO4, etc.) are dissolved in it,
its melting point is lowered. Na2SO4 can be broken
into acidic and basic parts as

Na2SO4 = Na2O + SO3. (6.27)

If one expresses the above equilibrium equation in
terms of the activity of various components as

aNa2O aSO3
= constant aNa2SO4

, (6.28)

with the assumption that for pure a, Na2SO4 = 1, one
finds that the activity of Na2O (the basic component)
is inversely related to the activity of SO3. At suffi-
ciently low sulfur activities, Na2O is the only stable
phase, and SO3 has sufficiently low oxygen activity.
The acid and basic fluxing models depend upon
whether the oxide is being dissolved by Na2O (the
basic component of Na2SO4) or by SO3 (the acidic
component).

When NiO dissolves by the acidic process, the
corresponding equation can be written as

NiO = Ni2+ + O2– (6.29)

O + SO = SO2
2–, (6.30)

meaning that under this condition, the nickel oxide
changes to NiSO4. Other oxides also exhibit similar
behavior.

Thus, the concept of basic or acidic fluxing of
oxide scale has provided the first interpretation of
hot corrosion. A simple fluxing model is shown in
Fig. 6.38, where it is assumed that the metal is cov-
ered by a thin, protective oxide scale that is continu-
ally dissolved in the salt melt. The linear reaction
rate implies that the protective scale is reformed at
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FIGURE 6.38 Simple model for fluxing of a continu-
ous, protective oxide scale MO in a film of molten salt.
The solubility of MO is assumed to have a negative gra-
dient across the salt layer, which leads to the precipitation
of MO at the film surface.

FIGURE 6.39 Schematic of bead test.

the same time it dissolves (i.e., the scale then has a
stationary thickness). 

In fact, the fluxing model, illustrated above, is
valid for very initial stages of the reaction. But as the
reaction proceeds, depending upon the SO2 + O2
concentration, a sulfate-induced hot corrosion
process is sustained. This results in the formation of
thick layers of reaction products, which primarily
consist of NiO and nickel sulfides. Depending upon
the reaction conditions, the sulfate phase is distrib-
uted throughout the layer of the reaction products or
is concentrated in an outer layer, near the gas/scale
interface.

6.19.3 Testing Methods for Hot Corrosion

Tests on hot corrosion of metals and alloys are rela-
tively more difficult than the corresponding simple
oxidation or sulfidation tests. The main problem
here is the mode and the frequency of salt deposition
on the test samples. Actual simulation is very diffi-
cult. Moreover, the deposit of salt spalls off quite
often during the test. However, testing is being car-
ried out using following methods:

1. The most common method applied in hot corro-
sion testing is by deposition of a calculated
amount of salt from its saturated solution on the
surface of the specimen, followed by measure-

ment of weight changes. The main limitation of
this method is the spallation of salt during the test,
and subsequent exposure of the oxide surface.

2. A second test, known as the bead test, more
closely resembles practical situations. In this test,
the salt vapors are continuously supplied to the
sample by evaporating the salt at a higher temper-
ature in a thermal gradient furnace and keeping
the specimen on the lower temperature side of the
furnace. This way, a continuous supply of salt
vapor is maintained throughout the test (Fig.
6.39).

3. Another test is carried out by completely immers-
ing the specimen in the salt melt for a fixed dura-
tion of time, followed by examination by optical
or electron optical techniques. This permits
analysis in terms of the depth of penetration and
type of attack (whether uniform, localized, inter-
granular, etc.). This technique, although good, is
far from simulating the exact conditions, but it is
a nice technique to compare the relative perfor-
mance of several materials (Fig. 6.40).

4. One of the most utilized methods to test hot cor-
rosion is by burner rigs. The main advantages of
such tests are that it is possible to simulate several
conditions of salt supply, gas flow rates, and
proper atmospheric control. Considerable data
collected in hot corrosion is from burner rig tests
(Fig. 6.41).



HIGH TEMPERATURE OXIDATION 145

FIGURE 6.40 Schematic of the crucible test.

6.20 OXIDE SPALLATION

The study of high temperature oxidation is incom-
plete without a discussion of the problem of oxide
scale spallation, its methods of detection, and pre-
vention. The process of oxidation involves nucle-
ation, growth and, finally, the formation of a protec-
tive oxide scale on the surface. In many cases, the
scale formed is very smooth and adherent and does
not spall at all. In other cases, the spallation starts at
the very early stages of oxidation and continues with
intermediate rebuilding of the scale. The main rea-
son for scale spallation is the stress generation in the
oxide during its growth. There are various reasons
for stress generation during the scale growth
process, and any one of them or a combination of
these can lead to scale spallation.

When a scale grows, the stresses start accumulat-
ing. A plot of stress accumulation with time versus
the corresponding weight gain during oxidation is
shown in Fig. 6.42. The stresses start accumulating
with the oxide growth process as the weight in-
creases due to oxidation. However, at a certain point,
Tc, the scale thickness is unable to bear the in-
creased stress and releases it. This release can either
be due to cracking in the scale or creep of the sub-
strate metal. Both of these factors will lead to scale

spallation. There will be no scale damage only in
those cases where there is a perfect match or only a
little mismatch between the thermal expansion coef-
ficients of oxide and the substrate. The various fac-
tors responsible for the accumulation of stress are as
follows:

• difference in the molar volumes of metal and the
oxide scale formed on it [the Pilling Bedworth
Ratio (PBR)],

• epitaxial stresses,
• mode of diffusing species,
• geometry of the sample,
• composition of the scale,
• differences in the thermal expansion coefficients

of oxide and the metal. 

6.21 THE PILLING BEDWORTH RATIO

The Pilling Bedworth ratio (PBR) is defined as the
ratio of the molar volume of metal to the molar vol-
ume of the oxide formed on it. If there is a large dif-
ference between the two, then the oxide has a ten-
dency to spall. However, if the ratio is equal or close
to 1, the oxide does not spall, and the scale remains
adherent to the substrate metal. If the ratio is more
than 1, the stress accumulated is compressive;
whereas, if the PBR is less than 1, the scale has ten-
sile stress. Alkali metals, which usually have very
low values of PBR, have tensile stresses. These met-
als have a violent reaction when exposed to air.
Here, since the metal volume is always more than
that of the oxide, the metal is available for the oxi-
dation reaction. Many metals (such as Zr) have a
PBR value equal to 2.5 and have high compressive
stresses. For example, Ni with a PBR value of 1.5
has very adherent and stable oxides.

There are several exceptions to the PBR rule. This
is because the PBR is not the only factor responsible
for scale spallation. Many other factors also act si-
multaneously. Hence, the PBR rule is merely an in-
dication of the direction of stress, rather than an in-
dication of spallation.

6.22 STRESSES DEVELOPED DURING
THERMAL CYCLING CONDITIONS

Most industrial applications of high temperature
materials involve temperature fluctuation. Complete
cooling of a component to ambient temperature may
occur frequently in practice, and the relative coeffi-
cients of expansion of the metal and oxide, there-
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FIGURE 6.41 Schematic of the burner rig test.

FIGURE 6.42 Stress accumulation in the growing
oxide scale with time.

fore, are likely to be important in determining the
stresses that are generated. The expansion coeffi-
cients of some metal-oxide systems are given in
Table 6.8. The oxides on nickel and cobalt are
known to be extremely tenacious and rarely spall
during temperature cycling. This characteristic is
undoubtedly due to the similarity of expansion coef-
ficients of the metals and oxides, although the irreg-
ular nature of the interface (observed on oxidized
nickel, for example) may also contribute to good ad-
herence. The surface oxide strains developed on ox-
idized metals and alloys as a result of a change in
temperature have been estimated for several sys-
tems, and the results are shown in Fig. 6.43. 

The metal usually has a higher coefficient of ex-
pansion than the oxide; and, on cooling, it induces a
compressive stress in the oxide with a magnitude
given by 

σoxide (compressive) = (6.31)
E0 ¢T 1ao � am2

1 � 21E0>Em2 1to>tm2
 ,
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TABLE 6.8 Linear Expansion Coefficients of Metals and Oxides [3]

System
Oxide Coefficient

(10–6 αo)
Temperature Range 

°C
Metal Coefficient

(10–6 αm)
Temperature Range 

°C Ratio αo/αm

Fe / FeO 12.1 100–1000 15.3 0–900 1.25
Fe /Fe2O3 14.9 20–900 15.3 0–900 1.03
Ni/NiO 17.1 20–1000 17.6 0–1000 1.03
Co/CoO 15.0 20–1000 14.0 25–350 0.93
Cr/Cr2O3 7.3 100–1000 9.5 0–1000 1.30
Cu/Cu2O 4.3 20–750 18.6 0–800 4.32

FIGURE 6.43 Strains generated at the interface between various oxides and substrates by differential thermal expan-
sion.

where Eo and Em are the Young’s moduli of the
oxide and metal, respectively; αo and αm are the co-
efficients of thermal expansion of the oxide and
metal; to and tm are the thicknesses of the oxide and
metal; and T is the temperature drop. The compres-
sive thermal stress in surface oxides on niobium was
over 410 MN/m2, which, although considerably less
than the fracture strength of 790 MN/m2, could
cause failure of the oxide when taken in conjunction
with growth stresses and other isothermally-induced
stresses.

The greater the disparity between expansion co-
efficients, the less adherent the oxide becomes dur-
ing cooling. Consequently, the system Cu/Cu2O/
CuO has received considerable attention; for, as
shown in Table 6.8, the coefficients of expansion of
the metal and oxides are very different. Cooling
from temperatures below 700 °C causes the oxide on

copper to spall extensively. This is thought to be due
to the fact that the oxide is less ductile, and a combi-
nation of growth and thermal stresses result in exfo-
liation. High plasticity of the oxide above this tem-
perature prevents spalling by relieving growth
stresses and leaving only the thermal stresses on
cooling.

Since the disparity of thermal expansion coeffi-
cients in this system is extremely large, it could be
inferred that the plasticity of the oxide is more im-
portant in a mist-metal-oxide system than any dis-
parity in the thermal expansion coefficients. The im-
position of thermal cycling during oxidation leads to
enhanced oxidation due to oxide failure, either by
decohesion or cracking, and the consequent expo-
sure of the metal to the oxidant. However, it may be
inferred from the above discussion that long soaking
times at a high temperature between cooling sched-
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ules should improve the adhesion of the scale by al-
lowing stress relief at the high temperatures and,
thus, increase its protective potential.

6.23 EXAMPLES OF HIGH 
TEMPERATURE CORROSION IN
VARIOUS INDUSTRIES

6.23.1 Metal Dusting

In many high temperature processes in chemical and
petrochemical industries that involve hydrocarbons
as reactants and products, the carburization of metal-
lic reaction tubes is a serious problem. A famous ex-
ample involves the pyrolysis reactor tubes for ethyl-
ene production, where carburization of reactor tubes
and that of the filament takes place. Several types of
carburization processes exist. Some occur in straight
carburization in the absence of any oxygen, while
others focus on phenomena in environments con-
taining a mixture of oxygen and carbon. Methane-
hydrogen mixtures generally have been used to fix
carbon activities in the former types of environ-
ments; whereas, in the latter type of environment a
mixture of CO-H2-H2O will fix the chemical poten-
tial of carbon and oxygen.

Carbon is rather unique in its interaction with
metals compared to those of oxygen and sulfur.
While in oxidizing and sulfadizing environments the
metal generally forms an external oxide or sulfide
scale, part of which can spall and, under certain cir-
cumstances, internal oxides and sulfides are formed
within the metal. However, in the case of carbon in-
teraction, carburization is almost always internal,
even at very high concentrations of the easily car-
burized element. Perhaps extremely rapid diffusivity
of carbon in the metal is the main cause of this phe-
nomenon.

The combination of high carbon activity, close to
unity, and relatively low oxygen partial pressure, is
characteristic of many industrial process environ-
ments. Where a pure iron or an iron-rich alloy is ex-
posed to a carbon-supersaturated environment
(ac>1), a metastable Fe3C surface carbide forms,
generally a prelude to metal dusting.

Metal dusting is a specific form of carbon-induct
corrosion, which leads to the disintegration of a bulk
metal or alloy into a powder or dust. The metal dust-
ing of iron and iron-rich alloys is indeed triggered by
the initial formation of a surface carbide layer. Metal
dusting generally occurs in a temperature range of
400–600 °C in environments that are supersaturated
with respect to carbon. In other words, the carbon

activity of the environment exceeds unity. The car-
bon-containing molecule is generally a hydrocarbon
or carbon monoxide.

A schematic of metal dusting corrosion of iron is
given in Fig. 6.44 Three distinct stages indicated are
as follows:

1. In the first stage, carbon from the gas phase is
transferred to the surface iron, followed by its dis-
solution and diffusion into the alloy. Iron gets su-
persaturated with C up to a certain thickness,
which depends upon temperature and the chem-
istry of the carbon-saturated gaseous environ-
ment. The dotted line represents a carbon activity
of unity and the solid line—the actual carbon ac-
tivity profile—indicates the super-saturation.

2. In the next step, a surface carbide of Fe3C (M3C)
forms, which is generally stable only in carbon-
supersaturated environments, requiring a carbon
activity in excess of unity to form.

3. In the next stage, carbon (principally graphite)
deposits on the Fe3C surface, whereby the carbon
activity at the carbide/graphite interface drops to
unity. The carbon activity profile is thus altered.
This destabilizes the Fe3C and leads to its disso-
ciation into iron particles and graphite. At this
stage, metal dusting is in progress ( Fig. 6.45). 

One critical question relates to how the particles
are carried away from the reaction interface in order
to sustain corrosion. The studies by Schneider [4]
and Grabke [5] conclude that iron atoms can indeed
migrate via intergraphatic planes away from the dis-
sociation interface. This is further confirmed by re-
cent investigations by Ramanarayana et al., [6] who
showed that in metal dusting corrosion of iron in
CO-H2 mixtures, the carbon deposit on Fe3C is es-
sentially a mixture of amorphous carbon and
graphatic carbon. The proportion of graphatic car-
bon increases with temperature, accounting for
nearly 80% of carbon next to the Fe3C. Moreover,
graphite planes are oriented more or less perpen-
dicular to the dissociating Fe3C facilitating the inter-
action of iron atoms into graphite. At the outer sur-
face of the graphite deposit, filamentous carbon,
which is catalyzed by iron particles, is evident. Thus,
metal atoms from dissociation of Fe3C intercalate
and diffuse outward through intergraphitic planes
and, ultimately, are carried away by filamentous car-
bon whose formation they catalyze (Fig. 6.46). 

What, then, is the method to prevent metal dust-
ing? There have been two approaches. The first is to
decrease the sites on the surface for carbon transfer,



HIGH TEMPERATURE OXIDATION 149

FIGURE 6.44 Thermodynamics of the metal dusting process.

thereby impeding the carburization. The second
method is based upon creating a suitable barrier on
the surface—one that does not allow carbon to dif-
fuse and, hence, interact with it.

6.23.2 Inhibition by Sulfur

In the first method, metal dusting is inhibited or even
prevented by the presence of sulfur. Additions of sul-
fur-bearing compounds to the atmosphere lead to the
adsorption of sulfur on free metal surfaces. The ad-
sorbed sulfur blocks the sites necessary for carbon
transfer; thus, carburization is strongly impeded.
The presence of adsorbed sulfur even interrupts the
nucleation of graphite. Thus, the cementite formed
on the surface of iron and steels is stabilized and will
continue to grow, but relatively slowly since carbon
transfer is retarded. The sulfur is not built into the
cementite lattice; rather, it acts in its adsorbed state.
At low temperatures, relatively low sulfur activities

are sufficient to suppress the attack (e.g., H2S / H2 ~
10�6 at 600 °C). Therefore, H2S is an effective agent
against metal dusting of steels at low temperatures,
and it appears that many processes in the petro-
chemical industry do not cause metal dusting, since
small concentrations of H2S in the process gas act as
inhibitor.

6.23.3 Coal-Based Power Plants

The high temperature corrosion problem in a coal-
based power plant has been a matter of great concern
since the very early days of using the combustion of
coal to produce steam to generate electricity. Super-
heaters and reheaters suffer from steam oxidation on
their inner surfaces and hot corrosion on their fire
sides. Steam oxidation occurs due to the superheated
steam, which acts in a similar manner to oxygen at
the same temperatures. The oxidation is a matter of
concern above 540 °C for low alloy steels due to
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FIGURE 6.45 Scanning electron micrographs showing the metal dusting process.

their limited creep strength around this temperature.
Alloys with a higher chromium content should be
used for higher allowable stress and better steam ox-
idation resistance.

The fire-side corrosion of superheaters and re-
heaters in coal-fired utility boilers is one of the main
problems that have limited main steam temperatures
to 540 °C for the past 40 years. It exhibits its maxi-
mum rate of attack at 700–750 °C, where the corro-
dent is liquid, and decreases to a minimum at higher
temperatures, where the corrodent does not con-
dense. At higher temperatures, corrosion is predom-
inantly the oxidation of uncooled parts, such as
hangers.

6.23.4 High Temperature Corrosion of
Combustion Turbines

Combustion turbine components are susceptible to
oxidation-sulfidation corrosion at elevated tempera-
tures, in addition to the aqueous corrosion problems
encountered in the compressor blades and disks.

6.23.5 High Temperature Corrosion of
Aircraft Power Plants

Aircraft power plants have the important function of
providing thrust, or propulsion, to enable aircraft to
take off and remain in flight. However, various com-
ponents of an aircraft power plant system suffer
from problems of high temperature corrosion. There
are three predominant types of high temperature cor-
rosion that have caused mechanical failures of air-
craft power plant components: sulfidation, hot-salt
SCC, and fires.

6.23.6 High Temperature Corrosion in
Municipal Incinerators

The corrosion problems in boilers fueled with mu-
nicipal refuse are different from those encountered
with fossil fuels, as chlorine rather than sulfur is pri-
marily responsible for the attack. The average chlo-
rine content of the municipal solid waste is 0.5%, of
which about one half is present as polyvinylchloride
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FIGURE 6.46 Mechanism of metal dusting showing how carbon is coming out from intergraphatic planes.

(PVC) plastic. The other half is inorganic NaCl. The
chlorine in the PVC is converted to HCl in the com-
bustion process. The inorganic chlorides are vapor-
ized in the flame and, ultimately, condense in the
boiler deposits or pass through the boiler with the
flue gases. Zinc (Zn), lead (Pb), and tin (Sn) in 
the refuse also play a role in the corrosion process by
reacting with the HCl to form metal chlorides and/or
eutectic mixtures with melting points low enough to
cause molten salt attack at water wall tube metal
temperatures.

6.23.7 Gas Phase Corrosion

HCl alone has little effect on carbon steel at temper-
atures below 260 °C. However, in the presence of

excess air in the boiler, FeCl2 is readily formed on
the steel surface, which is stable at water wall tube
temperatures. However, at a metal temperature of
about 400 °C, which may occur in the superheater,
the FeCl2 is further chlorinated to the volatile FeCl3.
If the gas temperature in the area exceeds 815 °C,
the FeCl3 will evaporate readily, and breakaway cor-
rosion can then occur.

6.24 PETROLEUM REFINING AND
PETROCHEMICAL PROCESSES

Most petroleum refining and petrochemical plant
operations involve flammable hydrocarbon streams,
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highly toxic or explosive gases, and strong acids or
caustics that are often at elevated temperatures 
and pressures. Corrosion has always been an un-
avoidable part of petroleum refining and petrochem-
ical operations. For practical purposes, corrosion 
in these applications can be classified into low tem-
perature corrosion and high temperature corro-
sion. Low temperature corrosion is considered to
occur below approximately 260 °C in the presence 
of water. On the other hand, high temperature cor-
rosion occurs above 260 °C. The presence of water 
is not necessary, because corrosion occurs by the di-
rect reaction of metal and environment. In the
present context, we have confined ourselves to 
only some examples of high-temperature corrosion
problems.
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7.1 INTRODUCTION

In the design of polymers, plastics and parts based
on these materials it would be beneficial to have a
firm understanding of how their performance is af-
fected by their environments. These effects on the
materials may be in the form of chemical, physical
or a combination of the two. Physical effects can
have many forms; they can be thermal, mechanical,
radiation, and/or electrical.

7.2 CHEMICAL AGING

The first step of this chapter is to distinguish be-
tween chemical aging and physical aging. Chemical
aging is simply the effects of chemicals on the plas-
tic. A better way of explaining chemical aging is to
use the term “chemical resistance.” There are some
special cases of chemical aging that may be beyond
the scope of this chapter. They include such topics as
oxidation (reaction of the plastic with either oxygen
or ozone). In chefouriermical aging, the dominating
result is usually a decrease in molecular weight
through chemical reactions, such as chain scission.
This also implies that chemical aging is an irre-
versible process.

Chemical aging or chemical resistance of plastics
can simply be related to the basic chemical principle
of “like dissolves like.” In other words, aliphatic
polymers (polyolefins) are affected by hydrocarbon

materials, while polymers containing oxygen, nitro-
gen, sulfur, and other non-carbon and hydrogen
atoms within their backbones are affected by chem-
icals containing similar materials. This is a good first
approximation in selecting the proper polymer for a
plastic application.

Water represents a special case of aging. Water
can either cause a reaction (hydrolysis) of the plastic
or be absorbed by the plastic as either free or bound
(hydrogen bonding) water. Depending upon the con-
ditions, a plastic may undergo chemical aging, phys-
ical aging, or a combination of the two. Water does
not truly affect polyolefins. It is stored in polyethyl-
ene containers. Water affects the properties of such
polymers as nylons, polyesters, and epoxies in one
of two different ways. Water is absorbed by these
polymers, thus reducing their Tg. Drying of the
polymer will cause it to return to its original Tg. If
these polymers undergo chemical hydrolysis, their
Tg is reduced through breaking of bonds.

One of the classic examples of chemical aging in-
volves an aromatic nylon, Kelvar®, poly (p-pheny-
lene terephthalamide). Chemical resistance is good
in Kelvar® fibers, except for a few strong acids and
alkalis. The amide function, however, is susceptible
to hydrolytic degradation. The amide linkage is split
into a carboxylic acid fragment and an amine frag-
ment. This degradation can be accelerated by impu-
rities. When Kelvar® is subjected to sulfuric acid and
sodium hydroxide solutions, and strengths are mon-
itored, it was found that the rate of hydrolysis is 105



and 103 times faster in H2SO4 and NaOH, respec-
tively (1).

Chemical aging of polyimides in sodium hydrox-
ide solutions causes the imide ring to open and form
the sodium salt of the amic acid. When polyimides
are digested in caustic, they totally unzip into their
components. The dianhydride is identified from the
salt of the tetracarboxylic acid formed and the di-
amine isolated from the digestion mixture. This
technique was used by synthetic polymer chemists
to determine the composition of the polyimides and
to prepare new versions (2).

Another example of depolymerization by chemi-
cal aging is the basic catalytic reaction of polyethyl-
ene terephthalate. At first, a decrease in molecular
weight is observed. The reaction continues until all
fragments are broken down into ethylene glycol and
the disodium salt of terephthalic acid.

7.3 ENVIRONMENTAL STRESS 
CRACKING

Another type of chemical aging is environmental
stress cracking and crazing. Environmental stress
cracking is a type of failure that occurs through sur-
face interactions of polyolefins (such as high density
polyethylene) with surfactants or detergents. It has
been demonstrated that molded polyolefin plastic
parts held under constant stress in an environment of
either a surfactant or detergent change their failure
behavior from a ductile failure at high stresses to a
brittle failure at low stresses (3,4).

Igepal, a nonionic surfactant, assisted environ-
mental stress cracking (ESC) of low density poly-
ethylene (LDPE), by producing three characteristic
regions with increasing crack driving force. These
regions were: (I) where crack speed and craze length
increased; (II) where crack speed and duplex plastic
zone length were constant; and (III) where crack
speed decreased while the deformation zone length
increased. The activation energies for the three re-
gions were 100, 23, and 20 kJ/mole, respectively.
The proposed rate-controlling processes of ESC for
the LDPE/Igepal system were as follows: Region I,
controlled by α1-relaxations, and Regions II and III,
controlled by lamellar orientation. The Igepal plasti-
cizes the amorphous phase and facilitates the stress-
induced orientation of the lamellar (5).

Fracture mechanics was used to investigate ESC
of LDPE. Annealed and quenched samples were pre-
pared by notching a single edge  on each one and
then fracturing the samples under constant load in a
liquid methanol environment. The relation between

the stress intensity factor (K) and the crack speed (α)
were investigated. There is a great difference be-
tween annealed and quenched samples in the varia-
tion of this relation with temperature and applied
load. The cause of this difference is discussed in de-
tail. It is proposed that thermally-activated molecu-
lar motion is essential to ESC of the annealed LDPE,
while stress concentration contributes markedly to
ESC of the quenched LDPE (6).

Another study based upon fracture mechanics
was used to investigate ESC of LDPE with a 4.0 melt
flow index. Annealed samples with a single edge
notch were prepared and fractured under constant
load in four different liquid alcohols. The log α
(crack speed) versus log K (stress intensity factor)
was influenced by temperature as well as the alcohol
environment. The conclusions were as follows: the
crack speed at high K was determined by the diffu-
sion mechanism, and this mechanism was explained
in terms of thermally-activated molecular motion.
On the other hand, the crack speed at low K was
strongly related to the plasticization and the stress
relaxation of the crack tip material (7).

In addition to these well-known studies, other
studies were performed using LDPE. These in-
cluded different molecular weights, surfactants,
bending the samples prior to immersion, and in-
creasing temperatures (8,9).

Another example of environmental stress crack-
ing pertains to rigid thermoplastic polyurethane
(RTPU) materials. Two different RTPUs were stud-
ied for medical device applications. Significant dif-
ferences in ESCR behavior was observed in the
RTPUs, in spite of their similar chemical composi-
tion. One had better chemical resistance than the
other under the same stress level and cracking
agents. The second RTPU was sensitive to molding
conditions. For the first RTPU, the assembling
process control was very critical and may have had
significant impact on the integrity of the devices
made. Heat aging effect combined with chemical at-
tacking should be taken into consideration to ensure
long-term quality of medical devices (10).

7.4 PHYSICAL AGING

The effects of physical aging on the failure behavior
of a typical brittle polymer, polystyrene, were stud-
ied. Properties examined were creep rupture life-
times, fatigue lifetimes, and environmental stress
cracking in ethanol. Fractured samples were exam-
ined optically and by scanning electron microscopy
to determine the degree of crazing. It was found that
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a longer physical aging time produced shorter life-
times in all cases. The main reason for this was the
reduction in craze strength caused by a reduced
toughness due to physical aging. A long aging time
was found to delay craze formation; but, once
formed, these crazes were much less stable than
those formed with a short aging time. The effects of
aging were important in failure prediction criteria
and testing methodologies (11).

Glassy plastics fail through the action of certain
organic liquids that behave as crazing or cracking
reagents. This is another form of environmental
stress cracking. Failure occurs at stress and strain
levels below those levels required for the unexposed
condition. The mechanisms of failure may be multi-
faceted and differ from one glassy plastic to another.

The phenomenon of crazing was dramatically
demonstrated with the application of alcohol on the
surfaces of polycarbonate supermarket scanners
and, also, in the failure of high performance fighter
jet canopies through the action of aftershave lotion
vapors on polycarbonate.

To evaluate the competition between shear and
crazing, polycarbonate, acrylonitrile-styrene ran-
dom copolymer, methyl methacrylate-styrene ran-
dom copolymer and polystyrene-poly(2,6-dimethyl-
1,4-phenylene oxide) were strained and examined
using transmission electron microscopy (TEM). In
these polymers, many crazes had tips blunted by
shear deformation. This process led to stress relax-
ation at the craze tip, preventing further tip advance.
In this way, short but broad cigar-shaped crazes were
formed. Examination of the deformation at crack
tips showed more complex structures—the initial
high stress levels led to chain scission and fibrilla-
tion; but as the stress dropped, shear became the
dominant mechanism of deformation, and the stress
was further relieved. Finally, at long times under
stress, chain disentanglement was more important,
leading to fibrillation and craze formation again. The
nature of the competition was thus both stress and
time dependent. Physical aging of the polymers, via
annealing below the glass transition temperature,
suppressed shear leading to generation of simpler
craze structures (12) 

Using the criteria set forth in Struik’s classic treat-
ment of physical aging (13), our definition will be the
following. Based on the earlier works of Simon and
others, Struik stated that amorphous solids are con-
sidered not to be in thermodynamic equilibrium
below their glass transition temperatures (Tg). These
materials are said to be solidified supercooled liq-
uids, with volume, enthalpy, and entropy greater than
they would be at the equilibrium state.

The non-equilibrium state is unstable. Volume-
relaxation studies of glassy materials have also
shown that they undergo slow processes when at-
tempting to establish equilibrium, thus indicating
that molecular mobility is not zero below Tg.

This gradual approach to equilibrium changes
many properties of the material. The properties
change with time, and the material is physically aged.
Physical aging is a gradual continuation of the glass
formation. As the material is physically aged it be-
comes stiffer and more brittle; its damping decreases;
and its creep- and stress-relaxation rate changes, as
well as its dielectric constant and dielectric loss. The
process of physical aging is irreversible. 

Low density polyethylene (LDPE) was subjected
to accelerated physical aging in a Weathering Tester
(QUV) and weatherometer (WOM) chamber, and its
surface mechanical properties were determined and
monitored with a nano-indentation technique. It was
determined that the surface hardness was three times
greater than the bulk after 1,600 hours of exposure in
the WOM chamber and with a similar increase after
800 hours of exposure in the QUV chamber. The
elastic modulus at the tip of penetration (with a
depth of 500 nm) showed a significant increase from
400 Mpa to 2,000 MPa for samples aged in the QUV
chamber. Aging times of 200 hours and less showed
variations of surface mechanical properties were
small and restricted to a thin layer with a thickness
less than one micron (14).

The application properties of plastic products
were significantly influenced by the structural
changes after conversion, resulting from a combina-
tion of post-crystallization and physical aging for
semicrystalline materials. This was observed in a se-
ries of polypropylenes, including a homopolymer,
ethylene-propylene (random and heterophasic
copolymers), and two types of processed polymers
(conversion-injection molding and cast film extru-
sion). The temperature level of the aging process
played a decisive role in determining the effects—At
least two important transitions were identified with
increasing temperature. The cumulative effects of
crystalline behavior of the polymer and cooling his-
tory determined the crystallinity and superstructure
of the formed article, which, in turn, determined the
aging behavior (15).

Poly(vinyl chloride) (PVC) is one of the major
commodity polymers in the world, in spite of envi-
ronmental concerns due to the presence of chlorine
within its backbone. An enormous number of prod-
ucts are formed from the polymerization of vinyl
chloride, from elastomeric to hard items. Indepen-
dent of the mode of degradation (thermal, thermo-ox-
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idative, or light), the major factor in degradation of
PVC was the elimination of HCl from the polymer
backbone and the simultaneous formation of conju-
gated double-bond moieties within the polymer
chain. During the degradation of PVC, the highly
corrosive gas HCl is formed, as well as the reactive
double-bond moieties, which are capable of absorb-
ing light in both the UV and visible regions. The color
of aged PVC may range from yellow to black, de-
pending on time of aging and stabilizers added (16).

Physical aging (thermal history) and large defor-
mations (mechanical history) strongly affect the low-
frequency mechanical and electrical properties of
PVC. These include such properties as their dielec-
tric loss factor. These properties cannot be neglected.
Results for rigid polyvinyl chloride (PVC) were ex-
plained in terms of the free volume theory (17).

Polyvinylidene fluoride (PVDF) is a very useful
polymer because of its unique properties, such as re-
sistance to hostile environments, its pyro and piezo-
electric properties, and its capability to lower fric-
tion. This polymer family sees wide applications in
electronic and medical fields. Polyvinylidene fluo-
ride has been used in the manufacture of sutures. An
experiment utilizing creep measurements has been
performed and service performance predictions from
short-term testing have been made. Using the time-
temperature superposition principle it was possible
to predict long-term deformation from these reported
tests. The kinetics of the molecular mobility was also
studied and adjusted to the temperature shift factor,
which was based on a free volume concept.

Dynamic mechanical analysis revealed two main
relaxations. These were due to the B process (seg-
mental mobility in the amorphous phase) and αc-re-
laxation (which was a major consequence of confor-
mational motions within the crystalline fraction).
The αc-relaxation was the main source for energy
dissipation that is input to the system during constant
mechanical loading. The general methodologies
were applied to other suture PVDF formulations. It
should be noted that PP exhibited similar relaxations
as PVDF, even though it had to be shifted to a higher
temperature with the B and αc processes (18).

In addition to PVDF application as a suture mate-
rial, it has undergone a lot of testing as a coating.
Polyvinylidene fluoride exhibits excellent chemical
resistance, gloss retention, flexibility, as well as
renowned ability to resist chalking and cracking dur-
ing weathering. It has been reported that PVDF has
a 35-year history of outstanding performance in out-
door applications. Weathering tests in Florida have
revealed that the gloss of PVDF coatings increased

by 15%, whereas a traditional acrylic coating exhib-
ited a 65% decrease over the same time period (19).

As the use of PVDF grows, blending PVDF with
other polymer systems becomes quite attractive. A
recent PVDF blend with acrylic copolymers was
evaluated before and after UV exposure. The co-
polymer used was a poly(methylmethacrylate) and
poly(ethylacrylate). The system was PVDF-PMMA-
co-PEA. Blends of the following ratios were studied:
70/30, 50/50, and 30/70. Film samples were charac-
terized before and after UV exposure at 500 ºC and
9% relative humidity for seven months. The surface
of the blends having greater than 50% mass fraction
of PVDF exhibit little change in the morphology
after UV exposure. At the low concentration, (30%),
a much rougher surface was observed due to the sig-
nificant erosion of the acrylic copolymer under the
same exposure. Additionally, substantial change in
the microstructure of the spherulites of the PVDF
was observed after UV exposure. That change may
be attributed to the microstructural modification of
the crystallites in the PVDF spherulites, as well as the
aforementioned erosion of the PMMA-co-PEA.(19)

The anode and cathode of lithium ion batteries
were cast onto metal current collectors as a formu-
lated coating containing the electrochemical active
ingredients, with polyvinylidene fluoride (PVDF) as
the binder. In addition, PVDF was used in the pro-
duction of gel electrolytes for the polymer lithium
batteries. Anodes for lithium ion batteries were fab-
ricated by mixing graphite in a solution of PVDF in
N-methylpyrrolidone in a ball mill. A clean copper
foil was coated with the dispersion and placed in an
oven to dry at 150 ºC for 30 minutes. The adhesion
of PVDF coating on copper was measured by peel
strength tests, and optimum graphite concentration
was determined to be 1:2 for PVDF:graphite. The
coated electrodes were subjected to pressing/lami-
nation prior to final assembly into batteries to mini-
mize voids. Gel separators were fabricated using mi-
croporous PVDF films with di-butyl phthalate as the
plasticizer. The gel electrolyte was enclosed in a but-
ton-cell with stainless steel electrodes and the com-
plex impedance and resistance of the electrolyte
were measured. The swelling and aging of the gel
electrolyte were determined (20).

In addition to the major polymer families and the
plastics compositions formed from their incorpora-
tion with various additives, there is a wealth of ma-
terials based upon blends of two or more polymers
mixed together. An example of one blend is the
copolymer of PVDF/acrylic resin. Polyvinylidene
fluoride coatings are being used as protective out-
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door structures. Due to the structure of PVDF, these
coatings exhibit excellent chemical resistance, out-
standing gloss retention, good flexibility, and excel-
lent chalking resistance. However, due to the chem-
ical inertness of PVDF, it lacks good adhesion to
various structures and has a high melt viscosity. In
addition to these negative features, it has inferior
scratching and marring resistance and has a high
cost associated with it. Thus, it becomes commer-
cially viable to blend PVDF with other materials.

Polyvinylidene fluoride has been blended with
the acrylic resins, such as poly(methylmethacrylate)
(PMMA) and its copolymers. By doing so, the re-
sulting blend has good heat resistance, mechanical
properties, weatherability, and optical clarity. These
surface and interface properties have shown a strong
influence on its service life and its adhesion to vari-
ous substrates. Various studies have indicated that
the service life of the material is greatly enhanced by
the blending of the two polymers (19).

Poly(ethyl acrylates) and poly(ethyl methacry-
lates), chlorinated in the side groups, are known to
release chlorine and experience intermolecular
cross-linking when heated. Of poly(mono-, di-, and
trichloroethyl methacrylates), the dichloroethyl es-
ters showed the most significant change. This trend
was observed at temperatures below 227 ºC. At tem-
peratures above 227 ºC both poly(ethyl acrylates)
and poly(ethyl methacrylates) decomposed into low
molecular fragments, with the chlorinated poly(ethyl
methacrylates) depolymerizing. The chlorinated
polymers showed a lower thermal stability than their
corresponding nonchlorinated counterparts (21).

An “interrupted creep” test has been used to de-
termine the physical aging of low molecular weight
polystyrene with a Tg of 69 ºC. The results of this
newly developed technique were comparable to the
results obtained from traditional “periodic creep”
testing. The “interrupted creep” test provided data
pertaining to viscosity as well as to both recoverable
creep and steady-state compliances during physical
aging. The rationale for choosing low molecular
weight polystyrene was due to its strong influence of
temperature on steady-state compliance. Aging was
performed at three temperatures at intervals of 7.2
ºC below its glass transition temperature. The ad-
vantage of this new protocol is that it provides short-
time recoverable creep compliance and long-time
viscous flow data. Through simple mathematic func-
tions, a more complete picture of glassy behavior
during aging is obtained (22,23).

The buildup of a polarized state and its isothermal
and nonisothermal relaxation behavior in an NLO

guest-host system obtained by doping of polystyrene
(PS) with the disperse red 1 (DR1) dye molecules
was studied by the isothermal absorption currents
measurements. The thermally stimulated polariza-
tion (TSP) and depolarization (TSD), the AC dielec-
tric spectroscopy, as well as the Hamon method were
used in order to cover wide ranges of temperatures
and frequencies. The 20-µm thick samples were
pulsed by the “sandwich” method. Using isothermal
polarization, depolarization, and depolarization cur-
rents, the validity of the superimposition principle
was established. The Williams-Watts model, supple-
mented with a concept of intrinsic time, was em-
ployed to interpret the TSP curves, but it appeared
that the isothermal behavior did not fully determine
the TSP results. The “a” peak was observed in di-
electric loss curves, with its position changing from
10 Hz at 100 ºC to 3 � 104 Hz at 130 ºC, and nar-
rowing with temperature. Temperature dependence
of the relaxation time above Tg agreed with the
Williams-Landel-Ferry model, while the Arrhenius
dependence was more appropriate at sub-Tg temper-
atures. It was shown that the PS/DR1 system was not
thermorheologically simple. The temperature-time
superposition was not entirely valid (24).

Enthalpy relaxation experiments on the miscible
blends of poly(vinyl methyl ether)/polystyrene at
various aging temperatures showed that the poly-
(vinyl methyl ether) component aged independently
of the polystyrene component and was responsi-
ble for essentially all of the aging effects. The en-
thalpic aging data were analyzed in terms of two
models for describing physical aging in polymer
systems (25).

The yellowing of cellulose materials plays a very
important role in the aging of documents. Due to the
fast-growing number of different types of papers,
this is a very important area of research within the
technical community. Ultraviolet radiation from
sunlight, moisture, and chemical pollutants all play
a role in this aging phenomenon.

A systematic study of physical aging in cellulose
acetate polymers that have been plasticized by the
addition of dyes and polymeric plasticizers was un-
dertaken using the heat capacity as the structural
probe. The dyes were dye sets and mixtures of vari-
ous dyes with slight differences, each with a differ-
ent glass transition temperature (Tg). The polymeric
plasticizers were low molecular weight polyesters
that had low values of Tg. From experimental results
and analysis, it was shown that aging occurred under
ambient temperature conditions most rapidly for the
polymer dye samples that had their Tg value at 20ºC
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above ambient temperature. The results for these
thermorheological complex blends also indicated
that the incorporation of the polymeric plasticizers
substantially reduced the Tg of the blends. In addi-
tion, the distribution of relaxation times was broad-
ened. Kinetics of aging for the blends was deter-
mined using the Tool-Narayanaswamy model for
structural relaxation (26).

The effect of isothermal physical aging on creep
behavior of stainless steel fiber/polyphenylene ether
(PPE) composites was investigated. The PPE in
metal fiber/PPE composites is a non-crystalline ther-
moplastic; the composites are often used in engi-
neering plastics, which have been developed for
electro-magnetic-interference (EMI) shielding. The
results showed creep compliance curves to shift to-
ward both the longer times and lower compliance
with an increase in pre-aging treatment time. It was
established that creep deformation was arrested due
to the progression of physical aging. Thus, it was val-
idated that pre-aged composites can withstand higher
temperatures and longer time. The time-aging time
superposition was established in creep of stainless
steel fiber/PPE composites. It was also observed that
within the aging-time range, the shift rate was con-
stant at all temperatures. The results showed that the
shift rate was less at lower temperatures and greater
at higher temperatures; the shift rate reached its max-
imum value at a wide range of temperatures (27).

Compressive strength and the nature of the open
pores (shape and number) of rigid polyurethane and
polyisocyanurate foams were monitored during
long-term aging. Changes in the physical and me-
chanical characteristics of foams as aging pro-
gressed were attributed to thermal and thermoxida-
tive degradation of the polymer matrix (28).

The condensation polymer bisphenol A polycar-
bonate (BPA-PC) is a widely used engineering ther-
moplastic. It also has a magnitude of conditions that
affect its properties upon aging. Bisphenol A poly-
carbonate may undergo hydrolytic, thermal, thermal
oxidative, or photochemical aging.

Bisphenol A polycarbonate, being a hydrophilic
polymer, is very susceptible to water attack. The car-
bonate linkage is split into an alcohol with the re-
lease of carbon dioxide. It is highly recommended to
use polycarbonate free of acidic or basic catalytic
residues. These catalysts are required to initially
form the polymer, and any residues can hasten its
degradation. It is also recommended to dry the resin
prior to processing. A suggested moisture level of
τ0.05 wt% can be achieved by drying at 120 ºC for
2–4 hours. Stabilizers, such as hindered phosphites

(which are neutral and hydrolytically stable) are
used (29).

Bisphenol A polycarbonate contains only two
types of hydrogen, methyl and aromatic, which leads
to its high thermal stability. Thermogravimetric
analyses in nitrogen revealed a weight loss beginning
at 550 ºC. Heating the polymer in air above 340 ºC
showed a decrease in molecular weights. The use of
model compounds indicated thermal rearrangements
of the carbonate moiety. It should be pointed out that
studies show that temperatures as low as 250 ºC in ei-
ther air or nitrogen have afforded the presence of flu-
orescence-emitting byproducts (30).

Glass fiber-reinforced nylon 66 composites are
currently finding greater use as automotive under-
the-hood components and, therefore, are submitted
to aggressive environments. This study evaluated
composites for radiator caps. The composite materi-
als were in contact with antifreeze (50/50 vol/vol
water/ethylene glycol) at 135 ºC, resulting in a sig-
nificant decrease in mechanical properties with time.
Two main mechanisms of degradation were ob-
served: (1) a reversible physical aging due to the
plasticization of the nylon 66 matrix; and (2) an irre-
versible chemical aging due to hydrolysis (and, to
some degree, due to glycolysis). Significant im-
provements were obtained by adding a new compo-
nent in the sizing formulation of the fibers (31).

A study in an accelerated environment of the me-
chanical properties of glass fiber-reinforced thermo-
plastsic composites based on nylon 66, poly(ethyl-
ene terephthalate) and poly(butylene terephthalate)
was reported. Results showed a decrease of 50–90%
in ultimate stress-to-failure and impact strength with
aging according to the nature of the matrix. Increas-
ing the aging temperature resulted in a faster degra-
dation rate. Depending on the nature of the matrix,
the mechanisms of aging seemed to be different.
Nylon 66 and poly(butylene terephthalate) compos-
ites showed effects of both physical aging through
plasticization and chemical degradation through
chain scission. Poly(ethylene terephthalate) com-
posites did not give evidence of any plasticization.
The extent of hydrolysis was quantified through end-
group analysis and gel permeation chromatography
measurements. Scanning electron microscopy ob-
servations showed that hygrothermal aging reduced
the effectiveness of the interfacial bonds (32).

Accelerated aging was performed on nylon 11
(polyamide 11) in 115–135 ºC distilled water. The
samples were characterized by mechanical testing,
viscosity measurements, and differential scanning
calorimetry (DSC). Viscosity, which is a measure of
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molecular weight, decayed exponentially with times
of exposure. The final level of the viscosity curve
was dependent on temperature. The melt enthalphy,
which is an indication of crystallinity, increased with
exposure time. The viscosity and crystallinity both
correlated with the observed changes in elongation
at break, thus indicating both chemical and physical
aging processes played a role in aging (33).

The physical aging of poly(vinylpyrrolidone)
(PVP) was studied under different storage condi-
tions by positron lifetime spectroscopy and SEM.
The transition from the glassy state [at RT and 55%
relative humidity (RH)] to the completely plasti-
cized wet rubbery state (at RT and 75% RH) is not
continuous in PVP. It was found that not only the ac-
tual water content of the material but also its storage
history determines the size distribution of free vol-
ume holes in it. At 65% RH, a slow anomalous struc-
ture formation was observed. By the means of ab
initio calculations on simplified molecular models, it
was determined that polymer chains and water mol-
ecules were able to form a hydrogen-bound “net-
work” under certain humidity conditions (34).

The application of membranes in gas separation
and prevaporation requires materials that are resis-
tant to plasticizing feed streams. The relationship be-
tween CO2 sorption, permeability, and film swelling
of a polyimide gas separation membrane and how
these properties were affected by systematic changes
to the polymer structure induced by thermal anneal-
ing and covalent cross-linking was demonstrated. Di-
lation of polyimide thin films (approximately 120
nm) exposed to high-pressure CO2 (up to 100 atm. at
35 ºC) was measured by in situ spectroscopic ellip-
sometry to decouple the effects of thermal and chem-
ical treatments on the film swelling. The refractive
index of the CO2 -swollen polymer was also used to
estimate the CO2 sorption for comparison against
that measured on thick films (approximately 50 µm)
by the pressure-decay method. Differences in sorp-
tion levels in thin and thick films appeared to be re-
lated to accelerated physical aging of the thin films.
Both thermal annealing and covalent cross-linking of
the polyimide films reduce polymer swelling to pre-
vent large increases in the CO2 diffusion coefficient
at high feed pressures. The CO2 permeability and
polymer-free volume were strongly dependent on the
annealing temperature. Different effects were ob-
served for the cross-linked and uncross-linked mem-
branes. The so-called “plasticization pressure” in
permeation experiments, such as upturn in the per-
meation isotherm, appeared to correlate with a
sorbed CO2 partial molar volume of 29 ± 2 cm3/mol

in the polymer. Cross-linking of high glass transition
polyimides produced a much greater reduction of the
CO2-induced dilation than does cross-linking of rub-
bery polymers, such as polydimethyl siloxane
(PDMS), for swelling up to 25% (35).

The use of ambient cured E-glass/vinyl ester com-
posites was considered for infrastructure ap-
plications both along the shore and offshore, thereby
exposing the composite to a marine aqueous en-
vironment. The use of ambient cure potentially re-
sults in incomplete polymerization and susceptibility 
for degradation early in life. This study characterized
the mechanical response of E-glass/vinyl ester
quadriaxial composites immersed in deionized wa-
ter, seawater, and synthetic seawater. It was shown
that there were substantial differences based on the
solution type, with deionized water immersion caus-
ing the maximum drop in interlaminar shear perfor-
mance and with seawater causing the maximum re-
duction in tensile performance. The effect of cycling,
simulating the tidal zone or the splash zone, was
more pronounced in the resin-dominated responses.
Drying of specimens, even over prolonged periods of
time, was not shown to result in complete regain of
performance. A clear competition was observed be-
tween the phenomena of moisture-induced residual
cure/postcure and physical (fiber-matrix debonding,
microcracking, plasticization) and chemical (hydrol-
ysis) aging (36).

Upon curing, epoxy formulations based upon the
epoxy resin of N,N,N,’N,’-tetraglycidyl-4,4’-di-
aminodiphenylmethane (TGDDM) co-reacted with
two cross-linking agents—4,4’-diaminodiphenyl-
sulfone (DDS) and dicyanodiamide (DDA); and
thermal aging at high temperatures revealed a mi-
gration of the cross-linking agents from the epoxy at
the surface. This separation has an effect on the qual-
ity of the cure and the thermal stability of the react-
ing moieties, thus affecting its overall performance.
This was verified by monitoring the nitrogen, oxy-
gen, and sulfur contents at the surface and compar-
ing those results to the bulk (37).

The electrical and mechanical properties were de-
termined for an epoxy resin, hardened with maleic
anhydride and containing various amounts of a plas-
ticizer and powdered quartz or talc fillers. The addi-
tion of the plasticizer caused the glass transition
temperature to decrease while causing an increase in
the dielectric loss and mechanical loss maxima. A
shift resulted in the mechanical loss maximum to
lower temperatures. The addition of the fillers raised
the glass transition temperature. In addition, the
filler-containing resin had improved heat resistance
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compared to unfilled resins. The dielectric strength
of the filled resins did not decrease during approxi-
mately eight months at ≤85 ºC, but the dielectric
strength of the unfilled resin decreased (38).

The degradation of epoxy composites due to hu-
midity, physical aging, and chemical aging was ex-
amined. When stored under cover, the moisture ab-
sorption proved to be the most dominant effect. The
absorbed moisture weakened the matrix and reduced
its modulus of elasticity and its resistance. In serious
cases, an irreversible aging was observed in the form
of microcracks in the matrix and in the border phase.
Carbon fibers were less sensitive to moisture than
glass and aramid fibers. In glass fiber composites,
the border phase between fiber and matrix appeared
to be vulnerable to moisture. In aramid-reinforced
composites, even the fibers absorbed moisture, so
that the fiber burst lengthwise when crosswise
charged. For polyester resins with glass fibers, no
general conclusion was made (39).

The creep and creep-rupture of unidirectional
composite laminates were characterized and mod-
eled. Individual and interactive effects of stress,
temperature, moisture, and physical aging on creep
and creep-rupture of a polymer composite (epoxy
reinforced with 54% by volume of carbon fibers)
were studied. The composite exhibited linear creep
at constant stresses ≥7 MPa in the temperature range
22–230 ºC. Moisture accelerated creep through plas-
ticization, such as lowering the Tg, of the epoxy ma-
trix, and moisture-induced creep acceleration was
found to be equal to creep acceleration in a dry sam-
ple by an equivalent temperature increase. Physical
aging retarded creep and accelerated creep-rupture.
In addition to reducing the moisture diffusivity and
saturation moisture, physical aging caused a reduc-
tion in the magnitude of creep and creep-rupture ac-
celeration by moisture when compared to non-aged
material at the same moisture level. A similar inter-
active influence was observed at various stress
and/or temperature levels (40).

Isothermal physical aging of glass fiber epoxy
composites was examined at different aging temper-
atures and degrees of conversion as indicated by
changes in glass temperatures and measured by tor-
sional braid analysis (TBA). The range of tempera-
tures of aging was from 10 to 130 ºC. The conver-
sion was progressively changed from Tg = 76 ºC to
Tg = 177 ºC (fully cured). The effect of isothermal
physical aging was enhanced as perturbations of the
modulus and mechanical loss versus increasing
aging temperatures. The data indicated a superposi-
tion in aging rate versus Tg aging temperature. This
would imply that the physical aging process is inde-

pendent of the change in chemical structure as the
conversion proceeds (41).

An earlier study of fully cured diglycidyl ether of
bisphenol A epoxy reacted with a tetrafunctional aro-
matic amine showed that its relative rigidity increased
with log time of aging, and the logarithmic decrement
decreased with aging. This was the consequence of
the spontaneous densification of the material in the
glassy state. The rate of isothermal aging of a mate-
rial fast-cooled from an equilibrium state was higher
in the early stages of aging in comparison with a slow-
cooled material. This was due to a higher initial free
volume content for the former. With increasing time
of isothermal aging (decreasing free volume), the rate
of both fast-cooled and slow-cooled materials be-
comes indistinguishable. The analysis of this study
was also performed by TBA (42,43).

Mechanical property deterioration of composites
based on bismaleimides (BMI) was predicted. The
cure-induced Tg increased in associated matrix in
real service environments. Predictions were ob-
tained through network structure interrelations with
mechanical and thermal properties as a function of
composition (initial monomer ratio) and time-
temperature cure cycles. Tensile and flexural proper-
ties of four BMI compositions at six different cure
cycles (or degree of cure) were determined at three
temperatures (23, 177, and 250  ºC) and correlated to
Tg and density of the systems. Systematic studies on
hygrothermal durability of BMI and various poly-
imide (PI)-carbon fiber composites and neat resins
were conducted. The combined effects of moisture
and thermal exposures [such as hygrothermal spikes
up to 250 ºC and hygrothermal aging under various
time-temperature-moisture conditions, including ac-
celerated aging at saturated steam environment 
(160 ºC and 110 psi)] on microscopic damage, poly-
mer-matrix physical structural state, and residual
properties of those composites and neat resins were
presented. The onset of blistering in moist PI-carbon
fiber composites occurred at 229 ºC during the ther-
mal spiking. It was evident that the hygrothermal
performance stability was one of the prime guide-
lines in future aerospace applications (44).

A fundamental problem of advanced airplane
composite systems is often the lack of understanding
of the aging process and how it affects the material
properties associated with degradation. A cyanate
ester resin/carbon fiber composite system was sub-
jected to an accelerated aging environment to inves-
tigate the deterioration and degradation process. The
change in viscoelastic properties of cured laminates
in the range of the Tg was studied. Thermomechani-
cal property changes were evaluated by dynamic me-
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chanical analysis (DMA) through time-temperature
equivalence. Master curves were constructed to com-
pare the aging effect between specimens, and a
model was developed that described the degradation
phenomena. During the aging process, a swelling
phenomenon of cured laminates was detected as a re-
sult of matrix degradation. Collectively, a modeling
methodology was developed that quantitatively pro-
vided an understanding of the aging process of fiber
reinforced composites in isothermal environments
(45).

High temperature composite materials used in
aerospace applications are subjected to extremely
harsh conditions during operation. The surface of an
aircraft flying at Mach 2.4 has been estimated to
reach 177 ºC. A study was conducted to verify the
effect of isothermal aging on two high temperature
composite materials, both based on two different
bismaleimide systems. Changes in mechanical prop-
erties and resin chemistry at two different tempera-
tures were measured in order to assess the merits of
accelerated aging tests. One composite material was
based on a developmental bismaleimide matrix resin
system, while the other was based on a commer-
cially available bismaleimide system.

Delamination was a major cause of failure in two
composites. Mode I interlaminar fracture toughness
(GIC) of both composites was measured using the
double cantilever beam (DCB) test. After aging at
250 ºC, the developmental bismaleimide composite
exhibited a better retention of GIC than the com-
mercially available bismaleimide composites. After
six weeks of aging at this temperature, the develop-
mental composite retained 100% of its initial inter-
laminar fracture toughness; however, the commer-
cially available  material retained only 64% of its
initial GIC. This trend was reversed at the lower
aging temperature, when after 30 weeks of aging at
2,040 ºC, GIC was measured at 13% of its original
value for the developed composites, whereas it was
measured at 64% for the commercial bismaleimide
system. When the fracture surfaces of these speci-
mens were examined using scanning electron mi-
croscopy (SEM), the commercial material was ob-
served to show an increasing degree of porosity with
aging at 2,040 ºC. It was concluded that the good
property retention at that temperature, despite this
observed porosity, was a result of the excellent
fiber/matrix adhesion exhibited by this material.

Chemical degradation of the matrix of the com-
posites was monitored by Fourier Transform In-
frared (FTIR) and Raman spectroscopy. Chemical
changes at the core of both of these bismaleimide
composite materials were found to occur concur-

rently with the observed changes in interlaminar
fracture toughness. Fourier Transform Infrared
analysis of both matrix materials revealed the pre-
dominant degradation mechanism to be oxidation,
specifically the oxidation of the methylene group
bridging two aromatic rings common to the structure
of both resins. This was substantiated by the growth
of a broad peak centered at 1600 cm–1. In addition to
this, the pyromellitic anhydride unit present only in
the developmental composites was found to be
highly resistant to the effects of aging, whereas the
saturated imide, common to the cured structures of
both materials, was observed to degrade.

As a result of increased reaction of the allylic
carbon-carbon double bond, Raman spectroscopy
showed an increase in the intensity of the peak at
1646 cm�1 towards the center of the sample in the
composites, based upon the commercial bismale-
imide aged at 2500C. At 204 ºC, the degree of reac-
tion increased toward the surface of the material, pos-
sibly as a result of a reverse Diels-Alder reaction. The
glass transition temperatures of both materials were
found to decrease with aging, with the exception of
the composites based upon the developmental mate-
rial aged at 204 ºC, which initially increased due to
continued cross-linking of the resin. It was concluded
that the degradation mechanisms at the two aging
temperatures were very different (46).

This observation lends support to the original writ-
ten statement. That is, to conduct aging studies prop-
erly, one must use the same material throughout the
study. The previously mentioned illustration shows
that even though the primary polymer family (bis-
maleimide) was the same, the two composites aged
differently. Upon further examination of the data, one
could speculate that these two materials were grossly
different and may have been mislabeled.

In addition to the work that has been done with bis-
maleimides (BMI), dicyanate esters, and thermoset-
ting polyimides, the benzocyclobutenes (BCB) have
gained in popularity within the research community.
The mechanisms of long-term isothermal aging of
diketone-bis-benzocyclobutene (DK-bis-BCB) or
methanone, 1,3-phenylene bis[bicyclo(4.2.0)octa-
1,3,5-trien-3-yl], and the effects of aging on the me-
chanical properties of this polymer were determined.
It was observed that when DK-bis-BCB polymer was
exposed to a temperature of 275 ºC in an air environ-
ment, it formed a dark skin on the surface, which in-
creased in thickness as a function of exposure time.
The skin thicknesses of samples, aged from 0 to
2,000 hours, were measured using optical tech-
niques, which led to the calculation of the diffusivity
of oxygen into the polymer at 275 ºC. Photoacoustic
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and infrared spectroscopy showed the chemical
changes caused by oxidation, which included the loss
of hydrogen atoms and the formation of aromatic an-
hydride structures. Scanning electron micrographs of
the surfaces of the aged polymers revealed that the
DK-bis-BCB aged predominantly by pitting. The
mechanical property results showed that after 2,000
hours at 275 ºC, 91% of the unaged flexural modulus
and 34% of the unaged flexural strength were re-
tained. The polymer weight loss after 2,000 hours at
275 ºC was 8.24% (47).

An interesting example of aging pertains to the be-
havior of rubbers and elastomers. In the manufactur-
ing of these polymeric materials, various chemicals
are added to enhance their curing or vulcanization.
With time, these additives migrate to the surface of
the part, thus changing its physical properties. This
migration is referred to as “bloom” for solid materi-
als migrating, and “bleeds” for liquid materials.

Rubbers and elastomers may undergo similar
forms of aging, as do thermosetting and thermoplas-
tic materials with water; that is, chemicals can be ab-
sorbed into the lightly cross-linked network of the
rubbers or elastomers. They may act in several dif-
ferent ways. One way is the lowering of the glass
transition temperature. Another way is when chemi-
cals are absorbed into the structure of the network
and cause swelling.

Nanotechnology offers a new type of material as
reinforcing elements. A study of the physical aging of
carbon nanotubes made of reinforced epoxies illus-
trates that behavior. An epoxy resin was reinforced
with three different varieties of nanotubes. These
were SWNTs (single-walled nanotubes), MWNTs
(multi-walled nanotubes), and nanotube bundles
(NTs). These reinforcement elements were roughly
on the order of 1 nm, 30 nm, and 100 nm, respectively.
Sizes of this order are smaller than the diameters of
typical microscale fibers traditionally used in poly-
mer composites, which are on the order of 10 µm.

Because nanotubes are approximately the same
length as the polymer chains, the polymer segments
in the vicinity of the nanotubes may have local mo-
bility different from the bulk polymer, and thus dis-
tinct mechanical properties. Due to their outstanding
physical properties, nanotubes are gaining interest
as a filler material in polymer systems. With the po-
tential of strength- and modulus-to-weight ratios,
nanotube-reinforced composites have the potential
of being an order of magnitude greater than tradi-
tional polymer composites. The major drawback in
using nanotubes is cost (48).

Another key feature in the topics of chemical and
physical aging should be the inclusion of time in the

discussion. The role of rates and kinetics is dis-
cussed separately, in the companion chapter on
“Lifetime Predictions.”

7.5 SUMMARY

In summary, this author wishes to advise the reader
about the vast amount of literature available in the
fields of chemical and physical aging of plastics. All
of the major government laboratories have projects
dealing with this subject. This is also true for the in-
dependent testing labs and the university labs. Some
of the university labs have established consortiums
where they work with industries to defray the cost of
aging studies. This author does not want to single
out a particular lab, but would like to advise the
reader to search the Internet for these subject mat-
ters. This author firmly believes in the philosophy
and recommendation of Jack Welch (the former
C.E.O. of General Electric) to his scientists and en-
gineers that they spend at least one hour per day
searching the Internet.

This author also hopes to have given the reader a
general idea regarding the type of information that is
available for chemical and physical aging of poly-
mers and plastics. Examples were given here to
demonstrate the behavior of homopolymers, copoly-
mers, plastics, blends, and composites with various
reinforcements. In this author’s opinion, one should
be able to find the material system of interest through
searching the literature. However, precautions must
be employed to ensure that the correct material sys-
tem is referenced. The database for polymers and
plastics has over 14,000 entries. And, whenever
someone is discussing a particular polymer such as
polyethylene, the first questions should always be
“Which one?” “What were the additives and/or rein-
forcements?” and “How was it processed?”
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8.1 INTRODUCTION

Concrete is the most widely used construction mate-
rial, with over six billion tons produced worldwide
per year. While concrete has sufficient strength in
compression for most engineering applications, it 
is a brittle material with relatively low tensile
strength (approximately one-tenth of its compressive
strength). Therefore, in order to utilize concrete in its
numerous applications, it needs to be reinforced with
a more ductile and higher tensile strength material.
This is usually steel in the form of reinforcing bars.
In some cases, a compressive load is placed on con-
crete to offset anticipated tensile loads by the use of
high strength steel wire. In these cases, the concrete
is either post-tensioned or prestressed.

Fortunately, for steel reinforcement, concrete pro-
vides an alkaline environment, typically between pH
12.5 and 13.5. This provides a naturally protective
environment for steel under most exposure condi-
tions. Furthermore, steel and concrete have almost
identical coefficients of temperature expansion, pro-
viding good composite performance over a wide
temperature range. These properties, coupled with
the good mechanical properties and low costs of
steel, have made steel reinforced concrete the build-
ing material of choice in numerous structures where
strength and durability are needed.

Metals other than steel are occasionally used in
concrete. However, due to the good performance of
steel, they are usually not used in structural applica-

tions. If more than one type of metal is used they
should be electrically isolated to prevent galvanic
corrosion. Galvanized and epoxy-coated steel, as
well as stainless steels, will be discussed in detail in
the following corrosion protection and modeling
sections. Copper is usually used with grounding rods
and copper tubing. Aluminum is usually not recom-
mended, since it corrodes rapidly at high pH and has
a high coefficient of temperature expansion. Alu-
minum can be protected with calcium nitrite corro-
sion inhibitor [Berke et al 1990]. 

The corrosion protection provided to steel by con-
crete has led to the use of steel-reinforced concrete
in severe exposures to chlorides. Typical applica-
tions include concrete piles, girders, decks, and
walls in marine environments, and bridge and park-
ing decks in de-icing salt environments. The ingress
of chloride into the concrete eventually leads to de-
passivation of the steel and subsequent cracking and
spalling of the concrete, since the corrosion products
have higher volume than the initial steel, and the
concrete cannot withstand the high tensile forces
from the volume expansion. A recent study has esti-
mated that the annual cost of corrosion of steel in
concrete in the United States is at least $15 billion
[Koch et al].

Another cause of corrosion of steel in concrete is
the carbonation of the concrete. This occurs as car-
bon dioxide in the air reacts with calcium hydroxide
and other calcium bearing phases in the cement
paste portion of the concrete, lowering the pH to 10
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FIGURE 8.1 Diffusion profiles up to 75 years as a
function of w/c. Note that chloride at the surface increases
at 1 pcy (0.6 kg/m3)

or lower. This is usually not a major problem in
higher strength concretes used in engineering struc-
tures, as the carbonation front rarely reaches the re-
inforcing steel over the design life of the structure
due to the low permeability and higher cement con-
tents of these concretes, as will be discussed in de-
tail later. The rest of this section will primarily ad-
dress corrosion of embedded steel due to the ingress
of chloride. More information on carbonation corro-
sion can be found in the books referenced in the bib-
liography at the end of this chapter.

To fully understand the corrosion of steel in con-
crete, one needs to address several areas. These in-
clude the following:

1. concrete properties affecting the ingress of chlo-
ride and the chloride threshold value for corrosion
initiation

2. corrosion mechanisms of steel in concrete or in an
alkaline environment with chloride

3. corrosion protection systems, including combina-
tions of several systems

4. life-cycle modeling

The above will be discussed in detail in the fol-
lowing sections, along with the appropriate test
methods utilized to determine the key properties and
mechanisms.

8.2 CONCRETE PROPERTIES AFFECTING
CHLORIDE INGRESS AND
THRESHOLD VALUES

Concrete is essentially the combination of cement,
coarse and fine aggregates, and water. Chemical ad-
mixtures are usually added to improve handling of
the fresh concrete or enhance performance of the
hardened concrete. Supplementary cementitious ma-
terials include pozzolans such as fly ash, silica fume,
or metakaoline, or ground blast furnace slag. These
materials are typically added to enhance hardened
properties of the concrete. The properties of concrete
are a function of the types and proportions of the ma-
terials listed above, as well as placing and curing pro-
cedures in the field. The properties of concrete are
explained in detail by Mindess,Young, Darwin [Min-
dess and Young].

For chloride-induced corrosion, the two key prop-
erties of the concrete are permeability and the chlo-
ride threshold value. Permeability is primarily con-
trolled by the water-to-cementitious ratio (w/cm)
[Mindess et al]. Permeability to water ingress de-

creases significantly with a reduction in w/cm. A sim-
ilar reduction is noted in the apparent diffusion coef-
ficient for chloride as shown for mortars [Page et al.]
and for concrete, [Berke and Hicks 1994.] Bentz et
al. Note that fly ash and silica fume additions result
in an even lower apparent diffusion coefficient than
just adding additional cement. Figure 8.1 shows the
effect of reducing diffusion coefficients on the esti-
mated chloride levels after 75 years, for a case of a
surface concentration of chloride increasing at the
surface for 25 years and the assumption of one-
dimensional Fickean diffusion. Thus, a reduction in
w/cm can result in a significant reduction in chloride
ingress in time. Reducing w/cm is accomplished by
raising the cement and supplementary cementitious
additive content, or by reducing the water content.
Raising the cementitious content is beneficial to a
point, but could cause an increase in cracking, or ex-
cessive heat development if it is too high. Reducing
water results in a loss of workability, leading to poor
consolidation and placement difficulties. Superplas-
ticizing (or high range water reducing) chemical ad-
mixtures can be added to provide enhanced work-
ability at lower water contents. Typically, concrete
mixtures used in durable concrete will use both an in-
crease in the cementitious content as well as a super-
plasticizer to reduce water. Several documents and
books go into significant detail on the design of con-
crete properties for corrosion performance [ACI 222;
Tuutti; Bentur, Berke, and Diamond; Broomfield;
CANMET/ACI Symposia].

—— 0.50 W/C

— – 0.45 W/C

– – – 0.40 W/C
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FIGURE 8.2 Steel in an alkaline environment.

In addition to affecting the ingress of chloride, the
concrete materials affect the chloride threshold value
for corrosion initiation. In this case, the cement type
and content are of primary importance and the sup-
plementary cementitious materials also play a role.
Several authors note that the tricalcium aluminate
(C3A) content of cement plays a key role in binding
of chloride [Mehta]. Lower C3A contents let more
chloride in as the binding efficiency is lowered, and
also lead to corrosion at lower values as more chlo-
ride is in the pore solution of the concrete. Lower
C3A values are usually desirable for enhanced resis-
tance to sulfate attack of the concrete but, as pointed
out by several researchers [Mehta], low w/cm is more
important and there should be a 5 to 8% C3A content.

Another cementitious factor affecting chloride
threshold is the pH of the concrete pore water.
Gouda et al., showed that there was a linear relation-
ship between hydroxide content and the amount of
chloride needed to initiate corrosion [Gouda]. Thus,
concretes with a higher pore water pH can be ex-
pected to have higher threshold values for chloride
initiation. However, too high pH content can lead to
alkali attack of some aggregates; the concrete alkali
content as K2O equivalent is often limited to 3 kg/m3

[ACI 201]. Hansson has shown that cations associ-
ated with the chloride can change the internal pH
and apparent threshold values [Hansson].

8.3 CORROSION MECHANISMS OF
STEEL IN CONCRETE

The normally occurring oxides on steel are either
ferrous (Fe+2) or ferric (Fe+3) in nature. Both are
chemically stable in concrete in the absence of car-
bonation or chloride. However, the ferric oxide is
more stable, especially in the presence of chloride.
Over time, the ferrous oxide is converted to the more
stable hydrated ferric oxide that is chemically re-
ferred to as − FeOOH. This process is never totally
completed and is measured as a continuing very
small passive corrosion rate, as will be discussed
later. The development of the ferric oxide film pro-
ceeds according to the following anodic reactions:

2Fe → 2Fe2+ + 4e�
2Fe2+ + 4OH� → 2Fe(OH)2

2Fe(OH)2 + O2 → 2γ�FeOOH +H2O

Neither oxide is protective at pHs below approxi-
mately 11. Thus, corrosion will occur if carbonation
is present at the reinforcing bars.

1

2

As noted above, the ferric oxide is more resistant
to chloride than the ferrous oxide. If chloride ions
are present, they will induce corrosion if they come
into contact with the reinforcing bar at a location
where the ferrous oxide has not been converted This
results in pitting corrosion. This competes with the
normal passivation process and will only proceed
when the chloride content is sufficiently high com-
pared to the oxygen and hydroxide content. This is
the underlying theory as to why chloride-to-hydrox-
ide ratios are related to the onset of pitting corrosion.
In concrete, this corrosion threshold is approxi-
mately 0.9 kg/m3 (1.5 lb/yd3) of concrete.

This passivation process can also be described in
electrochemical terms [Rechberger; Berke; Bentur
et al.]. Figure 8.2 shows the anodic and cathodic re-
action curves for passive steel in an alkaline envi-
ronment such as concrete. Curve A in Figure 8.2
schematically shows the relationship between the
anodic reaction rate and the potential of steel relative
to a reference electrode in a concrete-type environ-
ment. The anodic reaction rate is represented as a
current density and describes the corrosion rate of
the steel, with lower current densities indicating
lower corrosion rates. At very high negative poten-
tials, the corrosion rate increases rapidly as the po-
tential becomes less negative, then suddenly drops
by several orders of magnitude. The potential at
which this occurs is known as the primary passiva-
tion potential (Epp) and is related to the development
of the ferric oxide. Then, over a large range of po-
tentials (typically from approximately �800 to
+600 mV versus saturated calomel electrode, in the
absence of chloride), the steel is corroding at a neg-
ligible rate, and this is the passive region. At more
positive potentials, the breakdown of water to pro-
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FIGURE 8.3 Effect of chloride on the corrosion of steel. FIGURE 8.4 Role of oxygen in steel corrosion.

duce oxygen occurs and severe corrosion can once
again occur, and passivity is lost. The potential at
which this occurs is the transpassive potential (Etp). 

Curve A in Figure 8.2 describes the anodic be-
havior of steel; that is, it only looks at the oxidation
reactions that are occurring. The actual corrosion
potential will also depend upon the oxygen content,
which affects the cathodic reaction rate. For steel in
concrete, the cathodic reaction is primarily the re-
duction of oxygen:

O2 + 2H2O + 4e� → 4OH�

The cathodic behavior as a function of potential is
schematically shown in Figure 8.2 as Curve C.

As in other chemical processes, the anodic reac-
tion and the cathodic reaction have to be in balance.
Thus, the point of intersection of the two curves por-
trays the only corrosion situation which can exist for
these conditions. This is shown in Figure 8.2, in
which the anodic and cathodic curves have been su-
perimposed and the rates have been shown as cur-
rents. Since this figure is representative of steel in
non-carbonated chloride-free concrete, the intersec-
tion of the two reactions is in the passive zone, and
only the low passive corrosion currents are reached.
The potential at which the anodic and cathodic cur-
rents are of equal magnitude is the corrosion poten-
tial, Ecorr. The corrosion current, Icorr, is equal in
magnitude to the anodic current and absolute value
of the cathodic current. It is most useful to divide the
corrosion current, Icorr, by the area to obtain the cor-
rosion current density, icorr.

The anodic behavior of steel in concrete is
changed in the presence of chloride as shown in Fig-
ure 8.3, with chloride causing pitting to initiate.
When pitting is present, the corrosion current den-
sity in the pit is high and is limited only by the
amount of cathode present. This is schematically

shown in Figure 8.3, which shows that the anodic
curve, A1, is almost horizontal at the pitting protec-
tion potential, Ep. At potentials negative to Ep pits
are not stable and pitting stops. Above Ep, the corro-
sion rate is orders of magnitude higher than the pas-
sive rate and severe local metal loss can occur. 

Increasing the chloride content has the effect of
facilitating the pitting process and results in a further
lowering of the pitting protection potential, as
shown with Curve A2 in Figure 8.3. For the same
amount of available cathode (i.e., for identical curve
C), the corrosion rate increases further, as shown.
This is where the rule of thumb about more negative
corrosion potentials being associated with higher
corrosion rates came from. However, even when
chloride is present, and especially when it is not,
corrosion potential values versus a saturated calomel
reference electrode below �280 mV are not neces-
sarily indicative of corrosion, as shown in Figure 8.3
and discussed below.

The role of oxygen on the corrosion rate when pit-
ting is present is illustrated in Figure 8.4. Variations
in oxygen availability change the location of the ca-
thodic reaction curve. Thus, even if sufficient chlo-
ride is present for pitting, corrosion rates can be low
if the oxygen content is low or cathodic area is small.
Points W and X are the possible conditions when
oxygen levels are low (the intersection at point Y
represents an unstable situation which will convert
to point W). If the steel has already been passivated
due to higher oxygen conditions, at some time point
W will be the potential. If passivation has not oc-
curred, then point X will be the intersection point,
and corrosion rates will be higher (active corrosion,
but at a low rate). In both cases, corrosion rates are
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negligible. This is commonly observed for concrete
piles far below the water line in marine environ-
ments, where oxygen levels are low. 

At higher oxygen levels, pitting corrosion occurs
because the oxygen reduction reaction intersects the
anodic reaction above the protection potential, as
shown in Figure 8.4. This is illustrated as the inter-
section that occurs at point Z. Because current den-
sity is on a log scale, the corrosion current density is
orders of magnitude higher than in the low oxygen
case.

8.4 MECHANISMS OF CORROSION
PROTECTION SYSTEMS

Protection systems for corrosion act in one or more
of the following ways:

• reduce the ingress of chloride into the concrete
(low permeability concrete)

• keep chloride from the surface of the concrete
(sealers and membranes)

• reduce corrosion in the presence of chloride next
to the steel (corrosion inhibitors)

• provide a protective coating to the bar (epoxy-
coated and galvanized steel)

• use more corrosion resistant steel (stainless steels)
• suppress the corrosion cell electrically (cathodic

protection)

Each of these systems will essentially have one or
more of the following three effects:

1. reduce the ingress of chloride
2. increase the chloride level at which corrosion ini-

tiates
3. reduce the corrosion rate of the active corrosion

Accelerated and long-term field and laboratory
tests are needed to estimate the performance of a
protection system as related to these three effects.
The evaluation of the performance of these systems
is not trivial and requires an understanding of corro-
sion and protection mechanisms. In addition, the
same accelerated testing techniques cannot be used
for all methods.

Once the performance of a corrosion protection
system can be quantified, it is possible to perform a
life-cycle cost analysis to select the most cost effec-
tive system. Since there is usually an upfront cost as-
sociated with corrosion protection, a net present
value analysis looking at repair costs and loss of use

need to be considered. An example of this analysis is
presented below.

8.5 REDUCING CHLORIDE INGRESS 

Reduction of chloride ingress into concrete can be
accomplished by reducing the porosity of the con-
crete or by the use of membranes or sealers. This
section examines these approaches.

8.5.1 Low Permeability Concrete

Traditionally, the first steps in improving the dura-
bility of reinforced steel involved improving con-
crete quality. For example, ACI 318 and ACI 357
recommend water-to-cementitious [w/(cm)] ratios
of 0.4 or under, and minimum covers of 50 mm for
non-marine and 68 mm in marine exposures [ACI
318, ACI 357]. Other codes, such as Eurocode 2 and
Norwegian Code N5 3474, are less stringent [Eu-
rocode 2, Norwegian Code N5 3474].

Additional means of reducing the ingress of chlo-
ride into concrete involves the addition of pozzolans
or ground blast furnace slag. These materials are
often added as cement substitutes; they react with
calcium hydroxide to reduce the coarse porosity of
the concrete and to decrease the porosity at the
paste-aggregate interfaces. Several conference pro-
ceedings document the positive benefits of these ma-
terials [CANMET/ACI Durability, CANMET/ACI
Fly Ash].

Numerous references show that even if concrete
is produced to the most stringent of the codes, chlo-
ride will ingress into the concrete and corrosion of
the steel reinforcement will initiate [Browne, Pfeifer
and Landgren, Tuutti, Berke, Scali, Regan, Shen
1991, Berke et al 1992]. 

Even for very low permeability concretes, chlo-
ride will eventually ingress into the concrete and ini-
tiate corrosion [Berke and Hicks 1994]. When chlo-
ride ingress is modeled as a function of w/c+p and
pozzolan contents for various geometries and envi-
ronmental exposures, times to corrosion in excess of
25 years are difficult to achieve for low permeability
concretes [Berke and Hicks 1994, Berke, Hicks,
Dallaire 1996]. Thus, additional protection systems
are necessary to meet extended design lives that are
becoming increasingly specified.

8.5.2 Sealers and Membranes

Sealers and membranes work by either reducing the
ingress of chloride into the concrete, or by reducing
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FIGURE 8.5 Comparison of anodic and cathodic in-
hibitors.

the movement of moisture. They either produce a
continuous film on the surface (creating a hydropho-
bic layer lining the pores and surfaces of the con-
crete), or they produce reaction products that block
the concrete pores. Surface preparation and applica-
tion techniques must be carefully followed to have
good results. Several references discuss these pro-
tection systems in great detail [Keer; CIRIA; Weyers
et al.; C103; Pfeiffer and Scali; Bentur; Diamond
and Berke].

Products that provide a continuous film or coating
on the surface include acrylics, butadiene copoly-
mer, chlorinated rubber, epoxy resin, oleoresinous,
polyester resin, polyethylene copolymer, polyur-
ethane, and vinyl. Rubberized asphalt is a popular
sheet membrane material. Membranes exposed to
wear typically have protective surface coatings. Hy-
drophobic pore liners include the silanes, siloxanes,
and silicones. The pore blockers include silicate, sil-
icofluoride, and crystal growth materials in a ce-
mentitious slurry.

An extensive review of sealer and membrane field
performance was conducted as part of the Strategic
Highway Research Program [Weyers et al., 1992]. It
concluded that these systems had a useful effective-
ness between 5 and 20 years. The importance of
longer-term testing in evaluating these products was
shown by Robinson [Robinson]. His accelerated
laboratory testing showed an early 100% reduction
in chloride ingress, which did not hold up over time.
However, most products did offer an improvement.

8.6 CORROSION INHIBITORS

Corrosion inhibitors are chemical substances that re-
duce the corrosion of embedded metal without re-
ducing the concentration of the corrosive agents.
This definition, paraphrased from ISO 8044-89,
makes the distinction between a corrosion inhibitor
and other additions to concrete that improve corro-
sion resistance by reducing chloride ingress into the
concrete.

Corrosion inhibitors can influence the anodic, ca-
thodic, or both reactions. Since the anodic and ca-
thodic reactions must balance, a reduction in either
one will result in a lowering of the corrosion rate.
Figure 8.5 illustrates the effects of both types of in-
hibitors, acting alone or in combination, when the
chloride concentration has not been changed. When
no inhibitors are present, the anodic (A1) and ca-
thodic curves (C1) intersect at point W. Severe pit-

ting corrosion is occurring. The addition of an an-
odic inhibitor (curve A2) promotes the formation of
(�FeOOH (passive oxide), which raises the protec-
tion potential Ep, so that the anodic and cathodic
curves now intersect at point X. The corresponding
corrosion rate, icorr, is reduced by several orders of
magnitude and the steel is passive. Increasing quan-
tities of anodic inhibitor will move curve A2 to more
positive Ep values.

The addition of a cathodic inhibitor in the absence
of an anodic inhibitor results in a new cathodic curve
(C2) as shown in Figure 8.5. The new intersection
with the anodic curve (A1) is at point Y. Though the
corrosion rate is reduced, pitting corrosion still oc-
curs because the potential remains more positive
than Ep. Therefore, a cathodic inhibitor would have
to reduce cathodic reaction rates by several orders of
magnitude to be effective by itself.

The case of combined anodic and cathodic inhibi-
tion is illustrated in Figure 8.5 as the intersection of
the anodic (A2) and cathodic (C2) curves at point Z.
The steel is passive as in the case of the anodic in-
hibitor alone (point X), but the passive corrosion rate
is reduced further.

Commercially available inhibitors include cal-
cium nitrite, sodium nitrite and morphelene deriva-
tives, amine and esters, dimethyl ethanol amine,
amines and phosphates. Several reviews and other
papers discuss the performance of inhibitors in con-
crete [Aldykiewicz, Berke, and Li; Elsener; Berke
and Weil; Kessler et al.]. With the exception of cal-
cium nitrite, little to no long-term data beyond 5–10
years is available on the other products.

The long-term performance benefits of calcium
nitrite are well documented [Berke et al. 1992, 1994,
1997, 2003; Elsener; Berke and Weil]. Based upon
these results, Table 8.1 was developed to indicate the
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TABLE 8.1 Calcium Nitrite Dosage Rates versus 
Chloride Protection

Calcium Nitrite (30% sol.) L/m3 Chloride Ion kg/m3

10 3.6
15 5.9
20 7.7
25 8.9
30 9.5

level of chloride that a given addition of 30% cal-
cium nitrite protects against.

Furthermore, as noted in these papers, the use of
calcium nitrite or any other inhibitor is not a substi-
tute for good quality concrete, and guidelines for re-
ducing chloride ingress must be followed. 

Performance criteria for an amine and ester com-
mercially available inhibitor were published [John-
son et al.]. This inhibitor at a dosage of 5 L/m3 was
stated to protect to 2.4 kg/m3 of chloride. A reduc-
tion in the chloride diffusion coefficient of 22–43%,
depending on concrete quality, was determined
using accelerated test methods.

8.7 REBAR COATINGS

Rebar coatings now in large-scale commercial use
are epoxy and zinc. Epoxy acts as a barrier to chlo-
rides, and zinc (galvanized rebars) provides both a
barrier and a sacrificial anode.

Epoxy-coated steel is extensively used in the
United States. ASTM Standards [ASTM A 775/A
775M and D 3963/D 3963M] are available to ensure
good performance. These standards set requirements
for the number of holidays (small non-visible de-
fects), repair area allowed, handling, and coating per-
formance. Numerous studies have been conducted
that show improved performance versus black steel
controls [TRB]. However, several of these studies
show that corrosion can occur over time, and that the
coating can be damaged during the placing and con-
solidation of the concrete. The damaged portions of
the coating can be initiation sites for corrosion. The
best performance is obtained when all of the steel is
epoxy-coated, which avoids large cathode-to-anode
ratios.

Galvanized rebars are used more extensively out-
side of the United States. There is an applicable
ASTM Standard [ASTM A 776/A 776M]. Several

papers exist documenting performance in tests (Yeo-
mans 1993; Yeomans 1987; Treadaway, Brown and
Cox;]. In general, the coating thickness determines
overall life, with thicker coatings having better per-
formance.

8.8 STAINLESS STEEL

A few studies exist on the performance of stain-
less steel alloys in concrete [McDonald, Sherman,
Pfeifer and Virmani; Flint and Cox; Sorensen, Jen-
sen and Maahn]. Though performance is improved
significantly, depending upon the alloy used, initial
costs are quite high [Sorensen, Jensen and Maahn].
Therefore, its use is limited. Furthermore, as will 
be shown later, there is an appreciable economic
benefit (compared to stainless steel) to achieving de-
sired service lives using combinations of the protec-
tion methods discussed above. A martensitic iron-
chromium alloy without carbon phases has been
introduced [Trejo, Darwin]. Performance is between
that of stainless steels and black bars.

8.9 CATHODIC PROTECTION

Cathodic protection, if applied properly, can prevent
and stop corrosion of steel in concrete. It works by
making the reinforcing steel a cathode by the use of
an external anode. This anode can be either inert or
sacrificial, depending upon the exposure.

For cathodic protection to be effective, the rein-
forcement must be electrically continuous, the con-
crete conductivity between the anode and steel needs
to be low, and alkali-reactive aggregates should not
be used as the area next to the steel becomes more al-
kaline over time. More information is available in
the references [Broomfield 1992; Broomfield 1993;
Bennet] and in the NACE Recommended Practice
[CEA 54286].

Due to the expense, relative to other corrosion
protection systems, cathodic protection is most often
used in repair. The reasons for this are quite evident
once a life-cycle cost analysis is performed.

8.10 LIFE-CYCLE MODELING

In order to select among the corrosion protection
systems noted above, and future ones, a rational ap-
proach is needed to select the optimal system or
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combination of systems to provide the desired de-
sign life for the structure in question. This includes
minimizing the life-cycle costs.

To perform a life-cycle analysis, several pieces of
information are needed. These include the following:

1. environmental exposure and member geometry
2. estimate of the chloride diffusion coefficient (and

sorptivity)
3. effect of the protection system on chloride in-

gress, chloride threshold value for corrosion initi-
ation, and corrosion rate after corrosion initiates

4. initial costs of the protection system
5. repair costs
6. time between repairs

In many cases, one does not have a complete ir-
refutable set of information to fill-in the information
required above. However, one can make reasonable
estimates based upon the information available, and
considerable work is underway to define the param-
eters needed. An example of predicting life-cycle
costs will be given below. For more details, there are
several models available with various degrees of
complexity, and a few of them are in the references
(Berke et al., Thomas et al., Marchand et al.).

8.11 ENVIRONMENT AND GEOMETRY

The exposure environment needs to be assessed to
estimate the chloride exposure. Important parame-
ters are temperature and degree of salt exposure. The
salt exposure is different for submerged marine,
splash-tidal zones, airborne chlorides, and de-icing
salt applications. Submerged marine and tidal zone
exposures quickly come to a fixed high surface con-
centration of chloride. In the case of de-icing salts
and airborne chlorides, the surface concentration in-
creases more slowly over time. Geometry plays a
key role as a pile in the ocean represents a two-
dimensional case of chloride ingress, whereas a deck
or wall is a one-dimensional exposure.

8.11.1 Chloride Diffusion Coefficient

The ingress of chloride can be predicted from the dif-
fusion coefficient for chloride in the concrete of in-
terest. Due to the heterogeneous nature of concrete,
the exact rate of chloride diffusion cannot be calcu-
lated, and it will vary with differences in concreting
materials. However, approximate values can be ob-

tained with sufficient accuracy for estimating the
ingress of chloride into concrete structures as a func-
tion of exposure conditions. Note that more advanced
models address the degree of concrete saturation and
the movement and chemical reactions of several ions
in addition to chloride (Marchand et al.).

The diffusion of chloride in concrete follows
Fick’s second law of diffusion (Bamforth and Price;
Browne; Tuutti; Berke, Hicks and Tourney; Bentur et
al.; Hansson and Berke; Short and Page; Hobbs;
Bentz, Evans, and Thomas; Goto and Roy; Garbozi;
Dhir; Weyers and Cady; Pereira and Hegedus;
Thomas and Mathews). This correlation can be used
to calculate an effective diffusion coefficient, Deff, if
the chloride concentration at any time is known as a
function of depth. A more rigorous approach would
account for chloride binding and sorption effects
(Pereira and Hegedus; Thomas and Mathews). If
chloride profiles are used after longer exposure times
of one to two years, then the effective diffusion coef-
ficient calculated is a good approximation of future
chloride ingress. Deff can be adjusted for temperature
using an Arrhenius equation [Berke and Hicks]. 

The one-dimensional solution to Fick’s second
law with a constant surface chloride and semi-
infinite slab is given by the following:

C(x,t) = Co[1 � erf(x/2(Defft)�5)], (8.1)

where C(x,t) is the chloride concentration at depth
x and time t,

Co is the surface concentration
Deff is the effective diffusion coefficient,

and
erf is the error function.

The solution for a square pile under similar constant
surface chloride conditions is

C(x,y,t) = Co[1 � erf(x/2(Defft)�5)
(�erf(y/2(Defft)�5)], (8.2)

where C(x,y,t) is the chloride concentration at a dis-
tance x and y from the perpendicular sides at time t.
Numerical methods can also be used and are neces-
sary when Co or Deff change as a function of time.

One concern in modeling is the role of cracking.
If cracking is severe, the above diffusion models will
not be applicable in the crack regions. Work in this
area is in progress. Shrinkage-reducing admixtures
and structural synthetic fibers can significantly re-
duce drying shrinkage and resist crack opening
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FIGURE 8.6 Estimated chloride concentration for a
bridge deck (Chloride buildup = 0.6 kg/m3/year).

[Berke, Hicks, Li, Rieder] and, thus, make the mod-
els more applicable.

8.11.2 Cost Analysis

In order to perform a life-cycle cost analysis one
needs to know the costs of initial corrosion protec-
tion as well as the Net Present Value (NPV) costs as-
sociated with repairs. The NPV is defined as

NPV = Cost�(1 � D)�n, (8.3)

where Cost is the price for the repair if performed
today,

D is the discount rate or the interest rate
less the inflation rate, and 

n is the number of years to repair.

A typical value for the discount rate is 4% (D =
0.04). Thus, the cost of a given protection system is
the initial cost plus the NPV of the repairs.

8.11.3 Example of Life-Cycle Cost
Analysis for a Bridge Deck

A bridge deck in the northern United States is ex-
posed to de-icing salts over time. For this example, a
typical average yearly temperature of 10 °C is cho-
sen. The surface chloride concentration will increase
over time at a rate of 0.6 kg/m3/yr, until a constant
maximum value of 15 kg/m3 is reached. The rate of
increase is less than that in a northern parking deck
due to the effects of rain. Since the surface chloride
concentration is a function of time, a numerical so-
lution to Fick’s Second Law is used.

Figure 8.6 shows the chloride concentration at a
depth of 65 mm for several types of concretes at 75
years. One with an effective diffusion coefficient of
1.3 � 10�12 m2/s represents a concrete with a water-
to-cement ration of 0.4. The lower curves represent

concretes produced with 40% ground blast furnace
slag or 7.5% silica fume (0.78 � 10�12 m2/s) and the
effects of a damp-proofing inhibitor in the concrete
(0.98 � 10�12 and 0.58 � 10�12 m2/s). 

Protection systems considered in Figure 8.6, in
addition to the use of lower permeability concrete,
are a 30% calcium nitrite solution at 10 and 15 L/m3,
a butyl oleate and amine at 5 L/m3, and epoxy-
coated reinforcing bars alone and in combination
with calcium nitrite or butyl oleate. Repairs were
considered to occur at five years after corrosion ini-
tiation and at 20-year intervals after that. The repairs
were set at $350/m2 of surface, and it was estimated
that only 10% of the surface would need to be re-
paired. These numbers are fairly representative, but
should be adjusted for specific locations. Traffic de-
lay costs (which can be considerable) were not in-
cluded. Table 8.2 summarizes the initial cost, repair
cost, and total NPV of the various combinations.
Clearly, low permeability concrete alone is not the
best life-cycle option. Figure 8.7 ranks the nine low-
est cost systems against the base case, and further
supports the benefits for corrosion protection sys-
tems even though initial costs are higher. 

Membranes, stainless steel bars and cathodic pro-
tection were not included in the above analysis. At
an initial cost of $43–$130/m2 cathodic protection is
not cost effective for a new bridge deck. Membranes
have a service life of about 20 years and, at an initial
cost of about $30/m2, they are also not cost effective
for corrosion protection (although they could have
other benefits where leaks to a lower level need to be
avoided). Finally, Type 304 stainless steel comes in
at about $39/m2 in new construction, which is much
more costly than alternative protection mechanisms.

8.12 SUMMARY

Understanding and reducing the corrosion of steel in
concrete is of major importance to reducing the life-
cycle costs of bridges, marine structures, parking
structures, and other concrete structures in severe
environments. Numerous protection methods have
been developed and models are coming into use to
aid in the decision as to which method or methods to
employ in a corrosion protection system. At this
time, one of the most cost effective approaches is the
use of good quality, low permeability concrete con-
taining corrosion inhibitors. In addition to improv-
ing corrosion performance, the overall performance
of the concrete is improved with this approach.

Future work, in addition to developing improved
protection methods, will focus on improved model-
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TABLE 8.2 75-Year Analysis for a Bridge Deck

Case Design
Initial cost 

($/m2)
Initiation
(Years)

First Repair 
(Years)

Number of
Repairs

NPV Repair 
($/m2)

NPV Total
($/m2)

Base Case 0 26 31 3 17.28 17.28
10 L/m3 CN 3.70 50 55 2 5.90 9.60
15 L/m3 CN 5.55 76 81 0 0 5.55
40% Slag 0 36 41 2 10.21 10.21
7.5% Silica Fume (SF) 3 36 41 2 10.21 13.21
5 L/m3 BO/A 3.50 48 53 2 6.38 9.88
ECR 19.47 26 46 2 8.39 27.86
10 L/m3 CN + 40% Slag 3.70 74 79 0 0 3.70
10 L/m3 CN + 7.5% Silica Fume 6.70 74 79 0 0 6.70
5 L/m3 BO/A + 40% Slag 3.50 65 70 1 2.25 5.75
5 L/m3 BO/A + ECR 22.97 48 68 1 2.43 25.40
10 L/m3 CN + ECR 23.17 50 70 1 2.25 25.42
10 L/m3 CN+ECR + 40% Slag 23.17 74 94 0 0 23.17
5 L/m3 BO/A + ECR + 40% Slag 22.97 65 85 0 0 22.97

CN = 30 % solution of calcium nitrite
BO/A = Butyl Oleate/Amine
ECR = Epoxy-coated reinforcing steel (top and bottom mats)

FIGURE 8.7 Total costs ($/m2), for a 75-year design bridge deck.

ing of the processes and life-prediction. The new
models will address corrosion and other deteriora-
tion processes of concrete, as well as quantify the
role of cracking.
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9.1 INTRODUCTION

Biofouling is an interesting natural phenomenon
that often appears in the forms of microfouling and
macrofouling visible on surfaces. Microfouling
refers to microorganisms; whereas, macrofouling
refers to larger organisms (e.g., invertebrates). At the
same time, microfouling may also influence the ini-
tiation of macrofouling in several ways—positively,
negatively, or neutrally. It is known that both natural
and artificial surfaces are susceptible to the colo-
nization of microorganisms forming a thin layer of
microbial biofilms consisting of large quantities of
microbial metabolites with some bacterial cells em-
bedded inside. Seashore rocks often have a slippery
feeling because of microbial biofilms and the pres-
ence of ample amounts of metabolites.

Biofilms of microorganaims are ubiquitous in
marine waters of polar (Ford et al., 1989; Maki et al.,
1990a), temperate (Berk et al., 1981), tropical eco-
systems (Hofmann et al., 1978); they develop simi-
larly in freshwater environments (Lock, 1993). Bac-
terial adhesion on surfaces is a result of complex
communication between bacteria in the environment
and the physical, chemical, and biological character-
istics of the substratum surfaces, as well as the
microbial cells. Multiplication and production of ex-
opolymeric materials by the already attached mi-
croorganisms can develop into a thin layer coating
on surfaces, affecting the subsequent biological

processes taking place on the surface (van Loos-
drecht et al., 1990).

Biofilms are interesting research areas for a num-
ber of reasons. They play an important role in corro-
sion of metals and the degradation of a wide range of
inorganic and polymeric materials. They also medi-
ate settlement and metamorphosis of invertebrate
larvae (Kirchman and Mitchell, 1981 and 1983;
Kirchman et al., 1982a–b; Maki and Mitchell, 1985
and 1986; Maki et al., 1988, 1989, 1990a, 1992, and
1994; Mitchell, 1984; Mitchell and Kirchman, 1984;
Mitchell and Maki, 1988; Rodriguez et al., 1995).
The role of bacterial biofilms can be either repulsion
against settlement of invertebrate larvae (Maki et al.,
1989, 1990a, and 1992) or induction for settlement
(Lau and Qian, 2001; Lau et al., 2001). Since bio-
fouling is commonly thought of as the attachment of
visible animals (mostly invertebrates) on surfaces of
natural and artificial materials, the role of biofilm
mediating larval attachment on surfaces may pro-
vide important information on the mechanisms of
biofouling and development of new biotechnologies
utilizing microbial biofilms against macrofouling
processes. Furthermore, corrosion of underwater
structures, such as industrial heat exchangers, cool-
ing towers, and water ducts and pipelines may be
protected from biofouling using new innovative
methods involving bacteria and their metabolites.
Because the economic losses associated with bio-
fouling are enormous, environmentally acceptable
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means have been rigorously investigated to prevent
both biofilm formation and/or biofouling.

9.2 BACTERIAL ADHESION 
ON SURFACES

9.2.1 Formation of Biofilms

Bacteria are very small; microscopes are usually
needed to observe them. Their metabolic character-
istics and genetic structures (nucleotide sequences)
are the primary information used for their classifica-
tion (Madigan et al., 2000). What is amazing about
these small creatures is that they multiply very
quickly (m2n; where m is the starting population
number and n is the numbers of generation) under a
wide range of environmental conditions.

Certain microorganisms have specialized their
adaptation to a narrow range of environmental con-
ditions. It is a fact that they have been serving a vital
role to Homo sapiens by digesting our food and also
to our society as a whole by providing a variety of
products from beverages, wines, cheese, etc., to
waste water treatment and bioremediation. Of
course, some of them are also known pathogens.

Ever since their initial appearance on this planet,
microorganisms have tended to attach and aggregate
on surfaces of minerals, and this attachment property
has improved their success in the natural environ-
ment (Wächtershäuser, 1988). Because of their sur-
vival strategy, they evolved over time into distinctly
different species, and provided an important basis for
the evolution of large organisms. In addition, adhered
bacteria also show increased metabolic activity in
comparison with non-attached ones (van Loosdrecht
et al., 1990), gaining further advantage to over num-
ber the planktonic cells.

The initial steps of microbial adhesion on sur-
faces of materials has been an interesting research
topic for several generations of microbiologists.
Marshall et al., reported both reversible and irre-
versible attachments of the bacteria using a marine
Pseudomonas sp. on glass slides (Marshall, 1985;
Marshall et al., 1971). Adhesion of bacteria to a sur-
face can be completed in as little as several seconds
to a few minutes (Wiencek and Fletcher, 1995). Ma-
terial surfaces with different physical and chemical
properties result in drastically different results of
bacterial attachment (Fletcher and Leob, 1979). For
example, it might be hard for most bacteria to attach
firmly to Teflon, but modifying a Teflon surface with
a little oil or grease will allow bacteria to attach on

the surface more readily. Polyethylene film in
coastal marine water can be colonized by a diverse
population of bacteria after short exposure to a sub-
tropic environment (Figure 9.1). In contrast, they
may attach very well on primary and secondary
minerals of the environment. After adhesion on sur-
faces, bacteria not only reproduce by generating a
three-dimensional structure of biofilms consisting of
gelatinous materials with bacteria embedded in
them but also affect the substratum surfaces, result-
ing in corrosion, deterioration of materials, or even
infection when animal tissues become the colonized
surfaces. 

Although most early research focused on biofilm
formation in marine ecosystems, recent develop-
ments allow medical and environmental microbiolo-
gists to more comprehensively understand lung in-
fection in cystic fibrosis patients (Davies et al.,
1998; Singh et al., 2000), and antibiotic resistance
(Levy, 1992; Marshall et al., 1990). Bacteria form
diverse microbial communities in both freshwater
and marine environments; these microorganisms are
an important driving force for carbon cycling in the
natural ecosystems (Ford and Lock, 1987). How-
ever, the role of microorganisms in larval settlement
or repulsion of invertebrates as a whole has not been
clearly elucidated.

9.2.2 Chemotaxis of Bacteria

The existence of biofilms on submerged surfaces has
gained wide understanding (Costerton et al., 1978;
1994), and knowledge of biofilm formation on a
whole range of material surfaces has been advanced
in recent years (Gu, 2003a; Gu et al., 2000a–d). The
initial attachment of bacterial cells on any surface
and the mechanisms governing those processes are
still not clearly understood, however; and this lack
of fundamental comprehesion of adhesion processes
prevents us from developing effective preventive
strategies in control of bacterial biofilms. Biomole-
cules have been implicated in the processes (Gu et
al., 2001b). Unfortunately, large quantities of bio-
cides and antibiotics are used in industrial and med-
ical areas; therefore, selective microorganisms may
develop mechanisms resisting toxic chemicals.

Selective chemicals are capable of repelling ma-
rine bacteria under experimental conditions, as illus-
trated by Chet and Mitchell (1976a; 1976b). Strong
repulsion was observed with α-amino-n-butyric
acid, N, N-dimethylphenylene diamine, hydro-
quinone, and acrylamide, and, to a lesser extent,
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FIGURE 9.1 A scanning electron micrograph showing a natural bacterial biofilm on surface of a polyethylene film after
30 days of exposure to marine water in Victoria Harbor (Hong Kong). The sample was treated by fixing in glutaraldehyde
and critical point dried and coated with palladium-gold before viewing (scale bar, 2µm). 

with n-amyl acetate, benzene, benzoic acid, 2, 4-
dichlorophenoxy acetic acid, indole, 3-methylindole
(skatole), tannic acid, N, N, N’, N’-tetramethylethyl-
ene diamine, thioacetic acid, phenythiourea, and
thiosalicylic acid (Chet and Mitchell, 1976a–b; Chet
et al., 1975). The threshold concentration showing
effective repulsion of bacteria from surfaces was be-
tween 0.1–1.0 mM (Chet et al., 1975). It is interest-
ing that when tannin and tannic acid were tested for
antifouling activity (Lau and Qian, 2000), the diffi-
culty was in retaining these potentially effective
chemicals in a formulated coating for slow release
over an extended period of time.

Active movement of bacteria away from a partic-
ular chemical substance is called negative chemo-
taxis. Any chemical agent causing this phenomenon
can prevent adhesion and then the early-stage
growth of the targeted microorganisms. Toxic chem-
icals such as chloroform, toluene, ethanol benzene,
CuSO4, and Pb(NO3)2 have been found to induce
negative chemotaxis in marine microorganisms

(Young and Mitchell, 1973a–b). Obviously, selec-
tive chemicals can also serve as cues to attract cer-
tain bacteria; nutrients like acetate and glucose are
effective attractants.

9.3 MEDIATORS OF 
INVERTEBRATE SETTLEMENT

9.3.1 Lectins as Chemical Cues

Lectins are biomolecules consisting of glycopro-
teins with multiple binding sites specific for carbo-
hydrate sugars. They are widely found in a large
number of organisms ranging from prokaryotes to
mammals (McLean and Brown, 1974; Meints and
Pardy, 1980; Mirelman and Ofek, 1986; Müller et
al., 1979 and 1981). Because lectins are not ionized,
binding mechanisms include only hydrophobic in-
teractions and hydrogen bonds. The size of
oligomeric proteins of a lectin ranges between
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11,000 Dalton (kDa) and 335 kDa molecular
weights, and the carbohydrate contents in lectins
may vary from as little as almost zero in Con-
canavalin A (Con-A) to more than 50% in potato
lectin. At present, more than 100 lectins have been
purified and characterized (Mirelman and Ofek,
1986), and they are available for research use (Neu
et al., 2001; Böckelmann et al., 2002).

The role of lectins and bacterial biofilms in the
initial stage of larval settlement was investigated in
1980s at the Microbial Ecology Laboratory of Har-
vard University (Kirchman and Mitchell, 1981 and
1983; Kirchman et al., 1982a–b; Maki and Mitchell,
1985; Mitchell, 1984; Mitchell and Kirchman, 1984;
Mitchell and Maki, 1988). The importance of micro-
bial lectins in induction of invertebrate settlement
has been recognized for many years. Guyot discov-
ered microbial lectins in 1908 and Zobell reported
their role in larval settlement in 1935 (reviewed by
Kirchman and Mitchell, 1983). At the same time,
other theories based on physical properties of sub-
stratum materials, such as texture, surface tension,
or wettability (Maki et al., 1989 and1994), were also
tested but were found unsatisfactory to fully explain
the relationship between the settlement by inverte-
brates and the preference for a certain material
types. However, the lectin model was proposed to
explain the settlement of larvae on bacterial bio-
films, the modified surfaces. It was thought that in-
vertebrate larvae bind to a specific carbohydrate
molecule of the microbial biofilm to induce settle-
ment of larvae. The exopolysaccharides of bacteria
are also known to contain variable amounts of pro-
teins, as well as sugar residues (Gu and Mitchell,
2001 and 2002). It should be pointed out here that
while biofilm bacteria may also produce chemicals
that inhibit settlement of invertebrates (Maki et al.,
1989 and 1990b), most past research primarily fo-
cused on the chemical agents of bacterial biofilm
origin that prevent the settlement of larvae (Maki
and Mitchell, 1985).

The validity of the lectin model has been tested
using several different simulation systems (Kirch-
man and Mitchell, 1981, 1982a–b, 1983, and 1984;
Mitchell and Kirchman, 1984). An initial experi-
ment utilized a natural sugar to block the interaction
between invertebrate larvae and surface biofilms
(Kirchman and Mitchell, 1983). It showed that glu-
cose is an effective blocking agent for the initial set-
tlement of the polychaete, Janua (D.) brasiliensis
larvae; whereas, mannose, galactose, fucose, α-
methyl-D-glucoside, ribose, α-methyl-D-mannose,
and N-acetyl-D-glucosamine are ineffective. During

the assay, toxicity of glucose to larvae was not ob-
served. Subsequent experiments found that forma-
lin-killed biofilms are also capable of inducing set-
tlement, indicating that settlement cues are probably
chemical in nature, possibly resulting from the poly-
saccharides produced by the bacteria in the biofilm
(Kirchman and Mitchell, 1981 and1983).

Further experiments established that the alter-
ation of chemical bonds in carbohydrate structure
prohibited the settlement of larvae when periodate
was used to cleave the 1,2-dihydroxyl units of car-
bohydrates in a biofilm specifically. As a result, set-
tlement of Janua larvae was prevented. In addition,
larvae do not settle on surfaces previously treated
with the lectin Concanavalin A (Con-A), but will
settle on lectins purified from peanuts (AHA). These
results collectively suggest that the binding site is
chemical-specific, because Con-A forms a glucoside
bond with glucose and mannose, while AHA binds
only galactose. These results show that the funda-
mental mechanisms of larval settlement may be un-
derstood on the basis of chemistry. Unfortunately,
no major significant advance has been made in re-
cent years. With the application of molecular tech-
niques in various fields, it is hoped that further in-
depth understanding may be realized soon.

9.3.2 Bacterial Films as Cues 
or Repellents

9.3.2.1 Biofilms as Settlement Cues

Microbial biofilms have generally been examined as
a stimulus for the settlement of macrofouling organ-
isms (Crisp, 1974). Examples from the earlier liter-
ature include studies comparing the settlement of
Ophelia bicornia and Protodrilus sp. larvae on sands
pre-colonized by microorganisms versus sterile
(clean) sand. In those investigations, no settlement
was observed on the clean sands in the pre-sterilized
treatments. Vibrio species of bacteria were found to
be effective in inducing settlement and metamor-
phosis of the coelenterates Cassiopea andromeda
and Hydractina echinata (Hofmann et al., 1978;
Neumann, 1979). The spirorbid worm, Janua (D.)
brasiliensis, is often found on a wide range of sur-
faces, including other invertebrates Mytilus edulis
(Shisko, 1975) and algae Ulva lobata (Shisko, 1975)
and Zostera marina (Nelson, 1979). It should be
pointed out that research on bacterial biofilms and
their effects on settlement of larval invertebrates has
been performed mostly by zoologists. Only fairly
recently have researchers from other fields begun 
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to focus on the molecular understanding of the inter-
actions between different species of bacteria and
larvae.

Maki et al. (1990a) used the bacteria species De-
leya marina and Vibrio vulnificus to test the settle-
ment of cypris larvae Balanus amphitrite on three
types of substratum surfaces including glass, poly-
styrene and Falcon® tissue-culture polystyrene. Re-
sults suggested that the relationship between the sub-
stratum, the biofilm, and the larvae is much more
complex than previously reported in the lectin model.
They found both stimulatory and inhibitory effects
when different bacterial strains were used. Thus,
species composition within the biofilm may play a
critical role in settlement selection. This complex
system in nature makes laboratory investigation
more difficut and less realistic. In a recent investiga-
tion, 38 bacterial isolates belonging to three phylo-
genetic branches (i.e., γ-Proteobacteria, Gram posi-
tive, and Cytophaga-Flexibacter-Bacteroides) were
tested, and approximately 42% of them were non-
inductive to the settlement of marine polychaete Hy-
droides elegans (Lau et al., 2002). Interestingly, iso-
lates inducing the highest settlement were affiliated
with the Cytophaga group. In addition, bacterial iso-
lates from the same genus may have significant dif-
ferent effects in induction of larval settlement. Adhe-
sion of bacteria may be linked to changes of surface
molecules and cause different domains of the ex-
opolymer to be exposed so that either inhibition or
stimulation of larval settlement can be produced.

9.3.2.2 Biofilms As Settlement Inhibitors

Bacteria from cultures or concentrated suspensions
can readily colonize surfaces of a wide range of ma-
terials within about eight hours to form a biofilm
with density between 107 and 108 cells/cm2. Deleya
marina was used to compare settlement induction
and inhibition with other bacterial species in a study.
The results showed that biofilms of this species in-
hibit settlement of Balanus amphitrite (Maki et al.,
1988 and 1992). In another study (Maki et al., 1988),
three strains of D. marina were tested and showed
inhibitory effects on the settlement of bryozoan
Bugula neritina. Two unrelated species, Vibrio vul-
nificus and an estruarine isolate DLS1, did not show
any inhibition on settlement. However, the age of
bacterial biofilms has important impact on the in-
duction or inhibition of settlement. Older (>12 days)
natural biofilms induce settlement of B. amphitrite
while younger ones have inhibitory effects (Wiec-
zorek et al., 1995).

Other studies have examined the role of chemore-
ceptors in invertebrates. In the larvae of Balanus
amphitrite, chemoreceptors were suspected of play-
ing a major role in inhibition of larval settlement
(Maki et al., 1994). In a study on the settlement in-
duction of abalone, a neurotransmitter, γ-aminobu-
tyric acid, was found to be involved and responsible
for inhibiting the velar cilia movement of the plank-
tonic larvae (Morse et al., 1979). Later studies, how-
ever, discarded this theory on the basis that concen-
tration levels of this neurotransmitter molecule were
not detectable, and that microbial degradation of 
γ-aminobutyric acid was likely to prevent significant
accumulation (Kaspar and Mountfort, 1995). The
low concentration of these neurotransmitting chem-
icals in the environment and their effect on larval
settlement induction are important issues challeng-
ing research in this area because results showed that
a wide range of environmental contaminants can
serve as endocrine-disrupting chemicals responsible
for the abnormality of animal development (Gray et
al., 1999; Jobling et al., 1995). Accepting the fact,
real ecosystem may harbour a vast variety of bioac-
tive chemicals at concentration relatively low to our
knowledge.

A number of factors may be involved in the inhi-
bition of invertebrate settlement on surfaces. They
include the species composition of the biofilm; inhi-
bition of lectins action within the bacterial biofilms
or surface of invertebrate; negative response via
chemoreceptors in the larvae; and the possible exis-
tence of yet unrevealed neurotransmitters and mech-
anisms. The most promising research area involves
the understanding of species composition of bio-
films and the resultant larval settlement, because
monoculture of bacteria and biofilm are almost im-
possible to find in natural environments. With better
understanding, manipulation of biofilms and partic-
ipating species might allow industry to deter macro-
fouling invertebrates from settling on surfaces.
Other promising applications include the incorpora-
tion of environmentally acceptable chemicals into
coatings to inhibit both bacteria and invertebrates
(Rittschof et al., 2003).

9.3.2.3 Chemical Repellents

Chemicals initially found to inhibit the development
of bacterial biofilms on surfaces are now being
tested on other invertebrates, (e.g., zebra mussels
[Dreissena polymorpha]). This freshwater fouling
animal has caused enormous economic loss, partic-
ularly in North America, since the mid-1980s (Ross,
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1994). Five chemicals tested are diphenylamine,
benzoate, acrylamide, 3-methylindole (skatole), and
N,N,N’,N’-tetramethyl-p-phenylenediamine dihy-
drochloride. Diphenylamine seems to be the most
effective repellent for D. polymorpha among those
examined (Gu et al., 1997c). However, these chemi-
cals are highly toxic and use of them poses environ-
mental concerns regarding their fate and effect on
natural ecosystems.

When bacteria were studied for their effect on in-
hibition of settlement of the barnacle Balanus am-
phitrite Darwin, biofilms of the 12 bacterial isolates
were either inhibitory (3–41%) or did not have any
effect on the cyprid settlement (Lau and Qian, 2000).
In addition, the settlement of larvae on natural mixed
populations of microorganisms was very similar to
the biofilms prepared from pure isolated species of
bacteria. It is apparent that non-toxic, natural an-
tifoulants are ideal solutions to this long-evolved nat-
ural phenomenon. Feasible strategies might include
the application of crude microbial products showing
inhibitory properties and/or immobilized bacteria to
the surface coating layer. In addition, biodegradable
polymers have also been proposed to be used as coat-
ings. Layers of such polymers could peel off many
times over the service time period in the aquatic
environment.

9.4 AN EXAMPLE WITH ZEBRA MUSSELS

Invertebrates of marine and freshwater are problem-
atic organisms in a range of industries, including
utilities, water distribution systems, and cooling sys-
tems. The zebra mussel, Dreissena polymorpha, a
newly introduced species in North America, had an
estimated cost of over $5 billion in the year 2000 in
the Great Lakes alone (Ross, 1994). Due to the
slightly higher temperature in North America, com-
pared to their native Caspian Sea, the animals grow
rapidly and have spread extensively from the Great
Lakes outward. Because of this, coupled with the
fact that no natural predator has been encountered,
zebra mussles have had such a significant impact on
the environment that water of the Great Lakes be-
came clearer by the filter feeding of these animals.
However, damage by these mussels is mostly a di-
rect result of fouling on surfaces, especially engi-
neering surfaces. Industries suffer significant down
time from these mussels fouling on surfaces. No ef-
fective measure is currently available to prevent the
fouling by this organism, and the rapid spread of this
organism all over the waterways (particularly in the

United States) has resulted in not only the potential
of further fouling problems but also ecological dam-
age (Carlton and Geller, 1993; Hebert et al., 1989;
Mackie et al., 1989).

In the reproductive process, veligers of fouling in-
vertebrates look for surfaces (“home”) within a
small window of time. The settled surfaces are most
likely the permanent places for their life spans. If
suitable surfaces cannot be found within the short
period of time, the veligers will die. Through evolu-
tion, invertebrates have adapted to this mode of
survival over millions of years. When invertebrate
larvae search for surfaces to settle on, specific chem-
icals in microbial biofilms might serve as chemical
cues that attract the planktonic larvae to attach on a
surface through chemical-chemical interaction, as
previously illustrated in the lectin model. Research
in this area, however, has been generally limited to
the marine invertebrates, such as the barnacle Bal-
anus amphitrite (Kon-ya, et al., 1995), the bryozoan
Bugula neritina (Kirchman and Mitchell, 1984;
Maki et al., 1989), the polychaete Janua (Dexio-
spira) brasiliensis (Kirchman and Mitchell, 1981;
Kirchman et al., 1982a–b; Kirchman and Mitchell
1983 and 1984; Maki and Mitchell, 1985 and 1986;
Maki et al., 1988, 1990a, 1992, and1994; Kaspar
and Mountfort, 1995; Morse et al., 1979), soft coral
Dendronephthya sp. (Harder and Qian, 1999 and
2000), and the sponge (Müller et al., 1979 and
1981). Unfortunately, little research has focused on
similar issues in freshwater ecosystems. The on-
slaught of the zebra mussel into North American
lakes and waterways has drawn attention to the need
for basic knowledge about the settlement mecha-
nisms so that proper strategies can be formulated.

9.4.1 Microbial Community of 
the Mussels

Initial efforts to study zebra mussels were limited by
the availability of larval stage specimens. Culturing
techniques have largely been unsuccessful in obtain-
ing viable larvae in large quantities on a routine basis
in laboratory. However, juvenile zebra mussels from
natural environments can be used for investigation,
and animals collected from the field can be main-
tained in aquaria housed in temperature-controlled
rooms at 10 ºC for at least a year. The juvenile ani-
mals, after detaching from surfaces, are capable of
forming new byssal threads within 24 hours.

The microbial community associated with D.
polymorpha might provide insight to the potential
pathogenicity of selective microorganisms against
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the mussels. Using cultivation techniques, a large
number of microorganisms were successfully iso-
lated from live, moribund and dying mussel tissues
to form a collection of bacterial culture. Selected
bacterial isolates were found to be lethal to the mus-
sels (Gu and Mitchell, 1995). Interestingly, mortal-
ity of juvenile mussels reached close to 100% in five
days after exposure to selected bacterial species. In
addition, bacteria were also isolated from natural
surfaces where zebra mussels did not show any col-
onization. Further experiments comparing the reset-
tlement of zebra mussels on biofilm-modified and
clean surfaces, showed that biofilm-modified sur-
faces of the selected bacteria inhibit the resettlement
by the mussels (Gu et al., 1995a). Between 95 and
100% of the zebra mussels reattached to cleaned sur-
faces of polystyrene Petri dishes, while less than
50% reattached to biofilm-modified surfaces, sug-
gesting bacterial involvement in the inhibition of
reattachment.

Zebra mussels selectively colonize surfaces in
both natural habitats and sterile aquaria (initially) in
the laboratory. Swabs of aquarium surfaces were cul-
tured for isolation of pure bacterial strains to study
their repulsion of zebra mussels. More than 60% of
the isolated bacteria belong to environmental com-
mon pseudomonads, including Pseudomonas corru-
gata, P. mucidolens, P. fluorescens E, and P. fluore-
sens F, P. cichorii, and P. vesicularis. Four bacteria
were chosen to substantiate the hypothesis that bac-
terial biofilms of selected species might repel zebra
mussels. Early stationary phase cells of Deleya aesta,
D. aquamarina, D. marina, and Acinetobacter lowfii
were harvested and used to form a thin layer of
biofilm on surfaces of tissue-culture polystyrene
Petri dishes. The bacterial biofilms had a cell density
between 105–106 cells/cm2. After placing randomly
selected juvenile mussels on the biofilmed surfaces,
only 20–40% reattachment was recorded, compared
to 100% on clean surfaces as controls. It is likely that
biochemicals produced by microorganisms in the
biofilms act as repellents for the mussels, as specu-
lated earlier by Maki et al. (1988, 1989, 1994). Fur-
ther investigation of microbial metabolites indicated
that exopolymers of bacteria are responsibe for the
killing, and the lethal metabolites may have a molec-
ular weight of greater than 10 kDa (Gu and Mitchell,
1995, 2001, and 2002; Gu et al., 2001a).

Significant progress has been made in the devel-
opmental biology, physiology, ecology, and biologi-
cal control of zebra mussels (Haag and Garton,
1992; Ram and Walker, 1993; Ramcharan et al.,
1992; Schneider, 1992; Wu and Culver, 1991). How-

ever, laboratory rearing of zebra mussel larvae re-
mains a challenge to many researchers. Until the
larvae can be readily obtained for experiments, fun-
damental research on the interactions between inver-
tebrate and microorganisms, and settlement behav-
ior of the mussel larvae, can hardly be conducted.
Furthermore, effective strategies (including anti-
fouling chemicals and biochemicals [metabolites]
and repelling microorganisms) based on research
using larvae will facilitate our understanding of an-
tifouling mechanisms. Environmetally acceptable
antifouling chemicals may be found through further
investigating the interactions between larvae and
surfaces.

9.5 CORROSION OF METALS

Corrosion of metals is driven by either or both elec-
trochemistrical and microbiologicl processes in the
environment. When microorganisms are involved,
the corrosion process is called microbiological-
induced or -influenced corrosion (MIC). Significant
economic loss has resulted from undesirable
processes caused by the growth of microorganisms
and subsequent accumulation of fouling organisms
(Jensen, 1992; Ross, 1994). Corrosion results in se-
vere economic consequences and 70% of the corro-
sion in gas transmission lines are due to problems
caused by microorganisms (Pope et al., 1989). The
American oil refining industry loses $1.4 billion an-
nually from microbial corrosion (Knudsen, 1981). A
report illustrated the corrosion problems associated
with various industrial sectors in the United States,
where the direct corrosion costs were 3.1% of the
U.S. gross domestic product, based on 1988 data
(Koch et al., 2002). This process affects a wide range
of industrial materials, including those used in oil
fields, offshore drilling platforms, pipelines, pulp
and paper factories, armaments, nuclear and fossil
fuel power plants, chemical manufacturing facilities,
and food processing plants (Corbett et al., 1987;
Evans, 1948; Gu et al., 2000a; Hill et al., 1987; Ko-
brin, 1993; Pope et al., 1989; Sequeira and Tiller,
1988; Widdel, 1992; Zachary et al., 1980). The ter-
minology of microbiological corrosion and the term
“microfouling” have frequently been used inter-
changeably. The term “MIC” is not clearly defined
and is commonly misused.

Biocorrosion of metals was first reported by von
Wolzogen Kuhr and van der Vlugt in 1934. Current
knowledge indicates that many microorganisms are
capable of corroding metal alloys; the responsible
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microorganisms include both aerobic and anaerobic
bacteria. In the early investigations on corrosion, at-
tention was primarily given to the strictly anaerobic
sulfate-reducing bacteria (SRBs). See reviews by
Dexter, 1993; Dowling and Guezennec, 1997; Dowl-
ing et al., 1992; Eashwar et al., 1995; Evans, 1948;
Ford and Mitchell, 1990a–b; Gu et al., 2000a; Hamil-
ton, 1985; and Lee et al., 1995. In addition to SRBs,
thermophilic bacteria, iron-oxidizing bacteria, ex-
opolymer- and acid-producing bacteria have also
been shown to participate actively in corrosion
processes. New mechanisms have been identified in
which metal ions are either transformed by or com-
plexed with functional groups of the exopolymers,
resulting in release of metallic species into solution
and form precipitation (Chen et al., 1995; Chen et al.,
1996; Clayton et al., 1994; Ford and Mitchell, 1990b;
Little et al., 1986b; Paradies, 1995; Schmidtt, 1986;
Siedlarek et al., 1994).

After exposure of surfaces to ambient environ-
ments, surface-attached microorganisms are capable
of altering chemical and biological environments on
the substratum by forming differential aeration
zones under aerobic conditions, because dissolved
oxygen is consumed beneath microbial colonies
(Uhlig and Revie, 1985). The difference in oxygen
concentrations between the two adjacent areas gen-
erates an electrochemical potential and electron
flow. The area with the higher oxygen concentration
serves as a cathode; whereas, the area with the lower
oxygen concentration serves as an anode, resulting
in dissolution of metallic matrices, crevice corro-
sion, and pitting (Ford and Mitchell, 1990b; Gu et
al., 2000a; Vaidya et al., 1997; Videla, 1996; Walch
et al., 1989; Wang, 1996). Subsequently, a decrease
in oxygen levels provides an opportunity for anaero-
bic microorganisms to be established within a
biofilm structure. Activity of sulfate-reducing bacte-
ria corrode the underlying metals by a process of ca-
thodic depolarization. In addition, methanogenic
microorganisms may also participate in the corro-
sion (Daniels et al., 1987). Overall, the interactions
between chemistry and biology create a unique
niche for the propagation of corrosion.

9.5.1 Microorganisms Involved 
in Corrosion

9.5.1.1 Aerobic Microorganisms

Aerobic microorganisms, playing an important role
in corrosion, include the sulfur bacteria, the iron(Fe)-
and manganese(Mn)-depositing and exopolymer-
producing bacteria, and fungi and algae. The “iron

bacteria” include Gallionella, Leptothrix, Sidero-
capsa and Sphaerotilus (Ehrlich, 1996). Two Pe-
domicrobium-like budding bacteria deposit Fe and
Mn ions on the outside of cell walls (Ghiorse and
Hirsch, 1978, 1979). Most of these bacteria have not
been successfully cultured in laboratory (Hanert,
1981); elucidation of their involvement in corrosion
is still limited by availability of proper culturing tech-
niques. At neutral pH, Fe2+ is not stable in the pres-
ence of O2 and is rapidly oxidized to the insoluble
Fe3+. In fully aerated fresh water at pH 7, the half-life
of Fe2+ oxidation is less than 15 minutes (Ghiorse,
1989; Stumm and Morgan, 1996). Because of the ra-
pidity of this reaction, the only neutral pH environ-
ments where Fe2+ is present are interfaces between
anoxic and oxic conditions.

Improvement of microbiological techniques per-
mit the isolation of new Fe2+-oxidizing bacteria
under micro-aerophilic conditions at neutral pH
(Emerson and Moyer, 1997). Ferric oxides may be
enzymatically deposited by Gallionella ferruginea,
and non-enzymatically by Acinetobacter, Archan-
gium, Herpetosyphon, Leptothrix, Naumanniella,
Ochrobium, Pedomicrobium, Seliberia, Sidero-
capsa, Siderococcus, and Toxothrix (Ehrlich, 1996;
Ghiorse and Hirsch, 1978). Fe-depositing bacteria
include Acholeplasma, Actinomyces, Arthrobacter,
Caulococcus, Clonothrix, Crenothrix, Ferrobacil-
lus, Gallionella, Hypomicrobium, Leptospirillum,
Leptothrix, Lieskeela, Metallogenium, Naumaniella,
Ochrobium, Pedomicrobium, Peloploca, Plancto-
myces, Seliberia, Siderococcus, Sphaeotilus, Sul-
folobus, Thiobacillus, Thiopedia, and Toxothrix
(Ford and Mitchell, 1990b). However, it is still un-
clear as to the extent of microbial involvement 
in specific processes of corrosion involving iron
oxidation.

Thiobacillus spp. are participants of active oxida-
tive corrosion. They oxidize a range of sulfur com-
pounds to sulfuric acid, and the acid released from
the cells may attack alloys. Similarly, organic acid-
producing bacteria and fungi may also carry out sim-
ilar mechanisms. Acid-tolerant bacteria are capable
of Fe0 oxidation, with Thiobacillus sp. the most
common. Thiobacillus ferrooxidans oxidizes Fe2+ to
Fe3+. However, the growth of the organisms is very
slow (Ehrlich, 1996; Kuenen and Tuovinen, 1981).
Sulfate (SO4

2−) is required by the Fe-oxidizing sys-
tem of T. ferrooxidans, and sulfur is probably re-
quired to stabilize the hexa-aquated complex of Fe2+

near the surface of the bacterium as a substrate for
the Fe-oxidizing enzyme system. The electrons re-
moved from Fe2+ are passed to periplasmic cy-
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tochrome c. The reduced cytochrome c binds to the
outer plasma membrane of the cell, allowing trans-
port of electrons across the membrane to cy-
tochrome oxidase located in the inner membrane.

Microorganisms accumulate Fe3+ on their outer
surfaces by reacting with acidic polymeric materi-
als. This mechanism has very important implications
not only for corrosion of metals, but also for the ac-
cumulation of metals from natural habitats. For ex-
ample, Aquaspirillum magnetotacticum is capable
of taking up complexed Fe3+ and transforming it into
magnetite (Fe3O4) by reduction and partial oxidation
(Blakemore, 1982; Schüler and Frankel, 1999). The
magnetite crystals are single-domain magnets
aligned inside the bacteria. They play an important
role in bacterial orientation to the two magnetic
poles of the Earth in natural environments. However,
magnetite can also be formed extracellularly by
some non-magnetactic bacteria (Lovley et al., 1987).
However, the role of these bacteria in metal corro-
sion is still unknown.

Manganese deposition carried out by microorgan-
isms also affects the corrosion behavior of alloys.
Growth of Leptothrix discophora has resulted in en-
noblement of stainless steel by elevating the open
circuit potential to +375 mV (Dickinson et al., 1996
and 1997). Detailed examination of the deposits on
surfaces of coupons using X-ray Photoelectron
Spectroscopy (XPS) has confirmed that the product
was MnO2. MnO2 can also be reduced to Mn2+ by
accepting two electrons generated by metal dissolu-
tion and the intermediate product is MnOOH (Ole-
sen et al., 1998). Manganese-depositing bacteria
include Aeromonas, Bacillus, Caulobacter, Caulo-
coccus, Citrobacter, Clonothrix, Cytophaga, Enter-
obacter, Flavobacterium, Hypomicrobium, Kuznet-
sovia, Lepothrix, Metallogenium, Micrococcus,
Nocardia, Oceanspirillum, Pedomicrobium, Pseu-
domonas, Siderocapsa, Streptomyces, and Vibrio
spp.

9.5.1.2 Anaerobic Microorganisms

Sulfate-reducing bacteria are mostly responsible for
corrosion under anaerobic conditions, as described
earlier. Currently, 18 genera of dissimilatory sulfate-
reducing bacteria have been recognized (Balow et
al., 1992; Campaignolle and Crolet, 1997; Clapp,
1948; Enos and Taylor, 1996; Holland et al., 1986;
Krieg and Holt, 1984). They are further divided into
two physiological groups (Madigan et al., 2000;
Odom, 1993; Odom and Singleton, 1993; Postgate,
1984). One group utilizes lactate, pyruvate, or

ethanol as carbon and energy sources and reduces
sulfate to sulfide. Examples are Desulfovibrio,
Desulfomonas, Desulfotomaculum, and Desulfobul-
bus. The other group oxidizes fatty acids, particu-
larly acetate, and reduces sulfate to sulfide. This
group includes Desulfobacter, Desulfococcus, De-
sulfosarcina, and Desulfonema. Some species of
Desulfovibrio lack hydrogenase. For example, D.
desulfuricans is hydrogenase-negative and D. salex-
igens is positive (Booth and Tiller, 1960). Booth et
al. (1962 and 1968) observed that the rate of corro-
sion by these bacteria correlated with their hydroge-
nase activity. Hydrogenase-negative SRBs were
completely inactive in corrosion. Apparently, hydro-
genase-positive organisms utilize cathodic hydro-
gen, depolarizing the cathodic reaction that controls
the kinetics.

In contrast to this theory, it has been suggested that
ferrous sulfide (FeS) is the primary catalyst (Lee et
al., 1995; Sanders and Hamilton, 1986; Weimer et al.,
1988; Westlake, 1986; White et al., 1986). Other mi-
croorganisms should be noted for their role in anaer-
obic corrosion. They include methanogens (Daniels
et al., 1987; Ferry, 1995), acetogens (Drake, 1994;
Nozhevnikova et al., 1994), thermophilic bacteria
(Ghassem and Adibi, 1995; Little et al., 1986a), and
obligate proton reducers (Tomei et al., 1985). More
work is needed to elucidate the role of their contribu-
tions to corrosion.

9.5.2 Mechanisms of Microbial Corrosion

9.5.2.1 Aerobic Conditions

Iron is the most abundant element in the Earth’s
crust, and has two oxidative states, ferrous (Fe2+)
and ferric (Fe3+). When molecular oxygen (O2) is
available, serving as an electron acceptor for oxida-
tion metallic iron (Fe(), the area of the metal beneath
the microbial colonies acts as an anode, whereas the
area farther away from the colonies, where oxygen
concentrations are relatively higher, serves as a ca-
thodic site. Electrons flow from anode to cathode
and corrosion is initiated, resulting in the dissolution
of iron. Dissociated metal ions form ferrous hydrox-
ides, ferric hydroxide and a series of Fe-containing
minerals in the solution phase depending on the
species of bacteria and the chemical conditions. Ox-
idation, reduction, and electron flow must all occur
for corrosion to proceed. However, the electrochem-
ical reactions never proceed at the theoretical rates
because the rate of oxygen supply to cathodes and
removal of products from the anodes limit the over-
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all reaction (Dowling and Guezennec, 1997; Lee et
al., 1993a–b; Little et al., 1990; Uhlig and Revie,
1985), even though the corrosion reaction is thermo-
dynamically favorable. Atmospheric electrolytes af-
fect the distance between the anode and cathode,
being shorter at low-salt and longer at high-salt con-
centrations. Furthermore, impurities and contami-
nants of the metal matrices also stimulate corrosion
by initiating the formation of differential cells and
accelerated electrochemical reactions.

Corrosion products usually form a typical struc-
ture consisting of three layers called “tubercles”
under aerobic conditions. The most aggressive form
of corrosion is tuberculation caused by the forma-
tion of differential oxygen-concentration cells on
material surfaces. The inner green layer is almost en-
tirely ferrous hydroxide (Fe[OH]2), and the outer
one consists of orange ferric hydroxide (Fe[OH]3).
In between these two, magnetite (Fe3O4) forms a
black layer (Lee et al., 1995). The overall reactions
are summarized as follows:

(anode) (9.1)

(cathode) (9.2)

(tubercle) (9.3)

Initial oxidation of Fe° of mild steel at near neutral
pH is driven by dissolved O2 (Uhlig, 1971). Subse-
quent oxidation of Fe2+ to Fe3+ is an energy produc-
ing process carried out by a few bacterial species, in-
cluding Gallionella, Leptothrix, and Thiobacillus
spp. Since the amount of free energy extracted from
this reaction is quite small for these microorganisms,
approximately −31 kJ, large quantities of Fe2+ have
to be oxidized to generate a sizable biomass indicat-
ing microbial growth. Because oxidation of Fe2+ is
rapid under natural conditions, microorganisms in
the environment must compete with chemical
processes for Fe2+. Because of this, biological oxida-
tion of Fe may be underestimated under aerobic con-
ditions (Ford and Mitchell, 1990a–b).

9.5.2.2 Anaerobic Conditions

Microorganisms tend to adhere to surfaces for sur-
vival and multiplication (Marshall, 1992). This pro-
vides opportunity for corrosion. Physical surfaces are

2 Fe2� � 1>2 O2 � 5 H2O S  2 Fe1OH23 � 4 H�

O2 � 2 H2O � 4 e� S  4 OH�

Fe0 S  Fe2� � 2 e�

covered with microorganisms and their exopolymeric
layers in all submerged environments, including
freshwater and marine. Within this gelatinous matrix
of a biofilm, there are oxic and anoxic zones, which
permit aerobic and anaerobic processes to take place
simultaneously within the biofilm layer. Since aero-
bic processes consume oxygen, which is toxic to the
anaerobic microflora, anaerobes benefit from the de-
crease in oxygen tension. In the absence of oxygen,
anaerobic bacteria (including methanogens, sulfate-
reducing bacteria, acetogens, and fermentative bacte-
ria) can actively participate in corrosion. Interactions
between microbial species allows them to coexist
under conditions where nutrients are limited. Sulfate-
reducing bacteria (SRBs) are the single group of mi-
croorganisms widely recognized for their involve-
ment in biological corrosion (Angell et al., 1995;
Audouard et al., 1995; Gu et al., 2000a; Hadley, 1948;
Iverson 1984; Little et al., 1994; Pope et al., 1989;
Starkey, 1986; Walch and Mitchell, 1986; Widdel,
1988). Corrosion by SRBs results in pitting on metal
surfaces. Since molecular oxygen is not available to
accept electrons under anaerobic conditions, SO4

2– or
other compounds (CO2, H2 and organic acids) are
used as alternative electron acceptors for metabolic
processes by anaerobic microorganisms. Each type of
electron acceptor is unique in the pathway of micro-
bial metabolism. A general summary of corrosion re-
actions may include the following:

(anodic reaction) (9.4)

(water dissociation) (9.5)

(cathodic reaction) (9.6)

(bacterial consumption) (9.7)

(corrosion products) (9.8)

(9.9)

Von Wolzogen Kuhr and van der Vlugt (1934)
first suggested the above set of reactions by SRBs.
After inoculation of a corrosion testing cell with
SRBs, the electrochemical potential decreases from

� 2 OH�

4 Fe°�SO4
2� �4 H2O ¡ 3 Fe°1OH22T � Fe°ST
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FIGURE 9.2 Cathodic depolarization potential after inoculation of a sulfate-reducing bacterium (redrawn from Hadley,
1948).

the initial value of −470 mV to approximately −538
mV during bacterial growth phase (Figure 9.2). Fur-
ther increase of potential may be observed that the
process is a transition period before reaching the
iron-sulfide potential, the maximum level. Appar-
ently, several changes take place in the electrochem-
ical potential of steel after inoculation with the
SRBs. Before inoculation, the value is determined
by the concentration of hydrogen ions in the
medium. A film of hydrogen forms on surfaces of
Fe0 and steel, inducing polarization. Immediately
after inoculation, SRBs begin growing and depolar-
ization occurs, resulting in a drop in the anodic di-
rection. The SRBs, by means of their hydrogenase
system, remove the adsorbed hydrogen, depolariz-
ing the system. The overall process has been de-
scribed as depolarization, based on the theory that
these bacteria remove hydrogen that accumulates 
on the surfaces of iron. The electron removal from
hydrogen utilization results in cathodic depolariza-
tion and forces more iron to be dissolved at the
anode. 

Removal of hydrogen directly from the surface is
equivalent to lowering the activation energy for hy-
drogen removal by providing a depolarization reac-
tion. The enzyme hydrogenase, synthesized by
many bacterial species of Desulfovibrio spp., is in-

volved in this specific depolarization process
(Starkey, 1986). Under aerobic conditions, the pres-
ence of molecular oxygen serves as an electron sink;
under anaerobic conditions, particularly in the pres-
ence of SRBs, SO4

2– in the aqueous phase can be re-
duced to S2– by the action of the microflora. The bio-
genically produced S2– reacts with Fe2+ to form a
precipitate of FeS. Controversy surrounding the
mechanisms of corrosion includes more complex
mechanisms involving both sulfide and phosphide
(Iverson, 1981,1984; Iverson and Olson, 1983; Iver-
son et al., 1986) and processes related to hydroge-
nase activity (Li and Lü, 1990; Starkey, 1986). The
addition of chemically prepared Fe2S and fumarate
as electron acceptors also depolarizes the system.
However, higher rates are always observed in the
presence of SRBs.

As a result of the electrochemical reactions, the
cathode always tends to be alkaline with an excess of
OH_. These hydroxyl groups also react with ferrous
irons to form precipitates of hydroxy iron. Precipi-
tated iron sulfites are frequently transformed into
minerals, such as mackinawite, greigite, pyrrhotite,
marcasite, and pyrite. Lee et al. (1993a; 1995) sug-
gests that biogenic iron sulfides are identical to those
produced by purely inorganic processes under the
same conditions. Little et al. (1994) showed evi-
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dence that biogenic minerals are microbiological
signature markers.

9.5.2.3 Alternation Between Aerobic and
Anaerobic Conditions

Constant oxic or anoxic conditions are rare in natu-
ral or industrial environments. It is more common
that the two alternate, depending on oxygen gradient
and diffusivity in a specific environment. Microbial
corrosion under such conditions is quite complex,
involving two different groups of microorganisms
and an interface that serves as a transition boundary
between the two conditions. Resultant corrosion
rates are often higher than those observed under ei-
ther oxic or anoxic conditions. Microbial activity re-
duces the oxygen level at interfaces, facilitating
anaerobic metabolism. The corrosion products (such
as FeS, FeS2 and S0) resulting from anaerobic
processes can be oxidized when free oxygen is
available (Nielsen et al., 1993).

During oxidation of reduced sulfur compounds,
more corrosive sulfides are produced under anoxic
conditions, causing cathodic reactions. The corro-
sion rate increases as the reduced and oxidized FeS
concentrations increase (Lee et al., 1993a–b). Ca-
thodic depolarization processes also can yield free
O2, which reacts with polarized hydrogen on metal
surfaces.

9.5.2.4 Other Processes Contributing 
to Corrosion

Bacteria produce copious quantities of exopolymers
that appear to be implicated in corrosion (Ford et al.,
1986, 1987b, 1988, 1990c–d, 1991; Little and De-
palma, 1988; Paradies, 1995; Roe et al., 1996; Whit-
field, 1988). These exopolymers are acidic and con-
tain functional groups capable of binding to metal
ions. Paradies (1995) recently reviewed this subject.
The exopolymers faciliate adhesion of bacteria to
surfaces. They are involved in severe corrosion of
copper pipes and water supplies in large buildings
and hospitals (Paradies et al., 1990). Some materials
also play an important role in cueing the settlement
of invertebrate larvae and others in repelling larvae
from surfaces (Gu et al., 1997b; Holmström et al.,
1992; Maki et al., 1989, 1990a–b; Mitchell and
Maki, 1989; Rittschof et al., 1986). They primarily
consist of polysaccharides and proteins, and influ-
ence the electrochemical potential of metals (Chen
et al., 1995 and 1996). Surface analysis using XPS
showed that these functionality-rich materials can
complex metal ions from the surface, releasing them

into aqueous solution. As a result, corrosion is initi-
ated. Proteins in polymeric materials use their disul-
fide-rich bonds to induce corrosion.

Bacterial polymers were recently found to pro-
mote corrosion of copper pipes in water supplies
(Mittelman and Geesey, 1985; Paradies et al., 1990),
owing to the high affinity of the polymeric materials
for copper ions (Mittelman and Geesey, 1985; Ford
et al., 1988). The corrosion processes are accelerated
when the pipes are filled with stagnant soft water.
Cations influence the production of bacterial ex-
opolymers. Polysaccharide production by Enter-
obacter aerogenes is stimulated by the presence of
Mg, K, and Ca ions (Wilkinson and Stark, 1956).
Toxic metal ions (e.g., Cr6+) also enhance polysac-
charide production. Synthesis is positively corre-
lated with Cr concentration. These bacteria also can
be used in the mining and recovery of precious met-
als, a process called “bioleaching” (Clark and
Ehrlich, 1992; Davidson et al., 1996; Dunn et al.,
1995).

The role of bacteria in embrittlement of metallic
materials by hydrogen is not fully understood. Dur-
ing the growth of bacteria, fermentation processes
produce organic acids and molecular hydrogen. This
hydrogen can be adsorbed to material surfaces, caus-
ing polarization. Some bacteria (particularly the
methanogens, sulfidogens, and acetogens) can also
utilize hydrogen (Gottschalk, 1986). Walch and
Mitchell (1986) proposed a possible role for micro-
bial hydrogen in hydrogen embrittlement. They
measured permeation of microbial hydrogen into
metal, using a modified Devanathan cell (De-
vanathan and Stachurski, 1962). In a mixed micro-
bial community commonly found in natural condi-
tions, hydrogen production and consumption occur
simultaneously. Competition for hydrogen between
microbial species determines the ability of hydrogen
to permeate metal matrices, causing crack initiation.

Microbial hydrogen involved in material failure
may be explained by two distinct hypotheses—pres-
sure and surface energy change (Borenstein, 1994;
Gangloff and Kelly, 1994). The kinetic nature of hy-
drogen embrittlement of cathodically charged mild
steel is determined by the competition between dif-
fusion and plasticity. The greater the strength of the
alloy, the more susceptible it is to embrittlement.
However, microstructures were also proposed to be
the more critical determinant of material susceptibil-
ity. Hydrogen permeation may increase the mobility
of screw dislocations, but not the mobility of edge
dislocations (Wang, 1996). On the other hand, cor-
rosion may also be inhibited by the presence of
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biofilms on surfaces (Hernandez et al., 1994; Ja-
yaraman et al., 1997 and 1999; Mattila et al., 1997;
Potekhina et al., 1999).

9.5.2.5 Inhibition of Corrosion 
by Microorganisms

The mechanisms involved during microbial corro-
sion of metals are as follows:

1. stimulation of an anodic or cathodic process by
bacterial metabolites,

2. breakdown of the protective layers,
3. enhanced conductivity near the surface liquid en-

vironment.

However, bacteria may also inhibit corrosion
processes by electrochemical processes (Hernandez
et al., 1994; Jayaraman et al., 1997 and 1999; Mat-
tila et al., 1997; Potekhina et al., 1999). Bacteria
may also

1. neutralize the corrosive substances,
2. form protective layers on materials, or
3. decrease the corrosiveness of the aqueous envi-

ronment.

9.5.2.6 Non-Ferrous Metals

Metals other than Fe are commonly used in alloys to
inhibit corrosion and enhance mechanical proper-
ties. They include Mo, Cr, Ni, Cu, Zn and Cd. The
selection of metal species and the quantities in the
iron matrices are based on the engineering proper-
ties of the materials. Pure metals in common use are
limited to Fe, Al, Cu and Ti. We know very little
about biocorrosion of Al and Ti (Gu et al., 2000a).
Alumininum (Al) reacts with molecular oxygen (O2)
under ambient conditions, forming an oxidized layer
of protective aluminum oxide on the outer surface of
the material matrix. When Al ions are released, the
free Al3+ is toxic to both the microflora (Illmer and
Schinner, 1999), and animals (Nieboer et al., 1995).
Because of their corrosion resistance, titanium (Ti)
alloys are used in water cooling systems on ships
and in water recycling systems in space. Biofilm for-
mation on these materials has been documented (Gu
et al., 1998b). However, the extent of attack by mi-
croorganiams is unknown.

Recent research on microbial interactions with
metals has focused on the precipitation (Fortin et al.,
1994), mineral formation (Douglas and Beveridge,
1998), and oxidation/reduction processes (Santini et
al., 2000; Stoltz and Oremland, 1999; Sugio et al.,

1992; Tebo and Obraztsova, 1998; Wang et al.,
1989). Surprisingly, information on Zn, one of the
most widely used metals, is very limited.

Microorganisms may affect transitional metals in
several ways, including precipitation by metabolic
products (Fortin et al., 1994), cellular complexation
(Schembri et al., 1999; Schultzen-Lam et al., 1992),
and concentration and mineral formation of internal
cellular structures. Sulfate-reducing bacteria can ef-
fectively immobilize a wide range of soluble metals
by forming sulfide precipitates (Sakaguchi et al.,
1993). Recently, bacterial exopolymers have been
found to be capable of complexing metals, leading
to accumulation at the cell surface. This ability is not
restricted to a specific group of microorganisms and
has been documented in both the aerobic bacterium
Deleya marina and an anaerobe, Desulfovibrio
desulfuricans (Chen, 1996). Since many transitional
metals exist in several oxidation/reduction states,
both bacterial oxidation and reduction are possible.

Chromium (Cr) can exist in either the hexavalent
or trivalent form. Reduction of Cr6+ to Cr3+ is medi-
ated by both aerobic and anaerobic microorganisms.
A change of phenotypic expression in Pseudomonas
indigoferas (Vogesella indigofera) has been ob-
served in the presence of Cr6+ (Gu and Cheung,
2001a; Cheung and Gu, 2002 and 2003). Bacterial
reduction of Cr6+ to Cr3+ was reported in sulfate-re-
ducing bacteria isolated from the marine environ-
ment (Cheung and Gu, 2003). Intracellular partition
of Cr was reported using bacteria from a subsurface
environment. Reduction of Cr6+ is a process in
which the toxicity of the metal is greatly reduced.
Bacteria possessing this ability include Achro-
mobacter eurydice, Aeromonas dechromatica,
Agrobacterium radiobacter, Arthrobacter spp.,
Bacillus subtilis, B. cereus, Desulfovibrio vulgaris,
Escherichia coli, Enterobacter cloacae, Flavobac-
terium devorans, Sarcina flava, Micrococcus roseus,
and Pseudomonas spp. (Ehrlich, 1996).

Similarly, Mo exists in a number of oxidation
states, with Mo4+ and Mo6+ being most common.
Thiobacillus ferrooxidans is capable of oxidizing
Mo5+ to Mo6+; whereas, Enterobacter cloacae, Sul-
folobus sp., and Thiobacillus ferrooxidans can re-
duce Mo6+ to Mo5+ (Sugio et al., 1992). Microbio-
logical oxidation or reduction of other metals,
including Cd, Ni and Zn, has not been fully estab-
lished. Microbial exopolymers have a significant ef-
fect on the solubilization of metals from material
matrices through complexation and chelation. Be-
cause of this property, wastewater containing these
metals ions can be purified through biomass adsorp-
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tion, a process in which metal ions are concentrated
on a biosorbent (Gelmi et al., 1994).

Our knowledge of microbial transformation of
metals is very limited. Recent developments in iso-
lation of bacteria and archaea may provide new tools
to investigate metal transformations in natural habi-
tats (Amann et al., 1995). Molecular techniques, in-
cluding DNA probes and in situ hybridization, per-
mit the identification of physiologically unique
bacteria without the need to culture the organisms.
Microbial resistance to metals is widespread in na-
ture (Lin and Olsen, 1995). Elucidation of the ge-
netic structure of these bacteria should provide new
insights into the processes involved in resistance.

9.6 BIODETERIORATION OF 
POLYMERIC MATERIALS

Polymers are widely used in various industries and
daily applications. Thermosetting polyimides are
chemically synthesized with high strength and resis-
tance to degradation (Brown, 1982). Polyimides are
used in load-bearing applications (e.g., struts, chas-
sis, and brackets in automotive and aircraft struc-
tures), due to their flexibility and compressive
strength. They are also used in appliance construc-
tion, cookware, and food packaging because of their
chemical resistance to oils, greases, and fats and
their microwave transparency and thermal resis-
tance. Their electrical insulation properties are ide-
ally suited for use in the electrical and electronics
markets, especially as high temperature insulation
materials and passivation layers in the fabrication of
integrated circuits and flexible circuitry. In addition,
the flame resistance of this class of polymers may
provide a halogen-free, flame-retardant material for
aircraft interiors, furnishings, and wire insulation.
Other possible uses include fibers for protective
clothing, advanced composite structures, adhesives,
insulation tapes, foam, and optics operating at high
temperatures (Verbiest et al., 1995).

Wide acceptance of polyimides in the electronics
industry (Brown, 1982; Jensen, 1987; Lai, 1989;
Verbicky, 1988; Verbiest et al., 1995) has drawn at-
tention to the stability issues of these materials. The
National Research Council (NRC, 1987) empha-
sized the need to apply these polymers in the elec-
tronic industries because data acquisition, informa-
tion processing, and communication are critically
dependent upon materials performance. The inter-
layering of polyimides and electronics in integrated
circuits prompted several studies on the interactions

between these two materials (Hahn et al., 1985; Kel-
ley et al., 1987).

9.6.1 Electronic Insulating Materials

Electronic packaging polyimides are particularly
useful because of their outstanding performance and
engineering properties. It is only recently that the
biodeterioration problem of these polymers was in-
vestigated using pyromellitic dianhydride and 4,4’-
diaminodiphenyl ether with molecular weight (Mw
of 2.5×105 (Gu et al., 1994a, 1995b, 1996a, 1996c,
1998a–b; Mitton et al., 1993, 1996, 1998). They are
susceptible to deterioration by fungi (Gu et al.,
1994a, 1995b, 1996a; Mitton et al., 1993, 1998).
Though bacteria were isolated from cultures con-
taining the deteriorated polyimides, further tests did
not show comparable degradation rate by bacteria.
Our studies showed that the dielectric properties of
polyimides could be altered drastically following
growth of a microbial biofilm (Gu et al., 1995b,
1996a; Mitton et al., 1993, 1998). This form of dete-
rioration may be slow under ambient conditions.
However, the deterioration processes can be acceler-
ated in humid conditions or in enclosed environ-
ments (e.g., submarines, space vehicles, aircraft, and
other closed facilities). Very small changes of mate-
rial insulation properties may result in serious and
catastrophic consequences in communications and
control systems.

Initial isolation of microorganisms associated
with deterioration of polyimides indicated the pres-
ence of both fungi and bacteria. Bacteria include
Acinetobacter johnsonii, Agrobacterium radiobac-
ter, Alcaligenes denitrificans, Comamonas acidovo-
rans, Pseudomonas spp., and Vibrio anguillarum.
These bacteria were not capable of degrading the
polymer after inoculation, while fungi were more ef-
fective in degrading the polyimides.

Polyimide deterioration occurs through biofilm
formation and subsequent physical changes in the
polymer. Using electrochemical impedance spec-
troscopy (EIS) (Mansfeld, 1995, van Westing et al.,
1994), a very sensitive technique for monitoring di-
electric constants of polymers, fungal growth on
polyimides has been shown to yield distinctive EIS
spectra, indicative of failing resistivity. Two steps
are involved during the degradation process. First,
an initial decline in coating resistance is related to
the partial ingress of water and ionic species into the
polymer matrices. This is followed by further deteri-
oration of the polymer by activity of the fungi, re-
sulting in a significant decrease in resistivity. Fungi
involved include Aspergillus versicolor, Cladospo-
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rium cladosporioides, and Chaetomium sp. (Gu et
al., 1995b, 1996b–c, 1997a–b, 1998a–b). The data
support the hypothesis that polyimides are suscepti-
ble to microbial deterioration and also confirm the
versatility of EIS as a method in evaluation of the
biosusceptibility of polymers.

9.6.2 Packaging Polyethylenes

Polyethylenes (PEs) of high and low density are pri-
marily used in product packaging as sheets and thin
films. Their degradability in natural environments
poses serious environmental concerns due to their
slow degradation rates under natural conditions, and
the hazard they present to freshwater and marine an-
imals. Prior exposure of PEs to UV promotes poly-
mer degradation. It is believed that polymer addi-
tives (such as starch, antioxidants, coloring agents,
sensitizers, and plasticizers) may significantly alter
the biodegradability of the parent polymers (Karls-
son et al., 1988). Degradation rates may be increased
by 2–4% following photosensitizer addition. How-
ever, degradation is very slow, estimated to take
decades. Crystallinity, surface treatment, additives,
molecular weight, and surfactants are all factors af-
fecting the fate and rate of PE degradation, and may
accelerate the process.

Biodegradation of PEs has been studied exten-
sively (Albertsson, 1980; Albertsson et al., 1994;
Breslin, 1993; Breslin and Swanson, 1993; Iman and
Gould, 1990), but the results were based on PE
blended with starch. For example, extracellular con-
centrates of three Streptomyces species cultures
were inoculated to starch containing PE films
(Pometto et al., 1992, 1993). Subsequently, PE was
claimed to be degraded. Realizing that degradation
may occur and the extent could be extremely in-
significant, conclusions on PE degradation should
be treated with caution. Other data describing degra-
dation of PE containing starch is also questionable,
and microbial metabolites may contaminate the PE
surfaces, which could be interpreted as degradation
products of the parent PE.

Abiotic degradation of PE is evident by the ap-
pearance of carbonyl functional groups in abiotic
environments. In contrast, an increase of double
bonds was observed when polymers showed weight
loss resulting from biodegradation (Albertsson et al.,
1994). It was proposed that microbial PE degrada-
tion is a two-step process involving an initial abiotic
photo-oxidation, followed by a cleavage of the poly-
mer carbon backbone. However, the mechanism of
the second step needs extensive analysis before
plausible conclusions can be confidently drawn.

Lower molecular weight Pes, including paraffin, can
be biodegraded. Paraffin undergoes hydroxylation
oxidatively to form an alcohol group, followed by
formation of carboxylic acid. At higher tempera-
tures, ketones, alcohols, aldehydes, lactones, and
carboxylic acids are formed abiotically in six weeks
(Albertsson et al., 1994). PE pipes used in gas distri-
bution systems may fail due to cracking. It is un-
likely that biological processes are involved (Zhou
and Brown, 1995).

Polypropylenes (PPs) are also widely utilized in
engineering pipes and containers. Degradation of
PPs results in a decrease of their tensile strength and
molecular weight. The mechanism may involve the
formation of hydroperoxides, which destabilize the
polymeric carbon chain to form a carbonyl group
(Cacciari et al., 1993; Severini et al., 1988).

9.6.3 Structural Polymeric Composites

Fiber-reinforced polymeric composite materials
(FRPCMs) are newly developed materials important
to aerospace and aviation industries (Gu, 2003a–c;
Gu et al., 1994a, 1995b–c, 1996a–c, 1997a, 1997b,
2000a–d; Wagner, 1995; Wagner et al., 1996). The
increasing usage of FRPCMs as structural compo-
nents in public structures, particularly in aerospace
applications, has generated an urgent need to evalu-
ate the biodegradability of this class of new materi-
als. FRPCMs are also susceptible to attack by mi-
croorganisms (Gu et al., 1997a–b). It was suggested
that impurities and additives that can promote mi-
crobial growth are implicated as potential sources of
carbon and energy for the environmental microor-
ganisms.

In this area of research, two research groups re-
ported microbial degradation of FRPCMs (Gu et al.,
1995b–c, 1996a–c, 1997a–b; Wagner et al., 1996). A
mixed culture of bacteria including a sulfate-reduc-
ing bacterium was used to show the material deteri-
oration (Wagner et al., 1996). In contrast, Gu et al.
(1994a, 1996a–c, 1997a–b, 1998a–b) used a fungal
consortium originally isolated from degraded poly-
mers and a range of material composition including
fluorinated polyimide/glass fibers, bismaleimide/
graphite fibers, poly(ether-ether-ketone) (PEEK)/
graphite fibers, and epoxy/graphite fibers (Gu et al.,
1995c). The fungal consortium consisted of As-
pergillus versicolor, Cladosporium cladosorioides,
and a Chaetomium sp. Both bacteria and fungi are
capable of growing on the graphite fibers of FR-
PCMs, but only fungi have been shown to cause de-
terioration detectable over more than 350 days (Gu
et al., 1995b; 1997a–b). Physical and mechanical
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tests were not sufficiently sensitive to detect any sig-
nificant physical changes in the materials after the
duration of exposure (Gu et al., 1997b; Thorp et al.,
1994). However, the resins were actively degraded,
indicating that the materials were at risk of failure. It
is clear that both fiber surface treatment and resin
processing supply enough carbon for microbial
growth (Gu et al., 1995c). It has become clear that
FRPCMs are not immune to adhesion and attack by
microorganisms (Ezeonu et al., 1994a–b; Gu et al.,
1998b; Mitchell et al., 1996).

Natural populations of microorganisms are capa-
ble of growth on surfaces of FRCPM coupons at
both relatively high (65–70%) and lower humidity
conditions (55–65%) (Gu et al., 1998b). The accu-
mulation of fungi on surfaces of composites devel-
ops into a thick biofilm layer and decreases the re-
sistance to further environmental changes. However,
the resistivity of FRPCMs was found to decline sig-
nificantly after the initial three months during a year
of monitoring using EIS (Gu et al., 1996c, 1997b).
Clear differences resulting from biofilm develop-
ment were detected on FRCPMs used in aerospace
applications (Gu et al., 1997b). Further study indi-
cated that many fungi are capable of utilizing chem-
icals (e.g., plasticizers, surface treatment chemicals,
and impurities) introduced during composite manu-
facture as carbon and energy sources (Gu et al.,
1996a). Similarly, lignopolystyrene graft copoly-
mers were also susceptible to attack by fungi (Mil-
stein et al., 1992).

A critical question remains about the effect of
FRPCM deterioration on mechanical properties of
the composite materials. Thorp et al. (1994) at-
tempted to determine mechanical changes in com-
posite coupons after exposure to a fungal culture. No
significant mechanical changes could be measured
after 120 days of exposure. They suggested that
methodologies sufficiently sensitive to detect sur-
face changes need to be utilized. Acoustic tech-
niques have also been proposed as a means of de-
tecting changes in the physical properties of the
FRPCMs (Wagner et al., 1996).

Many bacteria are capable of growth on surfaces
of FRPCMs and resins (Gu et al., 1996b). The bac-
teria are believed to be introduced onto the polymers
during production. Similar to the microorganisms
isolated from polyimides, bacteria are less effective
in degrading the composites than fungi (Gu, 2003a;
Gu et al., 2000d). Degradation of composites was
detected using electrochemical impedance spec-
troscopy, and similar spectra to polyimides were
obtained. 

9.6.4 Corrosion Protective Coatings

Corrosion protective coatings also have wide appli-
cation due to the development of metallic materials
and their susceptibility to both environmental and
microbiological corrosion (Mitchell et al., 1996).
Polymeric coatings are designed to prevent contact
of the underlying materials with corrosive media and
microorganisms. However, microbial degradation of
coatings may accelerate and severely damage the
underlying metals. A typical example is the corro-
sion of underground storage tanks.

Natural bacterial populations were found to read-
ily form microbial biofilms on surfaces of coating
materials, including epoxy and polyamide primers
and aliphatic polyurethanes (Blake et al., 1998;
Filip, 1978; Gu and Mitchell, 2004; Gu et al., 1998b;
Stern and Howard, 2000; Thorp et al., 1997). Sur-
prisingly, the addition of biocide diiodomethyl-p-
tolylsulfone into polyurethane coatings did not in-
hibit bacterial attachment or growth of bacteria
effectively, due to development of biofilm and bac-
terial resistance (Gu et al., 1998b; Mitchell et al.,
1996).

Using EIS, both primers and aliphatic poly-
urethane top-coatings were monitored for their re-
sponse to biodegradation by bacteria and fungi. Re-
sults indicated that primers are more susceptible to
degradation than polyurethane (Gu et al., 1998b).
The degradation process has mechanisms similar to
polyimides and FRPCMs, as described previously.
Aliphatic polyurethane-degrading bacteria have
been isolated; one of them is Rhodococcus globeru-
lus P1 base on 16S rRNA sequence (Gu, unpub-
lished data).

Polyurethane-degrading microorganisms, includ-
ing Fusarium solani, Curvularia senegalensis, Aure-
obasidium pullulans, and Cladosporidium sp.were
isolated (Crabbe et al., 1994), and esterase activity
was detected with C. senegalensis. A number of bac-
teria were also claimed to be capable of degrading
polyurethane. They are as follows: four stains of
Acinetobacter calcoaceticus, Arthrobacter globi-
formis, Pseudomonas aeruginosa, Pseudomonas
cepacia, Pseudomonas putida, and two other
Pseudomonas-like species (El-Sayed et al., 1996). A
Comamonas acidovoran TB-35 was also reported
(Akutsu et al., 1998; Nakajima-Kambe et al., 1995;
1997). In addition, Pseudomonas chlororaphis was
isolated and included a lipase responsible for the
degradation (Stern and Howard, 2000). We isolated
a Rhodococcus species H07 from soil using water
soluble polyurethane as the sole source of carbon
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FIGURE 9.3 Proposed metabolic pathway of ortho-dimethyl phthalate (DMP) degradation by a bacterial consortium
consisting Xanthomonas maltophilia and Sphingomonas paucimobilis isolated from an activated sludge of wastewater
treatment plant.

and energy, and the microorganisms also showed es-
terase activity.

9.6.5 Plasticizers

A large collection of chemical compounds are used
as additives in the manufacture of plastic products.
The plasticizer is not bound covalently to the plastic
resin and, therefore is able to migrate into the envi-
ronment (Jobling et al., 1995). In addition, plasticiz-
ers are widely used in building materials, home fur-
nishings, transportation, clothing, and, to a limited
extent, in food and medical products (Niazi et al.,
2001). Due to the global utilization of large quanti-
ties of plasticized polymers, phthalate esters have
been detected in almost all environments where they
have been sought (Giam et al., 1978). Certain phtha-
late acids, phthalate esters, and their degradation in-
termediates are suspected of causing cancer and kid-
ney damage. As a result, the U.S. Environmental
Protection Agency has added this class of chemicals
to its list of priority pollutants.(U.S. EPA, 1992).

Degradation of ortho-methyl phthalate ester
(DMPE) was investigated using activated sludge and
mangrove sediment for enrichment culture of aerobic
bacteria. Morphologically distinctive microorgan-
isms have been isolated and identified, and tested for
their capability of degrading o-DMPE (Wang et al.,
2003a–b). Comamonas acidovorans strain Fy-1
showed the greatest ability to degrade high concen-
trations of phthalate (PA), as high as 2,600 mg/L
within two days (Fan et al., 2003; Wang et al.,
2003a–c). Surprisingly, none of the bacteria from the
enrichment culture were capable of degrading 
o-DMPE. When the isolates were reconstituted into
consortia of culture, two consortia of microorgan-
isms (one composed of Pseudomonas fluorescens,
Pseudomonas aureofacien and Sphingomonas pau-
cimobilis, and the other of Xanthomonas maltophilia
and Sphingomonas paucimobilis) showed ability to
completely degrade o-DMPE in two to four days
(Wang et al., 2003b). The three-species consortium

appeared to be more effective in degradation of o-
DMPE. Both consortia proceeded through formation
of mono-methyl phthalate (MMP) and then PA be-
fore mineralization (Figure 9.3).

While degradation of o-DMPE has also been ob-
served using bacteria enriched from mangrove and
deep-ocean sediment, in all cases the degradation of
o-DMPE requires at least two different micoor-
gaisms to achieve the complete degradation of the
chemical. In addition, degradation of dimethyl isoph-
thalate also requires at least two microorganisms.
The biochemical degradative pathway involves the
two bacteria at different stages of hydrolysis of the
substrate (unpublished data of this laboratory). Fur-
thermore, the active degradative culture has also been
immobilized on surfaces of membrane fibers, and
high activity of the microorganisms was detected,
further indicating the feasibility of utilizing the bac-
terial consortium in mineralizing o-DMPE. It is pos-
sible that high concentrations of endocrine-disrupt-
ing chemicals PA and DMPE can be mineralized in
wastewater treatment systems by indigenous mi-
croorganisms. 

9.7 SUMMARY

Biofouling is a natural phenomenon affecting a wide
range of industries of our society. Conventional pre-
ventive strategies are chemical-based, but recent
new understanding of biofouling mechanisms has
shown that biotechnological approaches involving
the utilization of microorganisms or their metabo-
lites might provide effective alternatives to using
chemicals. One current drawback is the dominance
of chemical approaches to biofouling control. On the
other hand, corrosion of metals and deterioration of
polymeric materials have become economically sig-
nificant in our society. New techniques have enabled
the early detection of polymer failure, providing
strong evidence that the control of such deterioration
might be complicated due to the complexity of poly-
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mer processing. Plasticizers have been found to be
significant chemicals that affect the environment as
endocrine-disrupting chemicals, and also as nutri-
ents promoting the growth of microorganisms that
form biofilms on surfaces.
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10.1 INTRODUCTION

The subject of this chapter is the thermal degrada-
tion of synthetic and natural polymers under flaming
fire conditions. In the United States, this is com-
monly referred to as “Material Flammability.” The
more descriptive term, “Reaction to Fire,” is used in
other parts of the world. To put this in perspective, it
is useful to briefly describe the sequence of events in
an uncontrolled compartment fire. The compartment
could be a room in a building, a cabin on a cruise
ship or commercial passenger aircraft, a passenger
railcar, etc. A flaming fire in a compartment with ad-
equate ventilation and no automatic or manual sup-
pression typically consists of four stages.

1. Initiation. A compartment fire usually starts with
the ignition of a small amount of combustible
contents or finishes, for example due to an elec-
trical fault or a smoldering cigarette.

2. Pre-Flashover Stage. Following initiation, the
fire remains limited in size for some time and only
one item or a small area is involved. As the fire
grows, a hot smoke layer accumulates beneath the
ceiling and temperatures gradually increase.

3. Flashover. Heat fluxes from the flame and hot
smoke layer to the lower part of the compartment
may become high enough to ignite common com-
bustible materials. At this point, a rapid transition

occurs to a fully developed fire. This transition
usually takes less than a minute and is referred to
as flashover. When flashover occurs, it is no
longer possible to survive in the fire compart-
ment. Commonly-used criteria for the onset of
flashover are a hot smoke layer temperature of
600 °C (1100 °F) and an incident heat flux at floor
level of 20 kW/m2 (1.8 Btu/s⋅ft2).

4. Post-Flashover Stage. Flashover leads to the fully
developed stage of a fire in which all exposed
combustibles in the compartment are involved.
Typical temperatures in a fully developed fire are
800–1000 °C (1500–1800 °F), and corresponding
incident heat fluxes range from 75–150 kW/m2

(6.6–13.2 Btu/s⋅ft2). Once a fire reaches the post-
flashover stage, it becomes a threat to the entire
building and neighboring structures. Without in-
tervention, the fire will eventually decay and burn
out when all combustibles in the compartment are
consumed.

Material flammability pertains to the first three
stages of a fire (i.e., its ignition and contribution to
fire growth toward flashover). Material flammability
also includes characteristics that do not directly af-
fect ignition and fire growth, but that are pertinent to
the fire hazard to humans, such as the generation 
of vision-impairing smoke and toxic products of
combustion.
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FIGURE 10.1 Heat and mass flow in a liquid pool fire.

10.2 THERMAL DEGRADATION 
OF MATERIALS

Combustion of liquid fuels takes place in the gas
phase (see Figure 10.1). Fuel vapors mix with air
and react with the oxygen. The reaction zone is usu-
ally luminous and is referred to as the flame. The liq-
uid evaporates due to the heat feedback from the
flame to the fuel surface. The temperature at the fuel
surface is nearly equal to the boiling point of the liq-
uid at atmospheric pressure. The burning rate of the
fuel is determined by a heat balance at the fuel sur-
face. The heat transferred by convection and radia-
tion from the flame must be equal to the energy re-
quired to vaporize the fuel and the heat losses from
the surface (conduction and convection into the liq-
uid and radiation to the environment). 

As with liquid fuels, polymers also produce
volatiles that burn in the gas phase. However, the
generation of these volatiles is much more complex
because it involves thermal decomposition of the
solid, also referred to as pyrolysis. Some polymers
form a porous char layer at the exposed surface,
which slows the pyrolysis rate down as burning pro-
gresses. Thermoplastics do not form a char and have
a surface temperature that is nearly constant, similar
to burning liquids.

Four mechanisms contribute to the thermal de-
composition of a polymer. Two of these reactions in-
volve atoms in the main polymer chain. The remain-
ing two reactions involve side chains or groups.

1. Random Scission. The most common reaction
mechanism leading to the decomposition of sim-
ple thermoplastics involves the breaking of bonds
in the polymer chain. These scissions can occur at
random locations in the chain or at the ends. End-
chain scissions result in the production of
monomers, and this process is often referred to as
unzipping. Random-chain scissions result in the
generation of both monomers and oligomers
(groups of 10 or less monomer units), and a vari-
ety of other compounds.

2. Cross-Linking. This is another reaction involving
the main chain. The process consists of the for-
mation of bonds between adjacent polymer
chains and is very important in the creation of
char.

3. Elimination. The main reactions involving side
chains are referred to as elimination reactions.
The bond between the side group and the main
chain is broken. The resulting side group often re-
acts with other side groups that are cut off by
elimination reactions. The resulting compounds
are still relatively light and small enough to be
volatile.

4. Cyclization. Two adjacent side groups form a
bond that results in the formation of a cyclic
structure. This process is also very important in
the formation of a char matrix.

A more detailed discussion of polymer degrada-
tion in fires can be found in the literature [1].

10.3 ELEMENTS OF 
MATERIAL FLAMMABILITY

10.3.1 Ignition

When a combustible material is exposed to a con-
stant external heat flux (radiative, convective, or a
combination), its surface temperature starts to rise.
The temperature inside the solid also increases with
time, but at a slower rate. Provided the net flux into
the material is sufficiently high, the surface temper-
ature eventually reaches a level at which pyrolysis
begins. The fuel vapors generated emerge through
the exposed surface and mix with air in the gas
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FIGURE 10.2 Modes of surface spread of flame.

phase. Under certain conditions, this mixture ex-
ceeds the lower flammability limit and ignites.

The initiation of flaming combustion as described
above is termed flaming ignition. Piloted ignition is
initiated by a small pilot, such as a small gas flame
(premixed or diffusion), an electric spark, or a glow-
ing wire. Piloted ignition has been studied ex-
tensively over the past 40–50 years. These studies
usually involved laboratory-scale experiments to
measure the time to ignition at different levels of in-
cident heat flux from a radiant panel. Autoignition
occurs when no pilot is present and the hot surface
of the solid triggers ignition of the flammable mix-
ture of volatiles and air in the gas phase.

For some materials, or under certain conditions,
combustion is not in the gas phase but in the solid
phase. In such cases, no flame can be observed and
the surface is glowing. This very different phenom-
enon is termed glowing ignition. Flaming combus-
tion can be preceded by glowing ignition for char-
forming materials exposed to low heat fluxes.

Spontaneous ignition or self-heating occurs when
the heat generated by slow oxidation in a fuel ex-
posed to air exceeds the heat losses to the surround-
ings. This leads to an increase in temperature, which
in turn accelerates the chemical reaction and eventu-
ally leads to thermal runaway and glowing or flam-
ing ignition. This process usually takes a long time
(hours, days, or even longer). Whether spontaneous
ignition occurs depends on the type, size, and poros-
ity of the fuel array and the temperature of the sur-
rounding air [2].

An exhaustive review of the theory and experi-
mental data for different types of ignition phenom-
ena was recently published by Babrauskas [3].

10.3.2 Surface Spread of Flame

Flames can spread over a solid surface in two modes
(see Figure 10.2). The first mode is referred to as
wind-aided flame spread. In this mode, flames
spread in the same direction as the surrounding air-
flow. The second mode is referred to as opposed-
flow flame spread, which occurs when flames spread
in the opposite direction of the surrounding airflow.
Flame spread in the upward direction is concurrent
with the surrounding airflow and is therefore wind-
aided. Flame spread in the downward direction is
against the entrained airflow and is of the opposed-
flow type. Upward or wind-aided flame spread is
much faster and of greater concern than downward
or opposed-flow flame spread because the flame
heating extends over a much greater area. 

10.3.3 Heat Release Rate

Heat release rate is the single most important vari-
able in fire hazard [4]. Heat release rate at different
heat fluxes can be measured in a bench-scale
calorimeter. The most common devices used for this
purpose rely on the oxygen consumption principle
(i.e., the fact that for a wide range of materials un-
dergoing complete combustion, a nearly constant
amount of heat is released per unit mass of oxygen
consumed) [5]. The average value is 13.1 kJ/g of O2
consumed. Large-scale oxygen consumption calori-
meters can be used to measure the heat release rate
from room fires and burning objects such as furni-
ture and various commodities.

10.3.4 Products of Combustion

Fires generate particulate matter, which reduces the
intensity of light transmitted through smoke. The
distance at which an exit sign can be seen through a
smoke layer is a direct function of the concentration
of particulates in the smoke [6].

Fires also generate toxic products of combustion,
primarily in gaseous form. There are two types of
toxic gases: narcotic gases such as carbon monoxide
(CO) and hydrogen cyanide (HCN), and irritant
gases such as hydrochloric acid (HCl) and hydrogen
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bromide (HBr). Narcotic gases are absorbed into the
blood stream and reduce the intake of oxygen, which
can lead to loss of consciousness and death. Irritant
gases cause respiratory distress and indirectly con-
tribute to incapacitation and lethality during expo-
sure to fire gases. Inflammation of the respiratory
tract may result in death within days or even weeks
after the fire. Acid gases can also cause corrosion
damage to electronic and computer equipment.

10.4 TESTS TO ASSESS 
MATERIAL FLAMMABILITY

10.4.1 Testing for Compliance with Fire
Safety Codes and Regulations

This section provides a discussion of test procedures
that are specified in fire safety codes and regulations.
The emphasis is on building and fire prevention
codes in the United States [7, 8]. Building codes
specify fire safety requirements for a newly con-
structed or renovated building. Fire prevention codes
ensure that the same level of safety is maintained
during the lifespan of the building. Diamantes pub-
lished an excellent overview of the U.S. code system
for fire prevention [9].

Although test details and acceptance criteria are
different, the approach of building codes and regula-
tions in other countries is very similar. Fire safety
regulations for commercial passenger aircraft, cruise
ships, ferries, passenger rail and road transportation
vehicles, etc., are also based on the same concepts.

Building code provisions that pertain to material
flammability have traditionally been prescriptive,
meaning that they consist of specific requirements
for building materials and products that are based on
performance in a test. Fire safety objectives are not
explicitly stated in traditional building codes, and it
is assumed that an acceptable level of fire safety is
obtained if the prescriptive code requirements are
fulfilled. A brief discussion follows of the test pro-
cedures that are specified in U.S. building codes.

10.4.1.1 Non-Combustible and Limited
Combustible Materials

One approach to accomplish a high level of fire
safety is by the exclusive use of materials that pro-
duce a negligible amount of heat when exposed to 
a thermal environment representative of a post-
flashover fire. These materials are referred to as non-
combustible and obviously do not provide a signifi-

cant contribution to fire growth prior to flashover. It
is not practical to apply such an approach to an en-
tire building, but it may be appropriate to require the
exclusive use of non-combustible materials for some
high-hazard areas or components of a building.

Materials that are not explicitly recognized as
non-combustible must be tested and must meet spe-
cific criteria. ASTM E 136, Standard Test Method
for Behavior of Materials in a Vertical Tube Furnace
at 750 °C, is the small-scale test procedure that is
used in the United States to determine whether a ma-
terial is non-combustible A similar furnace method
described in ISO 1182, Reaction to fire tests for
building products—Non-combustibility test, is used
in most other parts of the world (see Figure 10.3).
Acceptance criteria in both tests are based on maxi-
mum temperature rise, specimen mass loss, and lim-
ited flaming.

Some building codes in the United States make a
distinction between non-combustible and limited
combustible materials. A maximum potential heat of
8.2 MJ/kg (3500 Btu/lb) is specified for limited
combustible materials as determined by NFPA 259,
Standard Test Method for Potential Heat of Building
Materials. According to NFPA 259, the potential
heat of a material is determined as the difference be-
tween the gross heat of combustion of the material
measured with an oxygen bomb calorimeter, and the
gross heat of combustion of its residue after heating
in a muffle furnace at 750 °C (1382 °F) for two
hours.

Furnace and oxygen bomb methods to assess
combustibility have serious limitations. The most
significant limitations are that materials cannot be
evaluated in their end-use configuration, that test
conditions are not representative of real fire expo-
sure conditions, and that the test results do not pro-
vide a realistic measure of the expected heat release
rate.

10.4.1.2 Small-Flame Ignition Tests

A large variety of combustible materials are typi-
cally used throughout a building. A major concern is
that these materials might easily ignite when ex-
posed to a small heat source (such as an electrical arc
or a candle flame) and, thus, support flame propaga-
tion that quickly leads to a catastrophic fire. This
concern can be addressed by requiring that materials
used in significant quantities do not ignite and/or
support flame propagation when exposed to a small
flame. A large number of small-flame ignition tests
have been developed for this purpose [3]. One of the
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FIGURE 10.3 Test specimen inside ISO 1182 furnace.

FIGURE 10.4 UL 94 20-mm vertical burning test.

most common tests of this type is briefly described
below.

UL 94, Test for Flammability of Plastic Materials
for Parts in Devices and Appliances, provides pro-
cedures for bench-scale tests to determine the ac-
ceptability of plastic materials for use in appliances
or other devices with respect to flammability under
controlled laboratory conditions. The standard in-
cludes several test methods that are employed de-
pending upon the intended end-use of the material
and its orientation in the device. The standard out-
lines a horizontal burning test, two classes of verti-
cal burning tests, and a radiant panel flame spread
test.

The most commonly used test in the UL 94 set is
the vertical burning test referred to as the 20-mm
Vertical Burning Test; V-0, V-1, or V-2 (see Figure
10.4). In this test, specimens measuring 125 mm 
(5 in.) in length by 13 mm (0.5 in.) wide are sus-
pended vertically and clamped at the top end. A thin
layer of cotton is positioned 300 mm (14 in.) below
the test specimen to catch any molten material that
may drop from the specimen. A 20-mm- (0.75-in.)
long flame from a methane burner is applied to the
center point on the bottom end of the specimen. The
burner is positioned such that the burner barrel is lo-
cated 10 mm (0.375 in.) below the bottom end of 
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the material specimen. The flame is maintained for
10 sec, and then removed to a distance of at least 
150 mm (6 in.). Upon flame removal, the specimen
is observed for afterflaming and its duration time
recorded. As soon as the afterflame ceases, the
burner flame is reapplied for an additional 10 sec,
then removed again. The duration of afterflaming
and/or afterglowing is again noted. The V-0 (best),
V-1, or V-2 (worst) classification is based on the du-
ration of afterflaming or afterglowing following the
removal of the burner flame, as well as the ignition
of cotton by dripping particles from the test speci-
men for a series of five tests. 

10.4.1.3 Surface Finishes and Contents

Small-flame ignition tests serve a useful purpose.
For example, it has been demonstrated that the lower
number of fatalities in fires involving TV sets in the
U.S. versus Europe can be attributed to the UL 94 
V-0 requirement for the plastic TV housing in the
U.S. [10]. However, these tests might give a false
sense of safety. Materials that pass a small-flame ig-
nition test often perform poorly when exposed to
more severe conditions in a real fire. Therefore, to
obtain a minimum level of fire safety, building codes
specify that materials used in significant quantities
meet more stringent flammability test requirements.
These requirements are largely restricted to interior
finishes, that is, wall and ceiling linings and floor
coverings. Contents such as upholstered furniture,
mattresses, and so on, are not regulated by the build-
ing codes because they are not a fixed part of the
structure. However, the fire hazard associated with
the contents is controlled by requirements for auto-
matic fire suppression and alarm systems and provi-
sions in the fire prevention codes.

Interior finishes cover large surfaces, and linings
that are easily ignitable and release heat at a high
rate will support rapid flame spread when exposed to
a small or moderate size ignition source. It is there-
fore essential to control the flame spread character-
istics of interior finishes so that flashover can be de-
layed and sufficient time can be made available for
evacuation. The Steiner tunnel test is the most com-
mon material flammability test method prescribed
by building codes in the United States to limit flame
spread over wall and ceiling finishes. The test mea-
sures primarily wind-aided flame spread characteris-
tics of surface finishes and is described in ASTM 
E 84, Standard Test Method for Surface Burning
Characteristics of Building Materials (see Figure
10.5). The test specimen is 7.6 m (24 ft) long and is
mounted in the ceiling position of a long tunnel-like

enclosure. It is exposed at one end to a 79-kW
(5000-Btu/min) gas burner. There is a forced draft
through the tunnel from the burner end. The mea-
surements consist of flame spread over the surface
and light obscuration by the smoke in the exhaust
duct of the tunnel. Test duration is 10 min. A flame-
spread index (FSI) is calculated on the basis of the
area under the curve of flame tip location versus
time. The FSI is zero for an inert board, and is nor-
malized to approximately 100 for red oak flooring.
The smoke developed index (SDI) is equal to 100
times the ratio of the area under the curve of light ab-
sorption versus time to the area under the curve for
red oak flooring. Thus, the SDI of red oak flooring is
100, by definition. 

The classification of linings in the model building
codes is based on the FSI. There are three classifica-
tions: Class A, or I, for products with FSI ≤25; Class
B, or II, for products with 25<FSI≤75; and Class C,
or III, for products with 75<FSI≤200. Class A, or I,
products are generally permitted in enclosed vertical
exits. Class B, or II, products can be used in exit ac-
cess corridors, and Class C, or III, products are al-
lowed in other rooms and areas.

Significant inconsistencies have been found be-
tween the FSI classification and real fire performance
of certain products, such as plastic foams and textile
wall coverings. To address these inconsistencies, the
model building codes now require that plastic foams
and textile wall coverings for use in unsprinklered
spaces pass a room/corner test such as UBC 26-3,
Room Fire Test Standard for Interior of Foam Plastic
Systems, or NFPA 265, Standard Methods of Fire
Tests for Evaluating Room Fire Growth Contribution
of Textile Wall Coverings. The room/corner test ap-
paratus consists of a room measuring 3.6 m (12 ft)
deep by 2.4 m (8 ft) wide by 2.4 m (8 ft) high, with a
single ventilation opening (doorway) measuring ap-
proximately 0.8 m (30 in.) wide by 2 m (80 in.) high
in the front wall. The back wall, both side walls, and
the ceiling are lined for tests according to UBC 26-3.
For tests according to NFPA 265, the interior surfaces
of all walls (except the front wall) are covered with
the test product. The product is exposed to a wood
crib (UBC 26-3) or propane burner (NFPA 265) ig-
nition source, located on the floor in one of the rear
corners of the room opposite the doorway. Pass/fail
criteria are based primarily on the extent of fire
growth. NFPA 286, Standard Methods of Fire Test for
Evaluation Contribution of Wall and Ceiling Interior
Finish to Room Fire Growth, provides a more recent
room/corner test that is very similar to NFPA 265,
and that is used to evaluate vinyl and other non-tex-
tile wall coverings. ISO 9705, Reaction to fire tests
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FIGURE 10.5 ASTM E 84 tunnel test apparatus.

for building products-Full scale room test for surface
products, describes a room test apparatus and proce-
dure that is used internationally (see Figure 10.6).
Room and door dimensions are similar to those spec-
ified in the NFPA room test standards, but walls and
ceiling are typically lined with the test material and a
much more severe ignition source (100 kW for 10
min, followed by 300 kW for 10 min) is used. 

Although wind-aided flame spread is the domi-
nant mode in most fire scenarios involving interior
finishes, opposed-flow flame spread needs to be con-
sidered in some cases. Research at the National Bu-
reau of Standards (NBS), currently the National In-
stitute of Standards and Technology (NIST),
resulted in the development of the radiant flooring
panel test for floor coverings. This test is described
in ASTM E 648, Standard Test Method for Critical
Radiant Flux of Floor Covering Systems Using a
Radiant Heat Energy Source. The apparatus consists
of an air-gas-fueled radiant heat panel inclined at 30
degrees to and directed at a horizontally mounted
floor covering system specimen. The radiant panel
generates a heat flux distribution along the 1-m (40-
in.) length of the test specimen from a nominal max-
imum of 10 kW/m2 (1 W/cm2) to a minimum of 
1 kW/m2 (0.1 W/cm2). The test is initiated by open-

flame ignition from a pilot burner. The heat flux at
the location of maximum flame propagation is re-
ported as critical radiant flux.

The test method described in ASTM E 162 also
evaluates opposed-flow flame spread characteristics
of a product, and is referred to in regulations that
pertain to various modes of transportation.

10.4.1.4 Smoke and Toxicity

The model building codes do not permit interior fin-
ishes that produce excessive amounts of light-
obscuring smoke. Products that have to be tested ac-
cording to the tunnel test must have an SDI of 450 or
less. UBC 26-3 also specifies limitations to smoke,
but the acceptance criteria are qualitative and based
on visual observations. The more recent room/cor-
ner test procedures NFPA 286 and ISO 9705 include
quantitative measurements of the smoke production
rate.

Test methods have been developed specifically to
measure smoke obscuration. The prime example is
the NBS smoke chamber. This method is described
in ASTM E 662, Standard Test Method for Specific
Optical Density of Smoke Generated by Solid Mate-
rials (see Figure 10.7). The apparatus consists of a
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FIGURE 10.6 ISO 9705 room/corner test in progress.

0.5 m3 (18 ft3) enclosure. A 75 × 75-mm (3 × 3-in.)
specimen is exposed in the vertical orientation to an
electric heater. Tests can be conducted with or with-
out small pilot flames impinging at the bottom of the
specimen. A white light source is located at the bot-
tom of the enclosure, and a photomultiplier tube is
mounted at the top to measure obscuration and opti-
cal density of the smoke as it accumulates inside the
enclosure. The procedure specifies that tests be con-
ducted in triplicate at a heat flux of 25 kW/m2 under
each of the following conditions: with the pilot
flames, and without the pilot flames. These condi-
tions are referred to as the flaming and non-flaming
modes, respectively. The latter is misleading be-
cause specimens often ignite spontaneously, leading
to flaming combustion without the pilot flames. The
model building codes do not specify requirements
based on performance in the NBS smoke chamber,
but fire safety regulations for various modes of trans-
portation do. The test has been subjected to criticism
because the smoke generated by the specimen accu-
mulates inside the chamber and eventually affects
combustion. The test conditions, therefore, are not
well controlled and partly depend on the burning be-
havior of the product itself. 

The University of Pittsburgh, or UPitt, method is
used to demonstrate compliance with the require-
ment in the New York City building code that no
product shall be more toxic than wood. A small sam-
ple of the product is heated in a muffle furnace, and
four mice are exposed to the products of combustion
diluted with air. The furnace temperature is ramped
at a rate of 5 °C/min. The test is terminated after 30
min. The objective is to find the quantity of the prod-
uct in grams that results in 50% mortality of the test
animals. A product meets the requirements if this
quantity, referred to as the LC50, is equal to or
greater than 19.5 grams (the value generically as-
signed to wood).

A wide range of techniques is used to measure
toxic gas concentrations in fire tests, ranging from
simple qualitative sorption tube methods to sophisti-
cated spectroscopy techniques. ASTM E 800, Stan-
dard Guide for Measurement of Gases Present or
Generated During Fires, describes the most com-
mon analytical methods and sampling considera-
tions for many gases. Fourier Transform InfraRed
(FTIR) spectroscopy has emerged in recent years as
the method of choice for real-time continuous analy-
sis of fire gases (see Figure 10.7).

10.4.2 Testing for Research and 
Product Development

Prescriptive fire safety codes and regulations rely on
flammability tests, which measure one or several pa-
rameters that are believed to be an indication of real
fire performance. However, these tests do not pro-
vide a complete and quantitative assessment of real
fire performance. For example, it is logical to as-
sume that the propagation rate of a flame over the
surface of a surface finish material in a real fire
would be comparable to that in the ASTM E 84 test
if the real ignition source is similar to that in the test.
But what would happen if the real ignition source is
twice as severe or persists for more than 600 sec, or
if the surface of the material is in the vertical orien-
tation instead of horizontal, facing down? The re-
sults could be dramatically different (i.e., the flame
might propagate at a much faster rate and quickly re-
sult in a catastrophic fire). There are numerous ex-
amples of materials that pass the test with flying col-
ors but perform miserably under slightly more
stringent real fire conditions.

Advances in fire dynamics and computer model-
ing have led to the development of a more sophisti-
cated approach. This modern approach involves a
hazard assessment. Real fire scenarios are defined
based on one or several statistical surveys. For each
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FIGURE 10.7 NBS smoke chamber with FTIR spectrometer for gas analysis.

scenario, it is determined how materials and products
contribute to the fire based on accident reports and
full-scale fire test data. A model is developed to pre-
dict real fire performance on the basis of fire proper-
ties for the materials that are involved. The model can
range in complexity from a relatively simple statisti-
cal correlation to a detailed computer simulation. A
test methodology is developed to provide the proper-
ties that are needed for model input. As a minimum,
the input data typically describe the ignition behav-
ior and heat and smoke release rate characteristics of
the material over a range of thermal exposure condi-
tions. The corresponding properties can be measured
in a heat release rate calorimeter.

The Cone Calorimeter is a small-scale fire test ap-
paratus used primarily to measure the heat release
rate of materials on the basis of the oxygen con-
sumption method (see Figure 10.8). The Cone
Calorimeter is standardized in North America as
ASTM E 1354, Standard Test Method for Heat and

Visible Smoke Release Rates for Materials and
Products Using an Oxygen Consumption Calorime-
ter. The equivalent international Cone Calorimeter
standard is ISO 5660, Fire tests—Reaction to fire-
Part 1: Heat release (cone calorimeter method). A
square sample of 100 × 100 mm (4 × 4 in.) is ex-
posed to the radiant flux of an electric heater. The
heater has the shape of a truncated cone (hence the
name of the instrument) and is capable of providing
heat fluxes to the specimen in the range of 10–110
kW/m2. Prior to testing, the exhaust flow is set at the
desired rate (normally 24 L/sec) and the heater tem-
perature is set at the appropriate value resulting in
the desired heat flux. At the start of a test, the speci-
men in the appropriate holder is placed on the load
cell, which is located below the heater. An electric
spark is used to ignite the pyrolysis products re-
leased by the specimen. As soon as sustained flam-
ing is observed, the electric spark igniter is removed.
All combustion products and entrained air are col-
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FIGURE 10.8 Cone calorimeter.



MATERIAL FLAMMABILITY 217

lected by an exhaust hood. At a sufficient distance
downstream from a mixing orifice, a gas sample is
taken and analyzed for oxygen concentration. A
laser photometer is located close to the gas sampling
point to measure light extinction by the smoke.
Downstream of the fan is an orifice plate. Measure-
ments of the gas temperature and differential pres-
sure across the orifice plate are used for calculating
the mass flow of the exhaust gases. 

Similar data can be obtained with the Fire Propa-
gation Apparatus described in ASTM E 2058, Stan-
dard Test Method for Measurement of Synthetic
Polymer Material Flammability Using a Fire Prop-
agation Apparatus (FPA). Instead of a conventional
electrical heater element as used in the Cone
Calorimeter, heat flux to the specimen in the Fire
Propagation Apparatus is generated by high-temper-
ature tungsten filament lamps. The advantage of 
this approach is that a quartz tube can be placed
around the specimen, which results in a better-
defined flow environment at the specimen surface
and facilitates performing tests in an oxygen-
enriched or reduced environment. The disadvantage
is that the specimen surface must be blackened to
compensate for the fact that the spectral character-
istics of high temperature lamps are different from
those of typical sources of thermal radiation in 
fires.

To determine the heat release and smoke produc-
tion rate of objects with complex shape and compo-
sition, it is more practical to perform measurements
for the entire object as opposed to the individual
components. For example, it is much easier to test an
entire upholstered sofa instead of trying to estimate
its burning behavior on the basis of the shape, di-
mensions, and ignition and heat release rate proper-
ties of the foam, fabric, and framing materials mea-
sured in the Cone Calorimeter. Based on the initial
application, the test apparatus that is used to obtain
heat release and smoke production rate data for an
entire object is referred to as a Furniture Calorime-
ter. However, a wide variety of objects has been
tested in Furniture Calorimeters over the past 10–15
years. A Furniture Calorimeter is essentially a large-
scale version of a Cone Calorimeter without a
scaled-up version of the heater. The object is placed
on a load cell beneath the hood of a large-scale oxy-
gen consumption calorimeter. The hood, exhaust
duct and instrumentation are similar to those used
for the room fire tests described in the previous sec-
tion. A typical example of a Furniture Calorimeter
standard is ASTM E 1537, Test Method for Fire Test-
ing of Upholstered Furniture.

The Intermediate Scale Calorimeter (ICAL) is a
special type of Furniture Calorimeter because it in-
cludes a large radiant gas panel that can be used to
expose the test specimen to a heat flux 0–60 kW/m2.
The incident heat flux is uniform across the entire
exposed surface for specimens up to 1 × 1 m (40 ×
40 in.) in size. The ICAL apparatus and test protocol
are described in ASTM E 1623, Standard Test
Method for Determination of Fire and Thermal Pa-
rameters of Materials, Products, and Systems Using
an Intermediate Scale Calorimeter (ICAL).

The capacity of furniture calorimeters is typically
around 1 MW continuous. To test objects and com-
modities that release heat at a higher rate, a larger
scale calorimeter is needed (see Figure 10.9). The
first industrial-size calorimeter for fires into the mul-
tiple MW range was built at Factory Mutual (cur-
rently FM Global) around 1980 [11]. This calorime-
ter, also referred to as the FM Fire Products
Collector, was designed to measure heat and other
fire products from test fires up to a size associated
with sprinkler activation in commodity warehouse
storage and other representative occupancies. Ap-
proximately 10 years later, a similar industrial-size
calorimeter for heat release rate measurements up to
10 MW was constructed at the National Testing Lab-
oratory (SP) in Sweden [12]. Since then, several
other laboratories, such as the National Research
Council of Canada, the Fire Research Station in the
United Kingdom, and Underwriters Laboratories
and Southwest Research Institute in the United
States, have developed the capability of measuring
heat release rate from large fires up to 40 MW. 

10.5 METHODS TO IMPROVE 
MATERIAL FLAMMABILITY

The flammability of a material can be improved by
adding flame-retardant chemicals to it, or by pro-
tecting its surface with a coating that contains flame
retardants. This section provides a brief overview of
flame retardancy. For detailed information, the
reader is referred to one of the many excellent re-
views that can be found in the literature [13, 14].

10.5.1 Polymer Formulation

A common approach to develop polymers with im-
proved flammability involves the use of multiple
monomers that are cross-linked in the polymer ma-
trix. Thermal decomposition of these co-polymers
tends to favor char formation, which results in better
ignition and/or heat release rate characteristics.
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FIGURE 10.9 Industrial-scale oxygen consumption calorimeter.
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10.5.2 Flame-Retardant Treatments

Chemicals are often added to improve the flamma-
bility characteristics of a polymer to meet specific
fire performance requirements. The three most com-
monly used groups of flame retardants are briefly de-
scribed below.

10.5.2.1 Phosphorous-Containing 
Fire Retardants

Phosphorous-containing flame retardants can be ef-
fective in the condensed (polymer) phase as well as
the gas phase. For example, phosphorous is known
to promote char formation. The char insulates the
polymer from the heat transfer from the flame.
Phosphorous also traps some of the radicals in the
flame, similar to halogens (see below).

10.5.2.2 Halogen-Containing Flame
Retardant Compounds

Halogen-containing flame-retardant chemicals are
one of the largest groups of additives in the plastics
industry. Bromine and chlorine compounds are the
most generally used halogen-containing fire retar-
dants, because iodine compounds are not suffi-
ciently stable and fluorine compounds are too stable
to be useful. Halogen-containing fire retardants act
primarily in the gas phase as hydrogen halides in-
hibit the radical-chain oxidation reactions in the
flame. Various metals (antimony, bismuth, or tin) are
used as synergistic agents in combination with halo-
gen-containing fire retardants because metal halides
are more efficient flame inhibitors than hydrogen
halides. Environmental concerns have significantly
affected the use of some brominated fire retardants
in recent years.

10.5.2.3 Inorganic Hydroxides

Inorganic hydroxides account for more than 50% of
the flame retardants sold on a global basis. Alu-
minum trihydroxide, or ATH (Al(OH)3), is by far the
most widely used inorganic hydroxide fire retardant
in the world, followed by magnesium trihydroxide
(Mg(OH)2) as a distant second. Organic hydroxides
act primarily in the condensed phase. A significant
amount of energy is needed to decompose inorganic
hydroxides (1.5–1.6 kJ/g). Large quantities of water
are generated in the process, which dilutes the con-
centration of other gaseous decomposition products
and reduces the flame temperature. Although not

thoroughly understood, organic hydroxides also sig-
nificantly reduce the amount of smoke generated
during combustion. Hydroxide loading levels in ex-
cess of 50% by mass are not uncommon.

10.5.3 Surface Coatings

Coatings that contain flame retardants can be used to
protect wood products that cannot be pressure
treated, or they can be used to improve the flamma-
bility of existing installations of untreated products.
Intumescent coatings contain a blowing agent that
forms vapor bubbles when heated. The bubbles are
trapped inside an inert matrix and form a porous layer
that significantly reduces the heat transfer to the pro-
tected substrate. Some truly amazing results have
been obtained with intumescent coating systems.

10.6 MATERIAL PROPERTY DATA

It is important to know that within a single generic
class of materials, flammability characteristics may
vary greatly depending on the exact composition,
presence of additives (in particular, flame retar-
dants), and physical properties such as density and
surface emissivity. Therefore, data reported in the
literature have to be treated with great caution. The
data presented in this section are intended to give 
the reader a feel for typical properties of commonly
used natural and synthetic polymers. To obtain ac-
curate property values for a specific material, a se-
ries of tests will have to be performed. ASTM E
1591, Data for Deterministic Fire Models provides
guidelines for obtaining flammability properties.

10.6.1 Ignition Properties

10.6.1.1 Ignition of Materials Exposed to a
Small Flame

Pure synthetic polymers generally do not meet the
requirements for a UL 94 V-2 classification. How-
ever, polymers can be treated with flame-retardant
chemicals to meet the requirements for a V-2, a V-1,
and even a V-0 classification. This is true for many
other small flame ignition tests.

10.6.1.2 Piloted Ignition of Materials
Exposed to a Radiant 
Heat Source

Three properties are commonly used to describe the
piloted ignition behavior of a material exposed to a
radiant heat source.
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1. The first property quantifies a critical condition for
ignition. The most common criterion is based on
the assumption that ignition occurs when a critical
temperature at the surface, Tig, is reached. Tig can
be measured with fine thermocouples attached to
the exposed surface of ignition test specimens, or
by using an optical pyrometer. However, it is very
difficult to make accurate surface temperature
measurements. A more practical approach in-
volves analysis of piloted ignition data based on a
simplified model to extract material properties.
The data consist of the time to ignition measured
at different heat flux levels, which can be obtained
in a device such as the Cone Calorimeter or the
Fire Propagation Apparatus.

2. The second property is the critical heat flux for ig-
nition, CHF. Piloted ignition will not occur at
heat fluxes below the CHF, even for very long ex-
posure times. The CHF can be estimated by
bracketing, i.e., by conducting ignition experi-
ments at incrementally decreasing heat flux levels
until ignition does not occur within a specified pe-
riod (usually 10 or 20 min).

3. The third property is the thermal inertia, kρc. It is
equal to the product of the average thermal con-
ductivity (k), density (ρ), and specific heat (c)
over the temperature range from ambient to Tig.
The thermal inertia is a measure of how fast the
surface temperature of a material rises when ex-
posed to heat. A material with lower kρc will ig-
nite faster than a material with higher kρc and the
same Tig exposed to the same heat flux. The kρc
can be determined from the analysis of piloted ig-
nition data to calculate Tig described above.

Table 10.1 gives typical ignition property values
for some common materials.

10.6.2 Flame Spread Propensity

As explained above, wind-aided flame spread is of
much greater concern than opposed-flow flame
spread. The FSI measured in the Steiner tunnel test
is a measure of the wind-aided flame spread propen-
sity of a material. Most untreated wood products
have a FSI between 75 and 200. Some have a FSI be-
tween 25 and 75, and a few have a FSI that exceeds
200. An extensive list of FSI values for different
wood products is published by the American Forest
& Paper Association [22]. Pressure treatment with
flame-retardant chemicals or protection with flame-
retardant coatings can reduce the FSI below 25. Un-
treated synthetic polymers typically have a FSI in
excess of 200. Polymers that contain halogens such
as PVC and PTFE are an exception to this rule. Syn-
thetic polymers can be treated or coated to dramati-
cally improve performance in the tunnel test.

Fire growth in standard room fire tests is con-
trolled primarily by upward spread to the ceiling and
flame propagation over the ceiling and upper parts of
the walls. The time to flashover is therefore a good
indicator of the wind-aided flame spread propensity
of a material. Untreated wood products tested ac-
cording to NFPA 286 typically result in flashover
times between 6 and 7 min (i.e., 1 to 2 min after in-
creasing the burner output to 160 kW) [23]. Some
untreated wood products and most synthetic poly-
mers result in flashover during the first 5 min when
the burner output is 40 kW. Natural and synthetic
polymers can be treated or coated so that flashover
does not occur during the 15-min test.

10.6.3 Heat Release Rate

Figures 10.10 and 10.11 show typical heat release
rates measured in the Cone Calorimeter at different

TABLE 10.1 Typical Ignition Data of Common Solids

Material Tig (°C) CHF (kW/m2) kρc (kJ2/m4 ⋅ K2⋅s) Reference

Oven Dry Douglas Fir 350m 13 0.16 [15]
Oven Dry Oak 301c 11 0.45 [16]
Polyethylene 323m 13 1.83 [17]
Polymethylmethacrylate 305m 12 2.12 [18]
Polypropylene 305m 12 2.15 [15]
Polystyrene 410m 16 1.17 [19]
Polystyrene Foam 376c 15 0.58 [20]
Polyvinylchloride 415c 16 1.31 [21]
Rigid Polyurethane Foam 370c 15 0.04 [20]

m = Measured c = Calculated
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FIGURE 10.10 Cone calorimeter heat release rate data for GR polyester.

FIGURE 10.11 Cone calorimeter heat release rate data for western red cedar.

heat fluxes for glass fiber-reinforced polyester
(GRP) and western red cedar, respectively. The heat
release rate varies with time and incident heat flux
for both materials. The heat release rate for GRP is
approximately steady shortly after ignition and re-
mains relatively constant during the entire test. This
behavior is typical for plastics. The heat release rate
of western red cedar reaches a peak shortly after ig-
nition and then quickly decreases as a protective

char layer is formed at the surface. The heat release
rate increases again at the end of the test due to the
fact that the specimen is backed by thermal insula-
tion. This bimodal behavior is typical for wood
products and other char-forming materials. 

Figures 10.10 and 10.11 illustrate why it is not
very useful to tabulate “typical” heat release rates
for different materials. Should peak or average val-
ues be presented? What are appropriate heat fluxes?
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TABLE 10.2 Typical Heat Release Rate Data of 
Common Solids

Material ∆Hc (kJ/g) L (kJ/g) Reference

Douglas Fir 11.0 4.6–8.4 [24]
Red Oak 12.3 5.1–9.5 [24]
Polyethylene 38.4 1.9–2.3 [25]
Polymethylmethacrylate 24.2 1.4–1.6 [25]
Polypropylene 38.6 1.4–2.0 [25]
Polystyrene 27.0 1.7–2.2 [25]
Polystyrene Foam 25.5 1.3–1.9 [25]
Polyvinylchloride 7.3 3.1 [25]
Rigid Polyurethane Foam 16.4 1.2–5.6 [25]

This problem can be addressed by tabulating funda-
mental heat release rate properties that are inde-
pendent of exposure conditions and do not vary
greatly with time. The two properties that are related
to heat release rate are the effective heat of combus-
tion, ∆Hc (MJ/kg), and the heat of gasification, L
(MJ/kg). These properties are described below.

The effective heat of combustion is the ratio of
heat release rate to mass loss rate measured in a
small-scale calorimeter:

(10.1)

where Q̇″ = heat release rate per unit exposed area
(kW/m2) 

ṁ″ = mass loss rate per unit exposed area
(g/m2·s) 

∆Hc is different from the lower calorific value
measured in an oxygen bomb calorimeter. The latter
is measured in a small container under high pressure
and in pure oxygen, conditions that are not repre-
sentative of real fires. The conditions in bench-scale
calorimeters such as the Cone Calorimeter resemble
those in real fires much more closely. For some
fuels, in particular gases, both values are nearly
identical. However, for charring solids such as
wood, ∆Hc is significantly lower and equal to the
heat of combustion of the volatiles during flaming
combustion.

The second material property is heat of gasifica-
tion, L, defined as the net heat flow into the material
required to convert one unit mass of solid material to
volatiles. The net heat flux into the material can be
obtained from an energy balance at the surface of the
specimen. Typically, a sample exposed in a bench-
scale calorimeter is heated by external heaters and
by its own flame. Heat is lost from the surface in the
form of radiation. Due to the small sample size, the
flame flux is primarily convective, and flame ab-
sorption of external heater and specimen surface ra-
diation can be neglected. Hence, L can be defined as

(10.2)

where L = heat of gasification (MJ/kg) 
q̇e″ = heat flux from external sources

(kW/m2)
q̇f″ = heat flux from the flame (kW/m2)

L �
q̇–net

ṁ–
�

q̇–e � q̇f– � q̇l–
ṁ–

¢Hc �
Q̇–
ṁ–

q̇l″ = heat losses from the exposed surface
(kW/m2)

Table 10.2 gives typical heat release property val-
ues for some common materials. 

10.6.4 Smoke and Toxicity

The same problem exists with reporting typical gen-
eration rates of smoke and toxic products of com-
bustion as with heat release rate because they also
vary as a function of time and incident heat flux. The
problem can be addressed by reporting yields of
smoke (soot) and different toxic gases. The yield of
a particular compound is equal to the mass of that
compound that is generated per mass unit of fuel
burnt. Table 10.3 gives typical yields for some com-
mon materials. The values in Table 10.3 are valid for
overventilated conditions, i.e., when much more air
is supplied to the fire than required for complete sto-
ichiometric combustion of the fuel and the equiva-
lence ratio is much smaller than one (Φ<<1). The
yields of most species are relatively insensitive to

TABLE 10.3 Typical Yields of Soot and Toxic Gases for
Common Solids (g/g) [25, 26]

Material Soot CO HCN NOx HCl

Douglas Fir 0.015 0.004 — — —
Red Oak 0.015 0.004 — — —
Polyethylene 0.060 0.024 — — —
Polymethylmethacrylate 0.022 0.010 — — —
Polypropylene 0.059 0.024 — — —
Polystyrene 0.164 0.060 — — —
Polystyrene Foam 0.194 0.061 — — —
Polyvinylchloride 0.172 0.063 — — 0.480
Rigid Polyurethane Foam 0.118 0.036 0.0018 0.090 —
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the ventilation rate, but CO yields increase dramati-
cally as the equivalence ratio approaches and ex-
ceeds one [27]. 

10.6.5 Application of the Heat Release
Rate Properties and Yield Data

This section illustrates how the data in Tables 10.1
through 10.3 can be used to estimate the release rate
of heat, smoke, and toxic products of combustion for
a material exposed under specified conditions. The
first step is to determine the net heat flux to the ma-
terial. The net heat flux is equal to the incident radi-
ation from remote sources, plus the heat flux from
the material’s own flame minus re-radiation losses
from the surface. The flame flux is typically between
20 and 40 kW/m2 depending on the size of the flame
(larger burning surface ⇒ higher heat flux) and the
type of material (higher soot yield ⇒ higher heat
flux). The CHF is a reasonable estimate for the re-
radiation losses. The second step is to calculate the
mass loss rate of the fuel. This can be done via Eq.
(10.2), based on the heat of gasification for the ma-
terial and the net heat flux estimated in the first step.
The resulting mass flux is multiplied by the exposed
area to obtain the mass loss rate. The final step is to
calculate the heat release rate and generation rate of
different products of combustion by multiplying the
mass loss rate from step two with the effective heat
of combustion and appropriate yields, respectively.

This approach can best be illustrated with an ex-
ample. Consider a burning slab of Douglas fir ex-
posed to radiation from the flame of a burning object
and a hot layer of gases accumulated below the ceil-
ing of the room. The exposed area of the burning
slab is approximately 1 m2, and the average incident
heat flux from remote sources is 40 kW/m2. The heat
release rate and generation rate of soot and CO can
be calculated as follows:

Step 1: Calculate net heat flux

Heat flux from remote radiation sources 40 kW/m2

Assumed flame flux + 30 kW/m2

Critical heat flux − 13 kW/m2

Net heat flux 57 kW/m2

Step 2: Calculate mass loss rate (use average heat
of gasification from Table 10.2)

Step 3: Calculate heat release rate and generation
rate of soot and CO

ṁ � ṁ– � A �
q̇–net

L
� A �

57

6.5
� 1 � 8.77 

g
s

The estimated generation rate of CO is only valid
for overventilated conditions (Φ<<1). According to
correlations developed by Tewarson, the generation
rate of CO would increase to 0.042 g/s if Φ = 0.8,
0.16 g/s if Φ = 1.0, and 1.27 g/s if Φ = 2.0 [25]. Ob-
viously, the concentrations of CO and the toxic haz-
ard to occupants would increase accordingly.

10.7 COMPUTER MODELING OF
MATERIAL DEGRADATION IN FIRES

Evolutions in fire science and technology and com-
puting have resulted in a growing number of power-
ful mathematical models that are used in support of
fire safety engineering design and analysis. The
most commonly used computer fire models simulate
the consequences of a fire in an enclosure. Zone
models as well as field, or Computational Fluid Dy-
namics (CFD), models are used for this purpose.
Zone models are based on the observation that gases
inside a fire room generally accumulate in two dis-
tinct layers: a hot smoke layer beneath the ceiling,
and a layer of relatively cool air above the floor. The
temperature and composition of both layers are as-
sumed to be uniform, which greatly simplifies the
equations to be solved. CFD models subdivide the
room into thousands of small elements and solve 
the conservation equations of mass, momentum, and
energy for each element. CFD models are therefore
much more detailed than zone models, but require
powerful computational resources. Enclosure fire
models have been extended to simulate the spread of
fire and smoke through multi-room structures.

A second category of computer fire models pre-
dicts how materials, systems, or people respond
when exposed to specific fire conditions. This is in-
cludes models that predict how solids thermally de-
grade when exposed in a fire. The most extensive
work in this area has been done on the development
of models that predict the rate of pyrolysis and char-
ring of wood exposed to fire. Janssens et al., recently
reported that more than 50 models of this type have
been described in the literature since WW II [28].

ṁCO � ṁ � YCO � 8.77 � 0.004 � 0.035 
g
s

ṁs � ṁ � Ys � 8.77 � 0.015 � 0.13 
g
s

Q̇ � ṁ � ¢Hc � 8.77 � 12.3 � 108 kW
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Models that simulate how a product performs in a
fire test also fall in the second category. Several cor-
relations and mathematical models have been devel-
oped to calculate performance in the tunnel test
[29–33]. However, these predictions are restricted to
specific classes of products and have limited accu-
racy. Extensive research has been conducted over the
past two decades to explore the use of small-scale fire
test data in conjunction with correlations and models
to predict room/corner test performance [34]. The
primary application of calculation methods that pre-
dict tunnel or room/corner test performance is for
product development. Such calculations may also be
used to demonstrate code equivalency and in support
of performance-based design.
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11.1 INTRODUCTION

This chapter presents a discussion of cathodic pro-
tection systems and their design. It is divided into
four sections. The first section presents an introduc-
tion to corrosion fundamentals and cathodic protec-
tion (CP) principles. The second section presents the
design of galvanic systems and includes ground bed
design and the algorithm for overall galvanic CP
system design. In the third part, the design procedure
for the more commonly used impressed systems is
described. The final section presents the equations
describing the attenuation of electrical potential
along long buried structures, such as pipelines, and
current demand equations for impressed CP sys-
tems. The application of these equations is presented
as a methodology to determine the numbers of
ground beds and their placement for CP of pipeline
systems. The major problem associated with CP sys-
tems, stray current corrosion, is also discussed.

11.2 CORROSION FUNDAMENTALS

It has been estimated by the U.S. Federal Highway
Administration that the cost of corrosion in the
United States in 2000 was approximately $276 bil-
lion, or 3.1% of the Gross Domestic Product.1 It can
be safely assumed that the costs to other industrial-
ized nations would constitute the same fraction of
their GDPs. This is the direct cost of corrosion, in

other words, the cost of replacing or fixing damaged
equipment. The indirect cost of corrosion, such as
reduction of equipment efficiency, leakage and con-
tamination, and over-design, is estimated to be about
the same as the direct costs. In addition, safety is
also a significant concern. A major portion of the
cost of corrosion can be reduced if economical cor-
rosion reduction measures are undertaken. The focus
of this chapter is one of the most widely used of
those measures, cathodic protection.

First, it is important to explain the basic process
of metallic corrosion. This will provide the back-
ground to understand how CP works. Corrosion can
be defined as an electrochemical reaction where
metal dissolution occurs at anodic sites, and one or
more reduction reactions occur at cathodic sites. At
the cathodic sites the reduction of oxygen typically
occurs 

(11.1)

Carbon steel and cast irons are the most important
and commonly used industrial alloys in use today.
The anodic reaction for these metals is:

(11.2)

These two so-called half-cell reactions are com-
bined to form the overall corrosion reaction 

(11.3)2Fe � O2 � 4e� S  Fe1OH22

Fe S  Fe2� � 2e�

O2 � 2H2O � 4e� S  4OH�
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FIGURE 11.1 Pourbaix diagram for iron showing the
effect of cathodic protection. Protection is afforded by the
thermodynamic effect (1→2) but there is also a localized
increase in pH on the surface of the metal (2→3).

with further chemical oxidation to brown-colored
iron (III) hydroxide. Corrosion prevention measures
frequently focus upon the electrochemical nature 
of the corrosion reaction. If the corrosion circuit can
be altered or broken, corrosion rates can be elimi-
nated or at least reduced to insignificant levels. The
simplest way to break the corrosion circuit is to
apply one or more electrically resistant coatings,
such as paint, which can successfully mitigate the
corrosion problem when applied correctly. However,
holes in coatings may occur and therefore cathodic
protection is frequently used in conjunction with
coatings. 

Cathodic protection is a thermodynamic means of
controlling the rate of corrosion, and there are two
methods to apply it:

1. by electrically coupling the metal to more reacted
metal that corrodes, or

2. through the application of an impressed or recti-
fied direct current.

From a thermodynamic point of view, the cathodic
protection process can be illustrated in a Pourbaix
diagram for iron. It can be seen that there are two ef-
fects. The first effect (1→2) is the thermodynamic
effect whereby the potential of the metal is shifted
into the immune section of the diagram. It can be
considered a thermodynamic effect because the
Gibb’s Free Energy for electrochemical reactions
can be represented by electrical potential

(11.4)

where ∆G is the free energy of the reaction, n is the
number of electrons transferred, F is the Faraday and
E is the electrical potential. The second effect (2→3)
is an increase in the pH of the solution at the surface
of the metal. It is a result of the imbalance caused by
shifting the anodic reaction to remotely located an-
odes; in other words, the protected metal is cathodic.
However, the increase in pH at the protected struc-
ture is highly localized, and the effect on the sur-
rounding soil or water is miniscule. The application
of cathodic protection is not restricted to carbon
steel and iron. It can be used on many other materi-
als (such as stainless steel, magnesium, and bronze)
as long as the protection potential (the potential of
the metal when it is immune from corrosion) is
known or calculated for that material.

11.2.1 Protection Potential, Eprot

As illustrated in Figure 11.1, the potential of the
metal must be brought into the immune zone. This
potential, which is called the protection potential

¢G � �nFE

(Eprot), can be determined from the application of the
Nernst equation to the dissolution reaction. For iron 

(11.5)

at a temperature of 298 K, and with a concentration
of ferric irons selected to be 1 × 10−4 M, the protec-
tion potential is –0.532 V on the standard hydrogen
scale.

As it is impractical to use a standard hydrogen
electrode in the field, the much more robust cop-
per/copper sulphate electrode is frequently used.
This electrode is easy and inexpensive to construct;
it is illustrated in Figure 11.2. The protection poten-
tial is generally taken as –0.85 VCu/CuS04

for carbon
steel. The protection potential for other metals is
readily determined from the Nernst equation applied
to the respective dissolution reaction. 

11.3 GALVANIC CATHODIC 
PROTECTION SYSTEMS

There are two fundamental designs of cathodic pro-
tection systems, galvanic systems, and impressed
systems. In a galvanic system, one or more metals
are protected at the expense of a sacrificial metal that

E � E0 �
RT

nF
 2.303 log 3Fe2� 4
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TABLE 11.1 Partial Galvanic Series of Metals in Water, in
Order of Decreasing Thermodynamic Nobility

Most Noble 

Graphite
Platinum
Passive Titanium
Passive Hastelloy C276
Passive Inconel 625
Passive 316 Stainless Steel
Copper
Active Titanium
Active Hastelloy C276
Active Inconel 625
Active 316 Stainless Steel
1018 Carbon Steel
Aluminum Alloys
Zinc
Magnesium

FIGURE 11.2 Construction of a copper/copper sul-
phate reference electrode.

FIGURE 11.3 Schematic of a galvanic CP System. In
this system, the buried pipe is protected at the expense of
corroding the sacrificial anode.

corrodes preferentially. These sacrificial anodes are
typically made of a metal that has low thermody-
namic nobility, such as magnesium or zinc. Table
11.1 lists some common alloys, in decreasing order
of thermodynamic nobility. Note the difference in
nobility of the active-passive metals such as stainless
steel. 

When a less noble metal is electrically coupled to
a more noble metal, the less noble metal will corrode
and protect the more noble metal, if the more noble

metal is a good cathode and can support the cathodic
reaction. Hence, coupling magnesium or zinc to
common industrial alloys (such as carbon steel,
stainless steels, or copper and nickel alloys) will re-
sult in the protection of the more noble metal, and
the magnesium or zinc will preferentially corrode.

Figure 11.3 shows the layout of a galvanic ca-
thodic protection system. It consists of the buried
structure that is to be protected (in this case, a
pipeline, but any buried metallic object could be ex-
ternally protected by this system), one or more sac-
rificial anodes, a reference electrode, and basic in-
strumentation (such as an ammeter and a voltmeter).
Galvanic systems are typically used for the protec-
tion of smaller-scale systems or when an external
power source is unavailable. Some applications of
galvanic CP systems are as follows:

• protection of storage tanks (e.g., in tank farms)
• in-plant buried piping systems
• condenser boxes
• marine applications, such as oil rigs, ship hulls,

and piers
• local corrosion hot spots (e.g., drainage areas

where water collects)
• hot water tanks in homes
• community water storage tanks 

Galvanic CP can also be used to protect the inside
of externally coated water lines. However, a special
ribbon-like anode must be used to ensure that the
pipeline is completely protected, due to the inability
of a CP system to protect internal structures over
long distances.
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11.3.1 Kinetics of Galvanic Systems

The kinetics of galvanic CP systems can be illus-
trated by plotting a kinetic corrosion diagram, which
is a graph of potential versus the logarithm of the
current. Figure 11.4 shows the following interesting
features:

• Ea: This is the potential of the sacrificial anode,
and it is often referred to as the solution potential.
Ea(Mg) ~ −1.5 VCu/CuSO4; Ea(Zn) ~ −1.1
VCu/CuSO4

. These values depend upon the compo-
sition of the alloy.

• Ec: This is the potential of the buried structure; 
−0.85 VCu/CuSO4

• The protection current, Iprot

• The corrosion rates for the uncoupled iron and
zinc, Icorr,Fe and Icorr,Zn

• The total corrosion rate of zinc when it is coupled
to the iron is the corrosion rate of the zinc plus the

corrosion rate of the iron if it were unprotected
and at a potential of Ea. Thus, the zinc will cor-
rode much faster when coupled to the iron than
when it is buried alone. However, the iron is ca-
thodically protected and will not corrode.

Iprot is generally equal to the cathodic current density
on the protected metal due to the reduction of oxy-
gen. However, in acidic systems, hydrogen evolution
also must be taken into account.

(11.6)

In order to achieve protection, the difference in
potential between the anode and cathode (the pro-
tection potential and the solution potential) must be
greater than the product of the protection current and
the total electrical resistance flow of current. In other
words, for a galvanic system

(11.7)Ec � Ea � IprotR

Iprot � IH2
� IO2

FIGURE 11.4 Kinetic corrosion diagram illustrating the galvanic cathodic protection process. The diagram shows the
corrosion rates of uncoupled iron and zinc, the corrosion rate of zinc when the iron and zinc are coupled, and the protec-
tion current, Iprot.
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FIGURE 11.5 The voltage losses in a CP system. The
majority of the loss occurs in the ground bed, but losses in
the soil/water must be accounted for, too. Adapted from
Shrier.2

FIGURE 11.6 A Wenner four-pin soil resistivity appa-
ratus.

Unless there is a significant length of wire used in
the installation, the major portion of the resistance
occurs in the anode ground bed; this resistance cal-
culation is provided below. A schematic of the vari-
ation in electrical resistance from the protected
structure to the anode ground bed is provided as Fig-
ure 11.5. It shows that the majority of the resistance
occurs in the ground bed, and that there is a much
smaller electrical resistance at the protected struc-
ture. The resistance of the medium between the
ground bed and the protected structure is not obvi-
ous from the diagram, as the current is distributed
through a large area. It is important, however, and
must be determined in CP design. The cathodic and
anodic overpotentials, ηc and ηa, which are devia-
tions from the equilibrium potentials of the cathodic
and anodic reactions, respectively, are of the order of
a few millivolts. As the protected structure is the
cathode of the system, it is very important to control
the cathodic overpotential, which is generally sev-
eral orders of magnitude lower than the total voltage
loss. This is the major design problem with galvanic
CP systems, because protection may be lost if this is
not controlled. As maintenance of the voltage of the
structure below a critical value is the objective of ca-
thodic protection, the reference electrode should be
placed as close as possible to the structure. This 

will minimize the iR drop, which is the electrical
potential that is used up moving ions through the
soil. If the iR drop is large, there will be discrepan-
cies between the voltage reading with respect to the
reference electrode and the actual voltage of the
structure. 

The electrical current needed to achieve the pro-
tection potential and the solid resistivity are both ob-
tained by on-site measurements. Numerous devices
are available for measuring the soil resistivity, and
some of these are shown below. Figure 11.6 shows a
Wenner four-pin soil resistivity system in which the
pins are placed in the ground, potential is applied be-
tween the two outer pins, and the current flowing in
the system is measured. Pins 2 and 3 are the refer-
ence electrodes used to measure the potential differ-
ence between pins 1 and 4. The soil resistivity can be
determined by the following equation3:

, (11.8)

where the pins are spaced “a” units apart.
If it is inconvenient to measure the soil resistivity

in the field, samples can be taken into the laboratory
and the resistivity determined. However, this is gen-
erally not advisable, as changes to the moisture con-
tent during transport will occur, affecting the soil re-
sistivity. If it is necessary to determine the soil
resistance in the laboratory, several devices are
available, including the soil box presented as Figure
11.7, where the resistivity is determined by4

r � 2pa 
¢E

I
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FIGURE 11.7 Soil box method for determining soil re-
sistivity.

, (11.9)

where the W, D, and L are the dimensions of the soil
box (between the electrodes) and R is the measured
resistance when current is passed between pins 1 and
4 and the potential gradient is measured between
pins 2 and 3. 

Finally, a Wenner 8-pin circular system is pre-
sented in Figure 11.8. In this method, eight separate
measurements are made using adjacent sets of four
pins. The outer set supplies the current; the inner set
supplies the voltage reading. The average sample re-
sistance, Ravg, is calculated, and the resistivity is de-
termined via5

, (11.10)r � f 1RavgK1 � K22

r � R 
WDR

L

where f is a temperature correction factor, and K1
and K2 are cell constants that depend upon the cell
design and are determined from the measurement of
a specimen of known resistivity. 

The values of the protection current depend upon
the integrity of the protective coating on the struc-
ture, the velocity and salinity of the water, and the
presence of sulphate-reducing bacteria. Typically,
iprot varies from one to two microamps per square
foot of protected structure, in less corrosive condi-
tions at the metal surface, to 50 or 60 µA/ft2 in se-
vere service conditions. 

11.3.2 Resistance Calculations

The resistance of the medium between the anodes
and the cathodically protected structure plays an im-
portant role in determining the number of anodes
and, for impressed systems, the rectifier voltage,
as discussed below. When a ground bed is designed,
the anodes are placed in augured holes and sur-
rounded by a backfill that is comprised of coke or
some other conductive carbonaceous material. This
backfill effectively increases the surface area of 
each anode, which reduces the electrical resistance
of the ground bed. If the overlying soil surface is
very shallow, the anodes can be laid horizontally in
a trench. Figure 11.9 gives some typical ground bed
layouts. For a typical vertical arrangement, the an-
odes are placed in holes 8–12 in. in diameter with a
6 in. to 1 ft allowance for backfill at the top and bot-
tom of the hole. If multiple anodes are used, they can
be placed linearly with a separation distance of
15–20 ft. 

For a single anode, the following empirical design
equation is used in the resistance calculation:

, (11.11)

Where ρ = resistivity of the backfill or soil
D = anode backfill diameter or anode diam-

eter
L = length of the backfill or soil

If multiple vertical anodes are required, with lin-
ear spacing S, in a single ground bed, the anodes will
interfere with one another, and the result obtained by
Eq. (11.8) should not simply be divided by the num-
ber of anodes, N. Instead, an interference factor is
incorporated into the equation, which yields the
multi-anode ground bed resistance equation

R �
r

2pL
c lna

8L

D
b � 1 d

FIGURE 11.8 A photograph of a Wenner eight-pin
electrical resistivity measurement cell.

AU:
Should
the nu-
merator
be WH?
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FIGURE 11.10 Arrangement of horizontal anodes with
calculation nomenclature. (a) Single Anode. (b) Multiple
anodes in a single ground bed.

FIGURE 11.9 (a) Typical anode and backfill dimen-
sions. (b) Spacing of vertical and horizontal anodes.

.

(11.12)

For horizontal anodes, a single equation is used
for both single and multiple anodes. This is possible
because multiple anodes are surrounded by the same
electrically conductive backfill as shown in Figure
11.10. The design equation in this case is

, (11.13)

where X is the anode depth and the other symbols
have the usual meanings. Equations (11.8), (11.9),
and (11.10) are used for both galvanic and impressed
ground bed resistance calculations. 

11.3.3 Resistance Calculation Procedure

Both the ground bed resistance, which is often called
the internal resistance, and the soil resistance have to

R �
r

2pL
c lna

4L

D
b � lna

L

X
b � 2 �

2X

L
d

R �
r

2pLN
c lna

8L

D
b � 1 �

2L

S
 ln10.656N2 d

be added to give the total resistance between the
ground bed and the buried structure. The following
procedure is recommended to determine the total re-
sistance:

1. Calculate the resistance between the anode and
the protected structure, using the anode dimen-
sions, the resistivity of the backfill, and the ap-
propriate equation for the number of anodes and
geometry.

2. Calculate the resistance between the backfill and
the protected structure, using the backfill dimen-
sions, the resistivity of the backfill, and the ap-
propriate equation for the number of anodes and
geometry.

3. Subtract the value calculated in Step 2 from that
calculated in Step 1. This will give the internal re-
sistance.

4. Calculate the soil resistance, using the backfill di-
mensions and the soil resistivity.

5. Add the results of Step 3 and Step 4 to provide the
total resistance.

11.3.4 Comparison of Magnesium and
Zinc Anodes

Magnesium anodes are more frequently used in gal-
vanic systems because magnesium has a greater driv-
ing force, since it is a less noble metal than zinc. Also,
magnesium anodes generally produce more theoret-
ical amp-hours per pound of magnesium, and the
number of theoretical pounds that are used per year
is less than that of zinc anodes. However, these ad-
vantages are somewhat offset by the low density of
magnesium, which can result in large, bulky anodes
and a current efficiency that is approximately half
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that of zinc anodes. This changes these theoretical
values and makes zinc anodes more competitive.
However, zinc anodes are only used when the soil or
water resistivity is low. In all other situations, mag-
nesium anodes should be used. Figure 11.11
schematically illustrates the differences between
magnesium and zinc anodes. As the corrosion current
density, icorr, on magnesium anodes is greater, these
anodes will be consumed faster than zinc anodes. 

The consumption rate of anodes can be estimated
using Dwight’s equation, which determines the out-
put current of an anode:

. (11.14)

The size of bare anodes varies with application
and vendor, but typical anodes weigh from a few
pounds to 60 or so, with dimensions of a few inches
to several feet. Anodes are also available pre-packed
with a surrounding of electrically conductive back-
fill. This adds considerably to the size and weight of
the anodes, sometimes even doubling the weight.

11.3.5 Design Procedure for a Galvanic 
CP System

The design procedure for galvanic systems is itera-
tive, as the engineer does not know at the start
whether the resistance of the ground bed and soil
will be so high as to prevent current from flowing be-
tween the anodes and the protected structure, as in

I �
2pVL

r ln18L>D � 12

. (11.15)

This is due to the fact that the protection potential
(Ec) is fixed and determined by the construction ma-
terial of the object to be protected. The solution po-
tential (Ea) is also fixed and depends upon the anode
composition. Therefore, unlike impressed system,
these potentials cannot be adjusted to accommodate
a particularly high ground bed and/or soil resistance.
The design procedure is as follows:

1. Determine the current requirements from field
current demand tests. Measures the electrical
density of the soil during a field survey of the
amount of current required to achieve the protec-
tion potential.

2. Calculate the total weight of anodes required to
last for a given anode life. To take into account 
the fact that the anodes will break apart after a pe-
riod of time, a utilization factor is incorporated
into the equation that is used to calculate the
weight:

(11.16)

where W = total weight of anode required
t = time
M = molar mass
z = charge transferred in the electrode

reaction
F = Faraday’s constant
ε = current efficiency
U = utilization factor

This equation can also be written as

, (11.17)

where Θ is the theoretical pounds of anode used per
year per ampere.

1. Select the number of anodes that are needed to
make up the total weight of anodes required.

2. Determine the total resistance between the anodes
and the buried structure.

3. Check to see if Ec − Ea ≥ IprotR. If this condition is
true, then the calculation is finished. If this is not
true, a different ground bed configuration is spec-
ified and the calculation repeated. In this case, it

W �
®Iprot

hU

W �
IprottM

zFeU

Ec � Ea 6 IprotR

FIGURE 11.11 Schematic of the kinetics of zinc and
magnesium anodes showing the lesser corrosion rate of
zinc (1) than magnesium.
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is usual to increase the number of anodes, but
keep the same total weight.

11.4 IMPRESSED CATHODIC
PROTECTION SYSTEMS

Impressed CP systems are much more widely used
than galvanic systems, and they are used to protect
larger systems, such as pipelines. In these systems, a
rectifier that converts alternating to direct current re-
places the sacrificial anode. Thus, a source of alter-
nating current must be available close to the struc-
ture, which may be problematic in areas that are
remote or difficult to access. In these cases, sacrifi-
cial anodes should be employed as the source of cur-
rent. A schematic of the equipment used in a typical
impressed CP system is shown in Figure 11.12,
which consists of single or multiple anodes in a
ground bed, a rectifier, plus monitoring equipment,
such as a voltmeter and reference electrode. 

In an impressed CP system the metal wastage an-
odic reactions, such as

(11.18)

should be avoided by controlling the potential. In-
stead, reactions involving oxygen or chlorine libera-
tion are preferred, with oxygen evolution first occur-
ring, followed by chlorine liberation at higher
potentials if chloride ions are present, as follows:

M S Mz� � ze�

, (11.19)

. (11.20)

Because these reactions liberate gases, the ground
bed ideally should be vented.

11.4.1 Anode Materials

The ideal anode material should be inexpensive,
have low consumption rates, and be able to easily
evolve the oxygen and/or chlorine gas. There are nu-
merous anode materials available for use in a ground
bed, as described below.

11.4.1.1 Graphite

This material is commonly used in compacted form,
and it easily evolves both oxygen and chlorine.
However, it is brittle and can easily be damaged. It is
inert but care has to be taken to ensure that high cur-
rent densities are not passed through the ground bed,
as this will result in the oxidation of the anodes to
carbon dioxide. Graphite anodes are typically used
in soil systems. Figure 11.13 shows the kinetics of
oxygen evolution on graphite anodes that are used to
protect a carbon steel structure. The difference in po-
tential between the oxygen evolution reaction at the
anode and the reversible potential of iron (Ec −  Ea)
is 2 volts. 

11.4.1.2 Cast Iron and Scrap Steel

These materials should be avoided because of the an-
odic reaction described in Eq. (11.2), and the fact that

2Cl� S Cl2 � 2e

H2O S O2 � 4H� � 4e

FIGURE 11.12 A schematic of an impressed CP sys-
tem.

FIGURE 11.13 The kinetics of oxygen evolution on
graphite anodes.
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there may be high consumption rates of the anodes.
This leads to contamination of the surrounding area.
This type of anode should be avoided unless protec-
tion is required for a short duration only. The primary
advantage of these electrodes is their low cost.

11.4.1.3 Chromium-Bearing High Silicon
Cast Iron

This low-cost passive alloy is suitable for soil appli-
cations but it should not be used where significant
levels of chloride ions are present, as pitting corro-
sion may occur. There is slight anodic dissolution
(but the consumption rate of the anode is very slow),
and oxygen evolution is the predominant anodic re-
action. These electrodes are suitable for use in soils,
freshwater, and saltwater. Stainless steels should not
be used as anodes, as they are expensive and the pro-
tective passive film, which is responsible for corro-
sion resistance, breaks down near the oxygen evolu-
tion potential.

11.4.1.4 Other Anode Materials

There are numerous other materials that can be used
as anodes, including lead alloys, conductive oxides,
polymers, and platinized electrodes, such as expen-
sive platinized titanium. However, these exotic an-
odes are used infrequently.

11.4.2 Design Procedure for an Impressed
CP System

Since the source of electrons is rectified alternating
current, there is no limitation on the amount of cur-
rent that can be supplied to the system, unlike gal-
vanic systems. Thus, the engineer can choose a
ground bed design and set the voltage required to
protect the buried structure on the rectifier controls.
Hence, the calculation is not iterative. There are four
steps in the design process.

1. Determine the current requirements from field
current demand tests. This provides the protection
current, Iprot. A soil survey should also be con-
ducted to determine the soil resistivity.

2. Using 1 ampere per anode as a guide, specify the
number of anodes in the ground bed.

3. Choose the anode arrangement (horizontal or ver-
tical) and calculate the resistance between the
structure to be protected and the ground bed. Use
equations (11.11) to (11.13) and the calculation
procedure presented in Section 11.3.3. 

4. Calculate the rectifier voltage:

, (11.21)

where Rl is the resistance of the wiring used in the
installation. For oxygen evolution on graphite an-
odes protecting a carbon steel structure, Ec – Ea is 
2 volts (as illustrated in Figure 11.13), but this will,
of course, be different for other combinations of an-
odes, anodic reactions, and protected metals.

11.5 GROUND BED SPACING

For most structures, it is difficult to theoretically de-
termine the electrical potential over the surface of
the structure. It is generally easier to perform exper-
iments to determine potential attenuation character-
istics. When a large structure is to be protected, a
single ground bed may not be sufficient to protect
the whole structure. As discussed earlier, the poten-
tial of a steel structure must have a maximum poten-
tial of –0.85 VCu/CuSO4 for protection. If this potential
is applied at a pipe wall, for example, the potential
will increase along the pipe length and the protection
will be attenuated until no protection is afforded to
the structure. This decrease in potential is schemati-
cally illustrated in Figure 11.14 for a pipeline, for
which analytical equations have been developed that
describe the potential attenuation. This section first
derives these equations for this special case and, sec-
ond, shows how these can be used to determine the

E � Ec � Ea � Iprot1R � Rl2

FIGURE 11.14 Potential attenuation along a pipeline.
If the maximum potential of –0.85 VCu/CuS04

is exceeded,
the pipeline will not be protected in those areas.
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spacing of multiple anode ground bed installations
for the protection of large linear buried structures
such as pipelines. 

The following derivation (Figure 11.15) is after
Uhlig.7 Consider a section of well-coated pipeline,
to which a single ground bed is attached, where 

E = the difference between the actual potential
at the pipe and Ecorr,

Ea = the difference between the potential of the
pipe and Ecorr at the bonding point,

Ex = the difference between the potential of the
pipe and Ecorr at a distance of x from the
bonding point,

ix = the current density at the pipe surface at x,
Ix = the total current in the pipewall at x,
r = the pipe radius,
RL = electrical resistance of the pipe per unit

length,
x = the distance from the ground bed to a point

on the pipe,
z = electrical resistance of the pipe coating per

unit area.

The objective is to mathematically determine the
rate of attenuation of potential along the structure.
The total current flowing in the pipe is the integral of
the current density along the pipe multiplied by the
cross sectional area. Or, in terms of a fractional
length of pipe, dx:

. (11.22)

Applying Ohm’s law over the fractional length of
pipeline

. (11.23)dEx � �RLdxIx

dIx

dx
� �2prix

Equations (11.22) and (11.23) yield

. (11.24)

This equation has two dependent variables. There-
fore, another equation is needed for closure. Assum-
ing that the potential is proportional to the product of
the resistivity of the porous coating and the current
density at the pipe surface, then,

, (11.25)

where k is a proportionality constant. Eq. (11.21)
provides closure; thus,

. (11.26)

Eq. (11.26) describes the potential attenuation along
a buried structure.

11.5.1 Determination of the Number of
Ground beds

To ensure that the potential of the protected structure
does not rise above Eprot, the appropriate spacing of
CP stations can be determined from Eq. (11.26). If
insufficient numbers of (and, consequently, large
separations between) stations occur, then the poten-
tial will be located in the active region in Figure
11.1; corrosion will occur in those zones that fall in
this region. However, the procedure to determine a
sufficient number of stations is relatively simple.

First, the parameter product kz is determined. The
solution of Eq. (11.26) for a single station on an in-
finitely long pipeline can be obtained by applying
the following boundary conditions:

(11.27)

, (11.28)

with result

, (11.29)

or

. (11.30)ln 
Ex

Ea

� a� 
RL2pr

kz
b

0.5

x

Ex � Ea exp c a� 
RL2pr

kz
b

0.5

x d

Ex 0 x�q � 0

Ex 0 x�0 � Ea

d2Ex

dx2 � a
RL2p

kz
bEx

Ex � kzix

d2Ex

dx2 � RL12prix2

FIGURE 11.15 A segment of a pipeline with a single
ground bed. Adapted from Uhlig.7
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By applying a current on the pipeline, the attenu-
ation along it can be measured at various locations
along the pipe and a plot ln(Ex/Ea) versus distance, x,
will have a slope of (−RL2πr/kz)0.5. The product kz
can be determined from the slope since all other pa-
rameters are known.

To determine the actual spacing of stations, Eq.
(11.26) is solved for the case of two identical sta-
tions separated by a distance, P. At the midpoint be-
tween the stations, P/2, no current will flow, yielding
the following boundary condition:

. (11.31)

This yields the a potential distribution between sta-
tions as

. (11.32)

Since Ea is specified by the corrosion engineer
and dialed into the rectifier, Ep/2 is the maximum po-
tential in the pipeline, which is Eprot. Thus, Eprot, RL,
r and kz are known, and the spacing between stations
can be determined. It would seem from this equation
that a single station or ground bed could protect an
extremely large structure by decreasing the potential
at the station to a very low value. However, this is not
the case, as too low of a potential would debond the
anticorrosive coating on the metal and values of Ea
of restricted to a few volts. 

11.5.2 Current Requirements for
Impressed Systems

To determine the drainage current at the bonding
point, consider a single station on a pipeline as
shown in Figure 11.16.

Ea � Ep>2 cosh c a� 
RL2pr

kz
b

0.5P

2
d

dEx

dx
`
x�p>2

� 0

The current distribution along the pipeline can be
obtained from Eqs. (11.23) and (11.29), yielding Eq.
(11.30).7

. (11.33)

At the station, the drainage current is two times that
calculated via this equation. In other words,

. (11.34)

For several stations spaced a distance a apart, a sim-
ilar argument produces the design equation

.(11.35)

11.5.3 Cathodic Protection of 
Internal Surfaces

Cathodic protection is not generally used for the pro-
tection of enclosed equipment, except for tanks or
other pieces of equipment that have a low surface
area of metal-to-volume ratio and an open structure.
This is because the CP equipment cannot usually
pass current easily in equipment due to the low elec-
trical resistance of the solution. This ability to pass
current is called throwing power. The throwing
power of a CP system that is protecting the outside
of a structure is limited by the electrical resistance of
structure, which is made of an alloy or metal; thus,
the throwing power is much greater.

For the case of a CP system protecting internal sur-
faces, the most prudent way of designing is to perform
pilot scale tests. A second option would be to deter-
mine the potential of the surfaces by mathematical
modeling. This option is difficult and computation-
ally intensive, but it can be used for determining the
potential of both internal and external surfaces. The
mathematical procedure involves solving Poisson’s
Equation with the appropriate potential and geomet-
ric boundary conditions. In this procedure, the recti-
fier potential would be set in the model, and the po-
tential calculated and checked to see if protection was
afforded over the structure by measuring the potential
at numerous equations. Poisson’s Equation is

, (11.36)§ 2f � 0
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FIGURE 11.16 Current from a single ground bed in-
stallation.
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FIGURE 11.18 Stray current corrosion with two
closely situated structures. Current is discharged on the
unprotected structure, causing localized corrosion.

where is the potential. However, one way of esti-
mating the throwing power in simple systems, such
as heat exchanger tubes or pipes connecting tanks to
chemical process equipment is to apply Eq. (11.37):

. (11.37)

In this equation, the difference between the cathodic
(Ec) and (Ea) anodic potentials is taken as 2 V, and i
and ρs are the current density in and the resistivity of
the solution in the vessel or pipe.

11.5.4 Stray Current Corrosion

When a CP system is installed, care should be taken
to electrically bond the protected structure to other
buried metal objects. If structures are not bonded, a
cathode-anode couple may be formed between the
protected structure and other structure. The resulting
current flow may cause local areas of corrosion on
the unprotected structure. Consider the two crossing
pipelines in Figure 11.17. If the lower pipeline is
protected, the upper pipeline will corrode at the clos-
est crossing points. This problem can be resolved by
electrically bonding the two pipelines which, in
essence, causes both pipelines to be cathodically
protected. To minimize the risk of stray current cor-
rosion, the potential difference between the two
pipelines should be checked and an electrical resis-
tor placed at one of the bonding points to eliminate
any differences. Figure 11.18 presents a protected
structure that is close to a buried or semi-buried

TP � ar 
Ec � Ea

rsi
b

0.5

f

structure. In this situation, the structure would cor-
rode as the stray currents pass in at one side and are
discharged at a corrosion zone on the opposite side
of the structure. Electrical bonding of the structure
to the pipeline would minimize damage. 

11.5.5 Overprotection

To ensure completeness of protection, engineers
may overprotect a system by reducing the potential
lower than that determined by the Nernst Equation.
There is generally no harm in overprotecting a sys-
tem except increased power consumption and an in-
creased rate of anode consumption. However, if the
overprotection is excessive, coatings may be dam-
aged, and hydrogen embrittlement and blistering
may occur.8
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FIGURE 11.17 Stray current corrosion and crossing
pipelines. Without the electrical bonding in place, there
would be a difference in potentials of the two pipelines
and the unprotected pipeline would corrode. With the
bonding in place, both structures are protected, although
more current will be need to be supplied by the rectifier to
account for the increased surface area to be protected.
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12.1 INTRODUCTION: HOW FLAME
RETARDANTS WORK

Flame retardants are chemicals added to polymeric
materials, both natural and synthetic, to enhance
flame-retardant properties and to prevent fire. The
term “flame retardant” represents a class of use, not
a class of chemical structure. Preventive flame pro-
tection, including the use of flame retardants, has
been practiced since ancient times—Romans used 
a mixture of alum and vinegar on wood in about 
200 bc. 

Flame retardant systems for synthetic or organic
polymers act in five basic ways: (1) gas dilution, (2)
thermal quenching, (3) protective coating, (4) phys-
ical dilution, (5) chemical interaction; or through a
combination of these mechanisms.

1. Inert gas dilution involves using additives that
produce large volumes of non-combustible gases
on decomposition. These gases dilute the oxygen
supply to the flame or dilute the fuel concentra-
tion below the flammability limit. Metal hydrox-
ides, metal salts, and some nitrogen compounds
function in this way.

2. Thermal quenching is the result of endothermic
decomposition of the flame retardant. Metal hy-
droxides, metal salts, and nitrogen compounds act
to decrease surface temperature and the rate of
burning.

3. Some flame retardants form a protective liquid or
char barrier. This limits the amount of polymer
available to the flame front and/or acts as an insu-
lating layer to reduce the heat transfer from the
flame to the polymer. Phosphorus compounds and
intumescent systems based on melamine and
other nitrogen compounds are examples of this
category.

4. Inert fillers (glass fibres and microspheres) and
minerals (talc) act as thermal sinks to increase the
heat capacity of the polymer or reduce its fuel
content (physical dilution).

5. Halogens and some phosphorus flame retardants
act by chemical interaction. The flame retardant
dissociates into radical species that compete 
with chain-propagating steps in the combustion
process.

Chemicals that are used as flame retardants can be
inorganic, organic, mineral, halogen-containing, or
phosphorus-containing. Halogenated products are
based primarily on chlorine and bromine. This group
represents a large volume of the worldwide produc-
tion. Halogenated flame retardants can be divided
into three classes: aromatic, aliphatic, and cyclo-
aliphatic. Bromine and chlorine compounds are the
only halogen compounds having commercial signif-
icance as flame-retardant chemicals. Fluorine com-
pounds are expensive and, except in special cases, are
ineffective because the C-F bond is too strong. Iodine



compounds, although effective, are expensive and
too unstable to be useful [1]. The brominated flame
retardants are much more numerous than the chlori-
nated types because of their higher efficacy [2].

With respect to processability, halogenated flame
retardants vary in their thermal stability. In general,
aromatic brominated flame retardants are more ther-
mally stable than chlorinated aliphatics, which are
more thermally stable than brominated aliphatics.
Brominated aromatic compounds can be used in
thermoplastics at fairly high temperatures without
the use of stabilizers, and at very high temperatures
with stabilizers. The thermal stability of the chlori-
nated and brominated aliphatics is such that, with
few exceptions, they must be used with thermal sta-
bilizers, such as a tin compound.

Halogenated flame retardants are either added to
or reacted with the base polymer. Additive flame re-
tardants are those that do not react in the application
designated. There are a few compounds that can be
used as an additive in one application and as a reac-
tive in another; tetrabromobisphenol A is the most
notable example. Reactive flame retardants become
a part of the polymer either by becoming a part of the
backbone or by grafting onto the backbone. The
choice of a reactive flame retardant is more complex
than the choice of an additive type. Synergists, such
as antimony oxides, are frequently used with halo-
genated flame retardants.

Natural or synthetic material that burns produces
potentially toxic products. There has been consider-
able debate on whether addition of organic flame re-
tardants results in the generation of smoke that is
more toxic and may result in adverse health effects
on those exposed. There has been concern, in partic-
ular, about the emission of polybrominated dibenzo-
furans (PBDFs) and polybrominated dibenzodioxins
(PBDDs) during manufacture, use and combustion
of brominated flame retardants.Combustion of any
organic chemical may generate carbon monoxide
(CO), which is a highly toxic non-irritating gas, and
a variety of other potentially toxic chemicals. Some
of the major toxic products that can be produced by
pyrolysis of flame retardants are: CO, CO2, HCl,
PxOy, ammonia, bromofurans, HBr, HCN, NOX, and
phosphoric acid. In general, the acute toxicity of fire
atmospheres is determined mainly by the amount of
CO, the source of which is the amount of generally
available flammable material. Most fire victims die
in post-flashover fires where the emission of CO is
maximized and the emission of HCN and other
gases is less. The acute toxic potency of smoke from
most materials is lower than that of CO [3]. 

Flame retardants significantly decrease the burn-
ing rate of the product, reducing heat yields and
quantities of toxic gas. In most cases, smoke was not
significantly different in room fire tests between
flame-retarded and non-flame-retarded products [4].
Morikawa et al. [5] reported toxicity studies on
gases from full-scale room fires involving fire retar-
dant materials (a variety, but not specified). HCN
and CO were the two major toxicants. There was no
evidence that the smoke from flame-retarded materi-
als was more toxic to rabbits than the smoke from
non-flame-retarded materials.

Regarding brominated flame retardants, Cullis [2]
stated that unless suitable metal oxides or metal car-
bonates are also present, virtually all the bromine is
eventually converted to gaseous hydrogen bromide
(HBr). This is a corrosive and powerful sensory irri-
tant. In a fire situation, however, it is always carbon
monoxide (CO) or hydrogen cyanide (HCN), rather
than an irritant, that causes rapid incapacitation.
Owing to its high reactivity, hydrogen bromide is un-
likely to reach dangerously high concentrations [2].

Halogenated dibenzofurans and dibenzodioxins
(PBDFs and PBDDs) can be formed from poly-
brominated diphenyl ethers (PBDEs), polybromi-
nated phenols, polybrominated biphenyls (PBBs),
and other brominated flame retardants under various
laboratory conditions, including heating. Because
chlorinated derivatives are preferably formed during
pyrolysis, mixed halogen compounds will be pre-
dominantly produced if a chlorine source is also
available [6]. As in the case of PCDD/PCDF, it is the
2,3,7,8-substituted isomers that are toxic.

In the late 1980s, many pyrolysis experiments (at
temperatures of 400–900 °C) on brominated flame
retardants and flame retardant systems were per-
formed, and the breakdown products measured.
Flame retardants or intermediates tested included
PBBs, PBDEs, 2,4,6-tribromophenol, pentabromo-
phenol, tetrabromobisphenol A, and tetrabromoph-
thalic anhydride [7–11]. Pyrolysis of the flame retar-
dants alone, as well as with polymer mixtures, was
investigated [12–14]. Although they indicate which
flame retardants are likely to form PBDF (and, to a
lesser extent, PBDD), pyrolysis experiments are not
generally comparable to actual fire situations.

Exposure of the general population to flame retar-
dants can occur via inhalation, dermal contact, and
ingestion. Potential sources of exposure are con-
sumer products, manufacturing or disposal facilities,
and environmental media (including food intake).
The same routes are possible for occupational expo-
sure, mainly during production, processing, trans-
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portation and disposal or recycling of the flame re-
tardants or the treated products.

Occupational exposure to the breakdown prod-
ucts may also occur during fire fighting. As several
of the compounds used are lipophilic and persistent,
they may bioaccumulate. Some of the compounds
have been shown to cause organ damage, genotoxic
effects and cancer. There is also concern for occupa-
tional health and environmental effects from com-
bustion/pyrolysis products, especially the polyhalo-
genated dibenzofurans and dibenzo- p-dioxins, from
some organic flame retardants. Other breakdown
products also need to be taken into account.

The properties of a number of flame retardants
make them persistent and/or bioaccumulative, and
they may therefore pose hazards to the environment.
Some of the compounds that have been evaluated so
far (polybrominated biphenyls, polybrominated di-
phenyl ethers and chlorinated paraffins) have been
found to belong to this group. Some of these have
therefore been recommended to not be used.

The availability of relevant data on flame retar-
dants in the open literature is limited, especially 
for some existing chemicals produced before regula-
tions for commercialization were strengthened in
several countries. A recent study on the risk reduction
of halogenated flame retardants (polyhalogenated
biphenyls, precursors of dioxins and furans), com-
missioned by the Organization for Economic Coop-
eration and Development (OECD), has led to a vol-
untary industry commitment from the brominated
flame retardant manufacturers [15]. The key points of
this commitment are as follows:

1. There will be no manufacture of polybrominated
biphenyls (PBBs), except deca-BB, which is
manufactured by a single company in Europe.
(This will be reviewed in five years.)

2. There will be no manufacture of the non-
commercial polybrominated biphenyl ethers
(PBBEs).

3. The impurities in deca- and octabromodiphenyl
ethers will be minimized.

4. The release of pentabromodiphenyl ether during
manufacturing, processing, and handling will be
minimized.

5. Producers will cooperate with use and end-use in-
dustries on the safe disposal of polymers and tex-
tiles containing the selected brominated flame
retardants.

6. Additional environmental fate studies will be ini-
tiated, as identified in the World Health Organiza-

tion’s (WHO) International Program on Chemical
Safety (IPCS) assessment and the European
Union’s Existing Chemicals program.

7. Producers will issue and update product literature
to ensure safe handling of these flame retardants
at customers and equipment manufacturers.

8. Producers will regularly evaluate the risk of these
flame retardants on the basis of the latest infor-
mation available.

However, there is no scientific justification for
phasing out all brominated flame retardants (BFRs).
BFRs, which are part of the halogenated flame retar-
dants group, represent a category of 75 flame retar-
dants, each with differing structures and properties.
The only thing each has in common is the presence
of bromine. Only one out of 75 BFRs is widely
found in the environment, and this at declining lev-
els. This is penta-BDE for which an E.U. risk as-
sessment has been completed, leading to a proposal
for phase-out in 2003. The industry fully accepts the
proposed phase-out of penta-BDE, as it is based on
a comprehensive risk assessment.

In 1991, a directive was proposed in the E.U. to
limit PBDPO use in articles to 0.1%. The proposed
directive was blocked from proceeding by the E.U.
Environment Committee until such time as fire pro-
tection safety standards could be formulated and
adopted in the E.U., due to the Committee’s concern
that adequate alternatives for these products did not
exist. In 1994, the European Commission withdrew
the directive from the E.U. regulatory process on the
grounds that it was out of date. In doing so, the Com-
mission noted that neither Germany nor the Nether-
lands had proceeded to introduce national rules on
the PBDPO, and that the “international scientific
community is now much less convinced that the
PBDPO pose an unacceptable danger to human
health and the environment” [8].

In May, 2001 the European Committee on the
Environment, Public Health and Consumer Pol-
icy issued the proposal for a European Parlia-
ment and Council directive amending for the
twenty-fourth time Council Directive 76/769/
EEC, which relates to restrictions on the mar-
keting and use of certain dangerous substances
and preparations (pentabromodiphenyl ether).
The last proposal is amended as follows: By way
of derogation these provisions do not apply to
technical grade octabromodiphenyl ether pro-
vided it contains less than 2% diphenylether,
pentabromo derivative (pentaBDE) by mass.
This proposal was justified by the contradiction
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to prohibit the use of pentaBDE as a substance
while permitting its residues to be present in sig-
nificant quantities in other substances. The pro-
posed maximum of 2% pentaBDE as a residue
in technical grade octabromodiphenyl ether cor-
responds to the lowest percentage which allows
the production of octabromodiphenyl ether to
continue, pending completion of the risk assess-
ment for this substance. [Council Directive
76/769/EEC, OJ No. L262, 27.9.76, p. 201.]

This chapter describes some basic features of
dioxins and related compounds, and their influence
on the environment. The word “dioxin” stands for a
group of chemicals that occurs rarely, if ever, in na-
ture. A very large proportion of dioxin comes from
human sources. Dioxin began accumulating in the
environment around 1900, when the founder of Dow
Chemical (in Midland, Michigan) invented a way to
split table salt into sodium atoms and chlorine
atoms, thus making large quantities of “free chlo-
rine” available for the first time [16]. Initially, Dow
considered free chlorine a useless and dangerous
waste. Soon, however, a way was found to turn this
waste into a useful product by attaching chlorine
atoms onto petroleum hydrocarbons, thus creating,
during the 1930s and 1940s, a vast array of “chlori-
nated hydrocarbons.” These new chemicals, in turn,
gave rise to many of today’s pesticides, solvents,
plastics, and so forth.

Unfortunately, when these chlorinated hydro-
carbons are processed in a chemical plant, or are
burned in an incinerator, they release an unwanted
byproduct—dioxin—the most toxic family of chem-
icals ever studied.

12.2 TOXICOLOGY OF DBDPO, OBDPO,
PeBDPO, AND HBCD

The three commercial PBDPO flame retardants are
DBDPO, OBDPO, and PeBDPO. The potential tox-
icologic effects of these three products vary with
their degree of bromination. That is, in general, the
greater the degree of bromination on the diphenyl
oxide molecule, the lesser the toxicity of the
PBDPO. (This also appears to hold true with the
PBB.) Minimal effects are observed with DBDPO,
in which both aromatic rings are fully brominated.
Because of this variation in toxicology associated
with the degree of bromination, generalized state-
ments regarding the potential health and environ-
mental effects of the entire class of PBDPO bromi-
nated flame retardants are inappropriate.

12.2.1 Decabromodiphenyl Oxide
(DBDPO)

The DBDPO commercial product is composed of 
≥ 97% DBDPO. DBDPO is a very large molecule
with a molecular weight of 959 g/m. DBDPO has
undergone a wide range of toxicology tests in mam-
malian and aquatic species, and its toxicology is
well characterized (Table 12.1) [17]. DBDPO is not
acutely toxic to mammalian or aquatic species.
DBDPO is not irritating to the skin or eye, is not a
sensitizer, and does not induce chloracne or hepatic
enzymes. The soot and char combustion products
from HIPS/DBDPO/Sb2O3 are also not acutely
toxic and are not chloracnegenic. DBDPO is not 
a reproductive toxicant and is not teratogenic.
DBDPO has a low degree of long-term toxicity that
can be attributed to its poor absorption, rapid elimi-
nation, and capacity to be metabolized. Doses of
10% and 5% of the diet were tolerated with no
adverse effects by rats and mice for 14 and 90 days,
respectively. Doses of 5% of the diet were tolerated
for two years by rats and mice with no effect on
body weight or mortality and only minimal evi-
dence of organ effects. Two two-year carcinogenic-
ity bioassays have been conducted. The first, at a 
top dose level of 1 mg/kg in rats, produced no evi-
dence of carcinogenicity. The second one, con-
ducted at 2.5 and 5% of the diet in rats and mice,
produced some evidence of carcinogenicity depend-
ing on genus and sex [17]. 

DBDPO does not bioconcentrate in fish and can
undergo photodegradation (at a very slow rate).
DBDPO aqueous photodegradation products are not
lower brominated diphenyl oxides. Leaching from
polymers is insignificant. DBDPO is not widely dis-
tributed in the environment and, where found, is
largely confined to sediments near point sources.
DBDPO is likely to be highly bound to sediment,
which will limit its bioavailability and is unlikely to
be toxic or accumulated in sediment-dwelling
species. DBDPO is not being detected in fish and
water samples. DBDPO is not likely to present a tox-
icologic risk to wildlife, based on its low degree of
toxicity in multiple studies in mammals. DBDPO
does not present a bioaccumulation risk, based on its
physical/chemical properties, and results of labora-
tory studies and environmental monitoring.

12.2.2 DBDPO Compared to PBB 
and PCB

DBPDO has been assumed by some to have similar
properties and to pose the same potential environ-
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TABLE 12.1 DBDPO Toxicology Summary, Composed of Existing Data [17]

Test Results

Oral LD50 > 2,000 mg/kg
Dermal LD50 > 2,000 mg/kg
Inhalation LC50 > 48.2 mg/L
Eye Irritation Not an irritant
Skin Irritation Not an irritant
Human Skin Sensitization Not a skin sensitizer
Ames Not mutagenic
Mouse Lymphoma Not mutagenic
Sister Chromatid Exchange Not mutagenic
Chromosome Aberration Did not induce aberrations
14-Day Rat and Mice Oral (Diet) NOEL > 100,000 ppm (10%)
90-Day Rat and Mice Oral (Diet) NOEL > 50,000 ppm (5%)
Rat 1 Generation Reproduction NOEL = 100 mg/kg (highest dose tested)
Rat Teratogenicity NOEL > 1,000 mg/kg
Rat & Mouse Carcinogenicity (Diet) 25,000 (2.5%) or 50,000 (5%) ppm

Negative or equivocal evidence of carcinogenicity
No effect body weight or mortality
Minimal evidence of chronic toxicity

Rat Carcinogenicity (Diet) NOEL > 1 mg/kg (highest dose tested)
Rat Hepatic Enzyme Induction Did not induce hepatic enzymes
Rabbit Skin Acnegenicity Not acnegenic; Soot and char not acnegenic
Rat Pharmacokinetics (Oral and IV) Low bioavailability

Poorly absorbed (<1%) from GI tract
Rapidly Eliminated with short half-life (< 24 hours)

Ready Biodegradation Not readily biodegradable
Fish LC50 > 500 mg/L
Algae EC50 > 1 mg/L
Fish Bioaccumulation Not bioaccumulative; BCF<5 (60 µg/L) and <50 (6 µg/L) 6wk 
Aqueous Photodegradation Half-life >> 90 days; Products not lower BrDPOs 
Polymer Extraction Negligible

mental threats as the polychlorinated biphenyls
(PCBs) and the polybrominated biphenyls (PBBs).
This assumption is apparently based on their seem-
ingly similar chemical structures. However, these
chemicals are very different from one another.

The first difference among the PCBs, PBBs, and
DBDPOs are found in their physical/chemical prop-
erties. The PCBs are liquids. PBBs and DBDPOs are
solids. The lower chlorinated PCBs are volatile. The
PBBs and DBDPOs have extremely low vapor pres-
sures and are not volatile. Their molecular weights
vary greatly between the different classes. Hexa-
chlorobiphenyl (HxCB) weighs 358 g/m; hexabro-
mobiphenyl (HxBB) weighs 622 g/m; and DBDPO
959 g/m. The great difference in the molecular
weights of HxCB and HxBB is due to the difference
in weight of chlorine and bromine. Chlorine’s
atomic weight is 35; whereas, bromine’s atomic
weight is 79. The molecular volumes of the PCBs,

PBBs, and DBDPOs are also very different, again
due to the influences of chlorine and bromine.
Bromine atoms occupy a considerably larger vol-
ume than do chlorine atoms.

The above properties greatly influence the bio-
availability, absorption, and bioaccumulation of the
PCBs, PBBs, and DBDPOs in biotic systems. Phar-
macokinetic studies show DBDPO has a half-life in
rats of less than 24 hours [17]; whereas, less than
10% of the total HxBB dose would ever be excreted
by rats [17]. In a study directly comparing the fish
bioconcentration of DBDPO, octabromobiphenyl
and tetrachlorobiphenyl, DBDPO and octabromo-
biphenyl were not taken up by the fish; whereas, the
tetrachlorobiphenyl bioconcentrated at least 50 times
over the exposure level within 4 hours [18]. In addi-
tion, the PCB and PBB effect levels in mammals are
considerably lower than those of DBDPO and pre-
sent a different toxicological picture.



248 PROTECTIVE MEASURES

The toxicology of the PCB/PBB/dioxins are gen-
erally accepted to be a receptor-mediated event. The
lack of coplanarity and the orthogonal relationship
of the diphenyl rings will not allow DBDPO to in-
duce PCB/PBB/dioxin-like toxicity. There is an ad-
ditional difference between these molecules, result-
ing from the presence of the ether linkage. The ether
linkage causes a 120° bend in the alignment of the
phenyl rings in the diphenyl oxide molecule. PCB
and PBB, having no oxygen link between the two
aromatic rings, lack this bend. Thus, the phenyl 
rings in the PBDPO cannot adopt a coplanar confor-
mation similar to the toxic PCB and PBB congeners,
2,3,7,8-TCDD, and 2,3,7,8-TBDF. The PBDPO and
2,3,7,8-TCDD/F have distinctly different molecular
geometries. The PBDPO are electronically and geo-
metrically dissimilar to 2,2’4,4,’5,5’-HxBB, due to
the presence of the ether linkage.

Another major difference between these chemi-
cals is in their use. PCBs were used in applications
with a high potential for environmental release (as
liquids in large volume transformers and capacitors
and in paperless copiers). As a result of their physi-
cal properties and uses, PCB residues are found in
many diverse locations around the world [19]. The
production, distribution, and use of PBBs was not as
widespread as PCBs; and PBBs, unlike PCBs, were
not used in applications with significant potential for
release to the environment. A main use of HxBB was
in thermoplastics used as housings for typewriters
and business machines; in these applications there
has been little tendency to migrate from the thermo-
plastic [19].

As a result of these differences in properties and
uses, environmental contamination with PCB, PBB
and DBDPO commercial chemicals is vastly differ-
ent in magnitude. PCBs were steadily released into
the environment in many countries, presumably over
decades, and were found to be pervasive, world-
wide contaminants as early as 1978 [19]. In addition,
the number of PCBs reaching the environment is
probably nearly 100 different compounds. PBBs,
encompassing a small number of chemical struc-
tures to begin with, are of concern due to a single
contamination incident in 1973 in which a hexabro-
mobiphenyl (HxBB) product was accidentally
mixed in animal feed (this was apparently limited to
the state of Michigan) [19]. Today, only one PBB,
decabromobiphenyl, remains in commercial produc-
tion. This PBB does not share the properties of
HxBB. Finally, DBDPO is not a widespread or dif-
fuse environmental contaminant; its primary use in

thermoplastics limits its environmental release and,
thus, environmental exposure [17].

12.2.3 Octabromodiphenyl Oxide
(OBDPO)

The molecular weight of the OBDPO molecule is
801 g/m. The commercial OBDPO product is a mix-
ture of PBDPO congeners ranging from penta- to
nonabromodiphenyl oxide. Existing data on
OBDPO toxicology is summarized in Table 12.2.
[17]. Like DBDPO, OBDPO is not acutely toxic, is
not irritating, is not mutagenic, and is not biocon-
centrating. OBDPO’s toxicology data demonstrate
that its properties on repeated exposure are different
from that of DBDPO. OBDPO induced liver effects
in 14-, 28-, and 90-day studies (12 mg/kg for 14 days
or 100 mg/kg for 28 days), whereas DBDPO did not
at significantly higher levels (10% diet for 14 days).
OBDPO was also effective in inducing hepatic en-
zymes, whereas DBDPO was not. OBDPO pro-
duced teratogenic effects in the rat, but not the
rabbit. 

12.2.4 Pentabromodiphenyl Oxide
(PeBDPO)

The molecular weight of the PeDPO molecule is 
564 g/m. The commercial PeBDPO product is a mix-
ture of PBDPO congeners consisting primarily of
tetra- and pentabromodiphenyl oxide. Existing data
on PeBDPO toxicology is summarized in Table 12.3
[17]. Like DBDPO and OBDPO, the PeBDPO com-
mercial product is not acutely toxic, is not irritating,
and is not mutagenic. Like OBDPO, PeBDPO’s tox-
icology data demonstrates that its properties on 
repeated exposure are different from those of
DBDPO. Liver effects were induced at 100 mg/kg in
a 28-day study, and the No-Observable-Effect-Level
(NOEL) in a 90-day study in rats was 2 mg/kg. PeB-
DPO was effective in inducing hepatic enzymes and,
while the commercial mixture was found to biocon-
centrate in fish, the major constituent of the product,
the pentabromdiphenyl oxide molecule, showed no
significant accumulation. Furthermore, the solvent
dimethylsulfoxide (DMSO) was used in the fish bio-
concentration study, which may have enhanced the
uptake of the tetrabromodiphenyl oxide congener.
DMSO is known for its ability to enhance the ab-
sorption of chemicals (including drugs) through the
skin. 
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TABLE 12.2 OBDPO Toxicology Summary [17]

Test Results

Oral LD50 > 28,000 mg/kg
Dermal LD50 > 2,000 mg/kg
Inhalation LC50 > 50 mg/L
Eye Irritation Not an irritant
Skin Irritation Not an irritant
Ames Not mutagenic
Sister Chromatid Exchange Not mutagenic
Unscheduled DNA Synthesis Did not induce
28-Day Rat Oral (Diet) Liver effects @ 100, 1,000, 10,000 mg/kg diet
90-Day Rat Oral (Diet) Liver effects @ 100, 1,000, 10,000 mg/kg diet
14-Day Rat Inhalation NOEL = 1.2 mg/m3

Rat Teratogenicity Teratogenic; NOEL = 2.5 mg/kg 
Rabbit Teratogenicity Not teratogenic

NOEL = 5 mg/kg (fetotoxicity @ maternally toxic dose)
Rat Hepatic Enzyme Induction Induced hepatic enzymes
Fish Bioaccumulation BCF < 4 after 8-week exposure period

TABLE 12.3 PeBDPO Toxicology Summary [17]

Test Results

Oral LD50 > 500 mg/kg in CD rats
7,400 or 5,800 mg/kg in male or female Wistar rats, respectively

Dermal LD50 > 2,000 mg/kg
Inhalation LD50 > 200 mg/L
Eye Irritation Slight irritation
Skin Irritation Not an irritant
Ames Not mutagenic
28-Day Rat Oral (Gavage) Liver effects at 100 and 1,000 mg/kg
90-Day at Oral (Diet) NOEL = 2 mg/kg
Rat Teratogenicity Not teratogenic; NOEL maternal toxicity = 100 mg/kg
Rat Hepatic Enzyme Induction Induced hepatic enzymes
Fish Bioaccumulation BCF not significant (PeBDPO)

BCF > 10,000 (TeBDPO); DMSO interaction

12.2.5 Hexabromocyclododecane
(HBCD)

HBCD is a cyclic aliphatic and is structurally dis-
tinct from the PBDPO flame retardants. HBCD’s
molecular weight is 641 g/m. The existing toxicol-
ogy data on HBCD is summarized in Table 12.4.
[17]. HBCD is not acutely toxic, is not irritating, and
is not mutagenic. HBCD is not teratogenic in the rat
at a top dose of 1% of the diet. Pharmacokinetics
show that HBCD is rapidly absorbed from the gas-
trointestinal tract of rats and is rapidly metabolized
and excreted. Over 86% of the dose was eliminated
within 72 hours. HBCD’s LC/EC50 in fish, daphnia,
and algae are greater than HBCD’s recently deter-
mined water solubility. Negligible migration from

foam insulation boards, HBCD’s major use, was
found.

Toxicology testing is ongoing on DBDPO,
OBDPO, PeBDPO and HBCD, per industry’s com-
mitments under the E.U. risk assessment programs.

12.3 DIOXINS

Halogenated dibenzo-p-dioxins and related com-
pounds (commonly known simply as dioxins) are
contaminants present in a variety of environmental
media. This class of compounds has caused great
concern in the general public as well as intense in-
terest in the scientific community. Much of the pub-
lic concern revolves around the characterization of
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TABLE 12.4 HBCD Toxicology Summary [17]

Test Results

Oral LD50 > 10,000 mg/kg
Dermal LD50 > 8,000 mg/kg
Inhalation LC50 > 200 mg/L
Eye Irritation Not an irritant
Skin Irritation Not an irritant
Ames Not mutagenic
Rat Teratogenicity (Diet) NOEL > 10,000 ppm (1%)
Rat Pharmacokinetics (Oral) Rapidly absorbed from GI tract

Rapidly metabolized
Eliminated 86% of dose within 72 hr

Chicken Cataractogenicity (Diet) NOEL > 10,500 ppm (1.5%)
Fish LC50 L. macrochirus >100 mg/L

L. idus > 10,000 mg/L
Daphnia EC50 >1000 mg/L (24 hr) and = 146 mg/L (48 hr)
Bacterial EC50 > 10,000 mg/L
Algae EC50 EC50 > water solubility:

S. subspicatus > 500 mg/L
Chlorella sp. > 1.5 mg/1
S. costatum, T. Pseudonana = 9.3 µg/L to 0.37 mg/L

Foam Migration Negligible

these compounds as among the most potent syn-
thetic toxicants ever studied. Indeed, these com-
pounds are extremely potent in producing a variety
of effects in experimental animals, based on tra-
ditional toxicology studies at levels hundreds or
thousands of times lower than most chemicals of en-
vironmental interest. In addition, human studies
demonstrate that exposure to dioxin and dioxin-
related compounds is associated with subtle bio-
chemical and biological changes whose clinical sig-
nificance is yet unknown and with chloracne, a seri-
ous skin condition associated with these and similar
organic chemicals.

Laboratory studies suggest the probability that
exposure to dioxin-like compounds may be associ-
ated with other serious health effects, including can-
cer. Recent laboratory studies have provided new in-
sights into the mechanisms involved in the impact of
dioxins on various cells and tissues and, ultimately,
on toxicity. Dioxins have been demonstrated to be
potent modulators of cellular growth and differenti-
ation, particularly in epithelial tissues.

12.3.1 Chemical Structure and Properties
of Dioxins 

Polychlorinated dibenzodioxins (PCDDs), polychlo-
rinated dibenzofurans (PCDFs), and polychlorinated
biphenyls (PCBs) are chemically classified as halo-

genated aromatic hydrocarbons. The chlorinated and
brominated dibenzodioxins and dibenzofurans are
tricyclic aromatic compounds with similar physical
and chemical properties, and both classes are similar
structurally. Certain of the PCBs (the so-called
coplanar or mono-ortho coplanar congeners) are also
structurally and conformationally similar. The most
widely studied of these compounds is 2,3,7,8-tetra-
chlorodibenzo-p-dioxin (TCDD). This compound,
often called simply dioxin, represents the reference
compound for this class of compounds. The structure
of TCDD and several related compounds is shown in
Figure 12.1.

Dioxin-like compounds are defined to include the
subset of this class of compounds, which are gener-
ally agreed to produce dioxin-like toxicity. These
compounds are assigned individual toxicity equiva-
lence factor (TEF) values as defined by international
convention [20]. Results of in vitro and in vivo labo-
ratory studies contribute to the assignment of a rela-
tive toxicity value. TEFs are estimates of the toxic-
ity of dioxin-like compounds relative to the toxicity
of TCDD, which is assigned a TEF of 1.0. All chlo-
rinated dibenzodioxins (CDDs) and chlorinated
dibenzofurans (CDFs) with chlorines substituted in
the 2,3,7, and 8 positions are assigned TEF values.
Additionally, the analogous brominated dioxins and
furans (BDDs and BDFs) and certain polychlori-
nated biphenyls have recently been identified as hav-
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FIGURE 12.1 The structures of dioxin and similar compounds.
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ing dioxin-like toxicity and, thus, are also included
in the definition of dioxin-like compounds. Gener-
ally accepted TEF values for chlorinated dibenzodi-
oxins and dibenzofurans are shown in Table 12.5. 

A World Health Organization International Pro-
gram on Chemical Safety meeting, held in The
Netherlands in December, 1993, considered the need
to derive internationally acceptable interim TEFs for
the dioxin-like PCBs. Recommendations arising
from that meeting of experts [21] suggest that, in gen-
eral, only a few of the dioxin-like PCBs are likely to
be significant contributors to general population ex-
posures to dioxin-like compounds. Dioxin-like PCBs
may be responsible for approximately one-fourth to
one-half of the total toxicity equivalence associated
with environmental exposures to this class of related
compounds. These findings are supported by the re-
finement of the toxicity equivalence factors for
dioxin-like PCB congeners [22], as well as a compi-
lation and analysis of all available data on relative
toxicities of dioxin-like PCBs with respect to a num-
ber of end points [21]. Although these findings have
been published recently, additional review and data
collection will be needed. 

In addition, this panel urged investigation of com-
panion TEFs for ecotoxicological use, based on data
from ecotoxicological studies. The concentrations of

dioxin and related compounds will be presented as
TCDD equivalents (TEQs). TEQs are determined by
summing the products of multiplying concentrations
of individual dioxin-like compounds and the corre-
sponding TEF for that compound (where TCDD is
2,3,7,8-tetrachlorodibenzo-p-dioxin). At times, lev-
els will be presented as concentration of CDDD be-
cause many past studies monitored this congener
alone. There are 75 individual compounds compris-
ing the CDDs, depending on the positioning of the
chlorine(s), and 135 different CDFs. These are
called individual congeners. Likewise, there are 75
different positional congeners of BDDs and 135 dif-
ferent congeners of BDFs. Only seven of the 75 con-
geners of CDDs or of BDDs are thought to have
dioxin-like toxicity; these are ones with chlorine/
bromine substitutions in, at least, the 2, 3, 7, and 8
positions. Only 10 of the 135 possible congeners of
CDFs or of BDFs are thought to have dioxin-like
toxicity—those with substitutions in the 2, 3, 7, and
8 positions. While this suggests 34 individual CDDs,
CDFs, BDDs, or BDFs with dioxin-like toxicity, in-
clusion of the mixed chloro/bromo congeners sub-
stantially increases the number of possible con-
geners with dioxin-like activity.

There are 209 PCB congeners. Only 13 are be-
lieved to have dioxin-like toxicity; these are PCBs
with four or more chlorines with just one or no sub-
stitution in the ortho position. These compounds are
sometimes referred to as coplanar, meaning that they
can assume a flat configuration with rings in the
same plane. Similarly configured polybrominated
biphenyls are likely to have similar properties; how-
ever, the data based on these compounds with regard
to dioxin-like activity have been less extensively
evaluated. Mixed chlorinated and brominated con-
geners also exist, increasing the number of com-
pounds considered dioxin-like. The physical/chemi-
cal properties of each congener vary according to the
degree and position of chlorine and/or bromine sub-
stitution. Very little is known about occurrence and
toxicity of the mixed (chlorinated and brominated)
dioxin, furan, and biphenyl congeners. In general,
these compounds have very low water solubility,
high octanol-water partition coefficients, low vapor
pressure, and they tend to bioaccumulate.

12.3.2 Environmental Impact of 
Dioxin-like Compounds

In soil, sediment, the water column, and (probably)
air, CDDs and CDFs are primarily associated with
particulate and organic matter because of their high
lipophilicity and low water solubility. They exhibit

TABLE 12.5 Toxicity Equivalence Factors (TEFs) for CDDs
and CDFs [21]

Compound
Toxicity Equivalence Factor

(TEF)

Mono-, Di-, and Tri-CDDs 0
2,3,7,8-TCDD 1
Other TCDDs 0
1,2,3,7,8-PeCDD 0.5
Other PeCDDs 0
1,2,3,4,7,8-HxCDD 0.1
Other HxCDDs 0
1,2,3,4,7,8,9-HpCDD 0.01
Other HpCDDs 0
Mono-, Di-, and Tri-CDFs 0
2,3,7,8-TCDF 0.1
Other TCDFs 0
1,2,3,7,8-PeCDF 0.05
2,3,4,7,8-PeCDF 0.5
Other PeCDFs 0
1,2,3,4,7,8-HxCDF 0.1
Other HxCDFs 0
1,2,3,4,7,8,9-HpCDF 0.01
Other HpCDFs 0
OCDF 0.001
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little potential for significant leaching or volatiliza-
tion once sorbed to particulate matter. The available
evidence indicates that CDDs and CDFs, particu-
larly the tetra- and higher chlorinated congeners, are
extremely stable compounds under most environ-
mental conditions, with environmental persistence
measured in decades. The only environmentally sig-
nificant transformation process for these congeners
is believed to be photodegradation of chemicals not
bound to particles in the gaseous phase or at the soil-
or water-air interface. Brominated congeners are
significantly more readily transformed by pho-
todegradation. CDDs and CDFs entering the atmos-
phere are removed either by photodegradation or by
dry or wet deposition. Although some volatilization
of dioxin-like compounds on soil does occur, the
predominant fate of CDDs and CDFs sorbed to soil
is to remain in place near the surface of undisturbed
soil or to move to water bodies with erosion of soil.
CDDs and CDFs entering the water column prima-
rily undergo sedimentation and burial. The ultimate
environmental sink of these CDDs and CDFs is be-
lieved to be aquatic sediments.

Little information exists on the environmental
transport and fate of the dioxin-like PCBs. However,
the available information on the physical and chem-
ical properties of dioxin-like PCBs, coupled with the
body of information available on the widespread oc-
currence and persistence of PCBs in the environ-
ment, indicates that these PCBs are likely to be as-
sociated primarily with soils and sediments and are
thermally and chemically stable. The dominant
transport mechanisms responsible for the wide-
spread environmental occurrence of PCBs are be-
lieved to be soil erosion and sediment transport in
water bodies and emissions to the air (via volatiliza-
tion, dust resuspension, or point source emissions),
followed by atmospheric transport and deposition.
Photodegradation to less chlorinated congeners, fol-
lowed by slow anaerobic and/or aerobic biodegrada-
tion, is believed to be the principal path for destruc-
tion of PCBs. Similar situations exist for the
polybrominated biphenyls (PBBs).

12.3.3 Sources of Dioxin-like Compounds

PCBs are produced in relatively large quantities for
use in such commercial products as dielectrics, hy-
draulic fluids, plastics, and flame retardants. A simi-
lar situation exists for the commercially produced
PBBs, which are produced for a number of uses like
flame retardants. Dioxin-like compounds are re-
leased to the environment in a variety of ways and in
varying quantities, depending on the source. This

trend suggests that the presence of dioxin-like com-
pounds in the environment has occurred primarily as
a result of industrial practices and is likely to reflect
changes in release over time.

Although these compounds are released from a
variety of sources, the congener profiles of CDDs
and CDFs found in sediments have been linked to
combustion sources [23]. Three theories have been
suggested to explain formation of CDDs and CDFs
during combustion [24]: (1) CDDs and CDFs are
present in the fuels or feed materials and pass
through the combustion intact; (2) precursor chemi-
cals are present in the fuels or feed materials and un-
dergo reactions catalyzed by particles and other
chemicals to form CDDs and CDFs; and (3) the
CDDs and CDFs are formed de novo from organic
and inorganic substrates bearing little resemblance
in molecular structure.

The principal identified sources of environmental
release of CDDs and CDFs may be grouped into four
major types, as discussed in the following sections.

12.3.3.1 Combustion and 
Incineration Sources

Dioxin-like compounds, such as CDDs and CDFs,
can be generated and released to the environment
from various combustion processes when chlorine
donor compounds are present. These sources can in-
clude: (1) incineration of wastes (such as municipal
solid waste, sewage sludge, hospital and hazardous
wastes); (2) metallurgical processes (such as high-
temperature steel production, smelting operations,
and scrap metal recovery furnace)s; and (3) the burn-
ing of coal, wood, petroleum products, and used
tires for power or energy generation and polymers-
FR combustion. There are three primary mecha-
nisms for CDD/CDF emissions from combustion
sources [25].

MECHANISM 1 This refers to CDDs and CDFs
contained in the feed that passes through the com-
bustor intact and are subsequently released to the en-
vironment. For most systems, this is not thought to
be a major contributor to CDD and CDF emissions
for two reasons. First, for commercial systems with
good combustion controls, the temperatures and res-
idence times should result in the destruction of most
CDDs and CDFs in the feed. Second, mass balance
studies of a number of combustion systems show
that more CDDs and CDFs can be detected down-
stream from the furnace than in the feed. Conse-
quently, synthesis appears to be a more important
mechanism than pass-through.
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MECHANISM 2 This is the formation of CDDs
and CDFs from the thermal breakdown and molecu-
lar rearrangement of aromatic precursors, either
originating in the feed or forming as a product of in-
complete combustion. Actual synthesis of CDDs
and CDFs occurs in the postcombustor environment.
The CDDs and CDFs form when the precursors sorb
onto binding sites on the surface of fly ash particles.
This reaction has been observed to be catalyzed by
the presence of a transition metal sorbed to the par-
ticulate. The most potent catalyst is copper chloride.
Heat in a range of 200-450 ºC has been identified as
a necessary condition for these reactions to occur,
with either lower or higher temperatures inhibiting
the process. Since these reactions involve heteroge-
nous chemistry, the rate of emissions is less depen-
dent on reactant concentration than on conditions
that promote formation, such as temperature, reten-
tion time, and availability of catalytic surfaces. For
this mechanism to be significant, two broad condi-
tions are needed.

MECHANISM 3 This is the formation of CDDs
and CDFs in the post-combustion environment in
the absence of aromatic precursors. This de novo
synthesis involves the oxidative breakdown of
macromolecular carbon structures (e.g., graphite)
leading to the formation of aromatic CDD and CDF
precursors. These precursors then undergo the trans-
formations associated with Mechanism 2 to form
CDDs and CDFs. As with Mechanism 2 (since this
mechanism involves heterogenous chemistry), the
rate of emissions is dominated by the same physical
conditions as discussed in Mechanism 2.

Mechanisms 2 and 3 can occur simultaneously,
share a number of common reaction pathways, occur
in the same physical environment, and are controlled
by many of the same physical conditions. In well-
designed and well-operated combustion systems, the
precursor species needed for Mechanism 2 are not 
in abundant supply; consequently, de novo synthesis
can become the dominant pathway for formation. In
systems with incomplete combustion, it is difficult
to sort out the relative contribution of these two
mechanisms to total emissions. Both mechanisms,
however, can be curtailed if steps are taken to mini-
mize the physical conditions needed to support
formation (i.e., time, temperature, and reactive sur-
face). The combustion formation chemistry of PCBs
is less well-studied than for CDDs and CDFs, but 
it is reasonable to assume that these same three

mechanisms would apply. For waste incineration,
PCBs can exist in significantly higher concentra-
tions in the feed than CDDs and CDFs. Conse-
quently, Mechanism 1 may play a more prominent
role in PCB emissions from some forms of waste
combustion.

12.3.3.2 Chemical Manufacturing/
Processing Sources

Dioxin-like compounds can be formed as byprod-
ucts from the manufacture of chlorine and such chlo-
rinated compounds as chlorinated phenols (e.g. pen-
tachlorophenol), PCBs, phenoxy herbicides (e.g.
2,4,5-T), chlorinated benzenes, chlorinated aliphatic
compounds, chlorinated catalysts, and halogenated
diphenyl ethers and other flame retardants.

12.3.3.3 Industrial/Municipal Processes

Dioxin-like compounds can be formed through the
chlorination of naturally occurring phenolic com-
pounds, such as those present in wood pulp. The for-
mation of CDDs and CDFs resulting from the use of
chlorine bleaching processes in the manufacture of
bleached pulp and paper has resulted in the presence
of CDDs and CDFs in paper products, as well as in
liquid and solid wastes from this industry. Municipal
sewage sludge has been found to occasionally con-
tain CDDs and CDFs.

12.3.3.4 Reservoir Sources

The persistent and hydrophobic nature of these
compounds causes them to accumulate in soils,
sediments, and organic matter, and to persist in
waste disposal sites. The dioxin-like compounds in
these “reservoirs” can be redistributed by various
processes, such as dust or sediment resuspension
and transport. Such releases are not original sources
in a global sense, but can be on a local scale. For ex-
ample, releases may occur naturally from sediments
through volatilization or from operations that disturb
them, such as dredging. Aerial deposition and accu-
mulation on leaves can lead to releases during forest
fires or leaf composting operations.

These studies assume that emissions to air make
up the major portion of dioxins released to the envi-
ronment. Estimates of total release in European
countries range from approximately 100–1,000 g
TEQ/year in West Germany and 100–200 g TEQ/
year in Sweden, to approximately 1,000 and 4,000 g
TEQ/year maximum emissions in The Netherlands
and the United Kingdom, respectively. Similar na-
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tionwide estimates for the United States have not
been compiled prior to this reassessment effort. The
Exposure Document estimates U.S. emissions to be
in the range of 3,300–26,000 g TEQ/year, with a
central estimate of 9,300 g TEQ/year. These esti-
mates were derived from data from emission tests at
relatively few facilities in each combustion class.
These data were used to develop emission factors
and then extrapolated to a nationwide basis using the
total amount of waste feed material in each class.
Because of the limited number of measurements and
the large number of potential sources for each of
these emissions, total estimated emissions from
these sources are considered highly uncertain.
Diesel-fueled vehicles, hazardous waste burning,
forest fires, and metal smelting are more moderate
contributors of dioxin-like compounds, but the mag-
nitude of their contribution is also highly uncertain.
Sewage waste incineration and residential wood
burning, as well as a few minor processes, round out
the current analysis and provide lower range esti-
mates of medium to low certainty.

12.4 EXPOSURE LEVELS

While all of the above emission and deposition val-
ues are given in the form of TEQs, it should be noted
that neither emission nor deposition is equivalent to
exposure or intake. Significant changes in composi-
tion can occur to complex mixtures of CDDs, CDFs,
and PCBs as they move through the environment.
Measurements at or near the point of human contact
provide the best estimates of human exposure. TEQs
are most relevant to potential for hazard and risk
when they represent intake values. CDDs, CDFs,
and PCBs have been found throughout the world in
practically all media. This assessment proposes the
hypothesis that the primary mechanism by which
dioxin-like compounds enter the terrestrial food
chain is by atmospheric deposition. Dioxin and re-
lated compounds enter the atmosphere directly
through air emissions, or indirectly, for example,
through volatilization from land or water or from re-
suspension of particles. Deposition can occur di-
rectly onto soil or onto plant surfaces. Soil deposits
can enter the food chain by direct ingestion (e.g.
grazing animals, earthworms, fur preening by bur-
rowing animals). Dioxin-like compounds in soil can
become available to plants by volatilization and
vapor absorption or by particle resuspension and ad-
herence to plant surfaces. In addition, dioxin-like
compounds in soil can adsorb directly to under-
ground portions of plants.

Support for this air-to-food hypothesis is pro-
vided by Hites [26], who concluded that “back-
ground environmental levels of dioxin-like com-
pounds are caused by dioxin-like compounds
entering the environment through the atmospheric
pathway” [26]. His conclusion was based on demon-
strations that the congener profiles in lake sediments
could be linked to congener profiles of combustion
sources. Further arguments supporting this hypothe-
sis include the following: (1) numerous measure-
ments show that emissions occur from multiple
sources and deposition occurs in most areas, includ-
ing remote locations; (2) atmospheric transport and
deposition are the only mechanisms that could ex-
plain the widespread distribution of these com-
pounds in soil; and (3) other mechanisms of uptake
into food, for instance, from direct contamination or
through packaging, are much less plausible. Direct
uptake into food from soil or sediments is possible
and could be important for “local” exposures. These
routes are less likely to explain the general back-
ground level of dioxin and related compounds found
in the diet of the general population.

The term background exposure has been used
throughout this reassessment to describe exposure of
the general population—which is not exposed to
readily identifiable point sources of dioxin-like com-
pounds—to widespread, low-level circulation of
dioxin-like compounds in the environment. The pri-
mary route of this exposure is thought to be the food
supply, and most of the dioxin-like compounds are
thought to come from non-natural sources. A back-
ground exposure level of 120 pg TEQ/day for the
United States has been estimated [21]. These esti-
mates are comparable to estimates for European
countries: Estimates for Germany range from 79 pg
TEQ/day, based on Furst et al., [27] to 158 pg TEQ/
day [28]; 118–126 pg TEQ/day exposure through
numerous routes in The Netherlands [29], and
140–290 pg TEQ/day for the typical Canadian ex-
posed mainly through food ingestion [30]. It is gen-
erally concluded by these researchers that dietary in-
take is the primary pathway of human exposure to
CDDs and CDFs. These investigators, among oth-
ers, suggest that greater than 90% of human expo-
sure occurs through diet, with foods from animal
origins being the predominant pathway.Use of one-
half of the detection level for nondetects is a reason-
able but conservative approach to estimating low
levels in samples. For some data sets, use of zero
values for nondetects would result in significantly
lower estimates. Setting nondetects equal to zero,
however, does not significantly change the average
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TEQ levels estimated for most categories. In the cur-
rent assessment, similar estimates of TEQs derived
from different data sets, developed by different in-
vestigators in several countries, strengthen the prob-
ability that this inference represents the exposure of
the general population in industrialized countries to
dioxin and related compounds [31].

Levels of dioxin-like compounds found in human
tissue and blood appear similar in Europe and North
America. Schecter [32] compared levels of dioxin-
like compounds found in blood among people from
the United States (pooled samples from 100 sub-
jects) and Germany (pooled samples from 85 sub-
jects). Although mean levels of individual congeners
differed by as much as a factor of two between the
two populations, the total TEQ averaged 42 pg
TEQ/g (42 ppt) in the German subjects and was 41
pg TEQ/g (41 ppt) in the pooled U.S. samples. These
values do not include TEQs for PCBs.

New information on levels of dioxin-like com-
pounds in human adipose tissue and blood has been
published [33]. These measurements show that con-
centrations of dioxin-like PCBs can be more than an
order of magnitude higher than concentrations of
TCDD. Comparison with other published informa-
tion suggests much higher levels of nondioxin-like
congeners of PCBs and the possibility that concen-
trations of both types of congeners will depend
heavily on previous human activities such as fish
consumption. These data are consistent with the pre-
vious statement that dioxin-like PCBs may account
for approximately one-third of the total TEQ in the
general population.

The potential for formation of polychlorinated
dibenzofurans (PCDFs) and dibenzo-p-dioxins
(PCDDs) during thermal destruction of PCBs can be
examined by thermochemical equilibrium calcula-
tions. The calculations predict that, under oxidizing
conditions, formation of PCDFs and PCDDs is not
thermodynamically favored. However, under py-
rolytic conditions (absence or near absence of oxy-
gen), as may arise in an inadequately designed or op-
erated incinerator, thermochemical equilibrium
calculations indicate that trace amounts of possible
precursors to PCDFs and PCDDs can form [34].

12.5 REGULATORY CONTROLS

The flame retardant chemicals industry has histori-
cally been driven by regulations and standards. The
normal fire-, smoke-, and toxicity-related standards
have been augmented by environmental standards
prompted by the alleged environmental impact of

halogens and the alleged toxicity of antimony. Al-
though suitable replacements have not been found
for these materials in all cases, the environmental
concern has served to depress their growth levels
from what it would otherwise have been, and/or to
channel the growth of alternative chemical products.

In connection with the amendment of Germany’s
Ordinance on Dangerous Substances, the German
federal government passed a new ordinance on the
ban and restriction of certain chemicals, compounds,
and products (Chemikalien-Verbots-Verordnung at
www.sidiblume.de/info-rom/gefstoff/chemverbotsv
.htm), which became effective on November 1, 1993
(BGB1 I, 1720). It was amended the first time on July
6, 1994 (BGBL I, 1493). The new ordinance has re-
placed the following ordinances:

1. 1989 ordinance on the ban of PCB and PCT
2. 1989 ordinance on the ban of pentachlorophenol
3. first ordinance (1991) on chloroaliphates
4. ordinance on dioxins and furans

In addition to tetra- up to hexachlorodibenzo-p-
dioxins/furans with chlorine atoms at positions 2, 3,
7, and 8 (eight substances transferred from the Ordi-
nance on Dangerous Substances, App. V, 3), the
amendment of July 6, 1994 extends the number of
congeners of this type by some additional penta- up
to octachlorodibenzo-p-dioxins/furans. Now the
total number of restricted chlorinated PCDD/PCDF-
congeners amounts to 17 substances. The threshold
concentrations for these chemicals in substances,
preparations, and products were decreased consider-
ably, depending on their toxic potentials. However,
plant treatment agents, intermediates, and a few
more products were excluded from this regulation.
For the first time, 2, 3, 7, 8-brominated dioxins and
furans are restricted now as well; eight PBDC/
PBCF-congeners were added to the list of the regu-
lation. This was the result of an approximation
process relating to the scientific progress concerning
the appearance, environmental fate, toxicity, and an-
alytical methodology of these substances.

In December 1992, the European Commission
granted Germany an exception under Article 100 (A)
(4) of the treaty from E.U. legislation issued in 1991,
restricting the marketing and use of substances and
preparations containing PCP and its compounds
(Council Directive 91/173 EEC, amending for the
ninth time Directive 76/769 EEC). This consent was
necessary because the German legislation imposed
wider restrictions and lower concentrations limits of
PCP, which differed from the E.U. directive. After an
action by France against the consent, in May 1994
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the European Court of Justice annulled the decision
by the Commission on the grounds that no adequate
reasons had been given for it and, thereby, Article
190 of the treaty had been violated. In September
1994, the Commission pronounced a new decision
and confirmed the German legislation again.

The Commission has verified that is now consid-
ering the possibility of proposing a total ban on PCP
for the E.U. In this connection, there could be some
new, unexpected steps in this direction. Several na-
tional regulatory bodies have implemented regula-
tions on specific substances associated with flame-
retardant applications.

In the E.U., the use of tris(2,3-dibromopropyl)
phosphate (EC Directive 76/769/EEC) and tris(1-
aziridinyl)phosphine oxide (EC Directive 83/264/
EEC) in textiles has been banned. In 1977, the U.S.
Consumer Product Safety Commission banned the
use of tris(2,3-dibromopropyl)phosphate in chil-
dren’s clothing [35]. The EU has also banned the use
of PBBs in textiles (EC Directive 83/264/EEC). Sev-
eral countries have either taken or proposed regula-
tory actions on PBBs, as outlined in Table 12.6 [36]. 

Controls on the emissions of dioxins and furans
from municipal solid waste incinerators have been
implemented in the United Kingdom under the En-
vironmental Protection Act (1990). In Germany, a
second modification of the Chemicals Prohibition
Ordinance, which was adopted in 1994, imposes
limits on 2,3,7,8-substituted chlorinated dioxins and
furans and, for the first time, on some 2,3,7,8-substi-
tuted brominated dioxins and furans [36].

There are no regulations proposed or in effect
anywhere around the world banning the use of
brominated flame retardants. The proposed E.U. di-
rective on the brominated diphenyl oxides has been
withdrawn. Deca- and tetrabromo bis-phenol A, as
well as other brominated flame retardants, meet the
requirements of the German Ordinance regulating
dioxin and furan content of products sold in Ger-
many. The European search for a replacement for
decabromo diphenyl oxide in HIPS has led to con-
sideration of other bromoaromatics, such as Saytex
8010 from Albemarle and a heat-stable chlorinated
paraffin from ATOCH EM. The former product is
more costly, and the latter, if sufficiently heat stable,
lowers the heat distortion under the load (HDUL)
significantly.

This does not necessarily mean there will be a
total ban of haloginated flame retardants in the next
five to 10 years. But it actually suggests a complete
reconsideration of polymer flame retardancy devel-
opment. Obviously, new efforts will be directed to-
ward ecologically-friendly flame retardant systems.
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13.1 INTRODUCTION

Clothing will burn when exposed to intense heat or
flames. However, the characteristics of these com-
bustions are vastly different, depending on the fabric
fiber, cloth structure, moisture trapped within the
garment, and the nature of the applied finish. It is
well known that wool burns much less promptly than
other natural fibers such as cotton, linen, or silk. The
relatively unimpaired motion of gases within a
loosely woven or knitted light fabric promotes fire
propagation within those materials more rapidly
than in a tight, heavy fabric structure. Garment flam-
mability is also affected by the surface morphology
of the fabric, as well as by the moisture trapped
within the structure or absorbed by the fiber materi-
als. A large amount of free fiber ends extending be-
yond the plane of the fabric would also enable
prompt transmission of fire throughout the cloth.
Fire retardant chemical additives are usually applied
to natural fibers to essentially delay the onset of the
fabric combustion, thereby providing additional
time to control or attenuate the flames.

On the other hand, man-made (synthetic) fibers
such as polyester or nylon, usually do not burn as eas-
ily as natural fibers. Once these fibers reach their
melting temperature, they became a mixture of vis-
cous burning material combined with hot fumes and
flaming gases. As the combustion temperature in-
creases, additives and additional chemicals within
the fabric might also provide additional fuel. Fortu-

nately, some fibers made of glass, and few recently
developed synthetic fibers such as Nomex®, Kevlar®,
PBI blends and others, are flame-resistant. The perti-
nent protection is provided via a charred carbon
shield that forms as a result of combustion, between
the heat source and the garment wearer, slowing the
burning rate. Combustion fumes turn into nonflam-
mable gases as a result of the ensuing release of car-
bon dioxide and water vapor as byproducts of the
reaction.

13.2 GENERAL CONCEPTS

Textile products are constantly improving to meet
human needs. Thermal Protective Clothing (TPC) is
among the products that have changed a lot in the
past few years. Research and development have
found ways to alter fiber materials or to apply chem-
ical finishes to certain textile fabrics, enabling them
to delay or even resist flammability. Generally, at a
given stage of fabric manufacturing, flame retardant
finishes are applied to fabrics made of cotton, poly-
ester, wool, or various blends of these fibers. The
main purpose of flame retardant finishes is to reduce
clothing flammability, so that the fabric material
does not melt or ignite when exposed to intense heat.
This added value is accomplished by either of two
chemical processes. The first process interrupts rad-
ical combustion during the vapor phase to prevent
the fabric from igniting. The chemical finish applied



to the fabric acts as a protective barrier by shielding
the fire from the molecules within the fiber. In the
second process, fire retardants promote charring on
the surface of the fiber, which in turn slows the burn-
ing rate. In this case, chemicals reacting with com-
bustible gases and tars generated by the fabric turn
the tar into carbon char that forms a shield on the
surface of the fabric. Flame retardant additives,
when applied to cellulosic fabrics, function via the
second process; the two main chemicals used are
ammonium sulfate and boric acid.

In past times, flame retardant finishes applied to
fabric surfaces resulted in stiffer cloth with a harsh
feel—a fabric with a poor “hand.” A solution to this
disadvantage was provided by a nondurable (i.e.,
not machine washable) finish that is adequate for
cellulosic fabrics. For example, tetrakishydroxy-
methylphosphonium hydroxide finish, when applied
to these fabrics, provides a very soft hand.

Polyester fabric reacts differently than cotton to
fire or intense heat, by shrinking away from the flame
and melting. Therefore, the flame retardant finish, de-
cabromodiphenyl oxide, stiffens rather than softens
such fabrics. Other chemicals exist for various fab-
rics made of synthetic, natural, or any other tradi-
tional blend of these fibers. These finishes behave 
as flame retardants, each acting in much the same
way as the ones used on cellulosic and polyester
fabrics.

This chapter reviews of some of the major con-
cepts and mechanisms used to investigate, charac-
terize, assess, and enhance the performance of TPC
in extremely hot or fire-prone environments. First,
the major fabric materials used as outer shells for
TPC are reviewed, and then the various stages of the
exposure process are described. The major testing
methods, evaluation tools, and computing models
are also discussed, including the associated thermal
sensors and burn damage evaluation schemes.

13.3 TPC MATERIALS

There are several fibers available that provide ther-
mal protection. Glass is inherently fire resistant, due
to its inert oxidized silicone structure (SiO2). This
material, in spite of its low cost and good strength,
often results in poor hand when made into textile
fabrics. It is also known that very small glass fibers,
when in contact with human skin, may result in al-
lergic reactions. Carbon fiber is composed almost
entirely of a very stable conjugated carbon matrix,
shown in Figure 13.1, and can result in a material

that is inherently heat resistant. However, the poor
hand and the high cost of carbon fibers negates their
selection as a textile fabric for TPC applications, re-
gardless of their exceptional strength and very high
modulus* and good electrical conductivity.

Aramids fibers [1] are a subset of nylon fibers.
Renowned fibers such as Nomex® and Kevlar® are a
major part this family. Blends of these fibers are
used to make the outer layer of textiles that face the
heat source (the outer face of fire protective gar-
ments). Other layers, usually a moisture barrier film
and a fabric liner, are part of the composite forming
a thermal protective garment material. Each of these
materials plays an important role in this fireproof
combination.

Aramids fibers are spun as a multifilament by a
proprietary process developed by DuPont. Addition-
ally, these fibers are known to have no melting point,
low flammability, and good fabric integrity at ele-
vated temperatures. Para-aramid fibers, which have
a slightly different molecular structure, provide sim-
ilar high strength-to-weight properties, high tenac-
ity, and high modulus.

Kevlar is a polyamide in which all the amide
groups are joined by para-phenylene groups at car-
bons 1 and 4 of the aromatic group. This class of
fibers achieves its fire resistance property through
high crystallinity and an inherent stability of conju-
gation. Figure 13.2. depicts the para-linkage through
the 1 and 4 positions for Kevlar, and meta-linkage
through the 1 and 3 positions for Nomex.
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*The ratio of change in stress to change in strain following the
removal of crimp from the material being tested. Stress is ex-
pressed in either force per unit of linear density or force per unit
area of the original specimen, and strain is expressed as either a
fraction of the original length or percentage elongation.

FIGURE 13.1 Conjugated carbon matrix.



In 1965, two scientists from DuPont, Stephanie
Kwolek and Herbert Blades, developed a fiber called
Kevlar that had strength, weight, and flexibility
properties much better than existing fibers. Since
Kevlar is a very crystalline polymer, for a long time
no useful application could be found for it, since this
material would not dissolve in anything. However,
when this polymer was spun into a fiber, it become
even a better fiber than the non-aromatic poly-
amides, such as nylon 6.6.

This fiber quickly became a known technology of
choice for bullet-resistant vests. In addition to its ex-
cellent mechanical properties, the thermal properties
of Kevlar made this fiber a good candidate for be-
coming a TPC material. This para-aramid fiber pos-
sesses a low thermal shrinkage and is described as
self-extinguishing and flame resistant. Kevlar®

fibers are long-molecular, highly-oriented chains
produced from poly-paraphenylene terephthala-
mide. Kevlar®’s enhanced mechanical and thermal
properties are due to the strong interchain bonding
of its molecules. Kevlar retains its properties from
very low temperatures up to 400 °C.

A fiber manufacturer, TEIJIN Limited, developed
Technora®, a similar para-aramid textile fiber that
has been commercially available since 1987. Tech-
nora® is advertised as a material that exhibits high
tensile strength, high modulus, and excellent resis-
tance to heat and chemicals, especially acids, alkalis,
and organic solvents. It is also resistant to sea water
and steam. Additionally, the material has a decompo-
sition temperature of 500 °C; this fiber can be used at
200°C and even at 250 °C for long exposure periods
with good consistent tensile strength. TEIJIN’s web
page [2] provides instructive diagrams showing both
the thermal properties changes of the Technora® fiber
when exposed to heat, as well as its level of strength
retention when exposed to high temperature for long

periods of time.Polytetrafluoroethylene, also known
as PTFE or Teflon®, can be spun as a fiber composed
of only stable carbon and fluorine. This slippery
product, which has high chemical resistance, me-
dium cost, and average strength, is better known for
making non-stick cooking utensils and anything else
that needs to be slippery or non-stick. PTFE is also
used to treat yarns and fibers to make them stain and
heat resistant. This treatment has resulted in some ap-
plications as a TPC fabric blend material, for it resists
fairly high temperatures. 

Sulfar, polyphenylene sulfide (PPS), usually used
in a resin form, , is a high performance plastic that
can resist very high temperatures and is very strong.
It melts around 300 °C. This flame resistant compo-
nent has high chemical and thermal resistance and
high fire stability due to its conjugated nature and
heavy sulfur content, as shown in Figure 13.3. This
material is relatively expensive, has a high chemical
resistance, and a high dimensional integrity. PPS is
used for certain applications requiring good heat
resistance. 

Polybenzimidazole (PBI), as shown in Figure
13.4, poly(phenylene-benzobisozazole) (PBO), and
poly(imide) (PI) are all highly conjugated and crys-
talline polymers. These components have high fire
and heat stability. 

13.4 TPC EXPOSURE PROCESS

The main purpose of TPC is to prevent or minimize
burns and damages to skin tissues. Understanding

THERMAL PROTECTIVE CLOTHING 263

FIGURE 13.2 Para-linkage for Kevlar® and meta-link-
age for Nomex

FIGURE 13.4 Polybenzimidazole (PBI).

FIGURE 13.3 Polytetrafluoroethylene and polypheny-
lene sulfide.
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the exposure process of TPC and its associated per-
formance requires a review and analysis of the heat
transfer from the source of exposure (e.g., a flash
fire), through the protective clothing, through inter-
facial air gaps, and, finally, through the skin. Long or
intense exposures of TPC also involve additional
mass transfer due to off-gassing and other byprod-
ucts resulting from subsequent reaction of the TPC
material with heat. Mathematical and/or numerical
models of these phenomena and their residual issues
are complex and are being addressed. The most sig-
nificant modeling challenges are associated with un-
derstanding the behavior of fabric systems under in-
tense heat exposure.

When a TPC-skin system is exposed to intense
heat, an initial warmup phase takes place. During
this phase, the temperature of both the fibers form-
ing the fabric, and the moisture retained between
and within these fibers, increases at a rate dictated by
the system’s thermal properties and the level of the
incident heat. Consequently, the amount of retained
moisture and its thermal properties vary. However,
this phase is notable for the fact that, in most fabric
systems, the fiber contents and their thermal proper-
ties will remain constant.

The second phase during fabric systems exposure
to intense heat is marked by the onset of changes in
the thermal properties of the fiber contents. Changes
in the amount of retained moisture and its thermal
properties continue to occur during this phase. Most
of these changes are initially due to surface chemi-
cal treatments and finishes reacting to the effect of
heat, or are due to slight degradation of the surface
fibers. The bulk of these variations will start at the
exposed (outer) side of the fabric system and propa-
gate inward, toward the inner fabric layers.

During both of these phases, the fabric system
structural integrity is maintained due to the fact that
none of the fiber melting or transition temperatures
are reached. From a design point of view, the end of
the second phase represents the temperature criteria
below which a thermally protective fabric system is
supposed to function. A protective fabric system that
is exposed beyond the second phase would lose its
protective property and, in some instances, would
become a source of harm to the wearer. 

The third and terminal phase of a fabric system ex-
posure is marked by the chemical and structural
degradation of the fabric system. At this point, all
moisture content is exhausted from the fabric system.
This phase, spontaneous for some fabric systems, is
followed by combustion of the fibers. The protective
properties of the fabric system are therefore reversed

and the fabric system becomes a source of damage
due to the additional intense off-gassing heat and
fiber combustion. Instead of protecting, the TPC be-
comes in this terminal phase an additional source of
harm by fueling the occurring exposure. In practice,
the occurrence of the third phase is unintentional and
takes place only when the fabric system is pushed be-
yond its intended limits of application.

Figure 13.5 shows the response [3] at the inner
side of the fabric (the skin side), of three different
thermally protective fabric systems. The Nomex
blend and the FR cotton were single-layer fabrics.
The third system was a typical firefighter coat with a
three-layer composite. The outer layer (facing the
heat source) is made of a Kevlar/PBI blend placed
on top of a moisture barrier film and a fabric liner.
All three thermally protective fabric systems were
exposed to a heat source rated at 2 cal/cm2/sec. After
a 10-second exposure, both the firefighter coat three-
layer composite and the Nomex materials experi-
enced only the first and the second phase of expo-
sure. They provided, respectively, a 93% and 63%
protection level against the incident heat. On the
other hand, the FR cotton fabric system experienced
all three phases of exposure, with the third phase
starting after approximately four seconds of expo-
sure, followed by flaming combustion. The com-
bined heat supplied by the flame source and the fiber
combustion reached approximately 4.3 cal/cm2/sec,
more than twice the heat level supplied by the
source. Photographs of the exposed samples are
shown on Figure 13.6.

Since phases I and II are the intended phases of
application of TPC, it is imperative that mathemati-
cal models initially focus on these two phases,
where no major chemical reactions or spontaneous
combustion are occurring. Once these models are es-
tablished and validated, the third phase can be mod-
eled, based on modification of the initial model by
including the appropriate equations depicting the
chemical reactions and spontaneous combustion that
are typical of this final phase.

Mathematical modeling for all three phases of ex-
posure would rely on the thermal and physical prop-
erties of the fabric system(s) under consideration.
These properties are known to vary with time, tem-
perature, moisture contents, and ambient conditions.
Pure mathematical analysis would be very difficult,
if not impossible, in this case. Therefore, it is neces-
sary that during the development, validation, and ap-
plication of a mathematical model, experimental
data based on bench-top testing of appropriate fabric
samples is made available as an input to the model.
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FIGURE 13.5 Heat through three fabric systems exposed to at 2 cal/cm2/sec source.

13.5 TESTING AND EVALUATION

TPC is evaluated based on either bench-top testing
of a swatch sample of the garment material, or with
the help of full-size exposure testing of the whole
garment (i.e., instrumented manikin fire testing sys-
tems). During both exposures, heat measurement
can be made either indirectly by deriving the sensed
temperature of an exposed material, or via direct
heat flux sensing by using calorimeter sensors. The
intermediary step of deriving heat flux from temper-
ature versus time data can be a cumbersome opera-
tion, depending on the material(s) and the heat flux
path between the heat and the sensing device.

The Center for Research on Textile Protection
and Comfort (TPACC) at North Carolina State Uni-

versity (NCSU) [4] utilizes most of the conventional
bench-top testing setups, including the Thermal Pro-
tective Performance (TPP) system, the Radiant Pro-
tective Performance (RPP) system, the Stored En-
ergy Test (SET) system, and the Radiant Panel
System. In the same line of testing, Pyroman, a fully
instrumented, life-size manikin is also housed and
used by the Center. These systems are briefly de-
scribed in the following paragraphs. New sensors are
being developed at this time.

13.5.1 The TPP System

The Thermal Protective Performance (TPP) system
accommodates the exposure of test specimens,
15 × 15 cm in size, to specific thermal heat flux lev-

FIGURE 13.6 (a) Exposed Nomex sample; (b) Exposed FR cotton sample; (c) Exposed composite sample.



266 PROTECTIVE MEASURES

FIGURE 13.7 Thermal Protective Performance (TPP) system.

FIGURE 13.8 Sensor and exposure components of the
TPP system

els and exposure duration times. This is part of a
standard ASTM test, as described by the ASTM TPP
Test for Clothing by an Open Flame Method (D
4108-82). The TPP sensor assesses the heat flux via
a copper disk. The exposure is adjusted and gener-
ated by the control of the gas flow feeding two burn-
ers. Additional heat to the sample is also generated
by a bank of nine electrically heated quartz tubes, as
shown on the diagram in Figure 13.7. The sample
holder allows exposure of up to 100 cm2 of the test
sample. A mechanical shutter controls the onset of
the exposure as well as its duration. A photographic
view of the TPP exposure/sensing hardware is
shown on Figure 13.8, with the shutter closed. The
gas burners and the quartz tubes can be calibrated to
generate an exposure heat flux ranging approxi-
mately from 0.05–3.0 cal/cm2/sec. 

A desktop computer that interfaces with the sen-
sor via a dedicated data acquisition card and associ-
ated software, controls the hardware of the TPP test-
ing system. Data generated by the calibrated copper
calorimeter sensor is used in conjunction with the
calorimeter constants to compute the heat flux
through the fabric sample. Subsequent computations
and data analysis are also part the software that de-
termine, based on the Stoll criterion [5], tolerance
times to second-degree burns.

13.5.2 The RPP System

A vertical exposure configuration of the TPP system
would drastically reduce the convective component
of the heat reaching the test sample. The thermal re-
sistance of the tested material is measured using the

Indacore Radiant Protective Performance (RPP) test
apparatus. The test protocol is performed according
to the ASTM F1939 standard test method for radiant
protective performance of flame resistant clothing
materials. The radiant exposure is generated by a
bank of five 500 W infrared tubular translucent quartz
tubes, as shown on the diagram in Figure 13.9.A rou-
tine exposure level is accomplished via the applica-
tion of 80 volts to the quartz lamps in order to radiate
the sample with a heat flux of 2.0 cal/cm2/sec (8.4
watts/cm2). A calibration procedure is required for
the instrument to ensure the delivery of an accurate,

Gas Burners
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FIGURE 13.9 Radiant Protective Performance (RPP)
system.

FIGURE 13.10 Exposure Components of the RPP sys-
tem.

FIGURE 13.11 Exposure Components of the SET sys-
tem.

steady heat flux. The fabric sample is vertically
mounted in a holder facing the heat source. A manual
shutter controls the onset of the exposure as well as
its duration. A photographic view of the RPP expo-
sure hardware is shown on Figure 13.10, without the
shutter. The sensor, computer hardware, and soft-
ware used with the RPP system are similar to that of
the TPP previously described. 

The RPP testing apparatus is limited to short ex-
posures, whereas the TPP system exposure duration
times can extend up to 10 minutes and longer for
lower heat flux exposure levels.

13.5.3 The SET System

The Stored Energy Test (SET) system utilizes expo-
sure hardware similar to that of the RPP setup. The
major differences are the horizontal configuration,
instead of a vertical sample exposure setup, and a

bank of nine quartz tubes that can be adjusted to
higher heat flux levels. Additionally, a water cooling
arrangement interfaces with the exposure hardware,
allowing prolonged exposures at heat flux levels rel-
atively higher than the RPP. The exposure hardware
of the apparatus is shown in Figure 13.11. A manual
shutter controls the onset of the exposure as well as
its duration. Heat sensing, data gathering, and analy-
sis are conducted similarly to the RPP system. 

13.5.4 The Radiant Panel System 

The Radiant Panel System, as described by the
ASTM E162 standard method, is organized around a
gas-fired radiant panel as a source of exposure to as-
sess the performance of TPC material to prolonged
radiant heat exposures. The sample holder for the
material is set at adjustable positions from the heat
source. The heat exposures achieved by this setup
vary between 1.0 to more than 50 kW/m2. A shutter
controls the onset of the exposure as well as its du-
ration. Exposure duration can extend up to 30 min-
utes. Thermocouples are used to measure the tem-
perature of the fabrics during the test.

13.5.5 The Pyroman System

The Pyroman System is an instrumented manikin,
size 40* regular male, normally used for assessing
and evaluating the performance of TPC against ex-
posures to a realistic simulation of a flash fire condi-

*U.S. clothing size system.

Insulating
Block

Heat
Source
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FIGURE 13.12 (a) Pyroman fully engulfed in flames;
(b) Bare pyroman.

FIGURE 13.13 Burn injury report by sensor region.

tion. The system is an upgrade of Thermoman,
which is a similarly instrumented manikin devel-
oped by DuPont for the same purpose; it is housed in
a 11 × 18-ft fire resistant room that has been con-
structed by TPACC. Eight industrial burners are ap-
propriately positioned around the manikin to gener-
ate the flash fire, as shown on Figure 13.12(a), that
fully engulfs the chamber. Pyroman is one of few
such manikins in the world, and the only one housed
in a university research setting in the United States.
The evaluation of the performance of TPC is con-
ducted with aid of 122 specially designed slug
calorimeter sensors, known as Pyrocal sensors, dis-
tributed throughout the manikin body, as shown on
Figure 13.12(b). This TPC analysis system also in-
cludes a computer system that monitors safety con-
ditions, controls the exposure procedure, acquires
the data from the Pyrocal sensors, and calculates the
results. The data acquired by the system is used to
calculate the incident heat flux and predict the po-
tential tissue burn damage to a wearer, for each sen-
sor region, during and after the exposure. Figure
13.13 shows one of the reporting forms, depicting
the borders of each sensor region. 

The primary criterion for protective performance
is a material’s ability to reduce heat transfer to the
manikin, which is reported as predicted burn injury.
The calculated incident heat flux is used to deter-
mine the temperature of human tissue at two depths
below the surface of the skin, one representing sec-
ond-degree and the other representing third-degree
burn injury.

Relevance of the results from the evaluation and
analysis of the wealth of data generated by all these
testing systems is governed by the accuracy of the
sensing devices as well as the precision and stability
of the numerical calculation programs used in asso-
ciation with these systems.

13.6 SENSING DEVICES

When skin burn damage assessment, based on skin
surface temperature, is the purpose of a measure-
ment exercise, a skin simulant sensor should be
used. Materials that have been dubbed “skin simu-
lants” are epoxies that have thermal inertia close to
that of human skin. This approach would replicate
the heat transfer through the skin due to contact with
heated fabric, thereby replicating the subsequent
skin surface temperature. In such exposures, the skin
thermal conductivity, k, and the blood profusion rate
govern the heat transfer around the exposed area. To
truly match human skin, a skin simulant should
mimic these two parameters rather than the skin
thermal inertia (which is a lumped product of k, the
skin density ρ and the dermal thermal capacity C,
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FIGURE 13.14 Thermal Protection Performance (TPP)
sensor.

which happens to be close to that of some epoxy
resins).

On the other hand, when skin burn damage as-
sessment is based on heat exposure, direct heat flux
measurement is the method of choice. It is known
that a calorimeter-type sensor such as the TPP sen-
sor, which tracks the heat flux trough the fabric, has
a copper disk of a considerable size that would dis-
turb the thermal balance during heat flux measure-
ment. This variation occurs through heat loss and
heat absorption by the copper disk. These two short-
comings have been corrected with the recently de-
veloped Pyrocal sensor. Its design incorporates a
guard ring to limit heat losses and a small size cop-
per disk (1.3g versus a TPP disk’s 17.9g) to mini-
mize the heat sink effect.

Based on the response and behavior that have
been observed through the multiple usages of both
Pyrocal and TPP sensors, the Pyrocal sensor will
probably soon replace the TPP sensor for routine
TPP testing. These sensors, which play an important
role in TPC testing and evaluation, are described in
greater detail in the following paragraphs.

13.6.1 TPP Sensor

The TPP sensor, shown in Figure 13.14, is a slug-
type sensor widely used for bench-top testing of
thermally protective clothing materials. The sensor
consists of a copper disk, 4 cm in diameter and 0.16
cm thick. Four J-type (iron-constantan) thermocou-
ples are secured to the disk, positioned at 120-degree
intervals and at the center. Heat flux is calculated

from the temperature rise, indicated by the thermo-
couple output, and from the mass and specific heat
capacity of the copper disk. Compared to other sen-
sors, the TPP sensor does not require any calibration
or heat loss management. It is highly reliable and
rugged. A direct measurement of heat flux using
temperature differencing can be achieved, based on
the following basic differential equation:

, (13.1)

where q is the incident heat flux, M the mass of the
calorimeter slug, Cp the heat capacity of copper, ε
the surface emissivity, and A the disk area.

Generally associated with this sensor, a square
wave exposure sequence is used so that results can
be related to the values obtained by Stoll [5]. A
human tissue tolerance overlay, obtained by integra-
tion of the Stoll curve with respect to time, is used to
determine tolerance times to second-degree burns.
The TPP values are the product of the incident heat
flux and the recorded tolerance time to second-
degree burn, expressed in cal/cm2.

13.6.2 Pyrocal Sensor

The insulated copper sensor, Pyrocal, shown in Fig-
ure 13.15, is a slug type sensor developed at NCSU
for use with Pyroman, an instrumented manikin fire
testing system. This insulated copper sensor consists
of a thin copper disk, 1.27 cm in diameter and 0.15
cm thick, radially surrounded by a thin copper ring
as a thermal guard. Both the disk and the ring are
supported by an insulating holder to minimize heat
transfer to and from the body of the calorimeter, thus
approximating one-dimensional heat flow [6]. Be-
neath the surface of the copper disk, an insulating air
cavity is maintained and a T-type (copper-constan-

q �
MCp

eA
 
dT

dt

FIGURE 13.15 Insulated copper sensor, Pyrocal.
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FIGURE 13.16 Embedded thermocouple sensor.

TABLE 13.1 Copper Slug Sensor Constants

Sensor Mass (g) Area (cm2) ε Cl Kl (cal/cm2 � sec � °C) Cp (cal/g °C)

TPP 17.89 12.56 0.95 0.0927
Pyrocal 1.31 0.99 0.95 1.04 0.00358 0.0927

tan) thermocouple is attached to the lower side of the
disk. The entire assembly is encapsulated within a
protective shell. Heat flux is calculated from tem-
perature rise and the known properties of the copper
slug, using a procedure that increases the accuracy
of the heat flux estimate by compensating for heat
losses, compared with the TPP sensor. 

Direct measurement of heat flux using tempera-
ture differentiations for this sensor is computed by
modifying the previous TPP equation as:

, (13.2)

where Cl is the thickness factor, Kl the heat loss co-
efficient, Td the surface temperature of disk at time t,
and Ti the initial or ambient temperature. Both Cl
and Kl are experimentally determined. This highly
reliable and rugged sensor requires a calibration and
has a heat loss management scheme.

The physical constants used in the heat flux com-
putation for the TPP and the Pyrocal sensors are
shown in Table 13.1.

13.6.3 Embedded Thermocouple Sensor

The embedded thermocouple sensor shown in Fig-
ure 13.16, known as a polymeric skin simulant sen-
sor, has been developed by DuPont for use with the
Thermoman fire test manikin. This sensor employs a
thin-skin calorimeter that incorporates a Type-T
thermocouple buried below the exposed surface of a
cast resin plug. The resin plug is made of a thermoset
polymer that reportedly exhibits a thermal inertia
similar to undamaged human skin. Heat transfer is
evaluated using an inverse heat transfer calculation
that relies on an accurate location of the thermocou-
ple bead [7]. 

Heat flux calculation procedures used for the em-
bedded thermocouple sensor require a cumbersome
numerical computation based on an inverse heat
transfer method to calculate the incident heat flux.
This moderately reliable and rugged sensor requires
an extensive calibration to compensate for the error

q �
MCpCl

A
 
dT

dt
� Kl1Td � Ti2

associated with the varying position of the thermo-
couple bead (tip) in reference to the outer surface of
the sensor.

13.6.4 Additional Sensor Types and 
their Limitations

Calorimeter-type and thermocouple-type sensors,
those that were previously described and others not
covered here, are limited to relatively short exposure
durations, mainly a few seconds. All of these sensors
contain material with low thermal conductivity that
emancipates retention of heat during the exposure
time. Subsequently, the sensor internal temperature
rises to levels that would make the sensor unable to
accurately assess the incident heat flux. To a certain
extent, the sensor becomes heat restrained by being
unable to discern between its own temperature and
that of the fabric.

Optical sensors are not good candidates for heat
or temperature assessment behind exposed fabrics,
because a good portion of the heat transmitted would
be unseen by these sensors (this portion is the con-
ductive and convective components of the heat flux
being sensed). 

Two water-cooled thermal sensors are commer-
cially available for users. ThermogageTM is a water-
cooled transducer that measures the absorbed heat
flux through a thin circular constantan foil [8]. A
second water-cooled sensor, made by Hy-Cal Engi-
neering [9], is based on the same principle of ab-
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FIGURE 13.17 Liquid cooled heat flux sensor.

sorbed heat flux measurement. Both sensors have a
built-in cooling system that removes the heat ab-
sorbed during exposure. This heat removal process
prevents the sensors’ temperature from rising and al-
lows these sensors to function much longer than the
non-cooled sensors. However, because of the ther-
mal inertia of their cooling systems and their rela-
tively slow response time, these sensors are not suit-
able for measurement of transient heat transfers
[10]. The capability and accuracy of these sensors
are limited to only those exposure types, levels, and
duration that are indicated by the sensor’s manufac-
turers.An experimental liquid cooled heat flux sen-
sor was developed at NCSU for usage in association
with the evaluation of fire protective clothing in ex-
tended-time, low heat flux exposures [11]. This ther-
mal sensing system, shown in Figure 13.17, is basi-
cally a water-cooled TPP sensor. Not shown in the
figure are the water cooling auxiliaries. The sensor
assesses incident heat flux via measurements of the
temperature of the coolant flowing through the sys-
tem, as well as the temperature of the copper disk.
The temperature rise in the coolant is calibrated to
known levels of incident heat flux. 

13.7 SKIN BURN DAMAGE EVALUATION

Burn damage to the skin is evaluated based on the
cumulative heat energy transferred to and absorbed
by the dermal layer during and beyond the exposure
duration. Second-degree burn estimates are usually
calculated based on readings from different types of
thermal sensors, such as the ones previously cited.

13.7.1 Simple Approach

Burn predictions have been based solely on temper-
ature registered by a thermocouple attached to the

innermost thermal liner fabric of a TPC. In this case,
a criterion used by researchers at NIST and the 3M
Company [12] is based on the time for the innermost
fabric surface to achieve a temperature of 55 °C.
This time is used as an indication of the potential for
second-degree burn. According to Neal [13], the
amount of protection time that a fabric system would
provide prior to achieving a second-degree burn is
usually higher when using a skin burn model ap-
proach versus using the surface temperature of the
innermost fabric layer.

13.7.2 Stoll Curve

The Stoll criterion [14] is used to predict time to sec-
ond-degree burn by a simple graphical approach
based on comparing the heat flux response of the
sensor to a given exposure with the “Stoll Curve.”
With the traditional TPP operating system, however,
the burn time to second-degree burn can be deter-
mined, in real time, based on the position of the in-
tersection point between the temperature profile
generated by the TPP sensor and a Stoll temperature
curve obtained via a numerical integration of the
original heat flux “Stoll Curve.” A typical exposure
resulting in a burn time of approximately 2.9 sec-
onds is shown on Figure 13.18.

13.7.3 Henriques Damage Integral

A more evolved burn model is based on criteria sug-
gested by Henriques [15]. The Henriques burn inte-
gral utilizes a specific equation to estimate time to
second- and third-degree burn. A few numerical
models were developed based on this integral and
the heat flux measured at the surface of different

FIGURE 13.18 Second-degree burn assessment based
on the Stoll criterion.
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TABLE 13.2 Thermal Properties of Human Skin [3]

Skin Layer 

Properties Epidermis Dermis

Node depth (cm) 100 × 10–4 1,250 × 10–4

k (cal/cm � sec � °C) 8.0 × 10–4 8.0 × 10–4

ρ (g/cm3) 1.2 1.2
C (cal/g � °C) 0.77 0.77
α (cm2/sec) 8.66 × 10–4 8.66 × 10–4

kρC (cal2/cm4 � °C2 � sec) 7.39 × 10–4 7.39 × 10–4

(13.3)
d�

d�
� Ce

–∆E
RT

thermal sensors (embedded thermocouple, TPP and
Pyrocal) to estimate skin burn injury. Associated
with this model is a finite difference subroutine used
to estimate the skin temperature, and resulting skin
burn damage, at different depths in the skin. The
program assumes that blood thermal circulatory ef-
fects and radiative heat transfer within the skin are
negligible. Conduction is the only means of energy
transfer. The skin is modeled as a series of contigu-
ous isothermal layers, each with an assigned thick-
ness, thermal conductivity, and specific heat, as
shown in Table 13.2. The surface boundary condi-
tion is determined by the heat flux measured at the
surface of the sensor. Thermal energy transfer is as-
sumed to be adiabatic deep within the skin itself [3]. 

A numerical model based on the Crank-Nicolson
implicit computational method can be used to esti-
mate skin temperatures. From the skin temperature
distribution, an Arrhenius relationship is applied to
estimate burn injury as

where C is the rate constant (sec�1), ∆E the activa-
tion energy for tissue destruction (cal/mole), R the
universal gas constant (cal/mole/°K), and T the ab-
solute temperature at the basal layer at time t (°K).
Values of the resulting integral, Ω, known as the
“Henriques Damage Integral,” are assessed based on
the following criteria: Ω > 1.0, at a given skin depth,
is equated with irreversible skin damage [15]. Once
Ω is calculated, time to second- and third-degree
burn can be estimated. The node spacing in the
model is set at 0.01 cm. Burn damage is calculated
at 0.01 cm and 0.1250 cm, based on average human
skin thickness.

13.7.4 Pennes Model

The first model that addressed heat transfer in living
tissues is known as the Pennes model [16]. This rel-
atively advanced model was based on the assump-
tion that energy exchange between blood vessels and
surrounding tissues occurs mainly across the wall of
capillaries, where blood velocity is very low. The
model assumes that blood enters the capillary bed at
the temperature of major supply vessels, Ta, and im-
mediately thermally equilibrates with surrounding
tissues. Therefore, when the blood exits the capillary
bed and enters the venous circulation, it has the tis-
sue temperature, T. As a result, the total energy ex-
change by the flowing blood can be modeled as a
heat source, whose magnitude is proportional to the
volumetric heat flow and to the differential between
the blood temperature in the major supply arteries
and the local tissue temperature. These assumptions
resulted in the following form of the bio-heat trans-
fer equation:

. (13.4)

In this equation, ρ is the density, c the specific
heat, T the temperature of the tissue, t the time, k the
thermal conductivity, ωb the blood perfusion, Ta the
arterial temperature, and qm the metabolic volumet-
ric heat.

Subsequent investigators questioned the assump-
tions made by Pennes for the previous model. First,
Wulff [17] claimed that the blood flow contribution
to heat transfer in tissue must be modeled as a direc-
tional term of the form (ρc)b ū � ∇T rather than the
scalar perfusion term as previously suggested. 

Other investigators, such as Klinger [18], re-
proached the lack of accurately assessing the heat
transfer in the vicinity of large blood vessels by
Pennes equations, due to the fact that the modeled
process did not consider the main thermal equilib-
rium that takes place in capillaries, but rather in pre-
and post-capillary vessels. Additionally, Pennes’s
model accounts for neither the directional convec-
tive mechanism of heat transfer due to the blood
flow, nor the possible heat exchange between the
small and closely-spaced, thermally significant,
countercurrent vessels.

13.8 OTHER MODELING COMPONENTS

The additional components that are playing an im-
portant role in the transfer of heat and transport of

� 1rc2b�b1Ta � T2 � qm

rc 
0T

0t
� § � 1k§T2

,
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TABLE 13.3 Effect of Moisture Contents on TPC Material
Thermal Properties

Moisture
k 

w/(m C)
ρ

kg/m3
Cp

w s/(kg C)
α

m2/s 
α

(cm2/s)

0% 0.050 250.00 1150.00 1.74E-07 1.74E-03
5% 0.077 285.47 1294.01 2.09E-07 2.09E-03
10% 0.102 317.72 1424.93 2.26E-07 2.26E-03
20% 0.146 374.15 1654.04 2.35E-07 2.35E-03
30% 0.182 421.89 1847.90 2.34E-07 2.34E-03
50% 0.241 498.29 2158.08 2.24E-07 2.24E-03
70% 0.286 556.71 2395.28 2.14E-07 2.14E-03
100% 0.337 622.44 2662.12 2.03E-07 2.03E-03

moisture across and within the TPC are the fabric
layers and their composition, the air surrounding the
garment, and the air gaps trapped inside the fabric
material. Constitutive equations for such heat trans-
fer process can be simply modeled as purely heat
conduction within a semi-infinite slab exposed to a
constant heat flux boundary condition. This problem
has a known solution, based on the complementary
error function erfc(η). The solution equation for this
process has been derived as [19] 

, (13.5)

where T(x,t) is the temperature distribution in the
system, Ti the initial temperature, q� the incident
heat flux, k the thermal conductivity and α is thermal
diffusivity.

This formulation would be very acceptable if the
material under consideration was isotropic, but tex-
tile fabrics are highly anisotropic with thermal prop-
erties dependant upon temperature and moisture
contents.

To solve for the heat transfer through a TPC, a
multiple eigenvalue conduction problem consisting
of separate eigenvalue problems for each fabric
layer, linked through interfacial boundary condi-
tions, would be a better formulation of the process.
Additionally, since the moisture introduced into the
fabric systems will undergo a phase change, the heat
transfer problem would most correctly have to be
solved using a moving boundary layer method. 

An initial simplified approach to such a complex
problem would be to consider the thermal properties
of the dry material thermal forming the TPC, lumped
as if they were thermal properties of homogeneous
and isentropic material. The effects of adding mois-
ture to TPC systems can be adjusted by combining
the dry material properties for the systems with the
physical and thermal properties of water, using a
weighting method.

For typical firefighter garments, (three layers of
TPC), the dry system material properties can be ap-
proximately modified, using the rule of mixture, by
weight, to account for the gradual addition of water
into the systems. A complete listing of material val-
ues used in typical analysis is shown in Table 13.3.
The first row, corresponding to 0% moisture, repre-
sents the properties of the dry system material. Prop-

�
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21at21>2
d
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k

 a
at
p
b

1>2

expa� 
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4at
b

erties of water are shown in the last row of the table,
corresponding to 100% moisture contents. 

An approximation of the previous lengthy equa-
tion has been used to estimate transient incident heat
conduction into a semi-infinite slab based on surface
temperature, Ts, as follows [20]:

, (13.6)

where k is the thermal conductivity, ρ the density, Ts
the surface temperature at time t, and T� the initial
or ambient temperature.

The same author, Torvi [20] accounts for con-
vection and radiation on the outside of the TPC
material, which is exposed to the flames, and con-
duction/convection and radiation in the air gap
contacting the skin. The radiation heat flux on the
outside is expressed as the sum of blackbody com-
ponents from hot gases, from the fabric to ambient
air, and from the burner head to the fabric,

(13.7)

where σ is the Stefan-Boltzmann constant; εg, εf, and
εb are emissivities of the hot gases, the fabric, and
the burner head, respectively; Tg, Tf, Ta, and Tb are
the temperatures of the hot gases, the outside of the
fabric, the ambient air, and the burner head, respec-
tively; Fa and Fb are view factors accounting for the
geometry of the fabric with respect to the ambient air
and to the burner, respectively; and Af and Ab are the
surface areas of the fabric and the burner head, re-
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spectively. The radiation heat flux on the inside of
the TPC is expressed as:

(13.8)

where Ts, εs , and As are the temperature, emissivity,
and surface area, respectively, of a test sensor taking
the place of skin, and Fs accounts for the geometry
of the fabric with respect to the sensor.

Other researchers have investigated the heat trans-
fer through fabric systems. The Mell and Lawson
model [21] extend Torvi’s approach to a multi-layer
composite of fabrics. Conduction is modeled
throughout the system, and convection is modeled on
both the outside and the inside of the composite. The
treatment of radiation is extended to the multi-layer
system, accounting not only for incident heat flux
from the heat source, but also for heat flux due to in-
ternally reflected energy radiation between layers
and within the garments’ air pockets, voids and cavi-
tites. The model is a reasonable treatment of heat
transfer to and from the fabric and in between the fab-
ric layers, and, like the Torvi model, can be extended
to treat heat transfer in three dimensions, and ac-
counts for conduction or convection by water vapor.

Finally, the most complex issue to model is the
combustion and thermal degradation of polymers
during intense heat exposures. The complex proc-
esses involve physical and chemical phenomena that
are only partially understood. A number of different
approaches for modeling this problem have been
suggested in the literature. Ricci [22], Whiting et al.
[23], Delichatsios and Chen [24], and Staggs [25]
suggested modeling of thermal degradation of poly-
mers in terms of a Stefan problem, where the degra-
dation of the solid is assumed to occur infinitely rap-
idly at a critical temperature. Other authors have
attempted to model solid-phase degradation using
limited global in-depth reactions [26, 27, 28].

13.9 CONCLUSION

Heat effects on the dermal layers of the skin have
been thoroughly investigated and the modeling of
human skin burn injuries is very adequate. However,
there is no extensive numerical/empirical modeling
of thermal mechanisms in TPC when exposed to in-
tense heat sources, mainly due to its complexity.
Most of the existing models are based on simplified,
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1
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steady state, one-dimensional heat transfer processes
that can be assessed in a bench-top Thermal Protec-
tive Performance (TPP) evaluation environment.
When it comes to a generalized model for heat trans-
fer and fabric thermal degradation processes (off-
gassing, material morphology transformations, and
phase changes) of TPC in realistic configurations in-
terfacing with a human body, there are no known ex-
isting extensive models.

When burn damage is assessed based on skin
surface temperature, a skin simulant sensor should be
used. This approach would replicate the heat transfer
through human skin due to contact with heated fab-
ric, and thereby replicate the subsequent skin surface
temperature. However, for such exposures, the skin
thermal conductivity, k, and the blood profusion rate
govern the heat transfer around the exposed area. To
truly match human skin, a skin simulant should
mimic these two parameters and not the skin thermal
inertia (a lumped product of k, ρ and C), which hap-
pens to be close to that of some resins.

On the other hand, it is admitted that a calorime-
ter-type sensor such as the TPP sensor, which tracks
the heat flux trough the TPC fabric, has a copper disk
of a considerable size that would disturb the thermal
balance during heat flux measurement. This varia-
tion occurs through heat loss and heat absorption by
the copper disk. These two shortcomings have been
corrected with the Pyrocal sensor by adopting a de-
sign that incorporates a guard ring to limit heat
losses, and a small size copper disk (1.3g versus
17.9g) to minimize the heat sink effect.
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14.1 INTRODUCTION

The surface degradation that occurs when wood is
used outdoors and above ground is termed weather-
ing. Weathering should not be confused with decay
caused by basidiomycete fungi, microorganisms ca-
pable of significantly reducing the strength of struc-
tural timber (Feist 1990). Because weathering is a
superficial phenomenon, its effects on the mechani-
cal properties of wood are small and, accordingly,
there are examples of wooden buildings such as the
stave (pole) churches in Norway that remain struc-
turally sound despite having been exposed to weath-
ering for over 1,000 years (Borgin 1969). The most
obvious features of weathered wood are its gray col-
oration and rough surface texture (Figure 14.1).
While microorganisms do colonize weathered
wood, conditions at exposed wood surfaces gener-
ally do not favor decay. Hence, the defining features
of weathering are its superficial nature and the minor
role of microorganisms compared to environmental
factors in degradative processes. This paper reviews
the weathering of wood, with emphasis on the causal
agents of weathering, the effects of weathering on
wood properties and performance and, finally, the
protection of wood from weathering. 

The first scientific article on the weathering of
wood appeared in the 19th century [Berzelius (1827),
cited in Feist and Hon (1984)], and a number of
comprehensive reviews have been published [Kal-

nins (1966), Feist and Hon (1984), and Feist
(1990)]. This paper seeks to update these reviews in
some areas.

14.2 MECHANISMS AND
ENVIRONMENTAL FACTORS

The main environmental factors involved in the
weathering of wood are solar electromagnetic radia-
tion (ultraviolet and visible light), molecular oxy-
gen (O2), water, heat, particulate matter, and en-
vironmental pollutants. This section outlines the
factors and mechanisms involved in wood surface
deterioration.

14.2.1 Absorption and Penetration of
Light into Wood

The maximum amount of solar radiation available at
the earth’s surface on a clear day is normally 1,000
W/m2. The composition of such radiation is approx-
imately 5% ultraviolet (286–380 nm), 45% visible
(380–780 nm) and 50% infrared (780–3,000 nm).
Light of shorter wavelength is more energetic, in ac-
cord with Eq. (14.1). The critical wavelengths to
cleave carbon-carbon, carbon-oxygen, and carbon-
hydrogen single bonds are 346, 334, and 289 nm, re-
spectively. These bonds connect the basic structural
units of the polymeric materials in wood (i.e. cellu-
lose, hemicelluloses, and lignin).
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, (14.1)

where E = energy of a photon (kcal/mol), and
λ = wavelength (nm).

In order to act upon wood, solar radiation must be
absorbed by one of wood’s chemical constituents.
Experimentation has shown that the aromatic lignin
component of wood strongly absorbs ultraviolet
(UV) light with a distinct maximum at 280 nm, and
decreasing absorption extending beyond 380 nm into
the visible region of the spectrum (Kalnins 1966).
Discoloration of wood occurs at wavelengths in the
range of 305–335 nm (Sandermann and Schlumbom
1962; Kitamura et al. 1989). The chromophoric cen-
ters in lignin that absorb UV light are phenolic
groups, double bonds, carbonyl groups, quinones,
quinonemethides and biphenyls (Hon 1979b). Acetal
(Hon 1975) and ketonic carbonyl (Bos 1972) groups
are responsible for the absorption of UV light by cel-

E �
2.86 � 104

l

lulose. Cellulose also absorbs light between 200 and
300 nm (Feist and Hon 1984), but little UV light at
these wavelengths reaches the earth’s surface (Wal-
lace and Hobbs 1977). The absorption of UV light by
hemicelluloses is thought to be identical to that of
cellulose. The heartwood of many wood species also
absorbs light beyond 500 nm because of the presence
of low molecular weight extractives such as flavo-
noids, tannins, stilbenes and quinones.

As all of the chemical constituents of wood absorb
UV light to some extent, UV light is reported to only
penetrate the surface of wood. For example, Browne
and Simonson (1957) found that the penetration of
ultraviolet light into wood was negligible. Subse-
quent experimentation has confirmed that the pene-
tration of UV light into wood is small, approximately
75 µm (Hon and Ifju 1978). There are some discrep-
ancies in the literature, however, regarding the extent
to which visible light penetrates into wood. Hon and
Ifju (1978) suggested, on the basis of electron spin
resonance (ESR) measurements, that visible light
penetrates wood only to a depth of 200 µm. Recently,
however, Kataoka et al. (2004) demonstrated that the
penetration of UV-visible light extended into wood
well beyond 200 µm (Figure 14.2). They observed
that the first 75-µm thick layer of wood absorbed
90% of 350-nm UV light, and the first 220-µm thick
layer absorbed 90% of 420-nm visible light. One
percent of the UV and visible light was, however,
capable of penetrating wood to depths of 150 and 
440 µm, respectively. According to Browne and Si-
monson (1957), the penetration of visible and in-
frared light into wood roughly follows Beer’s law,
Eq. (14.2):

Log10(I0/I) = ε*β*χ, (14.2)

where I0 is the initial light intensity; I is the intensity
of transmitted light; ε is the wavelength dependent
absorptivity coefficient; β is the path length (or
wood thickness); χ is the concentration of the mate-
rial (or wood density).

14.2.2 Ultraviolet and Visible Light

In accord with energetic considerations, the UV por-
tion of the solar spectrum is most effective in causing
degradation of wood, but visible light is also involved
in weathering. Thus, Derbyshire and Miller (1981)
noted that “wood exposed only to wavelengths
greater than 400 nm will degrade at about half the rate
of material exposed to the full solar spectrum.”
Norrstrom (1969) suggested that 80–95% of the
degradation of wood by light was due to the photo-
oxidation of lignin. When wood absorbs UV light,

FIGURE 14.1 Weathered Norfolk Island pine (Arau-
caria heterophylla [Salisb.] Franco) roofing shingle,
measuring 160 × 70 mm, from a 19th century building in
Norfolk Island, Australia. Note the severe erosion and
checking of the exposed surface.
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FIGURE 14.3 Proposed key fragmentation mechanism
for lignin photolysis (Schmalzl 1986).

FIGURE 14.2 Percentage transmission of 350-nm UV
(left) and 420-nm visible (right) light through Japanese
cedar sections of varying thickness. Circles indicate un-
exposed sections. Crosses indicate that sections were ir-
radiated for 1,000 hours before light transmission meas-
urements (Kataoka et al. 2003).

the chemical changes that follow include dehydro-
genation, dehydroxylation, dehydroxymethylation
and demethoxylation of lignin (Hon 1991). Lignin
has various reactive groups and sites such as primary
and secondary hydroxyl groups, carbonyl groups,
carboxyl groups, aromatic and phenolic groups that
interact with light to form free radicals. Oxidation of
phenolic hydroxyl groups in lignin is thought to be an

important source of free radicals in wood (Hon
1991). The phenolic radicals thus formed are con-
verted to o- and p-quinonoid structures by demethy-
lation or by cleavage of the side chain. Free radicals
generated in wood are thought to react with molecu-
lar oxygen to form peroxides, hydroperoxides, as
well as peroxyl and alkoxyl radicals (Kalnins 1966;
Hon and Chang 1984). Lignin breakdown probably
also involves cleavage of the α-β bond in a typical β-
aryl ether lignin subunit (Figure 14.3) (Schmalzl
1986). When R2 = H (Figure 14.3), the aldehyde
fragmentation product is vanillin. Vanillin is readily
detected during UV irradiation of wood (Sander-
mann and Schlumbom 1962). Fragmentation of the
α-β bond is also important in lignin breakdown by
chemical oxidation (Schultz and Templeton 1986) or
fungal decay (Schoemaker et al. 1985).

The rate of photodegradation of cellulose in wood
is reported to be dependent on the wavelength of the
incident light. Wavelengths less than 280 nm in-
crease the rate of degradation of cellulose, whereas
the rate is very slow on exposure to light of wave-
lengths longer than 340 nm (Hon 1991). Free radi-
cals can be formed in cellulose at the C-1 and C-4
positions through the cleavage of glycosidic bonds
when the cellulose is exposed to light with wave-
lengths longer than 340 nm in the presence of oxy-
gen (Hon 1976a). After cellulose is exposed to light
of wavelengths greater than 280 or 254 nm, dehy-
drogenation at the C2, C3, and C4 and C6 positions or
dehydroxymethylation by cleavage of the C5-C6
bond, respectively, can be detected by ESR (Hon
1976b). Hon and Chang (1984) suggested that UV
light absorbed by lignin helped to degrade cellulose
by energy transfer. There is also a suggestion that the
reverse might occur, that is, photon energy absorbed
by cellulose might be transferred to lignin (due to its
phenolic structure) and that this energy transfer



280 PROTECTIVE MEASURES

could reduce the degradation of cellulose to some
extent (Hon 1975).

For illustration purposes, photodegradation of
synthetic homopolymers such as polyethylene can
be represented in a simplified manner as follows.
Energy absorbed from radiation (*) can be dissi-
pated in the polymer through the cleavage of molec-
ular bonds (photolysis), resulting in the formation of
a free radical (R* → R•), a molecular species that is
highly reactive because it has an unpaired valence
electron. Once a free radical has formed it can read-
ily react with atmospheric oxygen to form a peroxy
radical (R• + O2 → ROO•). The peroxy radical is ca-
pable of attacking the polymer backbone (RH) via
hydrogen abstraction, forming a hydroperoxide and
another free radical (ROO• + RH → ROOH + R•).
The hydroperoxide is very unstable to UV radiation
and undergoes photolysis, forming additional free
radicals (ROOH → RO• + •OH). The bond dissoci-
ation energies of RO-OH, R-OOH, and ROO-H
bonds are 42, 70, and 90 kcal/mol, respectively
(Benson 1965). Therefore, photolysis of RO-OH
bonds is easier than that of R-OOH and ROO-H
bonds. Light of wavelength <320 nm has sufficient
energy to break the RO-OH and R-OOH bonds,
whereas light of wavelength <223 nm can break the
ROO-H bond (Hon and Feist 1992). 

The literature indicates that free radical formation
and the degradation of wood fits some, but not all, of
the aspects of the general scheme for the pho-
todegradation of synthetic polymers outlined above.
The photodegradation of wood is undoubtedly more
complicated than that of synthetic homopolymers
because it consists of a blend of polymers (lignin,
cellulose, and hemicellulose) and low molecular
weight extractives that differ in their susceptibility to
solar radiation. Furthermore, it is clear that the pre-
cise mechanisms and reaction pathways involved in
the photodegradation of each of these components
have not been fully elucidated. However, the key
step involved in the photodegradation of wood ap-
pears to be photolysis and fragmentation of lignin,
resulting in the formation of aromatic radicals (Feist
and Hon 1984). These free radicals may then cause
further degradation of lignin and photo-oxidation of
cellulose and hemicelluloses. Free radical reactions
may be terminated by reaction of radicals with pho-
todegraded lignin fragments, forming colored unsat-
urated carbonyl compounds, which explains why
wood initially yellows when exposed to light.

An ESR study of Douglas fir (Pseudotsuga men-
ziesii (Mirb.) Franco.) wood sections after exposure
to fluorescent light for 24 hours showed a radical sig-
nal at 2.003 g-value, which was thought to be due to

formation of aromatic radicals (phenoxy radicals)
from lignin and polyphenols [Hon and Feist (1980),
cited in Hon and Feist (1981)]. Schmid et al. (2000)
also detected the formation of aromatic radicals in
UV irradiated Scots pine (Pinus sylvestris L) sap-
wood using ESR. Hon et al. (1980) observed an in-
crease in the concentration of free radicals detected
by ESR when Douglas fir wood was exposed to
sunlight, and Hon and Chang (1984) reported that a
large proportion of the free radicals generated in the
wood were short-lived. Infrared spectroscopy of UV-
irradiated wood surfaces showed an increase in car-
bonyl and carboxylic groups (Hon 1979a). This was
thought to be due to the reaction of carbon-centered
radicals with oxygen molecules, leading to the for-
mation of unstable peroxides that were subsequently
transformed into carbonyl and carboxylic groups
(Hon 1979). The increasing accumulation of free rad-
icals in wood following exposure to sunlight results
in extensive cleavage of molecular bonds and conse-
quent loss of the physical properties of wood fibers.

14.2.3 Water

Water has an important role in the weathering of
wood. The leaching of photodegraded lignin and
hemicellulose fragments from weathered wood sur-
faces by rain (Evans et al. 1993) is in part responsi-
ble for the characteristic gray color of weathered
wood. Dimensional change caused by the wetting
and drying of wood generates surface stresses that
cause checking and warping of timber (Feist 1990).
The photodegradation of wood also proceeds more
rapidly in the presence of moisture, possibly because
water molecules swell wood, thereby opening up in-
accessible regions of the cell wall and facilitating
their degradation by light (Feist and Hon 1984). Pro-
longed exposure of wood to water at mild tempera-
tures (50–65 °C) results in degradation of hemicellu-
loses and lignin with little degradation of cellulose
(Evans and Banks 1988, 1990). Moisture in the pres-
ence of superficial solar heating (see below) may thus
result in hydrolytic degradation of the non-cellulosic
components of wood. In the absence of solar heating,
slow hydrolytic degradation of the middle lamella
may occur due to water. Wood that is water saturated
is often resistant to fungal or insect attack due to oxy-
gen depletion, but may undergo hydrolysis and mild
degradation from the effects of anaerobic bacteria or
soft-rot fungi (Zabel and Morrell 1992).

14.2.4 Heat/Freezing

Heat accelerates the chemical reactions involved in
the weathering of wood, including photo-oxidation
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and hydrolysis. The softening temperature (glass
transition temperature) of lignin is approximately
130–150 °C, and structural degradation of wood’s
chemical components is observed at temperatures at
or above 200 °C. The maximum surface temperature
that has been recorded on wood surfaces exposed
outdoors in the United States is 52 °C (Wengert
1966). Therefore, it is unlikely that heat directly
causes degradation of wood during weathering. Ex-
posure of wood to low temperatures and repeated
freezing and thawing, however, has been shown to
cause physical deterioration of wood (Borgin 1969). 

An additional factor involved in the weathering of
wood in cold climates is abrasion by wind-blown
particles of ice. For example, the Australian Antarc-
tic explorer Mawson (1915) wrote: “[T]he abrasion-
effects produced by the impact of the snow particles
were astonishing. . . . A deal (Pinus sp.) box, facing
the wind, lost all its painted bands and in a fortnight
was handsomely marked; the hard knotty fibres
being only slightly attacked, whilst the softer, pithy
laminae were corroded to a depth of one-eighth of an
inch [approximately 3 mm].” Windblown sand and
salt can also cause similar, if less spectacular, abra-
sion of wood (Feist 1990).

14.2.5 Airborne Pollutants

The main pollutants in the atmosphere are dust and
smoke particles, and volatile pollutants including
sulfur compounds, ammonia, nitrogen oxides, car-
bon monoxide, and saturated/unsaturated aliphatic
and aromatic hydrocarbons and their derivatives.
Wood absorbs atmospheric sulfur dioxide (SO2)
(Spedding 1970), which, when converted into sulfu-
ric acid, may degrade wood fibers. Observations 
in the field and laboratory experiments have all
tended to suggest that the weathering of wood is more
rapid in polluted than in unpolluted atmospheres
(Williams 1987). Raczkowski (1980) observed sig-
nificant losses in tensile strength of Norway spruce
(Picea abies (L) Karsten) wood veneers exposed in
the winter in Poland, which were attributed to high
levels of airborne sulfur dioxide arising from the
burning of coal. Hinoki (Chamaecyparis obtusa
[Siebold & Zucc] Endl.) irradiated with UV light fol-
lowing a daily 20-minute soak in sulfuric acid solu-
tion (pH 2) degraded faster than control specimens.
Degradation initially occurred in the middle lamella,
followed by degradation on both sides of the second-
ary wall, leading to complete destruction of the cell
wall (Park et al. 1996). This pattern of degradation
closely matched the concentration of lignin in the cell
wall. The erosion of earlywood during artificial

weathering is accelerated if the samples are pre-
soaked in dilute (pH 3.0–4.0) sulfuric or nitric acid
(Williams 1987). Hon and Feist (1993) observed
color changes in southern pine (Pinus sp.) exposed to
sulfur dioxide and nitrogen dioxide, and noted that
the rate of discoloration was influenced by UV light.
The combination of UV light and SO2 brought about
the greatest color change.

14.2.6 Microorganisms

The frequent wetting and drying, high temperatures,
and levels of solar radiation at exposed wood sur-
faces are often unfavorable to microbial activity.
Nevertheless, bacteria and certain microfungi are
frequently observed colonizing weathered wood,
where they contribute to its gray coloration. The di-
morphic black yeast Aureobasidium pullulans (de
Bary) Arnaud, in particular, is frequently isolated
from weathered wood. A. pullulans is capable of
withstanding temperatures of 80 °C, growing over a
pH range of 1.9–10.1, and surviving for long periods
without moisture. Hence, it is particularly well
suited to the micro-environment of weathered wood
(Schmidt and French 1976). A. pullulans metabo-
lizes photodegraded lignocellulose (Schoeman and
Dickenson 1997), but organisms capable of enzy-
matically degrading wood also colonize weathered
timber. However, their ability to cause significant
degradation is, as mentioned in the introduction,
limited by conditions at weathered wood surfaces.

14.3 EFFECTS OF WEATHERING

The effects of weathering are superficial in nature
and are to the upper 2–3 mm of wood, except for
checks which can extend more deeply into wood.
Weathering significantly alters the appearance of
wood and its surface properties.

14.3.1 Physical Properties

Wood exposed to the weather changes color very
rapidly. Light colored woods, including most conif-
erous species, darken in color and become yellow or
brown due to the accumulation of photodegraded
lignin constituents in the wood. Dark colored woods
that are rich in phenolic extractives may fade ini-
tially before becoming yellow or brown. Irrespective
of these initial color changes, wood exposed out-
doors for six to 12 months (depending on climatic
conditions) becomes gray as photodegraded lignin
fragments are leached from the wood, resulting in
surface layers that are rich in cellulose. Wood ex-
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FIGURE 14.4 Erosion rate versus air dry wood density in a range of wood species subjected to artificial accelerated
weathering (Sell and Feist 1986).

posed outdoors in coastal (exposed to salt) or very
dry environments is often silvery-gray in color, but
in other environments weathered wood has a dark
gray, blotchy appearance due to the presence of fun-
gal spores, hyphae and pigments within surface
wood layers. The lustre of wood may decrease dur-
ing weathering as the surface becomes rougher and
the scattering of light becomes more diffuse (Hon
and Minemura 1991). Stresses develop due to differ-
ential swelling/shrinkage of the surface layers, lead-
ing to fiber separation and the formation of checks
(Panshin and DeZeeuw 1980). The rapid erosion of
low-density earlywood often gives weathered wood
a corrugated appearance (Figure 14.1). 

The rate of erosion of wood during exterior expo-
sure largely depends on its density. Accelerated
weathering studies have shown an inverse, but not
linear relationship, within the density range 0.25–
1.0 g/cm3, between wood density and erosion (Fig-
ure 14.4). Accordingly, low density species such as
western red cedar (Thuja plicata D. Don) erode at a
rate of 12 mm per century when exposed vertically,
facing south, in the Northern Hemisphere. Compa-
rable figures for higher density softwoods such as
Douglas fir and high density hardwoods are 6 mm
and 3 mm, respectively (Feist 1990). Photodegrada-
tion and erosion is more pronounced in thin-walled
earlywood tissue (Borgin 1971), but within-ring
differences in the density of earlywood and late-
wood influence the erosion occurring in individual

species. In species with distinct earlywood and late-
wood, erosion is more rapid in the first formed ear-
lywood, which subsequently exposes the denser
latewood tissue to photodegradation (Williams et al.
2001a). Where growth rings show a gradual change
from earlywood to latewood, erosion appears to be
more rapid in the central portion of the earlywood
(Williams et al. 2001b). 

In addition to erosion, the surface texture of
weathered wood is further degraded by the forma-
tion of checks. Photodegradation of wood and
stresses generated by wetting and drying result in the
formation of macroscopic checks where adjacent
cells or tissues differ in cell wall thickness or
strength. For example, checks often develop at
growth ring boundaries (Figure 14.5) (Evans 1989),
and at the interfaces between rays and tracheids
(Yata and Tamaru 1995). In photodegraded sugi
(Cryptomeria japonica [L.f.] D. Don) earlywood
degradation was exacerbated by collapse of cells
during drying (Yata and Tamaru 1995).

14.3.2 Anatomy

Microscopic changes to the structure of wood usu-
ally precede any evidence of macroscopic damage
during weathering. Microchecking usually develops
in exposed cell walls, and checks commonly follow
the microfibril angle of the secondary wall (S2). Tra-
cheids may also separate as a result of erosion and
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FIGURE 14.5 Check development at a growth ring boundary in radiata pine (Evans 1989).

checking of the middle lamella (Miniutti 1964,
1967). Miniutti (1964) found that longitudinally-
oriented microchecks developed in tangential wood
cell walls of southern pine and redwood (Sequoia
sempervirens [D. Don] Endl) exposed to artificial
UV light, but these microchecks were more aligned
with the cell axis rather than the microfibril angle of
the S2 layer. Derbyshire and Miller (1981) reported
microchecking of Scots pine exposed to natural
weathering. Checks oriented at 30–60 degrees to the
cell axis developed after 35 days of natural expo-
sure, and in the case of specimens protected from
rain, after 85 days. In addition, they reported that
pronounced ridges developed in the latewood tra-
cheids and fibres of lime wood (Tilia vulgaris L) ex-
posed to natural weathering.

The lignin-rich middle lamella that bonds adja-
cent tracheids and fibres together is rapidly eroded
during weathering, and adjacent primary and sec-
ondary cell wall layers show progressive thinning
with increasing exposure (Evans 1989; Evans et al.
2002) (Figure 14.6a–d). At longitudinal surfaces,
where the lumen, and hence double cell walls may
be exposed, degradation also occurs rapidly. The ex-
posed edges of cell walls are rapidly eroded, result-
ing in subsequent delamination of secondary wall
layers (Miniutti 1967; Borgin 1971). Fissures de-
velop in the wall and parts of the cell wall detach and
flake off (Borgin 1971). Additionally, complete
breakdown of the middle lamella during the weath-
ering of wood results in fibres being washed off
through the action of rain (Borgin 1969). 

The most obvious change that occurs to the mi-
croscopic structure of cell walls during weathering
is the formation of microchecks originating in bor-

dered and half-bordered pits. These develop first in
earlywood and later in the latewood (Miniutti 1964,
1967) (Figure 14.6e–f ). The margo microfibrils in
bordered pits are fragile and are easily degraded and
lost during the early stages of weathering (Borgin
1971; Imamura 1993). Miniutti (1967) first de-
scribed the formation of pit microchecks in Cali-
fornian redwood exposed to artificial UV light. Di-
agonal hairline checks first developed in one half of
a border, and subsequently on the adjacent side of
the pit surface. Significant enlargement of these
checks occurred with increasing exposure until the
border was destroyed, leaving an intact annulus. In
species such as Californian redwood, where bor-
dered pits are frequently paired, pit annuli would co-
alesce, leaving crassulae which appeared to be resis-
tant to further degradation. Where pitting was
uniseriate, the annulus would eventually be lost with
increasing exposure.

A similar pattern of degradation was reported for
half-bordered pits, but it occurred at a slower rate
than for bordered pits (Miniutti 1967). Conversely,
Chang et al. (1982) found that half-bordered pits de-
graded at a faster rate than bordered pits in southern
pine exposed to artificial UV light. On tangential
surfaces where an earlywood tracheid was superim-
posed on a latewood tracheid, pit checking occurred
first in the underlying latewood pit (Miniutti 1967).
When both tracheids forming a pit pair were within
the latewood, checking was observed in both pits.
Coupe and Watson (1967) observed that checking of
bordered pits did not develop in a range of hard-
woods including beech (Fagus sylvatica L), opepe
(Nauclea diderrichii Merrill) and oak (Quercus
robur L.) exposed to artificial weathering. They also
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FIGURE 14.6 Effects of weathering on the microscopic structure of Scots pine wood. (a) Unexposed earlywood tra-
cheids with thin undamaged cell walls and large cell lumens; (b) Unexposed latewood tracheids with thick cell walls and
small lumens (note the middle lamellae that cements tracheids together, arrowed); (c) Earlywood tracheids exposed to the
weather for 30 days (note erosion of middle lamellae, particularly at cell corners and thinning of cell walls; (d ) Latewood
tracheids exposed to the weather for 30 days (note erosion of middle lamellae and delamination of cell walls); (e) Unex-
posed earlywood tracheids showing the apertures of bordered pits that allow water in conifer trees to flow from one cell
to another; ( f ) Earlywood tracheids exposed to the weather for 30 days (note microchecking originating in bordered pit
apertures).

tested a range of softwoods (Scots pine, radiata pine,
Douglas fir and western red cedar) and only noted
checking of half bordered pits in western red cedar. 

Significant structural changes occur in ray tissue
during the weathering of wood. Softwood rays are
readily degraded, but extractives within the ray ap-

pear to be resistant to degradation (Miniutti 1967).
In hardwoods such as beech, large multiseriate rays
have been reported to be more resistant to weather-
ing than the surrounding ground tissue (Kučera and
Sell 1987). Axial and transverse checking, due to
cyclical wetting and drying, results in longitudinal
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FIGURE 14.7 Fourier transform infrared internal re-
flectance spectra of radiata pine veneers exposed to the
weather for periods ranging from four hours (4h) to six
days (6d) compared to the spectrum for an unexposed
control (0) (Evans et al. 1996).

separation of ray tissue and hence intact rays are
readily detached from weathered wood surfaces
(Kucera and Sell 1987). Microchecking in sugi and
hinoki was reported to develop in the ray tissue after
100 days of outdoor exposure, while in similarly ex-
posed hemlock (Tsuga heterophylla [Raf.] Sarg.)
small checks developed first in the first formed ear-
lywood (Yata and Tamaru 1995).

The extent to which chemical treatments alter the
pattern of degradation of wood surfaces exposed to
weathering has received little attention. Paajanen
(1994) compared the weathering of untreated Scots
pine and Norway spruce specimens to that of speci-
mens treated with an unpigmented primer. The
treated specimens showed a similar pattern of degra-
dation to that observed in the untreated controls. Mi-
crochecking occurred first in the latewood and was
aligned both parallel to the microfibril angle and to
the cell axis (Paajanen 1994). Large tangentially-ori-
ented checks or shakes first appeared at growth ring
boundaries in thin-walled earlywood tracheids near
those of the thick-walled latewood. Delamination of
the secondary wall was reported, but there was little
separation of individual cells after 24 weeks’ expo-
sure (Paajanen 1994).

14.3.3 Chemistry

All of the major chemical constituents of wood are
degraded during weathering. Lignin is depolymer-
ized and low molecular weight lignin fragments are
leached from wood by rain. One hundred and forty
years ago it was reported that weathered wood sur-
faces (the gray layer at the surface) consisted of pure
or nearly pure cellulose and had a very low lignin
content (Wiesner 1864, cited in Kalnins 1966). The
degradation of wood by UV light results in a reduc-
tion in the methoxyl and lignin content of wood, and
an increase in its acidity and carbonyl content (Leary
1967, 1968). Kalnins (1966) identified CO, CO2, hy-
drogen, water, methanol, formaldehyde, and organic
acids as degradation products of wood during weath-
ering.

The use of spectroscopic techniques that can
probe the chemical composition of surfaces (e.g.,
Fourier transform infrared spectroscopy (FTIR),
X-ray photoelectron spectroscopy (XPS), and nu-
clear magnetic resonance (NMR) spectroscopy) has
shown that the degradation of lignin at exposed
wood surfaces is extremely rapid. Infrared spectro-
scopic characterization of UV-exposed wood sur-
faces has shown an increase in carbonyl and car-
boxylic functional groups, and a decrease in
aromatic functional groups due to degradation of

lignin (Hon and Chang 1984). A CP/MAS 13C NMR
spectroscopic study of photodegraded newsprint
showed demethoxylation and destruction of lignin
aromaticity, formation of carboxylic acids and pro-
duction of soluble carbohydrate and lignin frag-
ments (Hemmingson and Morgan 1990). FTIR spec-
troscopy of naturally weathered radiata pine veneers
showed a remarkably rapid decrease in the peak at
1,505 cm–1, which corresponds to aromatic C��C
bond stretching in lignin. Spectra suggested percep-
tible surface (1–2 µm) delignification after four
hours of exposure, substantial delignification after
three days, and almost complete surface delignifica-
tion after six days (Figure 14.7) (Evans et al. 1996).
Changes in peaks at 1,601 cm–1 (C���C bond stretch-
ing), 1,263 cm–1 (C-O bond stretching vibration in
lignin and hemicelluloses), and 870 cm–1 (CH out-
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of-plane bending vibration in lignin) also suggested
substantial and rapid degradation of lignin. Reduc-
tion of the peak at 1,728 cm–1 (C��O stretching vi-
bration in acetyl and carboxyl in hemicelluloses)
and 809 cm–1 (mainly vibration of mannan in hemi-
celluloses and CH out-of-plane bending vibration in
lignin) indicate the degradation of hemicelluloses
(Evans et al. 1992). XPS of weathered and UV-irra-
diated wood surfaces have shown increases in the in-
tensities of carbon-oxygen and oxygen-carbon-oxy-
gen bond signals, and decreases in the intensities of
carbon-carbon and carbon-hydrogen bond signals,
suggesting oxidation of the wood surface (Hon
1984). The increase in XPS signal intensity due to
the higher oxygen-to-carbon ratio indicates degrada-
tion of lignin at the wood surface and enrichment of
the surface with cellulose. 

Hemicelluloses, particularly those containing xy-
lose and arabinose, are also degraded during weath-
ering and are leached from weathered wood surfaces
(Evans et al. 1992), and hence, as mentioned above,
weathered wood surfaces are rich in cellulose. It was
assumed for many years that cellulose was less af-
fected by weathering than the other chemical con-
stituents of wood (Rowell 1983). Derbyshire and
Miller (1981), however, showed that glycosidic link-
ages in cellulose could be cleaved by sunlight, lead-
ing to a reduction in the degree of polymerization of
cellulose. Viscometry studies of holocellulose iso-
lated from weathered wood have shown that cellu-
lose in wood is also rapidly depolymerized when ex-
posed to the weather (Evans et al. 1996). 

The effects of weathering on the structure and
chemical composition of wood are superficial in na-
ture, but there are discrepancies regarding the depth
to which weathering occurs in wood. Estimates of
the depth to which such degradation extends into
wood varies greatly from 200 µm to as much as
2,540 µm (Hon and Ifju 1978; Brown and Simonson
1957). These discrepancies appear to be due, in part,
to differences in the methods and duration of expo-
sure of wood prior to depth profile analysis, and the
techniques used to assess the photodegradation of
wood. Schramm (1906) reported that light acted on
wood to a depth of 100–250 µm during natural ex-
posure, but did not specify the duration of exposure
of wood to the weather or how photodegradation
was assessed. Browne and Simonson (1957) mea-
sured the depth of “brown discoloration” in well-
weathered wood and concluded that weathering
“sometimes extended more than 2,540 µm.” The
maximum depth at which histochemical changes in
lignin were detected in wood exposed outdoors in
Australia for four and a half years was reported to be

only 400 µm (Bamber and Summerville 1981). Yata
and Tamura (1995) also used histochemical tech-
niques to assess the depth of photodegradation in
wood, and observed that lignin was degraded to a
depth of 700 µm in wood naturally weathered in
Japan for two years. Horn et al. (1994) found that the
infrared spectrum of wood exposed to 300 hours of
accelerated weathering was essentially unchanged
beyond a depth of 200 µm. Kataoka et al. (2004) de-
tected photochemical changes in sugi earlywood at a
depth of 700 µm after 1,500 hours of exposure to ar-
tificial sunlight (Figure 14.8). They also suggested
that the depth of photodegradation of wood depends
on the spectral characteristics of the light source and
the length of exposure.

14.3.4 Properties

Processing technologies and applications of wood
that depend on its surface properties are severely af-
fected by weathering. Notable in this regard is the
painting and finishing of wood. Weathering of wood
for two to four weeks prior to painting has been
shown to significantly reduce the adhesion and per-
formance of finishes applied to wood (Ashton 1967;
Desai 1967; Boxall 1977; Underhaug et al. 1983;
Williams and Feist 1993a; Williams et al. 1987,
1990). Evans et al. (1996) found that the adhesion of
exterior acrylic primers on radiata pine was reduced
if the wood was exposed to the weather for only five
to 10 days prior to painting. They also found that
“primer adhesion was lower on weathered radial
surfaces than on similarly exposed tangential sur-
faces.” There are reports of imperfect hardening of
cement in contact with weathered form-ply (Yoshi-
moto et al. 1967) due to the presence of sugars,
mainly arabinose and polysaccharides (produced by
the photodegradation of hollocellulose), interfering
with the curing of the cement. Weathering also re-
duces the natural durability of western red cedar
roofing shakes by leaching fungitoxic thujaplicins
from wood (Johnson and Cserjesi 1980). Because
weathering is confined to wood surface layers, the
mechanical properties of wood, assuming decay to
be absent, are largely unaffected by prolonged expo-
sure of wood to the weather. The mechanical prop-
erties of wood composites, however, which depend
in part on the strength of wood-adhesive bonds, can
be significantly reduced by moisture-induced di-
mensional changes when they are used outdoors.
Despite the deleterious effects of weathering on the
use of wood, in certain specialized applications
weathered wood is preferred to fresh wood. A good
example of this is the use of weatherboards for the
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construction of “New England type” barns, where
the wood may be artificially weathered prior to
building construction in order to give the building an
aged appearance in keeping with its rural surround-
ings (Anon 1976).

14.4 PROTECTION 

The most common method of protecting wood from
weathering is through the use of a wide range of
coatings such as paints, varnishes, stains, or water
repellents. 

14.4.1 Photoprotection of Wood 
with Finishes

Wood coatings are generally classed as either film-
forming or penetrating, and the latter can be used as
a pretreatment or as a final finish. Film-forming fin-
ishes such as paints contain pigments that screen
wood from solar radiation and, because they form a
barrier over the wood surface, they also prevent sur-
face wetting and erosion. Feist (1990) points out that
a correctly applied and maintained paint system in-
cluding a primer and at least two topcoats can
greatly reduce the deleterious effects of weathering
on wood. However, a major problem with clear film
forming finishes on wood is their loss of adhesion
during weathering (Borgin 1968), which is due to
failure of the underlying wood (Singh and Dawson
2003). The inability of opaque finishes to bond to
weathered wood has been documented in several
studies (Ashton 1967; Desai 1967; Boxall 1977; Un-
derhaug et al. 1983; Williams and Feist 1993a;
Williams et al. 1987, 1990). Paints perform better on
wood that has been pre-treated with a water-repel-
lent preservative, but the high maintenance require-
ments of paints and their tendency (when used on
non-durable timber) to trap water and encourage
decay has led to increased use of penetrating water
repellent stains as a means of protecting wood used
outdoors.

Penetrating finishes typically contain a hydro-
phobe such as wax, pigments, as well as an oil- or
resin-based binder. The binder fixes any pigments
and seals the wood surface. Fungicides and mildew-
cides are often added (to water repellent preserva-
tives) to retard the growth of micro-organisms on
finished wood surfaces (Williams and Feist 1993b).
Unlike paints, which create a physical barrier, water
repellents rely on the formation of hydrophobic ex-
ternal and internal wood surfaces which raise the

FIGURE 14.8 (a) FTIR depth profile spectra in the
range 1,800–1,400 cm�1 of Japanese cedar earlywood
after 1,500 h of exposure. (b) Changes in absorption peaks
at 1,510 (circles) and at 1,730 (squares) cm�1 as a function
of depth obtained from (a). Filled circles and squares in (b)
indicate that significant changes in peaks occurred as a re-
sult of exposure of wood to light (n = 35, difference be-
tween unexposed controls and exposed specimens as-
sessed using Smirnov–Grubbs test at the 5% significance
level) (Kataoka et al. 2004). Changes in the absorption
peaks at 1,510 and 1,730 cm�1 are expressed relative to
that of a standard reference peak at 1,370 cm�1.
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FIGURE 14.9 Photo-oxidation of a wood surface
under a transparent film-forming finish (Kiguchi 1997).

contact angle of the treated wood and applied water
droplets to over 90 degrees, preventing water from
being taken up by surface or sub-surface capillaries.
Water repellents reduce moisture absorption so they
impart a certain degree of dimensional stability to
the wood. Effective penetration of end-grain by
water repellents is essential in order to obtain good
performance from finished joinery (Voulgaridis and
Banks 1983). In practice, however, the hydrophobic
system eventually breaks down due to the presence
of impurities and imperfections in the external and
internal coatings (Borgin 1968).

Penetrating stains are water repellent preserva-
tives that contain a variety of additives to reduce the
weathering of wood, including pigments and UV sta-
bilizers to screen wood from solar radiation. Pene-
trating stains on wood tend to fail during exterior ex-
posure through cracking of the wood substrate and
erosion of pigments from wood surfaces (Kiguchi et
al. 1996, 1997b). This leads to discoloration of the
finish through loss of pigmentation and accumula-
tion of atmospheric pollutants (Kiguchi et al. 1997a).
Semi-transparent stains contain pigments that par-
tially obscure the wood surface and hence they re-
duce the amount of light reaching the wood. At pig-
ment concentrations of 8.4%, stains reduce wood
erosion caused by weathering by 65%. The use of
water repellents in the formulation provides added
protection, but photodegradation cannot be pre-
vented completely (Feist 1988). High-build stains
applied as successive coats may create films similar
to paints and may be semi-transparent to opaque, thus
obscuring the wood surface. Their behavior and
mechanism of failure then becomes more similar to
that of paints (Hilditch and Crookes 1981). Stains
provide protection against weathering for three to six
years, depending on wood species and surface tex-
ture, type and quantity of stain applied to the wood
and degree of exposure to the weather.

Paints, and to a lesser extent, stains, modify the
appearance of wood. For end uses where it is impor-
tant to retain natural color, the wood can be finished
with a clear coating. Clear film-forming finishes, al-
though they often contain UV stabilizers and a bio-
cide, are limited in their ability to protect wood from
weathering because they transmit visible light,
which can degrade the underlying wood surface
(Figure 14.9). Hence, they perform poorly on wood
used outdoors and invariably fail by peeling and
cracking within one to three years of application. 

One means of increasing the performance of clear
finishes on wood is to photostabilize the underlying
wood surface with simple inorganic compounds, for

example, chromium trioxide prior to application of
the clear finish. Coating additives, such as UV ab-
sorbers and hindered amine light stabilizers that
achieve similar photoprotective effects, also im-
prove the performance of clear finishes on wood
(Rogez 2001).

14.4.2 Photoprotection of Wood with
Inorganic Chemicals

Pretreatment of wood surfaces with aqueous inor-
ganic chemicals improves the weathering durability
of wood and also increases the service life of natural
finishes used outdoors (Black and Mraz 1974). Black
and Mraz (1974) investigated the ability of acid cop-
per chromate, acid cobalt chromate, acid zinc chro-
mate, lead chromate, ammonium chromate, sodium
dichromate, acid copper-chrome-arsenate, ammoni-
acal copper-chrome-arsenate, ammoniacal copper
chromate, ammoniacal cupric oxide and copper,
chromium, and iron molybdate to protect wood from
the effects of weathering, and improve the perfor-
mance of finishes. Among the different chromates in-
vestigated, the copper, lead and ammonium salts per-
formed better than the cobalt, zinc and sodium salts.
Ammonium chromate and ammoniacal copper chro-
mate were the most effective treatments. Treatment
of wood surfaces with chloride solutions of iron, alu-
minum, chromium, zinc, copper, tin, barium, magne-
sium and calcium were ineffective at protecting
wood surfaces from photodegradation.

Chromium trioxide (i.e., chromic acid treatment)
has been shown to be highly effective at protecting
wood surfaces from weathering (Feist 1979; Feist
and Ellis 1978; Chang et al. 1982; Evans and
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Schmalzl 1989). Chromic acid treatment reduces the
checking of simple and bordered pits during expo-
sure of wood to UV light (Chang et al. 1982) and nat-
ural weathering (Evans et al. 1994), and the surface
erosion of wood during artificial accelerated weath-
ering (Feist 1977). Chromic acid treatment also im-
parts dimensional stability to wood, reduces its hy-
groscopicity and improves the finishing properties of
wood (Williams and Feist 1988). Chromium trioxide
treated radiata pine veneers exhibited dramatically
reduced weight losses in a natural weathering trial.
After 35 days exposure, treated thin wood veneers
lost only 5% of weight compared to 27% for un-
treated controls (Evans and Schmalzl 1989). How-
ever, the strength losses of the veneers were similar
to those of untreated weathered veneers, which indi-
cates that the treatment was ineffective at reducing
cellulose degradation. Several studies have been car-
ried out to understand the chemical basis for wood
surface stabilization with chromium trioxide. Pizzi
(1980) used a dilute solution of guaiacol as a model
to study the reaction of chromium (VI) with wood.
He suggested that chromium (VI) forms an insoluble
complex with lignin. He also suggested that chro-
mium (VI) was not reduced to chromium (III) during
its reaction with lignin. Schmalzl et al. (1995) rein-
vestigated the reaction of the lignin model guaiacol
with excess aqueous chromium trioxide. They con-
cluded that guaiacol oligomers, which are tightly
held in polymeric complexes, are bound or cross-
linked by hydroxylated trivalent (presumably octa-
hedral) chromium species to form complicated three-
dimensional high molecular weight polymers. They
postulated that similar complexes, formed when
phenolic lignin units react with chromium trioxide,
were responsible for the weather resistance of
chromium trioxide treated wood surfaces. Recently,
Schmalzl et al. (2003) used the reaction of guaiacol
and 2,6-dimethoxyphenol with metal oxidants as 
a model to further clarify the chromium mediated
reaction and photostabilization of lignin on wood
surfaces. Oxidation of 2,6-dimethoxyphenol with
chromic acid resulted in the formation of an amor-
phous chromium III coerulignone complex, which
they characterized using solid-state 13C NMR and 
IR spectroscopy. They postulated that chromic acid
oxidizes lignin phenols in wood, resulting in the
formation of chromium III quinone complexes that
confer weathering durability to the treated wood
surface. 

Pretreatment of wood with hexavalent chromium
compounds results in a green coloration (initially
brown) which is undesirable when the aim of finish-

ing is to preserve the natural appearance of wood.
Hexavalent chromium compounds are also carcino-
genic, a fact that has prevented their widespread
commercial use as photostabilizing treatments.
Chromium trioxide was used in the 1980s in Japan,
however, as a pretreatment for wooden doors to en-
hance the weathering resistance of acrylic-urethane
finishes (Ohtani 1987).

Trivalent chromium compounds (e.g. chromium
nitrate), which are not as toxic as hexavalent
chromium components, were found to be less effec-
tive at protecting wood from photodegradation than
chromic acid (Williams and Feist 1988). Treatment
of wood surfaces with iron (III) chloride or nitrate
was found to be ineffective at protecting wood from
natural weathering (Evans and Schmalzl 1989;
Evans et al. 1992), although Chang et al. (1982)
found that treatment with iron (III) chloride reduced
the microchecking of pits during the exposure of
wood to artificial UV light. Treatment of wood sur-
faces with oxidative manganese compounds such 
as manganese (III) acetate dihydrate and potassium
permanganate has recently been shown to protect
wood from photodegradation. The treatments were
not, however, as effective as chromium trioxide
(Schmalzl and Evans 2003). Schmalzl and Evans
(2003) also tested the effectiveness of some non-
oxidative titanates and zirconates as photoprotective
treatments for wood. Tetrabutyl, tetraisopropyl, and
a range of other titanates enhanced the tensile
strength of wood both before and after weathering,
possibly due to the formation of complexes between
the titanates and cellulose in wood. The titanates,
however, were unable to substantially restrict veneer
weight losses during natural weathering, indicating
that they did not form stable complexes with lignin.
Tetrapropyl and tetrabutyl zirconate were not as ef-
fective at protecting wood from weathering as the ti-
tanates that were tested (Schmalzl and Evans 2003).

14.4.3 Photoprotection of Wood with
Wood Preservatives

Inorganic compounds used as components of wood
preservatives can also provide some photoprotection
to wood. Feist and Williams (1991) examined the
ability of a chromated copper arsenate (CCA) wood
preservative and chromium trioxide to reduce the
weathering degradation of unfinished wood and im-
prove the durability of semitransparent and solid-
color stains applied to wood. CCA provided long-
term protection against weathering-induced erosion
and greatly extended the lifetime and durability of a
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FIGURE 14.10 Chemical modification of wood with (a) acetic anhydride and (b) dicarboxylic acid anhydride.

partially UV-transparent stain. Feist and Williams
(1991) also observed that a CCA pressure treatment
provided better penetration and higher deposition of
chromium at the surfaces of wood than a brush treat-
ment of chromium trioxide.

Jin et al. (1991) investigated the weathering
degradation of alkylammonium compound (AAC)
and ammoniacal copper quat (ACQ) treated wood
samples. They found that ACQ retarded the weath-
ering degradation of wood, whereas AACs acceler-
ated photodegradation. Thus, AAC-treated samples
showed considerable latewood delignification and
severe earlywood erosion during exposure. FTIR
spectroscopy indicated that ACQ reduced the forma-
tion of carbonyl groups and delignification of wood
during weathering (Liu et al. 1994). They also found
that the rate of carbonyl formation was higher in
CCA-treated wood than in ACQ-treated wood. Re-
cently, Zhang (2003) observed that a range of alkyl-
ammonium compounds (AACs) did not greatly re-
tard the photodegradation of treated wood samples
exposed to UV light. However, wood treated with
AACs together with copper as a co-biocide were
more resistant to degradation.

Cornfield et al. (1994) found that copper azole
preservatives enhanced the weathering resistance of
wood, and Zhang and Kamden (2000) found that
copper monoethanolamine (Cu-MEA), which is a
component of some of the newer copper-based wood
preservatives, increased the hydrophobicity of wood
and reduced the susceptibility of the wood to pho-
todegradation. Water repellent emulsion additives
are commonly added to water-borne preservatives

(CCA, ACQ) to increase the water repellency of the
treated wood and reduce the physical deterioration of
the wood exposed outdoors (Zahora 1992).

14.4.4 Photoprotection of Wood by
Chemical Modification

The weathering durability of wood can be improved
by chemical modification. Chemical modification
usually involves covalently bonding chemicals to
hydroxyl groups on lignin and holocellulose (Figure
14.10), and, in certain cases, bulking the cell wall
(Figure 14.11). Chemical modification usually im-
proves the dimensional stability of wood by reduc-
ing its hygroscopicity and keeping the wood cell
wall in a swollen (bulked) state. Chemical modifica-
tion of wood by methylation, acetylation, or alkyla-
tion improves the color stability of wood during
weathering because the “blocking” of phenolic hy-
droxyl groups retards the formation of quinones
(Kalnins 1984; Kiguchi 1997).

Acetylation of wood to weight gains (WGs) of
10–20% has been shown to reduce the photo-
yellowing (Tarkow et al. 1946; Plackett et al. 1992),
checking (Dunningham et al. 1992), and erosion
(Feist et al. 1991) of wood exposed to natural or ar-
tificial weathering. The ability of chemical modifi-
cation to prevent checking and erosion of wood dur-
ing weathering may be explained by the increased
dimensional stability and hydrophobicity of the
modified wood. Evans et al. (2000), however, ob-
served that acetylation of Scots pine to low WGs
(5–10%) reduced the photostability of modified
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FIGURE 14.11 SEM photographs of (a) acetylated wood showing swelling (bulking) of the S3 layer of the secondary
wall, and (b) weathered acetylated wood (Evans et al. 2000).

wood. They also observed that the photostability of
cellulose in acetylated wood increased at higher
WGs (around 20%). At higher WGs, a higher degree
of substitution of cellulosic hydroxyl groups is
likely. Cellulose derivatives are generally less sus-
ceptible to photodegradation than unmodified cellu-
lose (Usmanov 1978). Thus, it appears that acetyla-
tion can protect cellulose to some degree (Feist et al.
1991; Evans et al. 2000), but it is unable to photo-
stabilize lignin (Kalnins 1984; Kiguchi 1997; Torr et
al. 1996; Evans et al. 2000). Similar findings have
been reported for wood modified with dicarboxylic
acid anhydrides (Evans 1998).

Chang and Chang (2001) observed that acetyla-
tion or succinic anhydride treatment of wood sur-
faces reduced the formation of chromophores at the
surface of UV-irradiated China fir (Cunninghamia
lanceolata (Lamb.) Hook. F.) wood. Conversely,
phthalic anhydride treatment of wood surfaces ac-
celerated photo-discoloration. Modification of wood
with butylene oxide, methyl isocyanate, or butyl iso-
cyanate at higher WGs (around 25% or more) did
not enhance the photostability of wood (Rowell et al.
1981; Feist and Rowell 1982). In contrast, chemical
modification of wood with a maleic acid-glycerol
mixture has been found to enhance the resistance of
wood to weathering (Fujimoto 1992).

Recently, Evans et al. (2002) found that benzoy-
lation of wood with benzoyl chloride (to high weight
gains) was effective at photostabilizing wood, in-
cluding its lignin component. They observed an in-
verse relationship between WGs (due to benzoyla-
tion) and mass losses of benzoylated wood during
weathering. In order to explain their findings, they
suggested that the benzoyl groups in benzoylated
wood absorbed UV light or scavenged free radicals.
Benzoylation of wood to higher WGs, however,

caused pronounced swelling of the wood cell wall,
which reduced the strength of treated wood veneers.

14.4.5 Photoprotection of Wood by
Monomer/Polymer Wood 
Lumen Fill Treatments

Filling wood cell lumens with polymerizable mono-
mers (i.e., impregnation and subsequent curing/
polymerization of the monomers in the lumens) im-
proves the weathering durability of wood (Desai
1972; Rowell et al. 1981; Feist and Rowell 1982;
Feist et al. 1991). Methyl methacrylate (MMA)
monomer impregnation and subsequent polymeriza-
tion in cell lumens reduces the rate of moisture sorp-
tion and increases the hardness of wood (Rowell et
al. 1981). Filling wood cell lumens with MMA re-
duced the erosion of wood by 40% or more during
accelerated weathering (Rowell et al. 1981; Feist et
al. 1991). The combination of acetylation followed
by MMA cell lumen filling further increased the
weathering durability of wood (Feist et al. 1991),
and reduced surface erosion by about 85%. Butylene
oxide (BO), methyl-isocyanate (MI), or butyl-iso-
cyanate (BI) treatment of wood followed by MMA
impregnation and polymerization in situ was also
found to enhance the resistance of wood to UV light
and accelerated weathering (Feist and Rowell 1982;
Rowell et al. 1981), despite earlier findings that
modification of wood with BO, MI and BI was inef-
fective at enhancing photostability (Rowell et al.
1981; Feist and Rowell 1982). Stamm (1959) found
that treatment of wood with polyethylene glycol
(PEG) reduced the face checking of wood during
seasoning. PEG also dimensionally stabilizes wood
by bulking the fibers. Kiguchi et al. (1997c) found
that pretreatment of Douglas fir plywood with a 10%
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solution of PEG reduced film failure of clear finishes
exposed outdoors for two years. Recently, Ohkoshi
(2002) used FTIR-PAS to examine the chemical
changes occurring at the surfaces of wood speci-
mens impregnated with PEG and irradiated with UV
light. PEG impregnation decreased the generation of
carbonyl groups and degradation of lignin in wood
during exposure, but the PEG was itself degraded by
UV light, and it was suggested that this would limit
its ability in the long term to photostabilize wood.

14.4.6 Wood-Plastic Composites

Extruded/molded wood-plastic composites (WPCs)
contain wood fibres or flours which act as reinforc-
ing fillers in a thermoplastic matrix. Both the ther-
moplastic and wood are susceptible to photodegra-
dation. Matuana et al. (2001) investigated the UV
resistance of unpigmented and rutile-titanium-
dioxide-pigmented rigid polyvinyl chloride (PVC)
wood fibre composites. They observed that incorpo-
ration of wood fiber into a PVC matrix accelerated
the UV degradation of the thermoplastic polymer.
Addition of a photoactive pigment (rutile titanium
dioxide) to the composite enhanced its UV-light
stability. This is in accord with Blackburn et al.’s
(1991) observation that “[F]ine particle titanium
dioxide offered significant improvements over con-
ventional UVAs and HALS in stabilizing alkyd
based wood finishes.” Grafting of an epoxy func-
tionalized benzophenone-type UV absorber (2-
hydroxy-4-(2,3-epoxypropoxy)-benzophenone,
HEPBP) to wood fibres used in WPCs also improved
the color stability of the composite mate-
rial during accelerated weathering (Kiguchi et al.
2000).

14.4.7 Photoprotection of Wood with 
UV Absorbers and Hindered 
Amine Light Stabilizers

Additives such as UV absorbers (UVAs), hindered
amine light stabilizers (HALS), and hindered phe-
nolic antioxidants (AOs) have also been used to pro-
tect wood from photodegradation and improve the
performance of clear finishes (Kalnins 1966; Wil-
liams 1983; Rogez 2001). UVAs act to prevent the
formation of free radicals via preferential absorption
of incident UV light and dissipation of the incident
energy as non-radiative heat. In comparison, HALS
prevent the formation of high concentrations of free
radicals. The precise mechanism by which this is
achieved in wood has not been fully elucidated, but
is thought to include energy transfer, free radical ter-

mination, or peroxide decomposition. UVAs and
HALS are widely incorporated into coatings to re-
duce photodegradation of the polymeric binder.
Their effectiveness for this application is dependant
upon the type of UVA or HALS and their concentra-
tions in the coating. Increased film thickness will re-
duce the concentration of UVA required to retard
degradation of wood beneath clear coatings, but may
result in problems associated with the lack of flexi-
bility of thick coatings on wood. Hindered phenolic
antioxidants (AOs) are traditionally used to termi-
nate free radicals originating from heat-induced
degradation of coatings. They are similar in function
to HALS, so they can be used to retard the degrada-
tive effects of UV light on wood. Unlike HALS,
however, they are non-regenerative and decrease in
concentration during the photostabilization process.

Kalnins (1966) found that treatment of Douglas
fir veneers with a UVA (dibenzoylresorcinol) re-
duced the production of gaseous and volatile pho-
todegradation products produced during irradiation
of wood with artificial UV light. In contrast, Hon et
al. (1985) found that the addition of a HALS or AO
to a clear acrylic film-forming finish containing an
internal UVA did not prevent the photo-oxidative
discolouration of the underlying pine wood surface.
Wood coated with UV-curable clear coatings was
also reported to turn yellow following exposure to
UV light (Chang and Chou 1999) and, although
some discoloration occurred in the coating, the ma-
jority was found in the substrate. Chang and Chou
(1999) found, however, that incorporating UVAs
into clear coatings significantly reduced the yellow-
ing of both the coating and substrate, whereas HALS
were ineffective. The authors did report that HALS
reduced the photo-yellowing of wood coated with an
aliphatic urethane-modified acrylate finish contain-
ing a UVA. They speculated that this might have
been due to a synergy between the HALS and the
UVA. Recently Rogez and coworkers (Rogez 2001;
Hayoz et al. 2002) described the synergistic effects
of combinations of UVA/HALS on the performance
of clear coatings on wood, and the progress that has
been made in developing more effective UVA/
HALS systems for the photoprotection of wood and
clear finishes. HALS have also been shown to be
useful inhibitors of iron oxidation and water degra-
dation of wood (Hussey and Nicholas 1985).

14.4.8 Photoprotection of Wood by
Grafting of UV Absorbers

Grafting or chemically bonding of UVAs to synthetic
polymers is a highly effective method of protecting
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polymers from photodegradation. Williams (1983)
first reported the grafting of a reactive UVA, 2-
hydroxy-4-(2,3-epoxypropoxy)-benzophenone
(HEPBP) to the surface of wood (western red cedar)
and demonstrated that the grafted UVA reduced the
erosion of unfinished wood, and, as pretreatment, en-
hanced the performance of clear finishes during arti-
ficial accelerated weathering. Kiguchi and Evans
(1998) investigated the reaction conditions required
to graft HEPBP to wood. They found that in the pres-
ence of an amine catalyst (dimethylbenzylamine)
and at temperatures in excess of 80 °C, HEPBP could
be grafted to wood resulting in permanent WGs.
Grafting of HEPBP was found to be as effective as
chromium trioxide at restricting mass losses of ve-
neers during natural weathering, and better than
chromium trioxide at restricting veneer tensile
strength losses. XPS spectra indicated that the pho-
toprotective effect of grafting on mass losses was due
to the protection of lignin at exposed surfaces. Graft-
ing of reactive UVAs such as HEPBP and some
epoxy-functionalized triazine-type UVAs to wood
has also been found to reduce photochemical
changes at UV irradiated wood surfaces, and greatly
improve the performance of clear coatings on modi-
fied veneer surfaces (Kiguchi et al. 2001). Grafting of
a benzotriazole UV absorber containing an iso-
cyanate group to wood supplemented by other addi-
tives (such as polyethylene glycol or a HALS) to
grand fir (Abies grandis Lindl.), and European oak,
was found to be effective at preventing photo-
yellowing of the wood (Grelier et al. 1997). Com-
mercialization of such treatments awaits the devel-
opment of less costly UV absorbers that can be more
easily bonded to wood.

14.5 FUTURE DIRECTIONS

Architects and engineers are increasingly insisting
on materials that offer longer service life and lower
repair and maintenance costs. In addition, there is
pressure to use materials that can be recycled and
produced on a sustainable basis. Wood is a renewable
material that can be easily repaired and in most cases
recycled. However, weathering reduces the service
life of wood and increases its maintenance costs. For
example, premature failure and replacement of pre-
servative-treated pine poles and decking are often
caused by checking, and the higher maintenance
costs of exterior wooden joinery compared to substi-
tutes made from unplasticized polyvinyl chloride or
aluminum are caused in part by weathering-induced
failure of surface coatings. Hence, there is likely to

be continuing interest in the development of addi-
tives and treatments to reduce the weathering of
wood. A deeper understanding of the mechanisms
involved in photodegradation of wood could lead 
to more economical and effective methods of photo-
stabilizing wood, which could significantly im-
prove the durability of clear finishes for timber. Wood
is increasingly being converted into a wide range of
composites using a diverse range of matrix materials,
including thermoplastic and thermosetting polymers
and ceramics. The evaluation of the weathering re-
sistance of such composites and the development of
appropriate treatments to enhance their durability
will become increasingly important in the future.
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15.1 INTRODUCTION

The complex structure of wood makes it remarkably
resistant to degradation by a variety of agents, but
wood will degrade under the proper conditions.
Wood degradation can be classified as damage
caused by biotic (living) and abiotic (non-living)
agents. In many instances, biotic and abiotic damage
appear similar to the naked eye, but careful exami-
nation of the wood for biotic agents and careful at-
tention to chemical changes associated with non-
living agents of decay can be used to delineate the
causal agent.

15.2 ABIOTIC AGENTS

Non-living or abiotic agents include weathering
(Figure 15.1)(see Evans), mechanical wear, chemi-
cals, and heat. 

15.2.1 Mechanical Damage

Mechanical damage can occur from a variety of
sources. For example, repeated abrasion can wear
away the wood. This type of damage is most often
seen on wood stairs, where the wood wears away on
the most heavily traveled sections of the tread. Abra-
sion can be easily detected and repaired. Mechanical
damage can also occur through repeated heavy load-
ing of the wood (e.g., where heavy loads are repeat-

FIGURE 15.1 Weathering can turn light wood dark,
but the damage is relatively shallow.
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edly dropped on the wood). This loading can cause
the annual rings to separate from one another, re-
ducing material properties.

While wood is considered to be fairly resistant to
attack by many chemicals, it will degrade upon pro-
longed exposure to strong acids or bases. Strong
acids will tend to remove cellulose and hemicellu-
lose, leaving the residual lignin behind. Acid-
degraded wood looks like wood that has been at-
tacked by brown rot fungi, but no fungi can be
detected and the wood has a much lower pH than
normal wood. The removal of the cellulose in acid-
degraded wood sharply reduces its strength. This ef-
fect generally occurs so slowly that wood tanks are
commonly used to store dilute acid solutions.

15.2.2 Strong Alkali or Bases

Strong alkali or bases tend to attack the hemicellu-
lose and lignin, leaving the cellulose largely whole.
Wood exposed to strong bases tends to be white and
bleached, much like wood attacked by white rot
fungi. This reaction is similar to the production of
paper, wherein the lignin is removed, leaving cellu-
lose-rich wood fibers behind. As with the strong
acids, the absence of fungal hyphae and a very ele-
vated pH are indicators of alkaline damage.

15.2.3 Salts and Heat

Salts can also damage the wood. Wood exposed to
salt water tends to absorb the salty water. Repeated
wetting and drying of wood fibers near the surface
will result in a concentration of salt in the cell lu-
mens. These cells can burst if they absorb too much
salt. Although the overall effect on wood properties
is minimal, the burst fibers can accumulate on the
wood surface, creating a fuzzy appearance.

One well-known agent of degradation of wood is
fire. Wood will combust when its temperature ex-
ceeds 275 °C. Exposure of wood to elevated temper-
atures below 275 °C can result in a gradual loss of
material properties. The wood darkens and, as the
damage proceeds, cross-breaks develop that resem-
ble those associated with attack by brown rot fungi.

Hemicelluloses are generally most susceptible to
heat damage, followed by cellulose and, finally,
lignin. Damage can begin to occur as temperatures
reach 100 °C, but the effects are very gradual at these
lower temperatures. Hemicelluloses begin to decom-
pose between 225–325 °C, while lignin is more tem-
perature resistant, decomposing between 250–
500 °C. Cellulose decomposes between 325–375 °C.

Heat-damaged wood in many ways resembles wood
damaged by brown rot fungi, and the two were often
considered to be caused by the same agents before
people understood that fungi caused decay

15.3 BIOTIC AGENTS

From the time wood is formed in the living tree, it is
susceptible to attack by a diverse array of organisms
specialized for gaining access to energy rich poly-
mers. Trees, however, are not defenseless against
this onslaught. Living trees possess a variety of
techniques for limiting attack, including the ability
to produce copious amounts of resin or gums to wall
off attacking agents. They also produce anti-fungal
compounds that slow microbial attack and wall off
or block fluid flow to infected areas. These activities
cease once the tree dies and its resistance to degra-
dation shifts to more passive approaches, including
producing waxes that slow moisture uptake and
heartwood extractives that limit attack, and ulti-
mately, the intricately arranged lignocellulose ma-
trix. The importance of the latter capability should
not be overlooked. Many organisms are cellulolytic,
but only a small percentage are capable of tapping
the energy stored in wood because of the protection
afforded by the lignin matrix.

Protecting wood from biological degradation re-
quires understanding that nearly all wood-degrading
organisms require water, oxygen, temperature and a
food source (Figure 15.2). Most wood-degrading or-
ganisms are aerobic (require oxygen), but the oxy-
gen levels required for decay by some fungi can be
quite low (1–10 ppm). Air contains 19–20% oxygen,
so this element is rarely limiting except in very wet

FIGURE 15.2 Most biological agents of deterioration
have four basic requirements to cause damage.
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environments where water completely fills the wood
cell lumens to exclude air. While anaerobic bacteria
can function in these environments, the rate of attack
is slow and not a significant factor, except when
wood is submerged for many decades.

Organisms that degrade wood have broad temper-
ature tolerances. Many function at just about freez-
ing, while others continue to damage wood at tem-
peratures approaching 40 °C. Most wood-degrading
organisms have temperature optima between 20–
28 °C, but can survive prolonged exposures below 
0 °C. Nearly all fungi can survive prolonged freezing,
but most wood degrading organisms succumb to pro-
longed exposure above 45–50 °C, as these tempera-
tures irreparably denature enzymes and other
essential components of cellular machinery. Fungi
are completely eliminated when the wood is heated
above 67 °C for at least 75 minutes.

Water is perhaps the most critical microbial re-
quirement. Water swells the wood, opening the poly-
mers to allow penetration of enzymes; it allows for
diffusion of enzymes to wood and breakdown prod-
ucts to the organisms; and, most importantly, it is a
reactant. Many steps in the degradation of cellulose
and hemicellulose require the addition of water by
hydrolysis. For most organisms, the presence of free
water is required before substantial degradation can
occur. Although some insects can attack wood that is
much drier, the point where free water is present
(fiber saturation point) and most organisms can de-
grade wood, occurs between 27–30%, although this
figure can vary. Moisture control plays a very impor-
tant role in most approaches to limiting degradation
of structures, and there are thousands of examples of
well-designed and -maintained wood buildings that
have stood for centuries. In the absence of moisture
exclusion, the wood must be supplementally pro-
tected to provide acceptable service.

The food source for most wood-degrading organ-
isms is the wood itself, although carpenter ants, car-
penter bees, Pholads, and woodpeckers are all excel-
lent examples of organisms that live in wood but do
not use it as a food source. Most organisms, however,
use the energy-rich polymers in wood as their pri-
mary food source, and have developed enzyme sys-
tems capable of unraveling the lignocellulose matrix
to varying degrees. One approach to wood protection
is to either alter the wood structure or poison it to
make it toxic to attacking organisms. Our wood
preservation industry focuses on this approach.

Preventing degradation generally involves re-
moving or limiting one or more of the four basic re-
quirements shown in Figure 15.2.

15.4 DECAY ORGANISMS

A range of organisms has evolved to either use wood
as food source or live within its structure; these in-
clude bacteria, fungi, insects, marine borers, and
woodpeckers. Each group has specific needs and has
different effects on the wood.

15.4.1 Bacteria

Bacteria are single-cell prokaryotes that lack mem-
brane-bound organelles; they reproduce by binary
fission. While considered to be primitive organisms,
bacteria have the ability to rapidly reproduce and
occur in a variety of extreme environments. Bacteria
that degrade wood tend to be relatively slow acting
and limited in the types of damage they cause.

Logs that are stored in water for long periods can
experience bacterial degradation of the pit mem-
branes that connect individual cells. This increases
the permeability of the wood and, once the log has
absorbed enough water, it will sink to the bottom of
the body of water. Bacterially-damaged logs also
tend to wet more easily and will finish unevenly
when painted.

Some bacteria are also capable of causing more
substantial damage to the wood cell wall. Tunneling
and cavitation bacteria produce tube- and diamond-
like cavities within the wood cell walls in wood ex-
posed in moist forest soil or immersed in water for
long periods. Although this attack is largely confined
to the wood surface, many of these bacteria are
chemically tolerant and appear to be one of the first
colonizers of preservative-treated wood in many en-
vironments. These bacteria do not cause substantial
wood damage in most environments, but they can
become important in submerged wood exposed for
long periods.

15.4.2 Fungi

Fungi are filamentous, heterotrophic eukaryotes.
While they are often compared with plants, they are
not directly related to this group—they represent a
completely separate order of organisms. Fungi that
colonize wood-based materials can be characterized
on the basis of the damage they cause to the wood,
or the taxonomic origin of the particular fungal
species. Wood damage is generally classified as
mold, stain, brown rot, white rot, and soft rot. The
wood-colonizing fungi include members of the As-
comycetes, Fungi Imperfecti and Basidiomycetes. In
many cases, different fungi in the same taxonomic
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FIGURE 15.4 Sapstain fungi tend to cause damage
more deeply in the wood, as shown by this railroad tie
(sleeper).

FIGURE 15.3 Mold fungi tend to grow on the sapwood
of wet freshly sawn lumber.

group can cause different types of wood damage.
For the purposes of this review, we will address fun-
gal decay from the perspective of the damage caused
to the wood.

15.4.2.1 Mold Fungi

Mold fungi are primarily Ascomycetes and Fungi
imperfecti that use the sugars stored in the ray cells
of the sapwood (Figure 15.3). The hyphae of these
fungi are clear, but produce prodigious amounts of
pigmented spores that discolor the wood surface.
These spores can be removed by brushing the wood
surface. Molds do not cause substantial damage to
the wood they attack, although they can make the
wood more permeable and therefore more easily
wetted. This can increase the likelihood of decay.
The spores of mold fungi can be allergens that ag-
gravate asthma. Some mold fungi produce toxic
compounds called mycotoxins. The most well-
known example of a mycotoxin is aflatoxin, pro-
duced by Aspergillus flavus in peanuts. While these
toxins can be important in some applications, there
is no evidence that they are important in wood. 

15.4.2.2 Stain Fungi

Stain fungi are Ascomycetes and Fungi Imperfecti
that also utilize the stored sugars in the ray cells
(Figure 15.4). The primary difference between these
fungi and molds is that their hyphae eventually be-
come pigmented a dark brown color, and this color
gives the wood a bluish cast. Stain fungi cause per-
manent discoloration to the wood, reducing value
where appearance is an issue. They also cause some
reductions in toughness, which can limit uses where
material properties are important. 

15.4.2.3 Brown Rot and White Rot Fungi

Brown rot and white rot fungi are both primarily
caused by Basidiomycetes, although some Ascomy-
cetes also cause white rot attack (Figure 15.5).
Brown rot fungi attack the stored sugars in the ray
cells, but they also attack structural components in
the wood cell wall. Brown rot fungi primarily attack
cellulose and hemicellulose, leaving behind a modi-
fied lignin. The wood becomes brown (thus the
name), and develops numerous cross-breaks as a re-
sult of the loss of integrity of the cellulose microfib-
rils. Brown rot fungi are important in wood struc-
tures because they tend to cause substantial losses in
strength at very early stages of attack. As a result,
wood that appears sound may fail suddenly. They
are also important because these fungi tend to be
more common on softwoods, and softwoods are the
dominant building material in temperate climates. 
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FIGURE 15.5 White and brown rot are distinguished
by the patterns of damage as well as the color of the af-
fected wood.

White rot fungi are believed to be more advanced
because they have evolved the enzyme systems nec-
essary degrade all three wood polymers. In fact,
some white rot fungi preferentially degrade lignin.
White rot fungi tend to degrade wood at the same
rate as the breakdown products are utilized. Thus,
decay by these fungi is more gradual and the effects
tend to become visible as the damage occurs. White
rot fungi tend to be more prevalent on hardwoods.

15.4.2.4 Soft Rot Fungi

Soft rot fungi are found on wood in very wet envi-
ronments, such as wood exposed in soils with high
amounts of organic matter, or wood that is subjected
to extreme changes in moisture content (such as the

above-ground parts of fences). Soft rot fungi were
not fully described until the early part of the 20th

century, although thier damage was noted much ear-
lier. There are two types of soft rot attack. Type 1 at-
tack occurs when the fungal hyphae grow through
the S-2 cell wall layer, producing a series of dia-
mond-shaped cavities. Type 2 attack occurs when
the fungi produce a gradual erosion of the S-2 cell
wall layer from within the lumen. Both types of
damage are primarily caused by Ascomycetes and
Fungi Imperfecti. Some fungi can cause both types
of damage, although Type 2 is the more prevalent at-
tack mode. These fungi can become important be-
cause they attack the wood surface, gradually reduc-
ing the cross-sectional area until the wood fails. Soft
rot attack is important in specialized environments,
such as where wood is used in cooling towers or
when poles are exposed in soils with a high nutrient
level. These fungi appear to have adapted to thrive
where more conventional brown and white rot fungi
are less viable. In addition, many soft rot fungi are
tolerant of preservatives, making them the first fungi
to colonize preservative-treated wood.

15.5 INSECTS

A variety of insects have evolved the ability to use
wood as either a food source or as a shelter in which
to rear their young. While members of at least six in-
sect orders attack wood, for practical purposes, only
the Isoptera, Coleoptera, and Hymenoptera cause
substantial economic damage to wood products. The
characteristics of each will be addressed below.

The Isoptera (termites) are widely distributed
around the world between 50 degrees north and
south latitude. Termites are social insects with a
highly organized caste system of workers and sol-
diers that revolves around providing for the queen.
Termite workers avoid light and, therefore, are rarely
seen outside the nest except when the winged repro-
ductives swarm from the nest to start new colonies.
Termites use wood as a food source, usually with the
help of symbiotic protozoa in the mid-gut that help
them to digest cellulose.

The groups of termites that attack wood can be
broadly grouped into subterranean, dampwood, and
drywood termites. Subterranean termites generally
live in soil contact, although their connection to the
soil can sometimes be remote. Some subterranean
termites can attack wood well above the soil by con-
structing earthen tubes that allow them to carry
moistened soil into a structure to wet the wood and
allow it to be attacked. Colonies of subterranean ter-
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FIGURE 15.6 Adult beetles, such as this golden
buprestid beetle (Buprestis aurulenta), leave small exit
holes on the wood surface, but can cause substantial in-
ternal damage.

mites can range from several hundred thousand to
seven to eight million workers for species such as
the Formosan termite. 

Subterranean termite attack in wood structures
can be addressed by using a combination of physical
and chemical methods. First, structural contact with
the soil is avoided. In addition, the soil beneath and
surrounding the structure is either drenched with an
insecticide, covered with a very fine-mesh stainless
steel screen that prevents termites from moving up-
ward, or covered with a fine granite or pumice gravel
that limits termite tunneling. Finally, in areas with
extreme termite attack, any wood in the structures is
preservative-treated or is naturally termite resistant.
Combinations of practices sharply reduces the risk
of subterranean termite attack. 

As the name implies, dampwood termites attack
very wet wood which is not always in soil contact.
These species are not widely distributed, but can be
regionally important. They tend to live in smaller
colonies (100,000 workers) and are more easily con-
trolled by removing the source of moisture.

Drywood termites attack very dry wood that is
usually above the ground, such as dead branches on
trees (<13% moisture content). These termites are
common in houses in desert areas, where they can
cause extensive damage to roofs and trusses. The
damage is often difficult to detect and even harder to
control. Prevention is usually accomplished by
screening vents to prevent termite entry. Once ter-
mites invade, fumigation is often the only solution to
eliminating attack.

15.5.1 Coleoptera

Coleoptera (beetles) represent the largest order of
insects, and a variety of beetle species have evolved
to attack wood. Beetles can directly cause damage as
they tunnel through the wood, or can vector fungi
that subsequently stain or decay the wood (Figure
15.6). Many species of beetles lay their eggs on
freshly fallen trees; the larvae then tunnel into the
wood beneath, where they continue to damage the
wood. Once the larvae have obtained a sufficient
amount of nutrients, they pupate and then emerge as
adults. The adults tunnel out of the wood and seek
new host material. These beetles rarely re-infest the
same piece of wood. Beetles that attack freshly
fallen trees include bark beetles, ambrosia beetles,
longhorn borers, and buprestids. Although all of
these insects can cause wood damage, their impact
can largely be controlled by timely processing of
harvested timber. Their presence in finished prod-

ucts is an indication that materials may have been
improperly stored. 

Once wood has dried, it can sometimes be at-
tacked by powderpost beetles. There are several
groups of powderpost beetles, each with its own spe-
cial range of wood species preferences and moisture
content ranges. Powderpost beetles tend to attack the
sapwood and prefer woods with larger pores. These
beetles lay their eggs on the wood surface, then the
emerging larvae tunnel into the wood, leaving little
evidence of their presence on the wood surface. The
damage is usually detected by the presence of small,
round exit holes produced as the adults leave to seek
new wood. Powderpost beetle prevention is rela-
tively simple and can include coating the wood sur-
face, application of insecticides, and regular inspec-
tion to detect infestations before they become
widespread in a structure.
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15.5.2 Hymenoptera

Hymenoptera include ants, bees, and wasps. While
wood can be attack by carpenter bees and Sirex
wasps, by far the most damaging group of insects in
this order are the carpenter ants. Carpenter ants are
social insects with a structured caste system that in-
cludes major and minor workers who all serve the
queen. Carpenter ants do not use wood as a food
source, but instead tunnel through a log or timber,
creating galleries in which to raise their larvae. The
workers then leave the nest to forage for food to feed
their young and support the queen. Carpenter ant
colonies can range in size from several hundred to
over a hundred thousand workers. Preventing car-
penter ant damage can be challenging, since the
workers do not eat the wood. The application of in-
secticidal barriers can help limit attack, but the pri-
mary focus on ant prevention is to remove woody
debris from around a structure that might be suitable
ant habitat.

15.5.3 Marine Borers

While the moisture contents of wood exposed in ma-
rine environments are too high to allow for attack by
insects or most terrestrial fungi, several groups of
marine organisms have evolved the ability to use
wood for either shelter or as a food source. These or-
ganism are extremely important recyclers of wood in
marine environments, and, when wooden sailing
ships ruled the seas, were the cause of many ship
sinkings.

15.5.3.1 Shipworms

Shipworms are clam-like mollusks that begin life as
free-swimming larvae. These larva eventually settle
on and bore into the wood. As they bore into the
wood, their bodies become extended and worm-like,
in some species reaching up to 1.5 m in length in as
little as two years. These organisms are difficult to
detect on the wood surface, although they may ex-
tensively damage the interior of the wood as they
feed. Shipworm attack can be easily prevented by
the use of wood treated with creosote or one of the
inorganic arsenical-based preservatives.

15.5.3.2 Pholads

Pholads are also clam-like mollusks that begin life
as free-swimming organisms that eventually settle
on and bore into the wood. Pholads damage the

wood as their shells rub into the wood. This weakens
the wood surface, which is then eroded away by
wave action. Pholads are typically found in tropical
and sub-tropical waters. Their attack can be easily
limited by the use of creosoted wood.

15.5.3.3 Limnoria

Limnoria are mobile crustaceans that tunnel into and
attack the wood surface, particularly around the tidal
zone. Limnoria do not use wood as food source, and
are primarily believed to use wood as shelter from
predators. Although their tunnels are shallow and
small, continued wave action wears away the wood
weakened by these tunnels, forcing the limnoria to
tunnel ever-deeper into the wood. This damage be-
comes particularly evident around tidal zones,
where affected wood pilings will take on an hour-
glass shape. Limnoria damage can be limited by the
use of wood treated with creosote or the inorganic
arsenicals. In some areas, Limnoria tripunctata is
tolerant of creosote and the wood must be treated
with the arsenicals. In extreme cases, dual treat-
ments with both creosote and one of the arsenicals
might be necessary.

While marine borers are often overlooked as
wood destroyers, they cause an estimated $500 mil-
lion in damage per year in North America.

15.6 MAGNITUDE OF WOOD
DETERIORATION LOSSES

Although there are no national data collection sys-
tems for quantifying wood losses caused by various
agents of decay, it has been estimated that fully 10%
of the timber cut each year is used to replace wood
that has that has decayed in service. While this
seems to be a staggering amount of wood, when one
considers a few estimates for individual losses, the
overall figure becomes more believable. For exam-
ple, termites cause over $1.5 billion in damage each
year, primarily in the southeastern United States.
Building decay has been estimated to cost $364 mil-
lion in the state of California; Since California rep-
resents about 10% of the U.S. economy, it could be
inferred that, nationally, such losses might approach
10 times that amount. Compiling these estimates of
losses caused by the various agents of wood decay-
points to the staggering effects of biodeterioration in
just one country. So what can be done to reduce this
financial impact? In the next sections, we will dis-
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cuss how to prevent wood deterioration, using our
knowledge of what the various organisms require.

15.7 WOOD PROTECTION

Wood can be protected against biological degrada-
tion by limiting one or more of the four basic factors
required for growth.

15.7.1 Limiting Oxygen for 
Limiting Degradation

It is generally not feasible to limit oxygen in wood
structures, but there are phases in wood process-
ing when it is, and there are some special applica-
tions where the exposure conditions are inherently
oxygen-limiting.

Ponding or sprinkling logs with water has long
been used to limit checking during log storage, but
these practices also limit the potential for both insect
and fungal attack. Soaking raises the wood moisture
content to well over 100%, filling the lumens and ex-
cluding air. Prolonged water storage, however, can
allow bacteria to proliferate. These bacteria degrade
the pits that connect individual cells, making the
wood more permeable. Excessive water sorption in
these more permeable logs can lead to the logs sink-
ing in the pond. A second problem with bacterial
growth in long-term wet storage is a tendency to de-
velop enzymatic stains that reduce lumber value.
Careful inventory management to minimize storage
is a simple method for reducing the risk of both
sinkers and enzymatic stains.

Oxygen is also often limited when the wood is
continuously exposed to water. Examples of such
applications include foundation pilings, which are
often driven into the water table; wood immersed in
cooling towers; and the immersed portions of fresh-
water docks. The high moisture contents under these
conditions generally limit oxygen availability, al-
though care must be taken to ensure that the immer-
sion is continuous, since repeated cycling between
wet and dry conditions can allow decay fungi to
begin to attack the wood.

15.7.2 Limiting Temperature

As with oxygen, there are relatively few applications
where temperature can be controlled to the extent
that microbial attack is limited, but temperature can
be used effectively in other ways.

For example, for many years mills attempted to
harvest logs during cooler times of the year, when
insect and microbial activity was lowest. This is not
feasible today because most mills run all year and
must continually harvest materials.

Temperature can also be used as a wood sterilant.
The two best examples of this approach are steaming
for phytosanitation, and kiln drying. Generally, wood
must be heated to 71 °C for a minimum of 75 minutes
to eliminate fungi present. Insects succumb at much
lower temperatures, so most sanitation guidelines as-
sume that temperatures necessary to kill fungi are
more than adequate for insects or other wood-inhab-
iting pests. Wood is an excellent insulator, so heating
to the required temperature can take many hours, de-
pending on the dimensions of the wood, the density,
and the moisture content. Despite the time and asso-
ciated energy costs, steaming is one of the processes
recommended for disinfesting pallets and other wood
products transported internationally. One disadvan-
tage of steam heating is its temporary effect. Steam
will kill nearly all life forms, but it does not provide
lasting protection. As a result, steamed wood that re-
mains wet can be colonized by a number of fungi and
insects.

Kiln drying has the dual effect of using heat to kill
any established organisms and lowering the wood
moisture content to levels that limit renewed attack
by most organisms. Kiln drying also stabilizes the
wood. The disadvantages of kiln dring lumber are
higher costs due to the energy required, and the in-
troduction of some physical drying defects. In addi-
tion, kiln dried wood can still be attacked if it is
rewetted, making it important to keep such lumber
dry.

Heating either through steaming or kiln drying is
clearly a temporary approach for protecting wood.
There are also some novel approaches to alter the
chemistry of wood to render it either less hygro-
scopic or susceptible to fungal attack. Heating at
high temperatures in the absence of oxygen destroys
hemicelluloses, and appears to permanently alter the
ability of wood to sorb moisture. These technologies
were developed several decades ago, but have re-
cently emerged in Europe amid the search for non-
chemical strategies for wood protection. Limited
testing suggests that this thermally treated material
is more durable than untreated wood, particularly if
it is kept out of direct soil contact. However, these
gains are offset by higher costs, substantial losses in
material properties, and, with some heat treatment
processes, a tendency to produce furans and other
compounds that have environmental impact. Despite
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FIGURE 15.7 The outer living part of the tree (sap-
wood) tends to be non-durable, while the heartwood of
some species exhibits resistance to attack by insects,
fungi, or marine borers.

these limitations, heat treatments are likely to re-
ceive continued interest to placate an increasingly
chemophobic society.

15.7.3 Limiting Moisture

Because moisture is a major factor in wood deterio-
ration, controlling moisture is, by far, the most com-
mon method for protecting wood. There are two
types of moisture in wood: bound and free. Bound
water is the water that sorbs to the wood structure.
Free water is the water that is present in the cell lu-
mens and other interstices. Free water generally oc-
curs as the moisture content reaches 25–30% (weight
basis), although it can vary by species. Although
there are exceptions, most wood-inhabiting organ-
isms require that free water be present before they
can cause substantial damage to the wood.

Water plays a number of critical roles in the decay
process. Water is a swelling agent in the wood, mak-
ing the wood cell walls more accessible to microbial
enzymes. Water is also a reactant in many degrada-
tion processes. Hydrolysis of cellulose and hemicel-
luloses through the addition of water to break the 
B 1-4 linkages is an important step in the degradation
process. Water is also the medium of diffusion for the
enzymes that move out of the fungi into the sur-
rounding wood, as well as for the breakdown prod-
ucts as they diffuse back to the cells. The presence of
free water is essential for all of these processes.

The knowledge that free water is necessary for at-
tack can be exploited to create conditions that limit
moisture. Builders have long known that moisture
can be excluded in a number of ways, including the
use of steep roofs that shed water, gutters and down-
spouts that route water away from the structure, roof
overhangs that protect side walls from wetting, con-
struction that avoids wood/soil contact, and the use
of coatings to exclude moisture. While none of these
approaches can completely exclude moisture, in
combination with periodic maintenance they can all
sharply reduce the risk of deterioration, as evidenced
by the numbers of ancient wooden structures that
exist in some countries.

15.7.4 Altering the Food Source

While moisture exclusion is the most common
method for limiting biological degradation of wood,
there are many applications where the wood is likely
to be wet for some or all of its useful life. In these in-
stances, the only practical method for preventing de-
terioration depends on the presence of compounds

that are toxic to the various agents of decay. These
compounds can be naturally produced within the
tree, or supplementally delivered to the finished
product.

15.7.4.1 Natural Durability

The heartwood of some wood species has the ability
to resist attack by one or more groups of the various
agents of decay. As the sapwood in a standing tree
dies, a series of complex chemical reactions convert
the stored sugars into a range of toxic compounds
that protect the inner heartwood of some species
from attack (Figure 15.7). Humans have long ex-
ploited these materials for constructing durable
structures. For example, the Phoenecians con-
structed their sailing vessels from durable cedars of
Lebanon, and the Colonial navies used naturally
durable live oak. While these materials can provide
exceptional performance, not all species produce
durable heartwoods; those that do cannot possibly
provide all of the material needed. As an alternative,
non-durable woods can be supplementally protected
with chemicals, the approach taken by the various
wood preservation industries.

Wood preservation has its origins in our earliest
written history. Shipbuilders daubed various extracts
on the surfaces of their boats in hopes of avoiding
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FIGURE 15.8 Brushing and soaking of wood in preser-
vatives produce a relatively shallow zone of protection.

shipworm attack, but these efforts were largely inef-
fective. The so-called modern wood preservation in-
dustry can trace its origins to the desire by the
British navy to protect its wooden vessels. That navy
supported a series of efforts that lead to the nearly si-
multaneous development of creosote as a wood pre-
servative, and the pressure-treating processes that
force this material into the wood.

Wood treatment can be arbitrarily divided into
short-term protection lasting less than six months,
and longer-term protection that may need to last 50
or 100 years. Short-term protection is typically used
to protect wood for limited periods of time when
conditions will be suitable for decay. Such applica-
tions might include the protection of freshly sawn
lumber, where the wood must be protected from
stain and mold fungi for several days or months until
it dries below the point where fungal attack can
occur. The amount of chemical and the depth to
which it must be applied to be effective will differ
substantially from that needed to protect wood ex-
posed in soil in a tropical environment for many
years.

There are a variety of methods employed for
moving chemicals into wood. In general, treatment
involves introducing an adequate amount of chemi-
cal at a depth that will achieve the desired degree of
protection. Thus, most treatment standards address
penetration (the depth to which the chemical pene-
trates) and retention (the amount of chemical de-
posited in a specific area of the wood). Retention is
usually expressed as weight of chemical per unit
area of wood (pounds per cubic foot or kilograms
per cubic meter).

15.8 TREATMENT METHODS

Treatment methods can vary with the application,
the chemical, and the wood species. It is important
to remember that what works well with one species
or chemical may work poorly with a different com-
bination. Prior testing or adherence to a known
standard can reduce the risk of producing inferior
treatments.

15.8.1 Brushing

Preservatives have been brushed on wood surfaces
in hopes of extending surface life for as far back as
history has been recorded (Figure 15.8). As one
might expect, brushing provides a thin surface bar-
rier against fungal or insect attack. The chemical

moves into the wood surface through capillary ac-
tion, and the depth of penetration depends on the
wood species and the chemical solvent. Brush treat-
ments are usually applied by flooding the wood sur-
face, allowing the chemical to stand for a few sec-
onds, then brushing off the excess. These treatments
can provide some protection when wood is exposed
above the ground, especially if they are regularly
reapplied, but are of little help in direct soil contact.
The exception is with naturally durable wood
species, where brush treatments have been shown to
extend the life of species such as cedar or redwood.
(Newbill and Morrell, 1990).

15.8.2 Dipping or Soaking

Dipping or soaking in preservative can provide
slightly better protection than brushing, but once
again, the movement of chemical is primarily
through the capillary structure of the wood. The use
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of longer soaking times can improve preservative
penetration in the sapwood, but the depth of treat-
ment will largely be limited by the heartwood. Treat-
ment can also be improved by heating the solutions.
Heating reduces the viscosity of the treatment solu-
tion, easing flow through the pits.

Dip or soak treatments are normally used where
more sophisticated treatment methods are unavail-
able, but several industries rely heavily on dip treat-
ments. In North America, nearly all of the wood used
to produce exterior windows and doorframes is dip
treated prior to use. Previous studies have shown that
most windows decay at the joints along the end-
grain. Since end-grain sorbs treatments more readily
than the side grain and the species employed for
these products are fairly permeable, dipping has
long provided adequate protection for this exposure.
Dipping is also used for treatment of building fram-
ing with boron compounds. In this case, the wood is
treated shortly after cutting and the boron diffuses
into the wet wood during a storage period prior to
shipping. This process is also used to a limited ex-
tent for logs destined for log homes.

Dipping is also widely used for short-term pro-
tection of freshly sawn lumber against mold and
stain fungi. The primary focus of these treatments is
prophylactic, and short dips (30 seconds) provide a
shallow barrier against fungal attack. These treat-
ments provide three to six months of protection until
the wood can be dried to levels where fungal attack
is naturally limited.

15.8.3 Two-Stage Dip Diffusion

Two-stage dip diffusion treatments have also been
employed in various part of the world. Originally de-
veloped using immersion in a copper compound fol-
lowed by immersion in a chromium compound,
these processes were developed for applications
where access to more sophisticated equipment was
lacking. In theory, the copper would diffuse into the
wet wood, then the chromium would also diffuse in-
ward. The hexavalent chromium would react with
both the copper and wood to form an insoluble pre-
cipitate. Thus, the treatment becomes somewhat
fixed to the wood. More recently, double diffusion
treatments have been proposed, using sodium fluo-
ride followed by copper sulfate. Double diffusion
treatments were typically used for treatment of fence
posts and other low cost materials in non-structural
applications. Neither of these compounds is strongly
fixed to the wood, making it less likely that this treat-
ment will provide the long-term protection afforded
by the copper/chromium combination.

15.8.4 Thermal Treatments

Thermal treatments are similar to soaking, but the
process involves more heating and some pumping of
fluids. In a thermal process, the treatment solution is
added to a tank or vessel containing the wood, then
the solution is heated for a period of eight to 16
hours. The solution is removed, then reintroduced
into the vessel. This reduces the solution tempera-
ture slightly, and the cooler solution contacting the
slightly hotter wood creates a partial vacuum that
helps draw solution into the wood. The thermal
process is used to treat wood species with relatively
thin sapwood.

A variety of other treatment processes have been
developed over the past century, but most of these
have disappeared because they were too labor inten-
sive, posed too much of a risk to workers, or were
too expensive. One process that is periodically used
is the Boucherie process. In this process, a cap is
placed on a freshly cut cross-section of a tree. The
cap has a hose which runs to a reservoir of treatment
solution, which is elevated over the wood. The
freshly cut tree is still capable of conducting fluids,
and the slight downward pressure from the elevated
solution combined with the conduction system of
the wood serves to move the chemical upward into
the tree. The result is a treated sapwood which, al-
though not as well treated as might be possible using
pressure treatment, can provide five to 10 times the
service life of untreated wood. This process has been
used in many tropical countries that lack pressure
treatment facilities. It can also be accomplished by
girdling the standing tree and placing a reservoir of
chemical around the girdled area. The chemical
solution is them drawn up the tree, preserving the
sapwood.

15.8.5 Other Treatment Processes

The remaining treatment processes use combina-
tions of vacuum and/or pressure to drive chemicals
more deeply into the wood. All of these processes
use enclosed treatment vessels that have the capacity
to draw vacuum and apply pressure (Figure 15.9).
They may also have the capability of applying
steam, heating solutions, and condensing vapors that
are emitted from the vessel. The basic treatment
plant has changed little from that used in the late
1800s, with the exception that the plants have been
redesigned to reduce the risk that chemicals will
leave the treatment site. As a result, treating plants
are generally covered and the ground surrounding
the vessel is lined with a concrete drip pad. In addi-
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FIGURE 15.11 Schematic showing the pressure stages
employed with the full (Bethel), Lowry, and Rueping cy-
cles for pressure treatment of wood. 

FIGURE 15.10 Preservative penetration in Douglas fir
showing preservative treatment of the sapwood, but none
in the heartwood.

FIGURE 15.9 Example of a pressure treatment cylin-
der.

tion, all pipes and tanks are above the ground so that
leaks can be detected before they become a problem.
Finally, some plants have air filtration systems to
capture any organic vapors. 

15.8.5.1 Vacuum Processes

In the vacuum process, the wood is placed in the
treatment vessel, then a vacuum is drawn over the
wood. The treatment solution is added to the vessel,
then the vacuum is released. In some processes, this
may be done a second time to enhance uptake. The
vacuum process is usually used for treating windows
and doorframes of easily treated species where the
goal is primarily to achieve acceptable end penetra-
tion of a permeable wood.

15.8.5.2 Pressure Processes

There are three basic pressure processes, the full
cell, and two variations of the empty cell process. All
of these processes are primarily designed to treat the
sapwood portion of the wood, although limited pen-
etration of the heartwood may occur. As a result,
pressure treatment produces an envelope of protec-
tion whose depth varies with wood species (Figure
15.10). The full cell process was patented by John
Bethel in the 1830s; it involves placing the wood
into the treating vessel, drawing a vacuum and
adding the treatment solution (Figure 15.11). The
vacuum is then released and the pressure is raised to
the desired level and held until the proper amount of
chemical solution has been injected. The pressure is
then released and the solution is withdrawn. The
pressure release causes some of the injected solution

to be expelled from the wood in a process that is
called kickback. The difference between the gross
solution injected and the amount recovered from the
kickback is called the net injection. This is the
amount of chemical solution injected in the wood, as
shown by the treating plant gages. The full cell
(Bethel) process is generally used to treat wood with
waterborne solutions, where the chemical concen-
tration can be easily adjusted, or to treat wood with
creosote to very high retentions. 

Treatment by the full cell process using oil-based
solutions generally produces excessively high load-
ings of oil that are not needed for adequate perfor-
mance in terrestrial environments. For this reason, the
empty cell processes were developed (Figure 15.11).
These processes eliminate the vacuum, which results
in a cylinder of air remaining in the wood at the start



PROTECTION OF WOOD-BASED MATERIALS 311

of the pressure process. As the pressure is raised, this
air is compressed in the wood. As the pressure is re-
leased at the end of the cycle, this air expands out-
ward, carrying with it the preservative solution. As a
result, the kickback is greater and the net injection is
lower. There are two variations of the empty cell
process. In the Lowry process, the treating solution is
added and the pressure is raised and held until the de-
sired gross injection occurs. In the Rueping process,
the pressure is raised slightly (30–50 psi), then the
treating solution is added and the pressure is raised to
the target level. The additional air introduced into the
wood prior to adding treating solution increases the
amount of kickback produced at the end of the cycle,
further reducing net injection. 

15.9 TREATMENT STANDARDS

As might be expected, standards have evolved in each
country or region to support treatment of the various
commercial wood species. There are currently no in-
ternational wood preservation standards, probably
because of the array of chemical preferences, wood
species employed, and regulatory issues regarding
chemical usage. North America, which uses 60% of
the world’s treated wood production, uses voluntary
consensus standards developed by the industry and
wood users. The North American standards are re-
sults-oriented, in that they specify a certain target
treatment level and leave the actual processes to the
discretion of the treater. In other parts of the world,
standards are developed by government entities and
their use is mandatory in many applications. Most
standards also determine the treatment level using a
Hazard Class system, whereby treatment levels in-
crease with increasing risk of damage. Thus, Hazard
Class 1 is used to describe interior wood that will re-
main dry but might be subjected to insect attack,
while Hazard Class 5 or 6 (depending on the country)
might be wood exposed to marine borer attack.

15.10 NEW TREATMENT PROCESSES

The existing treatment technologies are clearly
dated, but they have survived because they are inex-
pensive and largely effective for their intended pur-
poses. These processes do have certain limitations.
For example, pressure treatment of many compos-
ites with waterbornes tends to induce permanent de-
formation in the products, reducing their value. In
addition, pressure cannot completely overcome the

inherent resistance of many wood species to fluid
ingress, resulting in incomplete treatment of many
materials. These limitations have stimulated a di-
verse array of alternatives, but the two most feasible
appear to be vapor phase treatments and supercriti-
cal fluid impregnation.

15.10.1 Vapor Phase Treatments

In vapor phase treatments, a compound with a high
vapor pressure such as trimethyl borate is introduced
into a vessel containing the wood under a vacuum.
The chemical volatilizes the compound (in this case,
the trimethyl borate), diffuses into the wood, and re-
acts with any moisture present to produce methanol.
The reaction releases the borate, which is deposited
into the wood. The vacuum is released, leaving some
methanol and the borate in the wood. This process
has been used to treat a number of composites, but
its application is limited because the wood being
treated cannot be too wet (i.e., moisture contents less
than 6–8%), and the resulting treatment is not fixed.
A similar process was studied with copper com-
pounds, but it was never commercialized.

15.10.2 Supercritical Fluid Treatments

Supercritical fluid (SCF) treatments represent an-
other possible treatment alternative. In these proc-
esses, a fluid (usually carbon dioxide) is heated and
pressurized above the respective critical points. A
SCF has properties that are intermediate between
those of a gas and liquid. For example, the SCF may
have diffusivities approaching those of a gas, mean-
ing that it can easily move through wood that would
resist liquid flow. In addition, some SCFs have sol-
vating properties that approach those of a liquid,
meaning that the fluid can carry sufficient amounts
of biocide into the wood to afford protection against
biodegradation. SCFs have been investigated on a
number of materials and are currently being com-
mercially applied in Denmark, but the process still
needs considerably more research before it is more
broadly commercially applicable.

15.11 ENVIRONMENTAL
CONSIDERATIONS

Virtually all of the wood treating processes use some
type of biocide to protect the wood. The riskiest part
of the total life cycle of the product occurs during the
treatment process. As a result, most regulations are
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directed at the application stages of the life cycle.
For example, in most countries, treatment plant
workers must have some type of specialized training
and must pass some type of written test showing that
they know about pesticide handling and safety. In
addition, plants are designed to minimize losses of
chemicals to the surrounding environment. For ex-
ample, the area around treating cylinders is gener-
ally a concrete pad designed to capture any drippage
or leaks. Monitoring wells are placed at strategic lo-
cations around the plant to detect any groundwater
contamination, and the drip pads are often covered
to reduce the amount of rainfall striking the freshly
treated wood and reduce the amount of runoff from
the drip pad. These practices sharply reduce the risks
associated with the manufacture of treated wood.

Recently, concerns about the use of treated wood
have emerged regarding the potential for loss of
preservative from the wood into the surrounding en-
vironment. There is no doubt that preservatives mi-
grate from the wood into the surrounding environ-
ment, be it water or soil. The extent of movement is a
function of the wood species, amount and type of
chemical, the surrounding environment (soil type,
rainfall, organic matter, etc.), and the treatment
processes employed. For example, higher loadings in
more permeable species are more likely to result in
chemical migration than lower loadings in the same
material. Treatment processes that fail to relieve in-
ternal pressure at the end of the process are more
likely to lead to bleeding of oilborne preservatives
once the wood is in service, and failure to properly
condition wood treated with waterborne materials
after treatment (usually by application of heat) can re-
sult in incomplete fixation, which will lead to exces-
sive leaching. Some segments of the treating industry
have responded to these issues by producing a series
of Best Management Practices to improve treatment
and reduce the risk of environmental contamination
once the wood is in service. In addition, they have de-
veloped a series of models that allow users to predict
the risk of using treated wood in aquatic environments
under different flow conditions. These tools allow
users of treated wood to minimize the environmental
risks associated with these materials.

15.12 PRESERVATIVES

Preservatives can be classified in a number of ways,
but the most common is by the solvent in which they
are dissolved for wood impregnation. Oilborne pre-
servatives include creosote, pentachlorophenol, cop-
per naphthenate, and oxine copper, while waterborne

materials include many inorganic metal-based pre-
servatives, as well as a number of organic biocides in
emulsions that render them either water soluble or
water miscible.

15.12.1 Oilborne Chemicals

Oil soluble preservatives are generally used where
some resistance to moisture is desirable, and the
wood will not be used in direct human contact.

15.12.1.1 Creosote

Creosote is the oldest of the currently used preser-
vatives. First patented in the 1830s, creosote is a by-
product of the coking of coal for steel production, and
is produced by condensing a portion of the gases pro-
duced by the coking process. Creosote is actually a
mixture of 200–400 compounds whose composition
varies from batch to batch. The primary constituents
are a group of polycyclic aromatic hydrocarbons
(PAHs). Creosote is not an overly toxic preservative
and it takes fairly high loadings (on the order of
20–25% by weight) to provide protection in terres-
trial environments, and much more in marine expo-
sures. However, this preservative provides excellent
protection against a variety of organisms. The pri-
mary concerns with creosote are the toxicity and per-
sistence of the PAHs, leading a number of countries
to severely restrict the use of this system. Despite
these restrictions, creosote is still used to treat about
25% of the treated wood produced in North America. 

15.12.1.2 Pentachlorophenol

Pentachlorophenol was developed in the 1930s as
one of the first synthetic organic wood preservatives.
“Penta” is highly effective against fungi and insects,
but not against marine borers. At one point, penta
was the most widely used preservative, but concerns
about the presence of dioxin contaminants resulted
in a number of countries imposing restrictions on its
use. The manufacturers responded by producing
penta with less dioxin and have responded to many
of the concerns raised by regulators. As a result,
penta remains in use in a number of countries, but is
primarily used where the risk of direct human con-
tact with the treated wood is minimal.

15.12.1.3 Copper Naphthenate

Copper naphthenate was developed as wood preser-
vative in the 1940s but saw little use because it was
more costly than penta. The regulatory efforts to re-
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strict or ban penta renewed interest in copper naph-
thenate in the early 1980s. Copper naphthenate is
produced by reacting copper with naphthenic acid,
which is produced as a byproduct of oil refining.
Copper naphthenate is slightly less effective than
penta but is about 10 times less toxic to humans than
penta. Although the use levels remain small, interest
in this preservative is growing.

15.12.1.4 Copper-8-quinolinolate

Copper-8-quinolinolate (oxine copper) was devel-
oped in the 1960s and is an excellent fungicide.
However, its primary claim to fame is that wood
treated with this chemical can be used for applica-
tions in direct contact with food. Unfortunately,
oxine copper is rather expensive, so its uses have
been limited to treatment of picnic tables, food
crates, the truck beds for refrigerated trucks, and
other specialized applications.

15.12.1.5 Other Oilborne Materials

It is obvious that the wood preservatives on which
the industry depends have been around for many
years. This long-term use attests to their efficacy but
also suggests the need for renewed development of
less broadly toxic systems for wood protection.

One other approach to dealing with the surface fea-
tures of wood treated with oilborne systems has been
to alter the solvent, usually by using more volatile sol-
vents. Taken to the extreme, methylene chloride and
liquified petroleum gas have both been used to treat
poles with pentachlorophenol, although safety issues
and performance concerns have led to the gradual de-
cline in use of these treatments. The advantage of
these treatments was that the solvent evaporated,
leaving a clean, paintable surface. More recently, the
use of pentachlorophenol and copper naphthenate in
light organic solvent systems (LOSP) has gained
favor in Australasia for the same reasons. The major
concern with this type of treatment is the volatile or-
ganic compounds emitted following treatment.

15.12.2 Waterborne Chemicals

Water soluble preservatives are attractive because of
their lower costs and because they enable the wood
to be painted after treatment.

15.12.2.1 Chromated Copper Arsenate 

Chromated copper arsenate (CCA) is the most com-
monly used waterborne wood preservative in the

world. First developed in the 1930s in India, CCA
saw little use until the 1970s, when the demand for
wood that was clean and paintable soared. CCA is a
mixture of chromium trioxide, copper oxide, and ar-
senic pentaoxide. It is cheap, uses a number of com-
ponents that are byproducts of other industrial
processes, and, most importantly, reacts with the
wood cell walls to become “fixed” to the wood. CCA
is broadly effective against fungi, insects and marine
borers and, at one point, it was used to treated 60% of
the wood protected with preservatives. Environmen-
tal concerns, however, have recently emerged that
caused the manufacturers of this preservative to with-
draw it for residential applications in North America
at the end of 2003. Many other countries have re-
stricted CCA use in one way or another. . The public
concerns with CCA have revolved around the use of
arsenic, even though the losses of arsenic from CCA-
treated wood are minimal. Copper and chromium
have also generated some concern because hexava-
lent chromium is a carcinogen, but CCA has been
used for a long time because the fixation process con-
verts the hexavalent chromium into the less toxic
trivalent state. Most treating plants are required to
hold treated wood for a certain period of time after
treatment to allow these fixation reactions to proceed,
to minimize the risk of exposure to hexavalent
chromium by users of these products. Copper has
also raised some concerns where treated wood is
used in aquatic environments. However, data on cop-
per migration from treated wood, and models devel-
oped to assess the risk of treated wood use in aquatic
environments have shown that the use of treated
wood poses little risk except in very slow moving wa-
terways with minimal flushing. Despite its impend-
ing demise for residential use, CCA remains one of
our most broadly effective wood preservatives.

15.12.2.2 Ammoniacal Copper 
Zinc Arsenate

Ammoniacal copper zinc arsenate (ACZA) is an-
other water-based system, but this formulation uses
ammonia instead of the acidic chromic acid to solu-
bilize the copper. The ammonia in this system also
tends to produce better preservative penetration
(Figure 15.12). Once the ammonia evolves, the cop-
per and zinc precipitate in the wood. 

15.12.2.3 Acid Copper Chrome

Acid copper chrome (ACC) was developed in the
1940s and has primarily been used for the treatment
of wood used in cooling towers. Like CCA, the
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FIGURE 15.12 Examples of the differences in preser-
vative treatment between chromated copper arsenate
(CCA) and ammoniacal copper zinc arsenate (ACZA) on
matched Sitka spruce lumber samples

chromium in ACC reacts with the wood to become
fixed. There has been renewed interest in this system
because of the pending loss of CCA for residential
use.

15.12.2.4 Ammoniacal Copper Quat

Ammoniacal copper quat (ACQ) is a mixture of cop-
per oxide and a quaternary ammonium compound.
The copper is solubilized using ammonia or an
amine, and the quat is added to provide supplemen-
tal protection against copper-tolerant fungi. This
system has been available for approximately 12
years, but its use has only recently started to grow
with the pending changes in the use of CCA. The
primary advantage of ACQ is the absence of
chromium and arsenic. Field tests indicate that this
system performs nearly as well as CCA in terrestrial
environments and slightly poorer than CCA in ma-
rine environments.

15.12.2.5 Copper Azole

Copper azole is another chromium- and arsenic-free
preservative. This system is also formulated using
either amine or ammonia to solubilize the copper,
and has performed well in field tests. Like ACQ,
copper azole is only just now beginning to see more
widespread use in North America as CCA is phased
out of the residential markets, but it has already been
used for several years in Japan.

15.12.2.6 Copper HDO

Copper HDO is a newer preservative that is pri-
marily used in Europe. This system contains cop-
per hydroxide, Bis(N-cyclohexyldiazeniumdioxide)
(HDO), and boron. It has many of the same advan-
tages as ACQ and copper azole in that it lacks
chromium or arsenic.

15.12.2.7 Boron and Fluoride

Two intriguing preservatives that have received
some renewed interest are boron and fluoride. Both
of these elements are toxic to a variety of organisms
and both have the advantage of being capable of
moving through wood with moisture. This allows ei-
ther chemical to be applied by dipping wet or green
wood in a concentrated treatment solution. The
wood is then stored under non-drying conditions so
that the chemical can diffuse through the wood. The
disadvantage of either chemical is that there is no
fixation, so the chemical can also leach from the
wood. As a result, these treatments are really most
useful where the wood is not likely to become wet.
Boron has long been used to treat framing lumber in
New Zealand to protect against powderpost beetles,
and has recently been used in Hawaii to limit the po-
tential for attack by Formosan termites. This chemi-
cal has exceptionally low toxicity to humans, mak-
ing it especially attractive for treating wood framing
in houses. Fluoride has been used to a limited extent
in Europe, but its corrosivity limits its application

15.12.3 Future Wood Preservatives

Over time, the preservation industry is expected to
move away from heavy metals for wood protection.
This move is a reflection of the growing concerns
about the effects of metals on the environment and
the knowledge that some metal invariably moves
from the treated wood into the surrounding environ-
ment. As a result, a number of organic molecules
have emerged, including substituted isothiazolones
and triazoles. Both of these groups have relatively
low toxicity to non-target organisms (including hu-
mans). However, they are more costly and, because
of their specificity, more likely to fail in severe
exposures. In all likelihood, we will see a move to
mixtures of organic biocides, most likely in water-
based emulsion systems, but considerable regulatory
change must occur before this shift can happen. In
reality, this approach is similar to that taken with
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CCA, which uses mixtures of metals with differing
toxicity profiles to provide broader protection. At
present, the alternative organic materials remain far
too expensive to compete with metals for general
commodity preservative treatments.

15.12.4 Wood Modification

An alternative to the use of toxic biocides is to mod-
ify one or more components of the wood so that it 
is resistant to biological attack, resists moisture up-
take, or is chemically unrecognizable to the decay
agent. Wood modification has been studied for over
half a century, with mixed results. The two basic
approaches are to either bulk the cell lumens to the
point were moisture is excluded, or to add chemi-
cals that react with the wood components. The pri-
mary bulking agents for wood modification have
been the polyethylene glycols (PEGs). PEGs are
available in a range of molecular weights, with the
lower molecular weights penetrating the wood ma-
trix more easily, but also being more liable to
subsequent loss. PEG has primarily been used to
stabilize degraded wood, such as that found in sub-
merged shipwrecks. It has also been used as an
additive in wood utility pole treatments in Canada,
but its primary purpose is to soften the wood to
facilitate climbing rather than have any impact on
biological performance. In general, the long time
periods required to achieve penetration and the oil-
like texture of the treated wood make this process
less feasible for most applications.

The other approach to bulking the wood is to im-
pregnate the wood with monomers, such as resins,
and then polymerize these materials in situ, using ei-
ther heat or catalysts. This approach can workbut the
resulting products are extremely expensive. Marine-
grade plywood, which contains up to 10% resin, is
an excellent example of one such product.

The more commonly studied methods of wood
modification involve treating the wood with reactive
molecules that react with and alter the moisture
holding capacity of the wood cell walls. One of the
simplest of these is formaldehyde, which reacts with
hydoxyl groups on the carbohydrates to reduce the
hygroscopicity of the wood. Acetic anhydride and a
host of other reactive compounds have also been em-
ployed. A number of studies have shown that chem-
ical modification improves wood durability, but the
primary drawback to these approaches has been
cost. Typically, weight gains approaching 20–
30% are necessary to protect the wood, making the

wood extremely expensive in comparison with con-
ventional preservative treatments, where the amount
of chemical added approaches 1.0–1.5% for most
waterborne metal-based systems. In the absence of
substantial regulatory changes, wood modification is
likely to remain feasible only for specialty products
whose price differential is not a problem.

15.13 REMEDIAL TREATMENTS

While we typically think of wood preservation from
the standpoint of protecting freshly manufactured
wood, there is also a considerable demand for sup-
plemental protection of wood already in service.
These treatments can be either external or internal.

External preservatives include most of the chem-
icals mentioned previously, but the systems may be
formulated differently. For example, the below-
ground portions of wood are often protected by ap-
plication of preservative pastes that contain combi-
nations of chemicals. Typically, these pastes contain
both oilborne chemicals such as copper naphthenate
or pentachlorophenol, that are intended to remain
near the surface, and water soluble chemicals such
as boron or fluoride, that are intended to move for
some distance into the wood to control any estab-
lished fungi. These treatments are normally applied
at 10- to 15-year intervals.

Internal treatments can take a number of forms.
At their simplest, holes are drilled into a void or
other internal defect in the wood and preservative
solution is pumped in under slight pressure. This ap-
proach works well with insect galleries but is less ef-
fective with decay, where the colonization patterns
are more diffuse. The interior part of a larger timber
or pole is likely to be liquid-impermeable heart-
wood, and chemicals added to the void are unlikely
to move very far into this wood.

There are two alternatives to conventional preser-
vatives for arresting decay in voids. The first uses ei-
ther boron or fluoride compressed into rods. These
rods are installed in holes drilled above and below
the void. The rods are inserted and the holes are
plugged. Moisture in the poles releases the chemi-
cals, which slowly diffuse through the wood to arrest
any fungal attack. The time required for this process
depends on the wood species and moisture condi-
tions, but it can take two to three years to reach pro-
tective levels. The advantage of these treatments is
the relatively low toxicity of the chemicals. The dis-
advantage of the treatment is the time required for
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the chemical to affect the established fungi. Over a
two- to three-year period, the fungus will continue to
degrade the wood.

The other internal treatment approach is to use
chemicals that move through the wood as gases (fu-
migants). Fumigants were originally developed for
sterilization of soil prior to planting. While fumigants
are rapidly degraded in soils, some of these chemi-
cals have substantial interactions with wood and re-
main detectable for two to up to 20 years after appli-
cation. Like the boron/fluoride rods, fumigants are
applied through holes drilled above and below the
decayed area. The chemical is added and the holes
are plugged. The chemical volatilizes and moves up
and down from the hole. The advantage of fumigants
is that they generally kill established fungi within one
year of treatment, minimizing the risk of further
damage to the wood. Four fumigants are used for
wood treatment: chloropicrin (trichloronitrometh-
ane), metam sodium (32.1% sodium n-methyldithio-
carbamate), methylisothiocyanate (MITC), and da-
zomet. Chloropicrin is, by far, the most effective
fumigant, but it is also the most difficult to handle. As
a result, its use is limited to wood located away from
inhabited areas. Metam sodium is another liquid fu-
migant that is widely used for timbers and poles. This
chemical is gradually being replaced by MITC and
dazomet, both of which are solid at room tempera-
ture. MITC is usually applied in aluminum tubes and
volatilizes to move into the wood. Dazomet is a crys-
talline powder that decomposes in the presence of
water to produce MITC. All of these treatments rap-
idly eliminate fungi and remain effective for at least
four to seven years after treatment. Chloropicrin pro-
vides up to 20 years of protection.

15.14 NON-BIOCIDAL BARRIERS

Along with chemicals, there may also be wood ap-
plications where physical barriers are adequate for
protecting wood from deterioration. Ironically, phys-
ical barriers were an important tool for early ship-
builders, who sheathed the bottoms of their vessels in
copper plate to limit marine borer attack. Two recent
examples of barrier applications are the use of plas-
tics for protecting marine pilings and utility poles. In
the case of marine pilings, untreated wood coated
with polyurethane provided excellent protection in
southern California. In the case of the utility poles,
the barrier was primarily applied to reduce the risk of
chemical loss into the surrounding environment, but
there is little doubt that it will also reduce the risk of

external decay. The absence of soil sharply reduces
the microbial flora coming in contact with the wood.
The primary drawback to these treatments is the ini-
tial costs, but there are clearly applications where the
user is willing to pay the added cost to obtain other
performance attributes.
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16.1 INTRODUCTION

When an engineered surface or coating is created,
the designer or applications engineer is usually con-
fronted with a few critical questions that will define
success or failure. For example:

• What is the likelihood that a marine inhibitor ap-
plication will limit pitting corrosion to an accept-
able level for the design lifetime of a ship?

• If a composite paint coating is damaged, how
quickly and easily (and cheaply) can the surface
be repainted?

• What is really important when I have to choose a
replacement for a well-established but poorly un-
derstood chemical pretreatment for an aircraft
alloy?

• How can I prevent wear without changing the di-
mensions of my surface?

The common themes in all these questions are
functionality and the related concept of dependa-
bility.

Surface engineering and coatings technologies
focus on satisfying design needs for dependability
and appearance, as well as serving various func-
tional requirements (for example, creating adhesion
layers in multi-component devices). By definition,
dependability is a combination of reliability and
maintainability.

More precisely, the component dependability
ratio for a surface treatment would be the ratio of re-
pair rate to failure rate. In other words, the more
quickly a surface can be restored to functionality
(repaired) or the lower the failure rate (and, hence
the higher the reliability), the greater the depend-
ability. In as much as any coating or surface treat-
ment represents a component of an engineered sys-
tem, the ideal dependable surface is functional (i.e.,
protective, the correct color, the correct texture, etc.)
for as long as possible and will repair itself instantly
if damaged under any of a number of conditions.
Hence, the role of surface engineering is to develop
just such a substrate/surface system. Although the
best surface can wear (even one with a diamond-like
coating) or corrode in an extreme environment, sur-
vivability can be tailored to individual design needs.
Likewise, current research in “self-repairing” coat-
ings promises tremendous advances in protection
and maintenance of engineering materials, but these,
too, must be chosen to match the operating environ-
ment and the nature of the substrate they protect.

Although an ideal surface might in practice be im-
possible, a number of technologies have been devel-
oped or are being developed to respond to the design
needs of manufacturing. To try to address all these
technologies, or even all the possible design needs,
within the confines of this chapter would be equally
impossible. Therefore, we will start with a broad look
at a few areas of manufacturing needs, and then focus
on categories of surface engineering technology that
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have broad applicability, or that by their nature
demonstrate how research and development is lead-
ing to advances toward an ideal surface treatment.
Where possible, tables and graphics will be used to
provide a focus for discussion and a summary of use-
ful data for design engineer and researcher alike. The
references at the end of the chapter provide a starting
point for those interested in further research into a
particular technology or application.

16.2 SURFACE ENGINEERING 
DESIGN NEEDS

In many industries, from gas and oil transmission to
shipping to chemical processing, corrosion and its
associated effects are leading causes of failure. Al-
though corrosion can occur under a variety of envi-
ronmental conditions and may involve numerous
chemical mechanisms, two major categories com-
monly encountered are aqueous corrosion and mi-
crobially influenced corrosion (MIC).

16.2.1 Corrosion Resistance

16.2.1.1 Aqueous

Aqueous corrosion occurs due to electrochemical or
galvanic processes at the surface of a metal, alloy, or
composite (or even a ceramic in some cases) that is
temporarily or permanently exposed to an aqueous
environment containing charge carriers. The types
of aqueous corrosion are summarized in Table 16.1
(after K. G. Budinski, Engineering Materials, 4th

Ed., New York: Prentice-Hall, 1992. ). 
In the case of uniform corrosion, it is necessary to

either remove the electrolyte itself or use a coating
more resistant or noble in comparison to the sub-
strate to prevent corrosion. Surface engineering
technologies, such as chemical pretreatments con-

taining etchants, or laser or ion beam surface treat-
ments, can also be used to affect the composition of
the near surface region to provide a surface resistant
to the expected engineering environment.

In order to develop a surface sufficiently resistant
to localized corrosion (i.e., pitting), it is necessary to
try to understand the underlying structure which in-
fluences the initiation of pitting. For example, the
aerospace industry relies heavily on aluminum alloys
for aircraft production. The commercial aluminum-
copper alloy AA2024-T3, primarily used in aircraft in
the form of sheet and fuselage and plate for the lower
wing, contains several alloying elements that lead to
the formation of a complex, multiphase structure
(Figure 16.1). Cu, Mg, Mn, Si, and Fe are present in
AA2024-T3 in appreciable amounts, and form Inter-
metallic Compounds (IMCs) of composition Al2Cu,
Al2CuMg, Al2Cu2Fe, Al7Cu2Fe, Al12Si(FeMn)3,
Al20Cu2(MnFe)3, and Al20Cu3Mn3. These secondary
phase precipitates and intermetallic compounds en-
hance the mechanical strength of the alloy. However,
these particles also enhance localized corrosion. Re-
cent studies have shown that pitting corrosion tends
to initiate at Cu-rich IMCs.1Al-Cu-Mn-Fe IMCs have
also been found to be cathodic sites, strongly influ-
encing corrosion, and pitting corrosion has been
found to initiate at Al-Cu-Mg IMCs.2 It has also been
found that microcracks in the bulk material, presum-
ably formed by hydrogen evolution, near IMCs can
provide starting points for pitting.3 Other studies have
found that pitting corrosion in 0.6M NaCl is related to
Al3Fe intermetallic inclusions in AA6061 alloy,
which act as cathodic sites, leading to increased rates
of dissolution around the particles.4

These alloys are protected through a series of sur-
face modifications such as surface pretreatment,
chromate conversion coating (CCC) followed by an
optional application of a primer and a topcoat or a
polymer based paint. Hence, CCCs are widely used

TABLE 16.1 Forms of Aqueous Corrosion Damage 

Type of Corrosion Nature of Attack

Uniform Uniform rusting or direct attack
Pitting Localized, usually due to galvanic attack. 

Usually initiated at surface inclusions, defects or high energy point sites. 
Crevice Localized attack in metal-to-metal or metal-to-nonmetal crevices where corrodent is in the crevice 
Galvanic Where two dissimilar metals are in contact in an electrolyte
Stress corrosion cracking Spontaneous corrosion-induced cracking of a material under applied or residual stress
Intergranular Due to alloy segregation at grain boundaries
Dealloying Due to preferential removal of one element or phase, leaving a susceptible microstructure
Erosion Wear-based process
Filiform corrosion Occurs under surface coatings; leaves distinctive “worm-like” trails
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FIGURE 16.1 Secondary Ion Mass Spectroscopy chemical maps of aluminum alloy 2024-T3 with Alodine chromate
conversion coating showing presence on intermetallic inclusions at the surface, following ion beam etch to remove ap-
proximately one-fifth of the average thickness of the coating. The chromate conversion coating layer on these particles
(as shown by the Cr map) is significantly thinner than the surrounding metal matrix. (From Ref. 5).

in the aerospace industry. However, it has been
shown that the presence of IMCs strongly affects
both the thickness and the surface morphology of
CCC formed on AA2024-T3.5 The application and
corrosion-inhibiting mechanisms of these coatings
will be discussed in some more detail in section 6.4
below.

16.2.1.2 Microbially Influenced 
Corrosion (MIC)

First recognized more than 60 years ago,6 microbio-
logical corrosion was estimated in 1978 to cost U.S.
industries more than $16 billion.7 MIC is associated
with the presence of a biofilm, which provides a mi-
croecology for aerobic and anaerobic bacteria. It is
important to note that in nonsterile environments,
biofilms are ubiquitous and are not necessarily asso-
ciated with the cause of corrosion, but instead are
simply attached to corrosion products and other
rough topographies. The evolution of a biofilm has
been illustrated in Figure 16.2, which has been
adapted from the work of Shearer.8 In the first stage
of biofilm formation, a conditioning film is first de-
posited on the substrate surface.

This foundation layer may be formed by the dep-
osition of such organic molecules as lipids, humics,
smaller chain organic acids, extracellular polysac-
charides containing proteins, etc. The next stage is
reversible association with planktonic species, fol-
lowed by eventual irreversible binding of bacteria.
The development of a mixed consortium of species
leads to the formation of an ecologically balanced
environment constituting a biofilm acting as an oxy-
gen and pH barrier. Turbulent fluid flow and wet/dry
cycles may lead to sloughing of the biofilm and the
formation of pores and breaches in the film. Biocor-
rosion can be expected to result from such chemical
systems as: oxygen differential cells, concentration
polarization, crevice-like corrosion, and metabolic
products which may induce pitting or chelation of
components of passive films and salt films. The re-
sulting surface chemical modification of the sub-
strate material may be studied by surface analytical
spectroscopy. Therefore, encouraged by the success-
ful application of surface spectroscopy to the greater
field of abiotic corrosion over the last 30 years, at-
tempts have been made to develop surface analytical
methods and practices to the study of this form of
corrosion.9,10 As a result, for example, an improved
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FIGURE 16.2 Biofilm formation in tubing (modified from Shearer8)

model has resulted which relates the effects of the
microbial biofilm and microbial activity itself on the
passive layer which is counted on to offer a kinetic
and electrical barrier to the corrosion of stainless
steels.

16.2.2 Tribological Damage

Another major area of degradation which is consid-
ered by designers of coatings is tribological damage
or wear. Wear processes include abrasion, which can
be further subdivided into low and high stress wear,
gouging and damage from polishing; erosion includ-
ing that resulting from impingement of solids or liq-
uids (or combined as a slurry) and cavitation ero-
sion; adhesion-based wear including that resulting
from fretting, seizure and galling; and surface fa-
tigue, which results in pitting, spalling, impact dam-
age, and brinelling. A major engineering challenge
is to produce surfaces with a greater toughness,
which means that it is important to create a sur-
face which can absorb or deflect the energetic
processes which result in tribological damage. A
sacrificial ablative coating, a coating with a high
elastic modulus (but having good adhesion proper-
ties), or certain “self-healing” coatings would fit in
this category. A soft electroplated coating such as Cd
or Ag can “lubricate” the surface and prevent fretting
erosion. A brittle surface coating would normally be
a poor choice in designing to protect from wear if a
high-stress working environment is expected.

Various “hard” coatings have also been developed
which rely on attaining excellent adhesion to the
substrate to ensure usefulness. For example, plasma
sprayed ceramic coatings (which will be discussed
in greater detail later) have relied on careful choice
of powders and interfacing bond coats to promote
adhesion to a substrate.

Anti-wear coatings and surface treatments protect
through a combination of high surface hardness and
self-lubricating properties. For example, a multi-
functional coating has been developed using TiN and
MoSx to provide both hardness and a low coefficient
of friction.11 Moreover, damage from surface wear
can often lead to corrosion of exposed underlying
layers. For example, scratches through surface pas-
sive films can result in greatly increased rates of cor-
rosion if mobile species are not freely available that
can repassivate these exposed surfaces. Recently,
“self-repairing” coatings have been devised which
can respond to such damage. For example, chromate
conversion coatings contain a reservoir of labile
chromate species which can migrate to scratches and
help re-form the protective barrier (Figure 16.3).12

Some of the other types of coatings and treat-
ments developed to limit tribological damage are de-
scribed in Table 16.2. 

16.2.3 Damage by UV/Humidity

UV/humidity effects are especially damaging to com-
posite and polyurethane-based coatings systems. UV
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FIGURE 16.3 Model of repassivation of a deep scratch (which exposes the underlying metal) in a chromate conversion
coating on aluminum-based aerospace alloys. (From Ref. 12).

TABLE 16.2 Coatings to Protect from Tribological Damage

Treatment/Coating Substrate(s) Comments

Electroplated soft coating Metal Protection from fretting
Surface nitriding Metals, some composites Formed by chemical treatment, ion implan-

tation
Diamond-like carbon; includes 

diamond-like nanocomposites (DLN) 
All Formed by ion beam methods, chemical 

methods
Surface carbides Metals Formed by ion sputtering, chemical vapor 

deposition
High composites paint Metals, composites, polymers Usually multi-layer coatings involving sur-

face pretreatment, a primer and a topcoat
Plasma sprayed ceramic coatings 

(including HVOF). 
Metals, composites, some polymers May use interfacial bond coat; can use for 

functionally graded coatings to improve 
adhesion and wear resistance

Multifunctional coatings Depends on exact nature of coating Combine hardness and low friction proper-
ties to resist galling

Nanocomposite coatings Any; may be functionally graded Cost may be an issue; may be optimized for 
improved adhesion

impingement is of particular interest since any coat-
ing meant for service outdoors will be subject to near-
continuous irradiation in the UV wavelength region.
UV failures are generally due to the direct action of
the UV light itself and are photochemical in na-
ture.13–15 While the Earth’s atmosphere almost com-
pletely absorbs UV radiation below 280 nm as well as
the bulk of UV from 300–380 nm, the small amount

that is able to penetrate the atmosphere to the surface
of the Earth is, nevertheless, energetically sufficient
to alter the organic chemical structure of many coat-
ing systems. This can lead to embrittlement of poly-
meric layers due to cross-linking, or chain scission-
ing, which can result in chalking or fading. This will
be discussed in greater detail below, where we discuss
polymeric/composite coatings.
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16.2.4 Damage by Radioactivity

Under certain circumstances, engineering alloys and
composites may be exposed to radioactivity for pro-
longed periods of time. In this case, we are not con-
sidering the unusual situation found in high-radiation
environment of a nuclear reactor, but rather the long-
term, low level radioactivity environment found, for
example, in a spent fuel storage facility or a former
military processing facility. Emission of gamma,
beta, and alpha radiation by spent nuclear fuel and ra-
dioactive byproducts has been shown to result in ra-
diolytic decomposition of water, forming a variety of
oxidizing (H2O2, and free radicals •OH, HO2

•, H•) and
reducing (H2, O2

• –, e–) products, the concentration of
which depends on the nature of the radioactivity and
dosage.16,17 At temperatures below 1,000°C, the oxi-
dizing products are expected to predominate.18 In
studies of an alpha-irradiated U(IV)/water interface,
Sattonnay, et. al., found significant increases in U VI.
and H2O2 concentration and enhanced U dissolution,
as well as a decrease in pH with increasing dosage.19

Scanning electron microscopy (SEM) of the irradi-
ated interface shows grain-boundary attack, exten-
sive transgranular boundary corrosion, and the pres-
ence of microcracks.

Radiolysis effects on engineering alloys has been
indicated in a number of studies. In work at the
Chalk River Nuclear laboratory, Urbanic et al. found
that radiolysis in thick porous oxides formed on
Zircaloy-2 reactor pressure tubes resulted in a highly
localized altered water chemistry near the metal-
oxide interface, independent of bulk water chem-
istry, causing accelerated oxidation kinetics.20

Gamma radiolysis of water using radioactive waste
has recently been tested by Sawasaki et al. for hy-
drogen production in the presence of high-Z met-
als.21 They also noted the resulting increase in sur-
face oxidation of Ta, W and Pb. In studies by Min
et.al., using a Co gamma source, the oxidative radi-
olysis products of simulated ground water at pH 7.2
increased the corrosion rate of Cu 1.5-fold, the cor-
rosion rate of Al by a factor of 2.8, and that of Fe by
a factor of 4.3.22 They also looked at several stain-
less steels and found a similar, if weaker, effect on
overall oxidation.

Aside from the effects of oxidative radiolysis
products on corrosion, other effects, whether di-
rectly or indirectly caused by radiolysis, may have
an effect on the integrity and corrosion of materials,
and, in particular, on waste container materials. This
can include gas pressure generation (hydrogen,
methane, nitrogen and nitrous oxide) from alpha or
gamma exposure.23 increases in glass decay,24 hy-

drogen gas formation in cementitious matrix mate-
rial,25 and effect of radiolysis products on redox/cor-
rosion models for stainless steel waste canister ma-
terials.26

Overall, this indicates the need to consider care-
fully the environment of an engineered surface in
order to provide sufficient protection from the ef-
fects of exposure. 

16.3 SENSING OF DEGRADATION
EFFECTS ON SURFACE CHEMISTRY

In the case of all degradation effects which will
eventually result in a need for repair or re-coating (or
in damage of the substrate surface itself), it is essen-
tial to employ sophisticated analytical techniques to
elucidate the chemical and physical nature of the
damage. A number of analytical techniques have
found widespread use in the study of surface dam-
age, including the effects of corrosion and wear. Op-
tical microscopy (and its variants) is an obvious
choice for initial analysis. In order to improve reso-
lution beyond the “diffraction limit” imposed by the
wavelength of light used, near field scanning optical
microscopy uses a sub-wavelength light source (i.e.,
a small fiber optic probe) scanned a few nanometers
over the surface of the sample.27 Resolution is deter-
mined by diameter of the aperature at the tip of the
probe, which must be kept close enough to the sam-
ple surface so that diffraction is not an issue. Trans-
mitted or scattered light can be collected to construct
an image of surface features down to about 50 nm.

Other types of microscopy can provide informa-
tion on topographic or physical changes in a surface
which has been exposed to a damaging environment.
For example, atomic force microscopy (AFM) can
provide information on surface changes on a rela-
tively smooth substrate. AFM utilizes an atomically
sharp tip (generally made of silicon nitride or sili-
con) which is brought into close contact with the
sample under study and then rastered over the sam-
ple in order to produce a topographical map of the
surface up to the atomic level (ten million times
magnification).28 The tip is mounted on the under-
side of a cantilever, the flexing of which is detected
by the deflection of a laser beam. The advantage of
using AFM over scanning electron microscopy
(SEM) includes the ability to perform analysis in air,
and without having to coat an insulating sample to
make it conductive. Poorly conductive samples can
be examined in some SEMs by using low current
beams which limit sample charging. Environmental
SEMs (ESEM) replace the vacuum with a gas,
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TABLE 16.3 Comparison of Some Typical Microscopic Analysis Techniques

Technique
Spatial (lateral)

resolution
Depth of
analysis Advantages Disadvantages

Optical microscopy 1 µ Surface 
focal 
point

Established technique 
Ease of operation

Optics to improve resolution,
depth of field can be expensive 

Wavelength of light limits resolution
Near field scanning 

optical microscopy
50 nm Surface Improved resolution beyond “diff-

raction limit”
Variants such as shear-force NSOM 

can be used to map topography as 
well

Need vibration isolation, system for 
high precision movement to main-
tain required close working dis-
tance

Atomic force microscopy 1.5–5 nm 1 nm Near-atomic resolution can measure 
elasticity, friction

Maximum z-range about 5 microns 
In contact mode, can alter or damage 

sample
Scanning tunneling 

microscopy
0.1–1 nm 4<1 nm as

low as 
0.01 nm 

vertical res. 

Can provide surface potential 
mapping

High precision electro-mechanical 
system needed to maintain current,
distance

Confocal microscopy/
profilometry

1–2 µ 5–50 nm Provides topographic data 
Less affected by vibration and sample 

roughness as compared to standard 
optical microscopy 

Lower lateral resolution than standard 
optical microscopy

Scanning electron micro-
copy

2–3 nm 1–5 µ Environmental SEM in a gas is 
possible for volatile samples 

Semi-quantitative elemental analysis 
available through Energy Disper-
sive Analysis by X-Rays EDAX 

Problems with non-conductive sam-
ples 

Fairly expensive system for high reso-
lution work using high brightness 
electron source 

Vacuum technique

sometimes water vapor, which amplifies backscat-
tered electrons from the sample. ESEM can image
hydrated or poorly conductive samples, but magnifi-
cation above about 3,000 times is difficult. One
drawback of AFM is the limited range of sample to-
pography that can be safely imaged—in general, the
maximum z-axis range of the scanner is about 0.2
microns.

Many samples, especially those of industrial in-
terest, are too rough for most atomic force mi-
croscopy. Scanning optical microscopy does not re-
quire close contact, and determines depth changes
through specimen movement (vertical resolution ap-
proximately 50 nm) and collection of multiple
frames. Both images and three-dimensional height
maps can be formed in this manner. By using laser
scanning profilometry, a vertical resolution of about
5 nm can be attained (and a laterial resolution of
around 2 microns). Without getting further into
depth about traditional microscopic techniques of
analysis, Table 16.3 provides a comparison of tech-
niques and capabilities.

In many cases, it is essential to analyze surface
chemistry as well as appearance or topography of

microscopic features. Over the past few decades, a
number of surface analytical techniques have been
developed to analyze surface chemistry and reac-
tions, including the effects of degradation and corro-
sion. These include the high vacuum techniques,
such as X-ray photoelectron spectroscopy (XPS),
auger electron spectroscopy (AES), and static and
dynamic secondary ion mass spectroscopy (SIMS).
Other techniques that do not require a vacuum in-
clude synchrotron techniques (such as X-ray absorp-
tion methods), molecular spectroscopies such as
Raman spectroscopy, and both laboratory- and syn-
chrotron-based Fourier transform infrared spec-
troscopy (FTIR).

Although not usually recognized as such, FTIR
can be a powerful tool for analyzing chemical bonds
at surfaces. Various studies using mid- and far-IR
ranges have proved the value of this technique for
the analysis of adsorbed water on Pt surfaces,29 in
situ analysis of electrode interfaces during film
growth,30 and adsorption of thiocyanate on copper
and gold electrodes.31 FTIR is a non-vacuum tech-
nique that can provide time-dependent imaging of
chemical features associated with a variety of or-
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TABLE 16.4 Comparison of FTIR, Raman, SIMS, XPS and AES for Surface Chemistry Analysis

Technique Advantages Disadvantages

FTIR Rapid data collection
Non-vacuum technique
Sub-micron surface sensitivity with ATR, glancing 

angle sampling
Chemical mapping with microspectroscopy

Minimum spot size limited by wavelength and optics 
to approx. 10 microns

Sensitivity limited to IR-absorbing bonds
Interference from CO2 and water

Raman Rapid data collection
Non-vacuum technique
Remote data collection with fiber optic probes
Chemical mapping with microspectroscopy
Limited interference from water

Minimum spot size limited by wavelength and optics 
to approx. 2 microns

Sensitivity limited to Raman-active bonds

Secondary Ion Mass 
Spectroscopy SIMS. 

ppb sensitivity
Small spot (0.1 µ) chemical mapping
Depth profiling with dynamic SIMS

X-ray Photoelectron 
Spectroscopy ( XPS). 

Sub-monolayer surface sensitivity
Detection of all elements (except H) 
Sensitive to speciation
Non-destructive depth profiling through variable 

angle XPS

UHV technique
Detection limit about 1–2 atomic %
Possible photoreduction of high valent species (i.e.,

chromate). 

Auger electron spec-
troscopy (AES) 

Sub-monolayer sensitivity
Small-spot imaging mode (<0.2 µ spot size) 

UHV technique
Detection limit about 1–2 atomic %
Charging of non-conductive or poorly conductive 

samples disrupts data, images

UHV technique
Problems with non-conductive samples

ganic and many inorganic bonding states. Neufeld
and Cole used FTIR (in reflection mode) to study the
molecular chemistry of early stage corrosion film
formation on a variety of metallic surfaces.32 Their
data indicated that too thick a corrosion product re-
sulted in loss of detail, presumably due to loss of sig-
nal through excessive IR absorption. A grazing angle
configuration has been used to enhance the signal-
to-noise ratio for IR analysis of lubricating oil thick-
ness on magnetic disk media.33 Data manipulation
techniques can also be used to enhance the signal as-
sociated with the surface of a sample. For example,
spectral subtraction (removing signal associated
with the bulk) has been used to enhance surface sen-
sitivity in FTIR analysis of thin layers of silane on
mica.34

Combining FTIR with other analytical techniques
also provides a mechanism to identify vibrational
features associated with the surface of a sample. Ex-
amples of this include combinations of FTIR with
optical fluorescence in studies of polymer blends,35

combinations of FTIR, X-ray Photoelectron Spec-
troscopy (XPS), and synchrotron X-ray absorption
to study plasma-polymerized thin films,36 and a
combination of FTIR, XPS, and atomic force mi-
croscopy AFM. to analyze ion-beam modified poly-
imide layers.37 Recently, scanning electron micro-

scopy/energy dispersive analysis by X-rays
(SEM/EDAX), X-ray diffraction (XRD), and FTIR
have been used together to identify corrosion prod-
ucts typical of atmospheric exposure of structural
steel contaminated with uranium.38 In recent work,
Stoch et al. used a combination of FTIR and XPS to
analyze the copper patina formed on roofs, finding
contributions from atmospheric pollutants and de-
posits from windblown materials and birds.39 In
these cases, the combination of analytical tech-
niques provided insight that individual techniques
could not.

Table 16.4 provides a summary comparison of
popular surface chemical analytical techniques. 

FTIR, Raman spectroscopy, XPS, AES, and
SIMS all possess advantages and disadvantages as
surface analytical techniques (Table 16.4). Hence, it
has been found to be valuable to combine these tech-
niques, both with each other and with other analyti-
cal techniques, in order to develop a clear under-
standing of chemical processes at surfaces.40

Recent development of FTIR microscopy has en-
abled chemical maps to be formed of bonding con-
figurations associated with very small features, and
thus has allowed the simultaneous optical and chem-
ical exploration of degradation, corrosion and coat-
ings on surfaces. For example, Maldener et al. ana-
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FIGURE 16.4 Spatial distribution of three selected peaks from a characteristic topcoat spectrum extracted from the
center of the map (spatial location of spectrum indicated by white square in optical micrograph on right) using FTIR mi-
crospectroscopy. Lighter shade indicates greater peak intensity for indicated group. (From Ref. 1).

lyzed absorption of water and OH by single crystals
of cassiterite.41 One study indicated that FTIR mi-
crospectroscopy provides a higher signal-to-noise
ratio and overall more information than traditional
bulk pelletization sampling techniques.42 The same
study also used the interference fringes which some-
times occur in thin film studies using reflection FTIR
microspectroscopy to determine sample thickness.
Other applications for FTIR microspectroscopy
have included aging studies of epoxide-impregnated
polypropylene films,43 micro-ATR spectroscopy of
adhesion failure in polymers,44 and studies of single
pigment grains in ancient works of art.45 Develop-
ment of grazing incidence objectives and improved
ATR accessories have led to enhanced surface sensi-
tivity and expanded use of FTIR microspectroscopy
as a surface analysis tool.46 Figure 16.4 shows FTIR
microspectroscopy chemical mapping performed on
a polyurethane topcoat which is part of a composite
polymeric coating system. While the complete mid-
range infrared spectrum is collected at every point
(spatial resolution of about 10 � 10 microns), indi-
vidual peaks can be mapped on a thermal-type scale
to indicate spatially distributed presence of different
function groups or compounds. Using a synchrotron

IR source, greater resolution (down to 3–5 microns)
and better signal to noise ratios can be attained. 

16.3.1 Synchrotron-based Techniques

Although the availability of synchrotron light
sources is limited, access can be obtained through
outside user proposal processes, various participat-
ing group structures, or through another research in-
stitution with an established presence. When access
is possible, additional analytical techniques can be
employed which provide unique and valuable sur-
face analytical tools. There is not sufficient space in
this chapter to discuss the full extent of characteri-
zation technologies available or under development,
but a brief summary is made in Table 16.5.

16.4 TRADITIONAL AND 
EMERGING SURFACE 
ENGINEERING TECHNOLOGIES

Obviously, far more types of protective coatings and
surface treatments exist than can be discussed in this
chapter. It would be instructive to examine a few sur-
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TABLE 16.5 Synchrotron-Based Analytical Techniques

Synchrotron technique Uses Comments

X-ray fluorescence Elemental analysis XRF microscopy, resolution down to less than 0.2 micron
X-ray tomography 3 dimensional structural 

imaging
Micron level resolution; useful for composites

X-ray near edge spectroscopy 
(XANES) 

Oxidation state information Small spot resolution down to microns; glancing angle mode to 
analyze surface species

Extended X-ray Absorption 
Fine Structure spectroscopy 
(EXAFS) 

Bonding and structure informa-
tion

Requires considerable data analysis; use of standards extremely 
helpful

Synchrotron Infrared spec-
troscopy (SIRS) 

Bonding information; ‘finger
printing’ analysis of many 
organic, some inorganic 
groups

Microspectroscopy with resolution better than that of laboratory-
based FTIR Microspectroscopy ( down to 3–5 microns), higher 
signal to noise ratio, more rapid data collection times

face engineering technologies in more detail in order
to understand how the choice and application of a
suitable technology relates to design needs, environ-
ment and substrate.

16.4.1 Chromate Conversion Coatings

According to the Federation of Societies for Coat-
ings Technology (Philadelphia), the term conversion
coating refers to conversion of a metal’s surface into
a surface that will more easily accept applied coat-
ings and/or provide for a more corrosion-resistant
surface. It is been known for nearly a century that
dichromate-based solutions can be used to produce a
corrosion resistant film on metals, in general,47,48

and aluminum, specifically.49–55 In 1927, Evans sug-
gested that the inhibitory action of chromates on iron
could be due to be its ability to repair the disconti-
nuities in the oxide film on iron.56 Later, Edeleanu
and Evans proposed that aluminum metal, when ex-
posed to chromate, reduces hexavalent chromium to
trivalent chromium and gets oxidized to aluminum
oxide during the process.57 One of the first studies
on the formation of chromate-based conversion
coating on aluminum and aluminum alloy (alu-
minum-zinc) was conducted by Bauer, who later
patented the process.58 Chromates, even in very low
concentrations, are known to increase the polariza-
tion resistance of aluminum alloys by a few orders of
magnitude59 and, hence, are considered to be effi-
cient inhibitors. However, exact mechanisms for the
inhibition are still unclear.

The industrial use of chromate conversion coat-
ings was pioneered during the 1950s–1970s, which
witnessed the exponential growth of the defense and

aerospace industries, the two major consumers of
structural aluminum alloys. Newhard pioneered 
the development of accelerated conversion coating
processes, resulting in the issue of several pat-
ents.60,61 Several other researchers also contributed
to the development of the process.62,63 Currently, the
Alodine 1200S® process is widely used to form
CCCs on aluminum alloys. The process involves im-
mersion of a previously deoxidized and desmutted
sample in an Alodine bath at room temperature. The
highly acidic bath has a pH ~1.5. Alodine 1200S®

consists of CrO3, KBF4, K3[Fe CN6], K2ZrF6 and
NaF64 The exact composition of the Alodine 
1200S® is proprietary information and, hence, is not
known. Each chemical in Alodine® has an important
role in the coating formation process. Chromate is
the corrosion inhibiting species, fluoride activates
the alloy surface by removing the oxide film,65–69

and ferricyanide accelerates the coating formation
process.70–73

16.4.2 Interaction of Chromates 
with Aluminum

Koudelkeva et al. studied the composition of the pas-
sive oxide films formed on aluminum exposed to
chromate solution using XPS, and determined that
the passive film was composed of Cr2O3, Al2O3, and
hexavalent species.74 Treverton and Davies studied
the composition of CCCs formed on aluminum and
found the presence of fluoride species in the coat-
ings.66 Later, the same group suggested, for the first
time, that ferricyanide acted as accelerators in the
formation of conversion coatings.75 This was studied
and verified by Xia and McCreery much later.72
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Abd-Rabbo et al. studied the development of a con-
version coating on aluminum and suggested the
mechanism of interaction of fluoride with the alu-
minum for the first time, and also observed the pres-
ence of Cr2O3.76 Katzman et al. indicated that HF or
OH- is necessary, along with hexavalent chromium,
for the formation of corrosion protective coatings.67

They proposed the coating to consist of a chromium
oxide over a layer of mixed aluminum chromium
oxide. Cr(VI) was found to be one-third of the total
chromium. Yu et al. concluded that CCCs contain a
significant amount of CrOOH.nH2O, and hexavalent
chromium existed only in the outer layer of the coat-
ings.77 Rona et al. determined the storage conditions
of CCC prior to painting to be nearly a year.78 Using
high resolution SEM, Treverton et al. observed that
CCCs consisted of particles sized 10nm–60 nm, de-
pending on the pretreatment.79 Based on investiga-
tions performed on the mechanism of formation of
CCCs on pure aluminum, Brown et al. concluded
that reduction of dichromate tend to occur at flaws,
which support electronic conduction.80 Others also
supported the theory.81

Waldrop and Kendig studied the nucleation of
CCCs on the matrix of AA2024-T3 and two differ-
ent IMCs (which are widely present in the alloy sur-
face, as mentioned earlier). Their atomic force mi-
croscopy AFM. study showed that CCC formation
on certain IMCs occurred at enhanced rates, while at
some other IMCs like AlCuMg it was inhibited.82

These results were supported by earlier work from
Halada, et al.83 Later, a similar study on nucleation
of CCCs was performed using AFM. by Brown and
Kobayashi, who confirmed the earlier results.84 Xia
et al. studied the mechanism of protection offered by
CCCs.85 By monitoring the release of Cr(VI). from
CCC, using UV-visible spectroscopy, it was sug-
gested that Cr(VI) storage in a CCC involves the re-
versible formation of a Cr-VI-O-Cr-III mixed oxide.
The “self-healing” properties of the conversion coat-
ings have been associated with migration of the
hexavalent chromates to actively corroding sites.86,87

(see Figure 16.3). Hence, the amount of hexavalent
chromium in these coatings itself plays an important
role in the protection offered to the substrates. It is
considered that chromates can migrate from a reser-
voir somewhere in the conversion coating or primer
to a distant active exposed site on the metal surface
to inhibit the attack.

Wan et al. used XANES to determine the Cr(III)/
Cr(VI) ratios before and after exposure to aggressive
chloride solution.88 Kendig et al. suggested that

unique corrosion-protective property of CCCs to be
due to the availability of a source of the hexavalent
chromium species that acts as an active inhibiting
species.89 They concluded that leached Cr(VI) might
be providing protection to the aluminum. A similar
study was conducted by Jeffcote, et al.90 Illevbare et
al. studied the oxygen reduction reaction (ORR) ki-
netics on several IMC.91 Their results indicated that
Cr2O3 inhibits ORR kinetics and that CCC acted as
a diffusive barrier to O2 transport. Recently, Clark et
al. studied the galvanic corrosion between copper
and aluminum using a specially designed electro-
chemical cell.92 Cr(VI) was observed to act as a
strong irreversible cathodic inhibitor on Cu and
AA2024.

A working hypothesis for chromates being such
effective inhibitors is that it is a very soluble, higher-
valent cation of an element with a lower-valent ion
Cr(III) that is very poorly soluble and forms a pro-
tective film. Oxidation of aluminum by chromates
has been proposed in the early part of the 20th century
as the reason for protection of the substrate.51,57

The oxidation leads to the formation of a passive
oxide film. The oxide film was suggested to be 
Al2O3. Later, studies showed the presence of triva-
lent chromium in the oxide film, and a mechanism 
for protection included the formation of a triva-
lent chromium oxyhydroxide containing barrier
layer.66,93 Reduction of hexavalent chromium at the
flaws or defects to trivalent state is one of the widely
accepted mechanisms.89,94 Hence, the presence of
excess mobile hexavalent chromium in the coatings
lends the self-healing properties that were discussed
earlier. Based on these studies, and combining other
results, a few models for the structure composition
and behavior of the coatings have been proposed. A
model initially proposed by Hughes et al.71 was later
modified by Kearns et al.95 Recently, the model was
further modified by Vasquez.96 Using SIRMS, XPS,
SIMS and XANES, the influence of microstructure
on CCC formation and composition was studied. The
study revealed Cu-rich regions at the outer layers of
CCCs. Cu-rich IMCs were found to be surface de-
pleted of Cr and enriched in CN. A Cu-CN complex-
ing mechanism has been verified for the inhibition of
formation of CCCs on Cu-rich IMCs.

16.4.3 Phosphate Treatments

Phosphate surface treatments are used to enhance
paint adhesion and aid in corrosion protection, pri-
marily on steel. Strong adhesion results from forma-
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tion of P-O-C primary bonds at the polymer coat-
ing/phosphate interface and P=O/Fe complexes at
phosphate/steel interfaces.97 Corrosion protection is
provided by the non-conductive, kinetic barrier pro-
vided by the phosphate layer (as well as the strong
bonding with the protective paint coating).98 Zinc
phosphate coatings are widely used on steel, zinc,
aluminum and sometimes cadmium, tin and magne-
sium surfaces. Based on the design need, phosphate
treatments can provide corrosion protection in com-
bination with bonding enhancement or even electri-
cal insulation.99

Phosphate coatings are mostly conversion coat-
ings (similar to the chromate conversion coatings
described above), requiring reaction of the bare
metal surface in a solution containing soluble pri-
mary metal phosphates, phosphoric acid and various
accelerators.100 In the conversion mechanism, acti-
vated metal dissolution from the surface consumes
protons from the conversion complex, resulting in an
insoluble product which is deposited on the sub-
strate surface. Hence various methods of activating
the metal surface are used in practice to enhance the
phosphating treatment.101

A number of modifications have recently been
tested, both in formulation and in methodology, in
order to enhance the protective or adhesion-promot-
ing capabilities of the phosphate coatings.

16.4.4 Composite Paint Coatings

Although simple polymeric coatings have been used
for various applications for some time (i.e. var-
nishes, urethanes), it is of greater general interest to
the surface engineering industry to discuss multi-
layer composite paint coatings that are used in many
transportation and infrastructure applications. Many
of these recent composite paint coatings have been
developed to reduce the overall use of volatile or-
ganic compounds (VOCs) and, hence, reduce the as-
sociated toxicological hazards. VOCs have been in-
corporated as solvents in coating systems of all
types, including those currently in use in such di-
verse applications as the automotive, decorative, and
protective industries. One principle strategy of VOC
reduction has been the introduction of coatings in-
corporating very high solids content by volume.

High-solids coatings, upon curing, are considered
to be composite materials in that they are uniform
coatings consisting of a continuous organic poly-
meric phase (amorphous or crystalline) in which a
variety of inorganic pigments and fillers are hetero-

geneously dispersed. The polymeric phase is gener-
ally referred to as the binder, and acts as an en-
compassing medium that contains the inorganic ad-
ditives. Of course, the binder exhibits mechanical
properties independent of the inorganic additives
embedded in it, and these mechanical properties
play a dominant role in the mechanical behavior and
performance of the coating system. These properties
are functions of the chemical origins of the binder, as
well as a variety of characteristics that arise during
binder formation (referred to as “curing”).

Two-component polyurethanes are one family of
binders that has garnered increased popularity in the
coatings industry. This is due to their broad spectrum
of good mechanical/chemical behavior in service
(excellent abrasion resistance, good chemical barrier
properties and weathering resistance, and high hard-
ness and heat resistance) as well as their increased
pot/shelf life. Although initially created in 19th-
century Germany, polyurethanes found little com-
mercial use until the mid-1950s. Currently, they are
manufactured at enormous industrial scales and can
be found in coatings, foams, sealants, adhesives and
other polymeric products. 

All polyurethanes exhibit both urethane as well as
urea functionality. Most commonly, they are the
product of a reaction between an isocyanate-bearing
species with a hydrogen donor species (typically a
polyol). The two components are mixed in the pres-
ence of a solvent and applied to the surface for
which the coating has been designed. The solvent is
eliminated from the coating via evaporation (gov-
erned by its own volatility) resulting in (ideally) a
completely cured, co-reacted solvent-free coating.
Of course, in order to create a continuous polymeric
binder phase, both the polyol as well as the iso-
cyanate components must be at least difunctional.
The degree of cross-linking can be directly con-
trolled by introducing co-reactants exhibiting pro-
gressively greater functionality. This increases the
likelihood of co-reacting functional groups encoun-
tering each other during curing and forming covalent
primary valency bonds.

The degree of cross-linking can have a large im-
pact on the mechanical properties and behavior of the
binder. Generally speaking, as the cross-link density
increases, the free volume of the binder decreases.
This decrease in free volume is beneficial to the bar-
rier properties of the film in that it is less likely to
admit foreign chemical species, particularly those
with bulky side groups.13,102 Furthermore, the tensile
strength and hardness increases, albeit along with the
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coatings’ brittleness. This increase in brittleness can
be detrimental in that it decreases the impact resis-
tance and increases the likelihood of cracking and
splitting, especially during foreign object impinge-
ment.102,103 The nature of the co-reactants can also
play a large role in the service behavior of the coat-
ing. The choice of isocyanate-bearing species is gen-
erally limited to aromatic and aliphatic molecules.
Aromatics exhibit excellent hardness and chemical
resistance but, due to their heavily conjugated bond-
ing structure, are extremely vulnerable to UV-
induced free radical attack and alteration. To avoid
this, aliphatic isocyanate-bearing compounds have
been introduced. The aliphatics have very good UV
durability and exhibit excellent barrier and mechani-
cal properties as well. They are, however, more ex-
pensive. Furthermore, due to the toxicological haz-
ard associated with the high vapor pressure of low
molecular weight, isocyanate-bearing mer units such
as Hexamethylene Diisocyanate (HDI), oligomeric
biuret forms of polyfunctional isocyanates are now
being used. While this generally increases the aver-
age molecular weight and should as a result require a
stronger solvent system, it is necessary for the com-
pliance with toxic hazard reduction mandates.

During service, the failure of high-solids coating
systems can occur by a variety of physio-chemical
mechanisms. These range from delamination of 
the coating from the substrate; interlayer delamina-
tion of the coating system itself; cracking and split-
ting; and osmotic blister formation leading to de-
adhesion at the substrate/coating interface. Many of
these failures are the result of a series of reactions
/responses by the coating system to applied environ-
mental stress, often initially instigated by chemical
alterations and ultimately manifested as a stress
response to the new state. For example, delamina-
tion at the coating/substrate interface or interlayer
interface, for that matter. is the direct result of inter-
facial shear stresses rising to the point where they
overcome the adhesion strength of the coating.13,104

These shear stresses can arise for a variety of reasons
(thermal expansion mismatch between coating and
substrate, coating swelling due to solvent/plasticizer
infiltration, etc.). 

UV impingement is of particular interest since, in
certain circumstances, the UV energy is sufficient to
rupture even covalent “backbone” bonds of the
binder 13,15 (-C-C-). More common, however, is a
mechanism of electron excitation in some predis-
posed component of the system. Ignoring the partic-
ular vulnerability of aromatics to UV exposure (their

use in this regard has been almost completely phased
out), the coating system designer must consider the
interaction between the inorganic components of the
coating (extenders, pigments, anti-corrosive addi-
tives, etc.), the UV impingement likely to be experi-
enced in service, and the organic binder. Should any
of these have an appreciable degree of photoactivity,
their use in outdoor applications should be recon-
sidered. Semiconductor materials such as metal ox-
ides are common choices when encountering these
problems. 

The white pigment TiO2 is a semiconductive
material with a band gap of sufficiently low energy
that the small amount of UV present at sea level can
be sufficient to eject electrons from the valence
band to the conduction band. These electrons can
initiate a free-radical chain reaction wherein the
organic binder material is oxidized (the oxygen
being supplied by the atmosphere) and a variety of
functional groups can be formed. If carbonyl groups
are not formed, contemporary models propose the
formation of hydroperoxides15 (leading to possible
secondary valency bonds between adjacent polymer
chains and a net reduction in free volume as well as
an increase in Tg and brittleness), and/or peroxide
cross-links between adjacent chains. Increases in
cross-link density over and above that originally
designed for can cause a general increase in intrin-
sic stress in the coating.102,103,105,106 If this cross-
linking should proceed to the point where the inter-
nal stress of the coating exceeds its own cohesive
strength, cracking and splitting is usually the re-
sult. Of course, chain scission is another possible
outcome, along with the side effects associated 
with it (chalking, increased porosity, decrease in Tg,
etc.).

High-solids coatings usually employ some form
of UV reflectance or absorbance via inorganic or or-
ganic additives.13 Typically, metal additives such as
aluminum flakes are employed. They consist of
plate-like grains of aluminum that are oriented par-
allel to the coating surface. Their intent is to shield
the organic binder from direct UV impingement. An
additional benefit is in the fact that due to their plate-
like shape they cause any infiltrating species to fol-
low a more circuitous route to the substrate inter-
face, thereby delaying any possible failures as a
result of such mechanisms. However, the plate-like
shapes also exhibit sharp geometric asperities at the
edges which may result in stress concentrations
being set up in the organic matrix, particularly dur-
ing high cyclic loading applications.
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It becomes clear, then, that coating performance
can be greatly enhanced by the use of a variety of
solids at large volume content, while simultaneously
satisfying the requirement for lower VOC usage. It is
also apparent that as the number of components pre-
sent in a particular composite coating system is in-
creased, the possible failure modes can grow expo-
nentially, so care must be taken in characterizing the
failure mechanisms of such systems.

16.4.5 “Self-healing” Coatings

As mentioned in our definition of “dependability,”
the speed of repair is an essential characteristic in
development of a useful surface protection technol-
ogy. The ideal coating or treatment would therefore
be “self-repairable” at a near-instantaneous rate.
Currently, a number of such “smart” coatings are
under development. Basically, any scratch or dam-
age would have to “re-coat” or protect itself in some
way, due to reactions of the exposed substrate with
the external environment. The chromate conversion
coatings mentioned previously are a good example
of a “self-healing” coating (see Figure 16.3). 

16.4.6 Thermal Spray Methods

Air plasma spray (APS) is an efficient means of ma-
terials deposition and is primarily used in making
protective coating on variety of metallic and ceramic
substrates.107,108 In this deposition process, materi-
als are injected into a high energy flame in the form
of a powder. The powder particles melt and deposit
on to a substrate. Upon deposition, the particles
spread and solidify rapidly. The coating is built up
by the successive deposition of many particles.
Plasma spray ceramic coatings such as alumina and
zircon, especially those using an interfacing bond
coating, can provide excellent wear resistance.109

Plasma spray is very useful in formation of nano-
composite metal-metal oxide ceramic coatings
which can provide wear resistance and thermal bar-
rier properties.110 High-velocity flame spray tech-
niques can produce very dense, abrasion resistant
coatings on metals. For example, optimized high ve-
locity flame spray deposited WC-Co coatings re-
sulted in resistance to abrasive-erosion which was
10–12 times better than that of uncoated steel.111 A
wide variety of refractory carbide based coatings 
are used in industrial components to lower friction
and improve wear resistance. Traditional thermal
sprayed hard coatings have deficiencies in these ap-
plications due to their high hardness, brittleness, and

inherent stresses. Functionally gradient material
(FGM) concepts offer a means for optimizing tribo-
logical performance, for processing of thick layers,
and for similarly meeting design requirements.112

For example, damage resistant, functionally graded,
carbide-based coatings (i.e., WC-Co/stainless steel)
to improve wear resistance have been deposited
through plasma spray and high-velocity oxy-fuel
spray processes (HVOF).113

16.4.7 Ion Beam Treatment of 
Surfaces and Ion Beam 
Assisted Deposition (IBAD)

Ion beams have found multiple uses in doping of
semiconductors, depth profiling in surface spectro-
scopies (including the electron and ion beam spec-
troscopies mentioned in this chapter), and for treat-
ing surfaces or depositing coatings on engineering
materials to enhance resistance to corrosion and
wear. For several decades, ion beam techniques have
been used to increase wear and corrosion resistance
of metallic and ceramic materials.114–17 For exam-
ple, pulsed ion beams have been used to melt and
rapidly resolidify stainless steel surfaces in order to
remove inhomogeneities which play a role in en-
hancing localized corrosion.118 Surface implantation
using carbon, boron and nitrogen ion beams has
been used to enhance smoothness and improve hard-
ness of polymers, including Mylar and Teflon.119

The passivity of Ta in NaCl solution has been
markedly improved following ion implantation by
200 keV nitrogen and xenon ions.120

Other ion beam treatment techniques include ion
beam mixing and ion beam assisted deposition
(IBAD). In ion beam mixing, a thin layer of surface
material deposited previously is bombarded with en-
ergetic inert ions. Transfer of kinetic energy to the
surface layer atoms results in penetration of those
atoms into the underlying substrate, often resulting in
a metastable or amorphous phase structure.121 One of
the most valuable aspects of using ion implantation
or ion beam mixing is in creating surface layers with
improved wear or corrosion properties without sig-
nificant changes in part dimensions. Creation of ni-
trides through nitrogen implantation, near-surface
TiC through implantation of Ti followed by C, or ion
beam mixing of thin RF-deposited surface layers of
Al, Si, Mo and W into steel all resulted in geometry
changes of less than 100 nm, but significant im-
provements in wear and friction tests.122 These au-
thors noted that ion beam mixing had the advantages
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over implantation alone of no limitation in impurity
concentration and possible use of simple ion im-
planters without mass separation.

Environmental concerns regarding the disposal of
toxic byproducts from the production of electro-
plated hard chromium (EHC), widely used as a
wear- and corrosion-resistant tribological coating,
have led many to consider ion beam assisted deposi-
tion (IBAD) and similar coating processes as poten-
tial replacements for electroplating technology. The
ability of the IBAD process to carefully control coat-
ing properties like adhesion and stoichiometry al-
lows production of coating systems that surpass the
durability of EHC, with virtually no hazardous
waste or chemical exposure during production.
Specifically, IBAD chromium nitride (CrxNy ) is
considered a candidate for EHC replacement be-
cause of its good corrosion resistance, high hard-
ness, and overall similarity (in appearance and
chemical compatibility) to EHC. Several studies
have investigated the deposition of CrxNy coatings
using reactive ion plating,123,124,125, 126 reactive sput-
tering,127,128 and IBAD,129,130 and have concluded
that CrxNy coatings can be formed with a hardness
greater than that of ordinary Cr123–126,129 and a wear
rate an order of magnitude lower.129

To be considered a useful replacement process,
however, IBAD must overcome some difficulties in-
herent in most low temperature PVD processes e.g.,
high residual internal coating stresses which can
lead to coating delamination. IBAD has also found
value in improving the corrosion resistance of tita-
nium foil windows used in the dry scrubbing of flue
gasses—ion assisted deposition of palladium pro-
duced a 0.5-micron thick coating with adhesion
properties superior to that produced by other ion
beam techniques.131 IBAD has been used to deposit
corrosion resistance metal nitride coatings132 and in
formation of Si-containing diamond-like carbon (Si-
DLC) coatings133 for wear resistance.

Another recent innovation in ion beam techniques
is the development of gas cluster ion beam (GCIB)
Surface Processing. GCIB, due to a combination of
high cluster mass, energy and momentum, produces
effects very different from single ion-type tech-
niques.134,135 Even though each cluster possesses a
large amount of energy, the per-ion energy is low
and the penetration depth is low. In addition, in
GCIB many ions strike the surface in a very coher-
ent beam and nearly simultaneously. GCIB has
shown advantages in formation of high aspect ratio
features and in surface planarization. Hence, it is

being studied for applications in the semiconductor
and microelectromechanical engineering industries.

16.4.8 Chemical Vapor Deposition 
(CVD) and Physical Vapor
Deposition (PVD)

In general, chemical vapor deposition (CVD) in-
volves chemical reaction in gaseous compounds on
or near a heated surface to create a coating. It can be
used to create nanostructured and functionally-
graded coatings (described in greater detail in sec-
tion 16.4.10) and is capable of non-line-of-sight
deposition. CVD has been used extensively in depo-
sition of semiconductors in microelectronics, devel-
opment of hard coatings (such as SiC, TiN, BN,
Al2O3), metallic films for microelectronics and for
protective coatings, and for fiber coating.136 There
are many variants in the classic methods of chemical
vapor deposition which can be used to form surface
protective coatings. Plasma-enhanced CVD uses
plasma to ionize and dissociate gases; photo-assisted
CVD uses light and lasers to locally heat the sub-
strate; metalorganic CVD (MOCVD) uses metalor-
ganic complexes as the precursor source, resulting in
lower deposition temperature; flame-assisted CVD
uses flame as a heating source; and so forth. As
noted from this list, most variants involve other
methods of heating the substrate or ionizing com-
plexes, or different types of precursor materials. The
criteria for selecting a process include the need not
to inadvertently damage the substrate; choice of the
type and thickness of coating; the size and shape of
the substrate; equipment availability; and cost.

Physical vapor deposition (PVD) techniques are
usually line-of-sight (i.e., evaporation and sputter-
ing), and usually require a vacuum system and sin-
tered or solid target sources. In many cases, only
relatively small parts can be coated. Deposition tem-
peratures vary, based upon the technique and the
need to heat the substrate. A drawback to sputtering
and ion beam techniques is the possible occurrence
of preferential sputtering of one element over an-
other from a multi-component target. This can be
avoided using laser ablation as a deposition tech-
nique, as noted below.

16.4.9 Pulsed Laser Deposition

Pulsed laser deposition (PLD) involves using laser
sources (from excimer to UV to Ti-Sapphire to Nd-
YAG) at various pulse rates (from near continuous to
femtosecond) and pulse energies to ablate material
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from a target onto a substrate. As with other PVD
techniques, it is primarily line-of-sight and may or
may not require a vacuum or controlled environ-
ment, based on the reactivity of the species to be de-
posited. As noted above, this technique avoids the
problem of preferential sputtering and, hence, is es-
pecially useful for rapid combinatorial chemical de-
sign of prototype coatings. A wide variety of protec-
tive coatings have been formed with PLD, including
nanocrystalline Fe-Al and Ni-Al intermetallics for
wear and corrosion resistance,137 Hastelloy thin
films deposited on carbon steel,138 Nd-laser deposi-
tion in vacuum of vitreous lead-borate glasses resis-
tant to annealing and corrosion,139 deposition of 
TiC on bearing steels at room temperature,140 and
deposition of titanium oxide coatings onto iron and
steel substrates for corrosion resistance.141 In all
cases, coatings of metallic or intermetallic materials
showed both homogeneity and uniformity of mi-
crostructure.

Pulsed laser ablation is a well-known technique
used for thin film deposition of a variety of thin films
for various applications. The diversity of thin films
grown by this technique is extensive, though most 
of the films have been deposited using excimer
lasers.142–145 However, a major disadvantage of the
use of excimer lasers has been the deposition of ir-
regular melted droplets on the deposited film. The
source of these particulates has been attributed to
heterogeneities of the target, fluctuations in the laser
fluence, and other irregularities of the process. Most
traditional laser processing is thermal-based, where
surface temperatures rise to the melting and/or boil-
ing point for material removal. Femtosecond laser
ablation has emerged as a technique with distinct ad-
vantages over thermal laser-based coating deposi-
tion methods.

The extremely short pulse duration results in re-
duction or complete prevention of lateral thermal
damage, as well as lower and more precise threshold
fluences of ablation, quite unlike conventional nano-
second pulsed laser ablation. If the pulse duration is
reduced to the pico- and femtosecond regime, the
pulse intensity becomes high enough to initiate opti-
cal breakdown in the material, which results in non-
thermal energy deposition and subsequent material
removal. A review comparing femtosecond laser
deposition and nanosecond pulse deposition of met-
als, polymers, semiconductors and ceramics is given
by Shirk and Molian.146 They concluded that the
femtosecond pulses offer several advantages over
longer pulses (nanosecond) in addition to negligible

thermal damage, including higher energy density,
greater material removal and capability of process-
ing any material. A number of other recent articles
have noted these advantages for material abla-
tion.147–151 Recently, femtosecond laser ablation has
been utilized to produce a variety of thin films, in-
cluding a-CNx,152 ZnO films grown on Al2O3,153 di-
amond-like carbon thin films,154 thin gold films,155

TiN films on silicon,156 and SnO2.157

16.4.10 Functionalized Nanostructured
Coatings Development

Functionalized nanostructures are currently being
produced as coatings (including functionally graded
coatings) using a number of the techniques de-
scribed above, either individually or in combination.
Nanoscale structure, whether referring to nanocrys-
tallinity, nanoscale clusters, or supramolecular ar-
chitecture represents the focus of much current re-
search in development of functional engineering
coatings. Roughly, these coatings may be divided
into those which have unique properties (i.e., resis-
tance to wear) based on the presence of nanoscale
(10–9 to nearly 10–7 meters) crystals or particles, or
those which are based on large molecules or com-
plexes (e.g., supramolecules, crown ether struc-
tures), which by their chemical nature display new
properties and performance. Though there is not
room here to discuss many examples and the advan-
tages or disadvantages of each, some of the exam-
ples cited previously do fall into one or the other of
these categories. We have mentioned diamond-like
nanocomposites and femtosecond laser deposited
coatings, both of which represent functionalized
nanostructured coatings. The composite paint coat-
ings described earlier also contain nanoscale inor-
ganic components that improve strength and perfor-
mance.

Catledge et al. have recently used IBAD tech-
niques to deposit a functionally-graded, nanocrys-
talline metalloceramic coating for Co-Cr-Mo al-
loys.158 This coating is “functionally-graded” in that
it is composed of metallic initial layers and a hard
ceramic outer coating (Cr/CrTi/CrTiN). This type of
grading results in improved strength, toughness and
adhesion to the substrate. Functionally graded mate-
rials were first proposed to improve adhesion and
minimize thermal stress in metal-ceramic compos-
ites used for rocket engines.159 In the case of this
coating, the inner metallic layers improve adhesion
to the substrate and to the outer layer of the coating,
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which is covalent in nature and provides wear and
scratch resistance. The nanoscale nature of the
grains of Cr formed at the metal interface improve
both strength and toughness, and serves as a barrier
to crack formation and propagation. Nanostructured
mullite (3Al2O3 SiO2) coatings have been found to
have significantly higher hardness and Young’s mod-
ulus as compared to a coating with micron sized
grains.160 Hard ceramic coatings, in general, show
high plasticity,161 and the graded nature of this coat-
ing results in even greater toughness. Recently, a
functionally graded coating with decreasing Si3N4
content from substate to pure mullite outer layer has
been developed to decrease sharp stress discontinu-
ities at the substrate/coating interface.162 Other func-
tionally graded coatings which have been reported
on recently include TiC-TiN gradient coatings for
wear resistance;163 and a two-layer ytrria stabilized
zirconia YSZ. /alumina coating deposited by HVOF
plasma spray.164 Nanoscale functional multi-layers
have been used to reduce stress in hard coatings,165

prevent crack tip propagation165,166 and increase vol-
ume energy by interaction of Fermi surfaces with
additional Brillouin zones.167,168

The second category of nanostructured coatings,
based on the formation of coatings with unique su-
permolecular structure or containing large organic
or inorganic complexes, can also be formed through
various techniques, including variants of CVD and
sol-gel processing, for example. In fact, many poly-
meric films may fall within this category. Hence, this
is not always a new technology but rather a new ap-
proach to understanding, modeling and formulating
protective coatings. In recent developments, a sol-
gel method has been used to form a nanostructured
polyurethane/oligosiloxane ceramer coating for air-
craft.169 The polyurethane provided the general me-
chanical properties and the polysiloxane functioned
as an adhesion promoter and corrosion inhibitor.
Certain conversion coatings made up of a complex
molecular structure or self-healing coatings contain-
ing “reservoirs” of labile molecules may be consid-
ered nanostructured materials. The chromate con-
version coatings, containing molecular complexes
composed of mixed Al and Cr oxides as well as la-
bile chromate species, could be considered nano-
structural coatings. 

As a candidate replacement technology for chro-
mate conversion coatings on AA2024-T3, a new sol-
gel technique using a preformed, self-assembled,
nano-phase particle (SNAP) sol-gel system has been
developed.170 The SNAP coating was found to be

defect-free and interacted strongly with both the
substrate and polymeric topcoat layers, hence fulfill-
ing some of the the requirements for a CCC-replace-
ment technology. Recently, this hybrid nanocom-
posite coating’s barrier performance has been
improved by use of alumino-silane cross-linking.171

Table 16.6 provides a brief summary of the ad-
vantages and disadvantages of the coating and sur-
face engineering technologies discussed. 

16.5 THE ROLE OF 
COMPUTER MODELING

As computer programs and computer hardware have
become both more sophisticated and more afford-
able, the role of numerical modeling in developing
coatings and surface treatment technologies has
come to the forefront of design and manufacturing.
For the last 30 years, numerical modeling of proc-
esses at surfaces have suggested methods for opti-
mization as well as innovations in surface modifica-
tion. For example, numerical modeling has been
used to model growth kinetics for a two-stage
process for diffusion coating of Ni with Al.172 At el-
evated temperature, the aluminizing step was mod-
eled as rapid parabolic growth of γ-Ni2A13 at the in-
terface, followed by homogenization. Computer
modeling has been cited in the development and op-
timization of numerous plating and electrochemical
surface finishing techniques.173 The corrosion pro-
tective ability of paints on metal surfaces has been
predicted using models which take into account
changes in the ellipsometric parameter related to
thickness alterations in the substrate oxide film.174

Durability of coatings has been predicted by Cr sol-
ubility in Fe during a two-phase Cr coating process,
showing good agreement with experiment.175 Opti-
cal and topographic measurements have recently
been combined in computer models to provide real-
istically rendered graphic images representing color
and gloss standards for development of paint formu-
lations.176 Certainly, data handling and analytical
techniques have provided a basis for accurate appli-
cation of spectroscopic data to surface analysis, as
noted in the examples described previously in this
chapter.

Process engineering, especially, has benefited
from the use of sophisticated numerical modeling.
For example, computer modeling has played an im-
portant role in predicting the evaporation of solvents
in coatings.177 Computer modeling has provided a
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TABLE 16.6 Advantages and Disadvantages of Some Surface Engineering Technologies

Treatment technology Advantages Disadvantages

Chromate conversion 
coating (CCC)

“Self-healing” corrosion protection, especially for 
aluminum alloys

Good adhesion for paint coatings 

Contains carcinogenic hexavalent chromium

Phosphate treatments Good for corrosion protection of steel
Promotes paint adhesion

Non self-healing

Composite paint 
coatings

Proven technology; easy to apply
Many formulations tailored to various design needs

Susceptibility to UV damage; pretreatment needed to 
promote adhesion

Thermal spray coatings Non-vacuum technique
Can coat large parts
Can create free-standing coatings
Good for a wide range of substrates
Metallic, ceramic, polymer coatings possible

Line-of-sight coating technique
Support structure needed for large-scale deposition
Relatively thick coatings

Ion beam implantation Good for forming wear, corrosion resistant surface 
regions on small areas; does not alter dimen-
sions of part

Ion beam mixing can be used for pre-deposited 
layers on surface

Possible radiation damage during process; vacuum 
technique

Shallow penetration depth of ions

Ion beam assisted 
deposition

Good for functionally graded coatings, DLC May need temperature control of substrate to im-
prove coating formation, adhesion; vacuum tech-
nique

Laser ablation Femtosecond, UV laser ablation results in little 
target or substrate heating

Nanostructured coatings possible
Can use pressed pellet targets
No preferential sputtering

Excimer ablation can result in melting
Vacuum necessary for reactive species

Chemical vapor 
deposition

Non-line-of-sight
Variations enable lower substrate temperatures and 

control of coating thickness and morphology

Usually requires a heated substrate and a controlled-
atmosphere chamber

Can be low or high costs depending on variant 
chosen

Physical vapor deposition
(PVD). 

Most variants well understood
Can control phases, morphology 

Line-of-sight
Usually requires a vacuum system
Preferential sputtering from multi-element targets a 

problem
Often expensive solid or sintered targets

Functionally-graded 
nanostructured 
coatings

A variety of coatings with tailorable performance 
characteristics

may use various techniques (IBAD, thermal spray,
PLD). 

Can be matched to substrate and design and 
environment conditions

Depends on techniques used

way to combine multiple numerical analyses of sub-
strate, coating method, and process in order to help
understand current manufacturing processes and op-
timize them. Pranckh and Scriven have described a
computer-aided method to simultaneously solve
basic equations for fluid properties, including inertia,
viscous forces, capillary forces, and elastic forces in-
volved in blade coating of a deformable substrate,

which takes into account blade velocity and stiffness,
coating thickness and geometry of the substrate.178

Finite element computer programs have found
important roles in numerous surface engineering
technology development efforts, including predic-
tion of skin thickness and distribution as a function
of processing conditions and material properties in
powder co-injection molding,179 minimization of
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potential energy at surface using finite elements in
computer aided geometric design,180 and boundary
element modeling of a coating-substrate composite
subjected to a stress field, taking into account the
elastic moduli of both substrate and coating, as well
as coating thickness.181 Finite element analysis has
been used to study residual thermal stress in ceramic
gradient wear-resistant coatings.182

While these are just a few examples, many more
exist that can be found in the examples provided by
the manufacturers of many current finite element
modeling packages. These methods are especially
useful for examining the role of substrate surface en-
ergy, stress in coatings, and their influence on adhe-
sion. It is clear that more sophisticated programs
which are coming into common use will expand the
role of computer modeling in this regard.

Currently, computer-based numerical methods are
being tested and used that combine the prediction of
single properties based on chemical formulation.
with the type of interative procedures mentioned
above as in the case of finite element methods. used
in prediction of substrate/coating properties such as
adhesion and corrosion barrier properties. The opti-
mization programs have been developed based on ex-
pert system interpretive databases, statistical analy-
sis, and neural network principles. For example, a
method based on spline interpolation has been devel-
oped by Guthrie and Lin183 and has recently been ap-
plied to development of anti-corrosion coatings.184 In
this latter study, ratios of common paint pigments
were combined with empirical data on hardness, flex-
ibility, and adhesion of sample coatings, and a pre-
dictive model involving a spline interpolation fitting
of data provided a reasonable prediction of optimum
composition for corrosion protection. This was veri-
fied through salt-spray test results.

In addition to the predictive and analytical appli-
cations of computer modeling described above, use
of modeling to describe microscopic surface fea-
tures and even the molecular structure of surfaces
and coatings can provide important insights for sur-

face engineering and coatings development. For ex-
ample, modeling the micro-topography of a surface
can provide important insight into adhesion of coat-
ings by predicting interlocking sites on a substrate
surface.185 Molecular modeling is also being used to
provide a better understanding of coating properties
such as adhesion and surface coverage. Modeling of
the interaction between methylbenzoyl propionic
acid, the active ingredient in a waterborne corrosion
inhibitor, and an iron oxyhydroxide surface indi-
cated both the binding sites and packing efficiency
with few gaps indicative of good adhesion.186 The
total interaction energy between surfaces and pro-
tein molecules has been used to help explain ad-
hesion behavior based on local extremes in the
calculated energies.187 It is clear that sophisticated
calculation of surface energies, topographies, and
molecular interactions will lead to improved models
of coating adhesion, surface protection, and other
properties of interest to the surface engineering
community. As these calculations are combined with
statistical analysis and finite element methods, a
more accurate, realistic and subsequently empiri-
cally useful data base will be developed.

16.6 SUMMARY

There is little doubt that extension of current perfor-
mance requirements of engineered systems will con-
tinue and, along with them, the need to select or de-
velop surface treatment or coating technologies that
will optimize system performance. As can be seen
from the examples presented here, there are three 
essential issues when considering how to develop 
a surface engineering process or system to meet
design needs: (1) critical design knowledge, (2)
critical system components, and (3) the critical ac-
tions which describe how the system will react or
protect the substrate. Some of the elements corre-
sponding to these different issues are summarized in
Table 16.7. 

TABLE 16.7 Critical issues in surface engineering selection and design

Critical Knowledge Critical Components Critical Actions

Substrate composition Substrate Environmental attack
Surface features, inclusions, defects Bare surface/treatment interface Direct energetic surface treatment
Cleanliness Pre-treatment Coating process
Operating environment Coating system Surface pre-treatment
Engineering functions Coating/environment interface Cleaning/polishing
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For example, without the critical knowledge of
surface composition, including inclusions or de-
fects, choosing or developing an alternative coating
system to deal with environmental attack would
likely be unsuccessful.

Along with these critical issues, the surface engi-
neer needs to consider the broad range of technolo-
gies available to help characterize and understand
changes in surface chemistry and surface damage
modes, and the need to understand both the value
and the limitations of those technologies. Surface
engineering will only advance as a field with the
careful application of analysis, synthesis, and com-
putational modeling—and, most importantly, recog-
nition of the need to combine all three with a clear
understanding of the manufacturing and design
needs which drive development.
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17.1 INTRODUCTION

Aluminum is a light element of relatively low
strength but good elasticity that is readily alloyed to
improve its mechanical properties. As such, alu-
minum is rarely used in its pure form, except when
used to conduct electricity where defect-free alu-
minum is necessary to avoid additional electrical re-
sistance. Alloying with other metallic or semi-metal-
lic elements creates defects or strains in the crystal
lattice, or hard intermetallic precipitate particles,
which strengthen the alloys’ mechanical stress re-
sponse at the expense of elastic strain.1

Strain or elasticity is not the only tradeoff experi-
enced in alloying. Electrical and thermal conduc-
tivity are sacrificed through creation of crystalline
defect structures and semi-metallic compounds of
lower conductance, as discussed above, where pure
aluminum is necessary for efficient electrical con-
duction. Fatigue sensitivity is increased through re-
duced modes of deformation and propagation of
crystal defects to create modes of crack failure.
Metal homogeneity is reduced, potentially increas-
ing the quantity of interstitial defects and permeabil-
ity to atoms or small molecules. By far the greatest
change in aluminum materials, next to those of me-
chanical properties. is corrosion resistance.2

Alloy selection is typically based on a material’s
properties—strength, flexibility, and resistance to
fatigue—to accommodate an engineered design
rather than corrosion resistance. Since fatigue resis-

tance is part of the design, then corrosion-related
crevice corrosion and fatigue cracking are inherent
in the design process. Since pitting can initiate
crevice corrosion, pitting resistance should and does
play a role in structural design. General corrosion is
not as much designed for as managed through pre-
treatments. However, the alloy itself plays a large
role in the ability to pretreat and protect the alu-
minum surface.

17.2 SELECTING THE ALLOY

Composition and processing of an alloy are respon-
sible for the developed mechanical properties of the
alloy. However, composition has the greatest effect
on corrosion resistance of aluminum alloys with
copper, a common alloying element, and iron, a
common impurity, being the major culprits. Process-
ing methods for wrought and cast alloys (i.e., me-
chanically (strain) hardened or tempered) vary with
alloy composition. Composition and processing thus
represent an engineering tradeoff in corrosion resis-
tance with mechanical strength or toughness. Since
the alloy compositions directly relate to the mecha-
nism of hardening and strength development, partic-
ular classes of alloy composition tend to be more
sensitive to corrosion. Copper concentrations and
corrosion sensitivity are highest in the wrought
2XXX and 7XXX series, but also are present and
similarly affect corrosion sensitivity in the cast al-
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loys (e.g., the 380.0, 710.0, 295.0, 336.0, or 355.0
aluminum alloys).3

It is generally well known that different alloys
have different susceptibility to corrosion and require
different levels of corrosion protection. Not as well
known is that even an identical alloy varies in inher-
ent corrosion activity from lot to lot, where the most
active lots may not be passivated, even by chromate
pretreatment. Prescreening of alloys for corrosion
activity prior to manufacture is thus suggested as
part of a quality assurance program to avoid corro-
sion-sensitive lots.

Alloys based on AA2024 and AA7075, although
the strongest of the aluminum alloys, tend to be the
most corrosion sensitive. Figure 17.1 shows the
electrochemical impedance spectroscopy (EIS)
scans of AA7075 alloys from different manufacturer
lots, immersed in a standard prohesion solution of
aqueous 0.05% sodium chloride and 0.35% ammo-
nium sulfate. Some material lots show higher im-
pedance to corrosion than others. Impedance is an
alternating current resistance, thus composed of real
and imaginary vector components, which EIS mea-
sures of a corroding surface as a function of the al-
ternating current frequency. 

On a lot-to-lot basis, significant differences in the
low frequency impedance can exist despite similar
metal contents for each alloy and each being well
within the AA7075-T6 specifications. Low fre-
quency impedance of EIS measurement is equal to
RΩ+Rp, where RΩ is the solution interface resistance
measured as the high frequency impedance, and Rp
is the polarization resistance to corrosion.4 The in-
verse of Rp is proportional to the corrosion rate
(icorr). Since RΩ are nearly equivalent, the measured
Rp indicate the relative difference in corrosion rate
between each alloy lot. A large difference in corro-
sion activity of the cleaned alloy surfaces can be
readily discerned. It was found that alloys of higher
surface copper content tended to be more corrosion
active, while those of lower copper were less active.
Corrosion activity has found to be related to, specif-
ically, relative copper composition (also see Figs.
17.2 and 17.3).5

Manganese, silicon, and magnesium alloys are not
sensitive to corrosion unless high concentrations of
copper are also present. Therefore, the 1XXX (pure
aluminum), 3XXX (manganese), 5XXX (magne-
sium), and 6XXX (silicon-magnesium) alloys are not
generally sensitive to corrosion because the native

FIGURE 17.1 Bode plot of EIS measurements for taped 1 cm2 area of aluminum alloy (AA) 7075-T6 panels from dif-
ferent suppliers immersed in 35 °C prohesion solution. The panels were acetone degreased only but show significant dif-
ferences in low frequency polarization resistance as a function of the alloy source.5
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FIGURE 17.2 Bode plot of EIS measurements for taped 1 cm2 area of AA7075-T6 panels from lot 3 immersed in 
35 °C prohesion solution; acetone degreased, after alkaline cleaning, and after deoxidation. The panels were alkaline
cleaned in Turko® 4215 NCLT (Henkel Surface Technologies) at 55 °C for 10 minutes and rinsed. Deoxidized panels were
placed in Amchem 7-17 at room temperature for five minutes and rinsed with deionized water. The alloy shows differ-
ences in surface activity as a function of surface treatment.5

FIGURE 17.3 Bode plots of EIS measurements for AA2024-T3 alloy as a function of frequency and surface pretreat-
ment. Small increases in Rp occurred with pretreatment order.5
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oxide layer formed renders those surfaces passive to
corrosion in most environmental conditions. Even
the 7XXX alloys that do not contain copper provide
“high” resistance to corrosion.3 Alloys that do not
corrode, that generate durable oxide layers and self-
passivate, may or may not require additional surface
protection beyond the native oxide layer, depending
on the use environment. Coatings, in general, provide
surface protection for sensitive substrates.

17.3 COATING SYSTEM ENGINEERING

An infinite number of exposure conditions, and
therefore approaches, are possible for the protection
of substrates. Most approaches are readily discerned
from others by the function that a coating will pro-
vide, based on the materials content and design com-
pared to the required need for protection. A coating
may be susceptible to identical conditions and not
improve or protection of the substrate. For example,
a typical latex polymer coating applied to a metal sus-
ceptible to corrosion in an exterior or marine envi-
ronment will not provide an adequate moisture bar-
rier, and will likely permit corrosion of the metal at a
rate similar to the uncoated metal. The coating could
even potentially worsen substrate degradation by
changing the mechanism of degradation. For exam-
ple, applying a coating that is more noble to the sub-
strate metal may galvanically accelerate corrosion
occurring in defect areas. A barrier coating can ac-
centuate corrosion at a defect where, for a constant
corrosion current, the rate of dissolution at the defect
will appear enhanced. Still other surface coating ap-
proaches may be singled out based on appearance
characteristics, including: spectral absorption or re-
flectance; material specifications including conduc-
tivity, strength, hardness, permeability, and flexibil-
ity; compatibility between coating systems or with
the substrate material, including adhesion; and cost.

Organic primers and topcoatings, collectively
called “over coatings,” are relatively thick coating
layers that physically, as well as chemically, protect
the substrate.6 Over coatings provide an enhanced
physical surface protection and serve to shift the bar-
rier interface farther from the metal surface to im-
prove corrosion resistance. Over coating dry films
are on the order of fractional- to multiple-mils thick.

However, organic primers and topcoatings typi-
cally neither adhere well to nor protect physically or
chemically untreated aluminum, since the native
aluminum oxide layer tends to be of poor mechani-
cal structure. The aluminum oxide thus becomes a

polar, water-sensitive, weak boundary layer for the
coating system. Therefore, organic over coatings are
applied to pretreated aluminum where the aluminum
surface has been “converted” to a different surface
composition. Such pretreatments are thus com-
monly called “conversion coatings.” For this chap-
ter, the term coating will apply to only the conver-
sion coating layer, while primer or over coatings
will describe primer layers applied to the converted
surface. Topcoating will distinguish coatings ap-
plied atop the primer surface.

Coatings systems commonly used on aluminum
structures include acid anodize-,7,8 phosphate-,9
lead-tin-,10 cobalt-,11,12 titanium-,13 zirconium-,14

manganate-,15 silicate-,16,17 chromate-,18–20 and rare
earth-based21–23 systems. Each pretreatment type
produces a surface coating that not only provides a
first defense against corrosion, but also provides all-
important adhesion that is needed for primer and
topcoating performance. Pretreatment coatings can
be used alone or in conjunction with over coatings,
which add physical durability and generally im-
proved corrosion protection. Conversion coatings
serve to structurally and chemically stabilize and
control the interfacial properties of the aluminum
substrate to allow predictable, stable performance of
the coated system.8

17.4 METAL SURFACE PRETREATMENT 

Similar to conversion coatings providing stability
and adhesion for over coatings, surface cleaning and
pretreatments provide non-contaminated, uniform,
controlled surface composition for application of a
conversion coating for improved conversion coating
performance. A review of cleaning and pretreatment
for metals is given by Talbert.24 Other summaries for
cleaning and pretreatment processes may be found
in military25,26 and professional society standard
specifications.27,28

17.4.1 Cleaning

Contaminants can prevent the assembly and adhe-
sion of a uniform conversion coating, while a non-
uniform coating can result in localized cathodic or
anodic areas and enhanced corrosion sensitivity
rather than protection. Cleaning and pretreatments
can result in localized etching of sensitive alloy
metal atoms and result in, for example, copper-
enriched surfaces and enhanced corrosion activity
(Figure 17.2), or compositionally neutral surfaces
and improved corrosion activity shown by EIS as
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TABLE 17.2 Selected Aluminum Finishing Specifications
Published by the Society of Automotive Engineers,
Warrendale, PA, 2003

Specification Title

SAE AMS2473G Chemical Film Treatment for Aluminum
Alloys, General Purpose Coating

SAE AMS2514A Anodic Coating on Aluminum Alloys Sul-
furic Acid Process, Resin-Sealed

SAE AMS2472E Anodic Treatment of Aluminum Alloys,
Sulfuric Acid Process, Dyed Coating

SAE AMS2470L Anodic Treatment of Aluminum Alloys,
Chromic Acid Process

SAE AMSC5541 Chemical Conversion Coatings on Alu-
minum and Aluminum Alloys (see also
reference 65) 

SAE AMS1626B Desmutter, Aluminum, Liquid
SAE AMS1625B Desmutter, Aluminum, Powdered
SAE AMS2474C Chemical Treatment for Aluminum Alloys,

Low Electrical Resistance Coating

TABLE 17.1 Metal Cleaning Processes

Metal Probable Surface Contaminants Typical Treatment Process

Hot Rolled Steel Mill scale, oxidation, carbon smut, grease, oil, dust
and dirt

Blasting, alkaline cleaning, iron phosphate

Cold Rolled Steel Rust inhibitors, oil, smut, dust and dirt Alkaline cleaning, iron phosphate
Stainless Steel Shop dirt, oils, passive oxide layer Blast or acid etch to remove oxide layer, alkaline

clean and rinse
Galvanized Steel Shop dirt, oils from handling Alkaline clean and iron or zinc phosphate
Extruded Aluminum Oxide layer, shop dirt and oil Alkaline clean and iron phosphate; from handling

for added corrosion resistance, chromate treat
Cast Aluminum Die release compounds, shop dirt and oil Blast or polish to remove die release, alkaline

clean and iron phosphate
Zinc Die Cast Die release compounds, shop dirt and oil Blast or polish to remove die release, alkaline

clean and iron phosphate

Source: Reprinted from Talbert, R., The Powder Coater’s Manual, Vincentz Network, Hannover, Germany, 1998, used by permission.

high polarization resistance (Figure 17.3). Poor ad-
hesion of surface coatings allows delamination of
topcoatings at reduced peel strengths and promotes
crevice and filiform corrosion at the weak interface.
Cleaning processes are selected based on the surface
composition to efficiently and effectively clean but
avoid production of weak boundary layers and dam-
age, such as surface enrichment of copper, in a per-
missible amount of time.29

Surface compositions can be altered by the clean-
ing procedure through selective solvation of active
surface atomic species of an alloy that, if rede-
posited, form smut on a surface to produce rather
than remove contamination. The types of contami-
nants and surface content are specific to particular
metals and their alloys, due to the specific manufac-
turing process. Cleaning process design must ac-
count for the variation in alloy composition, pres-
ence of a passive oxide layer, and contaminants,
which can be significantly complex. Cleaner types
are classified as alkaline, neutral, and acidic with
better results typically achieved for alkaline baths.
Common metal surfaces, their contaminating layers,
and treatments to remove the contaminants are
shown in Table 17.1.24

17.4.2 Chemical Etch

Cleaning procedures are often complex and involve
multi-step processes,9,26,30–35 which vary from alloy
to alloy. A typical solvent wash will usually bulk de-
grease the part to be coated, using solvents to re-
move most, but perhaps not all, fabrication lubri-
cants. Solvents can be recycled by filtration and/or
distillation recovery. A second cleaning step uses an

alkaline solution treatment to remove any remaining
grease contamination, with possible etching of the
alloy surface depending on the alkalinity of the so-
lution. The concentration of caustic controls the
amount of surface etching, though many (or longer)
time exposures to weaker alkalinity baths provide
better and more consistent coating results.24 Meta-
silicate dissolved in the alkaline solution is used to
specifically inhibit etching and attack of the alu-
minum surface to prevent dulling but still provide
bright, clean optical surfaces.36 Therefore, metasili-
cate cleaners are usually specified as non-etching.

Etching cleaners are more active due to their
higher alkalinity and are used purposefully to solu-
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bilize aluminum; however, alkaline etchants tend to
remove more reactive species but leave the more
noble metals (such as copper) in place, thus concen-
trating the copper or copper oxides at the surface.
Enhanced surface copper concentrations lead to cor-
rosion sensitivity for aluminum. Selectively reduc-
ing copper content is thus usually a goal of the pre-
treatment process to improve corrosion resistance.
Some level of etching is required to remove topo-
logical defects such as scratches or surface contam-
inating coatings, when present.

Physical cleaning using blasting, abrasion, or pol-
ishing is commonly used for harder steel structures,
but less commonly for the softer aluminum surface
where less aggressive chemical cleaning with etch-
ing is preferred. Use of softer agricultural or polymer
grits have better utility for aluminum. Physical clean-
ing may be required to remove hard, thick or scaly
residues not reasonably accessible by cleaning baths.
Profiling by grit blasting will require a thicker coat-
ing weight for proper coating thickness above the un-
dulating surface. Smooth surfaces require less coat-
ing weight. For example, Boeing can use as little 
as 0.5mil (~12µm) anticorrosion epoxy polyamide
primer coating above a smooth, solution processed
aircraft skin, which saves on production cost.

Solvent washing followed by alkaline cleaning
alone was found effective at removing surface smut
when employed with sonication, compared to more
aggressive chemical cleaning methods for cleaning
aluminum 6063 and 2219 alloys,37 where tempera-
ture of the bath was important for proper wash solu-
tion etching activity. Rosenburg et al. noted that, al-
though it was desirable, they found no universal
cleaner that would, for instance, clean both alu-
minum and copper alloys effectively. Cleaning
processes are thus specific to particular metals and
alloys of metals even though these first two steps ap-
pear to be universal for most aluminum or aluminum
alloy cleaning processes.

Cleaning efficiency can be rather simply assessed
via a water break test, which tests the wettability of
the surface by water. Application of water to a prop-
erly cleaned surface should form a smooth film
rather than breaking. Breaking of the film indicates
presence of hydrophobic, grease-like contaminants
evidenced as a variation of the substrate surface
tension.

17.4.3 De-smut/Deoxidation/Pickle

Once cleaned, the surface is then homogenized in
terms of its surface composition, which can increase

or decrease local site activity to serve different pur-
poses. For example, additional de-smutting of spe-
cies generated or redeposited during cleaning may
be removed. De-smutting, deoxidation, and pickling
of a metal are synonymous processes that soften
and/or completely remove contaminating surface
oxides or other inorganic materials in order to ex-
pose a basis material surface. The generated surface
may be used “as is” or as a preparation for further
surface finishing.

In deoxidation, atomic concentration of surface
species is remediated, such as reducing the amount
of passive oxides, smut, and noble or active metal
content. The end result of deoxidation is an oxide-
free bare metal surface of controlled activity. Smut is
a general term describing a surface residue that can
be carbonaceous or, commonly, an intermetallic
compound or metal oxide precipitate. Carbonaceous
films tend to be inert and can require mechanical
cleaning, such as grit blasting, surface abrasion, or
ultrasound. Smut results from elements on an alloy,
such as copper, silicone, or wax, which tend to leave
insoluble films under the cleaning conditions em-
ployed.

Since the tendency and extent of smut formation
varies alloy to alloy (but also lot to lot of the same
alloy), deoxidation is often standard in many clean-
ing processes to generalize cleaning to all possible
samples. The thickness and structure of the alu-
minum oxide, or non-aluminum metal oxide in the
alloy, may be removed, reduced, or reconstructed to
produce a durable boundary layer for proper adhe-
sion of a coating. The reactivity of the surface may
be altered so the conversion coating properly de-
velops sufficient coating weight, uniformity and
thickness.36 Over-activation should be avoided,
which can initiate or increase the alloy’s tendency
toward pitting corrosion.

The composition of a de-smut step is usually
acidic, taking advantage of the solubility of metals,
e.g., copper, and their oxides in acidic media, but
could instead be strongly alkaline, e.g., using am-
monia, in design. Acidic baths also serve to neutral-
ize surface alkalinity residual from prior alkaline
cleaning/etching. Because hydrochloric acid baths
tend to be more aggressive than sulfuric acid, sulfu-
ric acid can require higher temperatures or longer
times to properly deoxidize.

Alternative deoxidizing bath compositions are
based on nitric acid with added hydrofluoric acid.
Hydrofluoric acids are especially used for silicon al-
loys to dissolve silicon deposits. For these baths,
halogen concentration controls the surface reactivity
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and etch rate. Nitric acid used in concentrations of
50–100% tends to likewise be less aggressive than
halo acids, and forms thin but consistent oxide
monolayers. For commercially pure aluminum or
wrought aluminum-magnesium, 50% aqueous nitric
acid is useful. Nitric or phosphoric acid baths tend to
self-inhibit the dissolution process to prevent over
etching. Phosphates may be added to other mineral
acid baths to control their activity. Deoxidation
baths may also be alkaline in composition, utilizing
hydroxide or ammonia and facilitating hydroxide or
ammonia and surfactants to dissolve the surface
oxide layer and smut.

Since changes in surface reactivity of the deoxi-
dation bath can be useful or harmful to the process,
care must be exercised in employing inhibitors
within the deoxidizing solutions to prevent over-
activation but not preclude proper deoxidation/pick-
ling. For baths that are too aggressive and overly etch
or activate the alloy surface, an inhibitor is added to
reduce the etch rate. Such additives are selected
based on specificity; for example thiourea preferen-
tially attaches to and passivates copper-rich sites.
Zincate solutions (the zinc analogy to silicate) plated
onto deoxidized aluminum retard excess surface dis-
solution or corrosion until a coating may be applied.

Metal ions can be added as accelerators to enhance
the bath reactivity where the metal ions are noble to
the substrate being deoxidized. Metal content in the
bath can have dual accelerator/inhibitor functions.
For example, chromate has been a typical bath in-
hibitor since the 1940s, and has both surface oxida-
tive and corrosion inhibiting properties. Recent regu-
lation38,39 of chromium (VI) as a hazardous waste 
has led to consideration and development of self-
inhibiting, non-chromated alternatives such as ferric
sulfate-, persulfate/bisulfate-, or boric-sulfuric-based
deoxidizers and anodizing. However, non-chrome
deoxidation technologies currently do not match the
performance of chromate technology on all alloys.

Additional materials that are used in deoxidizer
formulations include suspension agents. Surfactants,
emulsifiers, flocculants and complexing agents pre-
vent redeposition of stripped oxide layers, and aid re-
moval of carbon or oily surface species. In addition,
the surface-active agents lower the surface tension of
the bath to provide enhanced wetting of the metal sur-
face and improved surface access for the bath chemi-
cal agents. Flocculants or complexing agents aid pre-
cipitation of metals from the bath, as sludge or
emulsified oils will tend to float on the bath surface.

Treatment baths lose activity over time as agents
are transferred to rinse water or consumed by the dis-

solution of surface species; the bath loses activity to
both the rinse water and to the metal part cleaning re-
actions. Alternatively, the bath gains metal content as
surface elements are etched away. Each reduces the
bath effectiveness over time, which may be assessed
by supplier-provided titration analyses25 as part of a
quality assurance procedure. Depleted baths may be
typically be regenerated by simply adding more of
the proper reagent. Baths with excess metal content
are either disposed of or remediated using selective
precipitating agents, which are then sedimented, or
filtered, and disposed. Bath renewal and disposal
costs should be addressed in selecting a pretreatment
system.

17.4.4 Rinsing

Rinsing between cleaning steps removes excess
reagents from the surface and prevents cross-bath
contamination and excess consumption of bath
chemical agents. Two aqueous rinse steps are typi-
cally provided between alkaline cleaning and deoxi-
dation to ensure complete removal of excess base,
the first being a crude rinse and the second a final
rinse. Likewise, after deoxidation, the acid treated
surface is water rinsed only once prior to conversion
coating or drying, since conversion baths tend to be
acidic. Post-rinse steps after conversion coating neu-
tralize surface acids or remove loosely attached
coating or precipitated salts to promote over-coating
or adhesive adhesion.

Rinsing steps raise the issues of bath longevity
and remediation. When rinsing is part of an assem-
bly, parts with residue transfer active bath agents to
the rinse water. For toxic bath agents or strongly
acidic or basic media, the rinse water must be reme-
diated by disposal, which is most costly, by evapora-
tion or neutralization/precipitation, which are time-
or materials-intensive, repectively. Toxic solid waste
sludge will require proper disposal.

17.4.5 Summary of Substrate and
Cleaning Considerations

EIS measurements show differences in surface activ-
ity caused by pretreatment steps (Figures 17.1–
17.4). Good substrates were defined as those showing
high impedance upon immersion in a corrosion pro-
hesion solution, while poor substrates had low im-
pedance on the order of 104 Ωcm2. On a “good” sub-
strate, the impedance and polarization resistance to
corrosion were decreased by the removal of passive
aluminum oxide layers. On a “poor” substrate, pre-
treatment could increase, decrease, or not alter the im-
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pedance. Differences in activity were suspected to be
caused by the content, distribution, or activity of (cop-
per) intermetallic compounds, though the substrates
differed in copper content by as little as tenths of a
percent. However, the final impedance of a coated
substrate was always higher for a “good” substrate,
which in turn resulted in improved corrosion resis-
tance, compared with performance of a “poor” sub-
strate (see Section 17.5.4, Reprise: Alloy Considera-
tions, below). Selection of good substrates through a
valid, in our case, electrochemical Quality Control
(QC) process using EIS would result in improved per-
formance. Remediation of poor substrates by pre-
treatment, including conversion coating, as discussed
below, may not be possible. 

The goal of cleaning and pickling procedures is to
synthesize a reproducible metal surface for the coat-
ing process which is commonly referred to as the
pretreatment. Cleaning removes contaminants that
hinder uniform pickling, and pickling or deoxidation
provides a uniformly active surface through manip-
ulation of surface composition. Activity of each step
is controlled primarily by base or acid strength, but
also by the use of inhibitors.

Longer bath times or multiple immersions pro-
vide better consistency and a more adherent, corro-
sion resistant surface than faster, higher strength

bath treatments. Poor outcomes can result from in-
adequate etch control to cause pitting initiation, en-
richment of surface copper content, or incorporation
of active ion species within the surface. Aluminum
cleaning and pretreatment can be exceedingly com-
plex, where experience is often the key to success in
the coating of aluminum despite existence of stan-
dard, pre-established procedures.

17.5 CONVERSION COATINGS

Another coating design that can improve the quality
of metal protection compared to the original oxide
layer is a conversion coating. Conversion coating
converts the natural oxide coating to that of a differ-
ent metal oxide or to a metal salt composition. The
new oxide or precipitated metal salt, as a surface
coating layer, should form a consistent, dense film,
and be structurally durable and more chemically re-
sistant to dissolution by corrosive species, at ex-
tremes of pH, and at service temperatures.

17.5.1 Hard Anodizing35,40

Anodize is a general term that may be applied to all
conversion coatings. Anodizing is literally “oxidiz-
ing the surface metal,”(i.e., reacting the surface an-

FIGURE 17.4 Bode plot of EIS measurements for taped 1 cm2 area of AA7075-T6 panels from lot 1 immersed in 
35 °C prohesion solution; acetone degreased, after alkaline cleaning, and after deoxidation. The panels were alkaline
cleaned in Turko® 4215 NCLT (Henkel Surface Technologies) at 55 °C for 10 minutes and rinsed. Deoxidized panels were
placed in Amchem 7-17 at room temperature for five minutes and rinsed with deionized water.5
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FIGURE 17.5 The formation of the anodized film pro-
gresses with the principal electrochemical action occur-
ring in the area between the bottom of the pore and the
aluminum substrate. The barrier layer beneath continues
to reform as the oxide grows. [Source: Reprinted from
Barkman, in Anodizing Aluminium. The Aluminium Fed-
eration, Eds. Portland House, Stag Place, London, 1967,
p. 34, used by permission.]

odically, to generate a thick, dense, passive oxide on
the metal surface). The anodizing process has been
popular since the early 1960s but has been known
since about 1930. Anodizing may be either electro-
chemically or chemically driven to cause formation
of the oxide layer. Industrially, hard anodizing refers
to the electrochemically driven surface treatment
process. Standard anodize processes35 are based on
chromic,41 sulfuric,11,26,42–44 or phosphoric9,45–47

acid processes. Responding to the issue of chromate
toxicity, other non-chromate processes have been de-
veloped based on lead-tin,10 cobalt,11,12 titanium,13

zirconium,13 manganate,15 and silicate16,17 systems.
Multivalent anions, such as borate,42 in the con-

tacting solution during anodizing tend to allow for-
mation of the oxide layer, while monovalent acid
counterions tend to redissolve rather than build an
oxide layer.48 The anion of the anodizing acid is
often found incorporated into the oxide layer, which
can influence the corrosion performance. However,
the retained presence of sulfate, in particular, has not
been shown to influence corrosion, only the alu-
minum oxide structure,49 which explains in part why
sulfuric is commonly used for hard anodizing. A
common misconception is that anodization adds a
coating onto the surface. Rather, the anodization
process converts the existing, reduced metal surface
to its oxide, as a coating layer.

Regardless of the bath composition used to gen-
erated a hard anodize coating, the morphology for
durable, unsealed coatings is similar (Figure 17.5).50

The underlying or barrier layer, nearest the alu-
minum metal, is a rearranged aluminum oxide film,
i.e., different than that present after cleaning and de-
oxidation, with nucleated anodes at the centers of
hexagonal cells. The barrier layer migrates inward
by continuous conversion to aluminum oxide driven
by anodic current. The thickness of the barrier layer
at each anode is proportional to the anodizing volt-
age.50 The anodized coating thickness, equal to the
barrier layer plus porous layer, is controlled by treat-
ment time and current density of the applied voltage.
The process can be conducted under either constant
current or constant voltage control.40

The initially deposited anodized surface, with the
exception of the barrier layer, are porous in nature.
Pores of near 250Å-diameter remain and are caused
by transport of species away from the surface during
the continuing anodic dissolution, the anodizing
event. The path from the substrate may not be
strictly linear, as impurities in the bath or substrate
can alter the crystal structure around the pore and
change its direction slightly. Generally, oxide
growth is epitaxial but acute, not parallel, to the sur-
face normal direction. Impurities that cause pore
growth direction changes result from alloying ele-
ments that become dissolved into the bath, such as
iron, copper, or magnesium.

The porous surface can be left as-is to provide an
adhesive surface for an organic primer coating, dyed
to fill the pores in creation of a decorative protective
coating, or filled to create a self-sufficient protective
coating to which over coatings can yet be applied
with success. Filling of the pores is termed sealing.
Dyes adsorb and complex into the oxide pores
through a surface charge, or zeta, potential interac-
tion.51 Treatment with metal cations of the dye are re-
quired prior to development with oxidizing or reduc-
ing species containing spectator cations. Adsorption
first of dye cations avoids adsorption of the inactive,
spectator cations, which preclude surface adsorption
of the dye cations and intense color development.
Sealing of the decorative, dyed surface occurs
through pore occlusion by precipitating boehmites.

When used as a self-sufficient protective coat-
ing, a separate sealing step follows the anodizing 
reaction to fill in the remaining pores with inert 
or corrosion inhibiting salts.50,52 The filled pores
then constitute part of the protective barrier. 
Common sealing treatments52 include coloration
with dyes,53 immersion in boiling water or
steam,23,42,54,55 borate,7,47 nickel salts,42,54,56,57 phos-
phate or other anion salts, or may include inhibitors
such as cobalt,11 molybdate,56–58 lithium,59 rare
earths,42,60,61 or chromate.11,41,54,56,58,62–64 Sealing,
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then, is a post-treatment of the porous anodize coat-
ing to improve performance.

Sealing is comprised of two chemical steps that
concurrently compete—dissolution of the porous
oxide layer and chemical conversion to inert surface
salts results in pore filling. Since the sealing process
is reactive and corrosive, dissolution of the oxide
layer will occur and the rate of dissolution is con-
trolled by temperature and pH. Higher temperature
and extreme pHs aids dissolution.

Extremes of pH away from the isoelectric point of
the aluminum oxide, from ~8–9 for gamma alu-
minum oxide to ~9.3 for boehmite, charge the alu-
minum surface through protonation/deprotonation
of the surface oxide and aid dissolution of alu-
minum-oxo ions. The ionic content in solution con-
trols the pH and can catalyze the ability to convert
the aluminum oxide to a more stable salt, such as
aluminum phosphate. Water sealing converts the
surface to boehmite or aluminum hydrate.

Recall that in alloys that there are alloying ele-
ments present. These elements do not disappear but
continue to affect the surface coating progress.
There is an overall tendency for more active metals
to be leached into solution while more noble ele-
ments, such as copper, remain or are redeposited
from solution. Additives in coating baths seek to pre-
vent selective removal of active elements or redepo-
sition of copper.

Sealing processes may be delineated as cold (am-
bient) or hot (heated) processes. Cold processes
have advantage over hot processes in complexity
and cost, though hot processes appear to out-
perform cold treatments. Corrosion performance is
directly related to the composition, thickness, den-
sity, and residual porosity of the anodize layer.

17.5.2 Chromate-based 
Conversion Coating

Current-driven processes are a mainstay of hard
anodize coating systems, but suffer limitations in ap-
paratus and electrical requirements. Chemically-
driven coating systems are simpler in the application
apparatus, but appear more difficult to design in the-
ory and then in practice. For instance, chemical de-
signs often present performance tradeoffs as a func-
tion of composition. The capacity to etch may be
necessary as an anodic driving force in the conver-
sion of aluminum metal to oxide, but can preclude
film formation through the dissolution, or enrich
copper through dissolution of more reactive metals.
To further complicate matters, particular additives
are commonly not understood in their mechanism of

action, making substitutions difficult or combinator-
ial. Hence, developing the chemical conversion
coating can be as much or more of an art form than
science.

Chromating has been the principal aluminum pre-
treatment since the 1940s. However, chromium and,
in particular, soluble chromium (VI), is a reactive,
toxic transition metal and subject to environmen-
tally-based disposal restriction as a hazardous waste
material or airborne contaminant.38,39 Chromium
(III) oxide is not as significant a concern due to its
low solubility and hindered bodily absorption. The
reason for the longevity in usage of chromate, despite
its toxicity and costs of disposal, is that the pretreat-
ment processes utilizing chromate work well on most
metals, and are consistent and generally forgiving of
processing conditions. The converse is generally true
as well, in that replacement technologies not based
on chromium do not generally perform as well as
chromate, especially in their ability to meet stringent
U.S. military (MIL-) specifications65 or commercial
aircraft performance requirements,66 and tend to be
less consistent and forgiving. The reason for the suc-
cess of chromate lies in its dual oxidation state and a
smart-release transportability (Figure 17.6).67 

Until recently, even the mechanism of surface
protection elicited by widely used chromate conver-
sion coatings was not understood despite an esti-
mated thousands of attempts to unravel its secret.
Several recent experiments appear to have attained
this goal.68–71 Chromate works as a team of cathodic
inhibiting insoluble chromium (III) oxide and an-
odic inhibiting soluble, transportable chromium
(VI) species. Chromium (III) oxide acts as a durable,
relatively inert coating,72 which can include other
multivalent cations that aid solubility control as in-
troduced by the conversion coating process (see dis-
cussion of hard anodize ion content above). Upon
damage to the coating, a pH-controlled transport
mechanism is enabled by the local corrosion sites,
cathodic and anodic.

Cathodic sites are basic in pH for a typical moist
air exposure. Elevation in pH occurs due to an aero-
bic reduction of oxygen to hydroxide ion or through
the anaerobic chemical reduction of H+ from the in-
terface. The pH of the interface can be locally quite
different than the surrounding bulk, which may be
observed through scanning reference electrode tech-
niques (SRET) or scanning vibrating electrode tech-
niques (SVET), which sense electrical fields or ion
flux generated by surface-localized concentrations
of ions (Figure 17.7).73,74

Color shifts (Figure 17.8) toward white indicate
higher anodic activity, while shifts toward purple-
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FIGURE 17.6 The corrosion protection, transport and feedback mechanism of chromate. The cycle is enabled by the
electrochemical potential and solubility of chromium oxide as a function of valence state and pH.

a) 15 minutes b) 17 hours

FIGURE 17.7 Scanning vibrating electrode technique (SVET) measurements of aluminum alloy AA7075-T6 im-
mersed in 5mM aqueous NaCl are shown for (a) 15-minute and (b) 17-hour exposures. The coloration of the SVET scan
shows localized anodes (red to white) and cathodes (green to purple) size and position as distributed over the alloy sur-
face. Intensity and distribution change in response to a buildup of corrosion products and localized passivation. These
scans show high SVET current density and corrosion activity.73,74

black indicate higher cathodic activity. The corro-
sion rate scale shown is in microamperes per square
centimeter, the current generated by the electrode
motion through the electrical or ion field. The SVET
figures shown in this chapter are obtained from sub-
strates that have artificial defects (e.g., scratches, in
the form of three drilled pits as an adaptation of
drilled defects used in EIS measurements).75 The

drilled defects simulate a mechanical defect and can
demonstrate the potential to self-heal. Bare, de-
greased aluminum shows constant, strong activity
that cycles somewhat due to the buildup and disso-
lution of corrosion products with time. 

Chromate responds to local pH as a function of
the corrosion site. For instance, anodes are generally
acidic, either by consuming hydroxide through for-
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Black — Purple — Blue — Green — Brown — Red — Orange — White

a) 15 minutes b) 17 hours

FIGURE 17.8 The SVET current scale shows the ion-induced SVET current, which is produced by the SVET probe
moving in and out of the ion potential field. Both cathodic and anodic currents are shown through variation in color plot
(not reproduced). The color scale above is labeled to show progression of current in the actual SVET plots to coincide
with color labels below. Green-Blue-Purple-Black indicates increasing cathodic activity, while Red-Orange-White indi-
cates increasing anodic surface activity. At “0” current, Red+Green yields a brown hue that indicates a passive surface.

FIGURE 17.9 The SVET measurements of surface corrosion activity for a drilled chromate conversion coated
AA7075-T6 panel after (a) 1-minute and (b) 30-minutes exposure to 5mM aqueous NaCl. Note low SVET current, the
inversion of a localized anode into a weak cathode (Red/White to Green), and reduction in overall activity for both an-
odes and cathodes at prolonged exposure time.73,74

mation of the metal (hydr)oxide or by generation of
H+ during hydrolysis of corrosion products. In acidic
media, chromium (VI) becomes a strongly oxidizing
species,67,76 easily capable of chemically anodizing
the aluminum surface. Upon oxidizing the alu-
minum and forming aluminum oxide or hydroxide,
the chromate can be reduced to insoluble chromium
(III) and precipitates onto the newly formed oxide
layer to heal the broken chromate surface.

In basic media, the half-cell corrosion potential for
a chromium (III) ion is shifted toward spontaneous
oxidation to chromium (VI),67,76 allowing the spon-
taneous formation of soluble chromium (VI) surface
species. Electrochemical conversion to soluble
species allows transport of once insoluble species to
anodic sites. Once at the anodic site, the soluble
species then respond to the local acidic environment.

As part of an entire chemical process (Figure
17.6), damage to a chromate conversion coated sur-
face results in localized anodes on the exposed sur-
face and nearby cathodes. Where cathodic areas de-
velop on conversion coated areas, the conversion of
chromium (III) into chromium (VI) is spontaneous
and pH-mediated transport of chromium (VI) is al-
lowed.68–71 Chromium (VI), on contacting the acidic
anodic site, accelerates oxidation of (anodizes) the
aluminum surface, reduces and becomes insoluble,
self-healing the damaged chromate coating surface.
The transport-precipitation process continues to shut
down the electrochemical activity, ultimately pro-
ducing a passive surface (Figure 17.9).73,74,77 

Chromate35 can be applied in different forms
originating as different bath compositions. The two
most important of these are the chromium phos-
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phate, chromium chromate, and trivalent chro-
mium63 treatments. The chromium chromate treat-
ment is yet higher in chromium concentration com-
pared to a chromic acid anodize process, resulting in
a durable chromium oxide surface layer of excellent
adhesion and corrosion protection of the surface.
Chromium phosphate, as a more stable salt species,
is not as corrosion inhibiting as the chrome-concen-
trated chromium chromate coating. Chromium chro-
mate passes the stringent military specification for
corrosion resistance, 336 hours of neutral salt
spray78 exposure with no corrosion failure.

17.5.3 Cerium- and Rare Earth-based
Conversion Coatings

Rare earth (lanthanide) elements are characterized
by: large atomic radii; diverse allowable electronic
configurations; formation of multiple oxidation
states, typically +3 and +4 with occasional +2 va-
lence state;74 reactivity with water to form a neutral
oxide; formation of stable, insoluble oxides of
mixed valence states;79 complex coordination chem-
istry;80–82 instability of lower valence salts in alka-
line conditions, with a tendency to hydrolyze and
precipitate as the hydrated oxide; and an extremely
low reduction potential.76,83 An additional element
that has been loosely grouped with the rare earths,
though technically a d-transition element, is yttrium
(Y) due to its large, negative reduction potential.

Essentially constant chemical properties across
the lanthanide series dictate the corrosion inhibiting
mechanisms and properties displayed by rare earth
elements. Of the lanthanide series, lanthanum,
cerium, praseodymium, and ytterbium have been
most often examined as the most prevalent and inex-
pensive of the rare earth metals. Data for cerium are
presented here, while the discussion regarding other
rare earth elements will be analogous due to the sim-
ilar properties across the chemical series.

Mixed valence oxides result due to the mismatch
of the atomic radii of the rare earths with oxygen.
Crystal lattice oxygen vacancies result and extra
non-bonded electrons within cerium atoms of the
crystal lattice, which are shared among neighboring
cerium atoms. A localized, reduced valence on
cerium is then observed. Therefore, lattice mismatch
and crystal site vacancies result in locally reduced
cerium formal valence throughout the crystal from
+4 to +3, where the average valence is between +3
and +4. The partial valence states give the potential
for unusual redox properties, oxygen transport as
observed in fuel cell technology, and water and ion

complexation. Each of these contributes towards the
cerium surface chemistry.

The general properties of cerium conversion coat-
ings provide activity mainly as barrier coatings, pro-
viding suppression of the cathodic half-reac-
tion.21,75,84–86 Cerium salts have been examined as
solution inhibitors of aluminum corrosion and been
found effective at cathodic reaction suppres-
sion.87,89–91 In addition, blends of rare earth com-
pounds have been found to give synergistic protec-
tion when the nitrate salts were applied as a surface
treatment.22

A significant finding has been the demonstrated
correlations between a convenient, short three-day
soak EIS test and three-week salt fog performance
for conversion coatings. Conversion coatings on a
substrate that retain a final impedance higher than
105 Ω-cm2 results (preferably over 106 Ω-cm2) are
most likely to pass MIL-C-5541 neutral salt fog test-
ing.75,78 The procedure has been quite useful for
screening chemistries as likely to pass a 336-hour
neutral salt spray MIL-C-5541 specification.

In comparison with chromate treatments, rare
earth elements do form durable aluminum alloy sur-
face conversions but do not passivate anodic corro-
sion reactions.67,84 The chemistry of a rare earth
conversion coating may be elucidated based on the
electrochemistry and solubility of the species in-
volved in corrosion inhibition (Fig. 17.10). Cerium
(III/IV) redox potentials as a function of pH are sim-
ilar to the chromium (III/VI) ion couple. However,
cerium is insoluble in its higher oxidation state as
the ceric/cerous mixed oxide but soluble in its lower
valence state salt, such as cerous nitrate.

Soluble cerium can be synthesized at the acidic
anode and insoluble ceric oxide at the alkaline cath-
ode, analogous to that shown for chromate in Figure
17.6. While the oxide can inhibit oxygen reduction
reactions as a barrier, as an insoluble coating it can-
not be readily transported to an active anode. The sta-
ble rare earth oxide is not as strong an oxidant as the
chromate anion and cannot effectively accelerate alu-
minum oxidation (i.e., quickly oxidize the aluminum
surface to produce a passive layer). Even if ceric
species near the anode can be transported in low con-
centration to the anode, the species become soluble
cerous species at the anode only to be washed away
by adventitious water and cannot precipitate at the
anode as an insoluble salt to further passivate the cor-
rosion site.

SVET measurements of cerium conversion coat-
ing corrosion activity in artificial drilled pits show a
similar early distribution of anodes and cathodes as
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FIGURE 17.10 The corrosion protection, transport feedback mechanism of cerium is analogous to Figure 17.6 for
chromate. While the electrochemical potentials are quite similar, perhaps even advantageous, to the chromate cycle, note
the broken conversion cycle due to the poor solubility of the cerium (IV) oxide. For instance, the stable high valence oxide
species is formed at high pH because it is stable but cannot transport well to anodes like soluble chromium (VI) oxide.

drilled chromate conversion coatings. However, usu-
ally only cathodic regions were observed to be af-
fected by the cerium conversion coating (Figure
17.11), while anodic regions continued their activity
unabated. The anode develops a more localized cath-
ode to support continued corrosion activity. These
combined data support the inhibition mechanism
presented here and by others.56,77,84,92,93 

Thus, limitations inherent in the solubilities of
rare earth species prevent full use of otherwise su-
perb electrochemical properties. Typical electro-
chemical behaviors are similar to chromate, which
result in reduced corrosion. Lacking anodic self-
healing precipitation precludes a longevity similar to
chromate coatings. The advantage for rare earths, if 
truly an advantage, is their very low toxicity. Rare
earth technologies have demonstrated performance
that is similar or superior to other non-chromium
technologies. 

17.5.4 Reprise: Alloy Considerations in
Conversion Coating

Work by Yu5 has shown that despite conversion coat-
ing of a surface, based on chromate or cerate tech-
nologies, the obtained results were related to the ini-
tial corrosion sensitivity of the starting alloy. In

Figure 17.12 are shown DC polarization scans of
conversion coated AA7075-T6 panels where the
aluminum alloy was obtained from two different
source lots. A DC polarization method measured the
corrosion current density, equivalent to corrosion
rate per surface area, as a function of the applied
electrical potential in volts. The AA7075-T6 source
lots were chromate and cerium conversion coated
and tested for corrosion activity. Source 1 aluminum
alloy after coating was observed to have a linear
trend of higher corrosion current with increasingly
anodic potential. Note that source 1 was initially
(Figure 17.1) least corrosion resistant, showing low-
est impedance. Source 1 alloy remained corrosion-
sensitive even after conversion coating with chro-
mate or cerium. 

17.6 PRIMERS

The pretreatments and surface conversions de-
scribed above are intended to produce surface coat-
ings that provide not only a first defense against cor-
rosion but also an adhesive surface. Adhesion is
critical for primer and topcoating performance.6
While conversion coatings can be used alone, appli-
cation of over coatings add barrier protection, phys-
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FIGURE 17.11 The SVET measurement of surface corrosion activity for a drilled cerium conversion coated AA7075-
T6 panel after (a) 15-minutes and (b) 17-hours exposure to 5mM aqueous NaCl. In SVET analyses of the cerium con-
version coating surface in the absence of co-inhibitors, the two cathodic (Green) regions were inhibited and passivated at
prolonged exposure while the anodic (Red/White) region remained active. Also note the localized cathode adjacent to the
active anode. Advancements have been made beyond this technological stage and are in applied patent.

a) 15 minutes b) 17 hours

ical durability and generally improved corrosion
protection.

Conversion coatings serve to structurally and
chemically stabilize and control the interfacial prop-
erties of the aluminum substrate to allow predictable,
stable performance of the coated system. The surface
conversion serves as the basis for over coating de-
sign, where the over coating chemistry should sup-
port that of the conversion coating, aiding pH control,
self-healing properties, or supplementing a corrosion
inhibiting mechanism. For instance, the most com-
monly used system for protection of aluminum alloy
military and civilian aircraft from corrosion involves
a chromium chromate or chromium-containing Alo-
dine® surface treatment, followed by an epoxy
polyamide primer containing strontium chromate,
and an aesthetically-pigmented polyurethane top-
coating. The polyurethane provides a light stable bar-
rier protecting the underlying epoxy, the epoxy pro-
vides a store of chromate of controlled leach rate as
the strontium salt, and the conversion coating an-
chors the system to the surface oxide of the aluminum
alloy.

Adhesion to a surface is obtained through me-
chanical, chemical, electrostatic, and diffusive bond-
ing. Mechanical bonding is the strongest because the
fractal interface defies facile crack propagation, es-

pecially when supplemented by chemical bonding,
but good mechanical bonding is not realized without
good surface wetting. A liquid coating surface ten-
sion less than the surface energy provides sponta-
neous wetting of the surface by the coating. The
larger the difference in surface tension between the
coating and surface, the more pronounced the wet-
ting and ability of the coating to penetrate into small
surface pores. Upon hardening, good mechanical ad-
hesion is obtained equal to the strength of the weak-
est component, the aluminum the oxide layer, the
conversion coating, the interfacial regions, or within
the primer matrix. Good mechanical adhesion im-
proves surface durability as the properties of the coat-
ing, surface hardness and abrasion resistance, tensile
and impact strength, and corrosion protection are di-
rectly related to the quality of surface adhesion.

Since solventborne primers typically have very
low surface tensions, they provide good wetting and
the ability to displace higher surface tension mois-
ture from the surface. Since water is high in surface
tension, poorer wetting would be obtained with wa-
terborne coating technologies if not for the use of
co-solvents and/or surfactants to reduce the surface
tension and improve wetting. In addition, solvent-
borne coatings can be more hydrophobic and have
improved barrier properties compared to co-solvent-
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FIGURE 17.12 DC polarization measurements of chromate (CrCC) and cerium (CeCC) coated AA7075-T6 alloy,
which shows the corrosion current density (i) as a function of potential for each aluminum source lot.5

and surfactant-laden waterborne coatings. Solvent-
borne coatings also inherently contain more volatile
organic content (VOC) pollutants.

Environmentally-friendly primer technologies in-
clude water-soluble and water dispersed coatings,
powder coatings, and higher or 100% solids coatings.
Viscosity is a limiting factor for any coating technol-
ogy, controlling the surface application. Water dis-
persed technologies appear most advanced, with
some88 delivering the performance of low viscosity
solventborne coatings at the expense of several per-
cent of co-solvents.

The quality of adhesion is also related to forma-
tion of differential concentrations of water and oxy-
gen, potentially forming galvanic cells or filiform
corrosion. Poor adhesion observed as poor wetting
provides a porous interface and a route for transport
of moisture or air at the weak interface. These effects
are often magnified by application of a barrier 
topcoating that further hinders transport of air or
moisture through a film that otherwise could miti-

gate directional transport at an interfacial boundary.
Filiform can be reduced by use of a more porous 
topcoating system to reduce localized water and/or
air that result in galvanic corrosion elements. The
more effective solution is a less porous interfacial
region.

Although discussion of all coating property as-
pects is beyond the scope of this chapter (see refer-
ences 4 and 5 for general texts), one other aspect 
that must be discussed is coating porosity and trans-
port of corrosion inhibiting compounds (CICs).
Epoxy polyamides are important for their flexibility
through common, relatively inexpensive, and com-
mercially available resins. The resins are flexible in
molecular weight, stoichiometric equivalence, func-
tional group contents, cure rate, and resulting physi-
cal properties including solubility. Mixing and
matching of epoxy with polyamide resins allows
fine-tuning of hydrophobicity and porosity, through
composition and cross-link density, respectively,
which control inhibitor migration and leach rates.
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A localized, minimum active concentration of
CIC species is required to prevent corrosion proc-
esses. Too little inhibitor can actually accelerate fail-
ures, while excess CIC is leached away and reduces
available CIC and longevity. The job of selecting the
inhibitor solubility, conversion coating, and primer
layers is to match but not exceed the needed amount.
For instance, strontium chromate has a low active so-
lution concentration (0.01mmol/L) necessary to give
corrosion inhibition of AA7075-T6 in dilute salt so-
lution and can obtain the near-ideal leach rate of 
2.5 � 10�4 mmol/cm2 hr from an epoxy polyamide
primer.89–91 Cerium inhibitors vary in leach rate
(from epoxy polyamide) and protection afforded as a
function of anion type. Cerium iodate in standard
epoxy polyamide yields a release rate of 4.3 � 10�5

mmol/cm2 hr.89–91

Our recent studies into rare earth primer coatings
have shown that the rare earth elements, particularly
the +3 valence state salts, complex exothermically
with the polyamide resin. Chromate salts show no
such reactivity with the amide resin. Hence, the leach
rate of even soluble salts are not what would be
predicted based on solubility of the inhibitor
alone.67,82

Primer coatings are evaluated for corrosion per-
formance by several means,94 including wet adhe-
sion, neutral salt fog exposure,78 prohesion, EIS, ar-
tificial defect (drilled pit) DC polarization, open
circuit potential, SVET, electrochemical noise, etc.
While electrochemical test methods have made
progress in recent years and salt fog studies have
shown poor correlation to actual exterior, long-term
exposures, neutral salt fog remains a standard accel-
erated test. Recently, correlations between cyclic
prohesion/UV exposures with actual exterior weath-
ering performance have been demonstrated.

Strontium chromate containing primer, applied
over chromate conversion coated AA7075-T6 or
AA2024-T3 and scribed through to a bare aluminum
gouge, provides shiny scribe results after 2,000+
hours of ASTM B-117 neutral salt fog exposure (!).
In comparison with carbon steel coated by a chro-
mated primer at 2-mil thickness, 1,000 hours with
rusted scribes of less than 1mm creepage from the
scribe is a reasonable performance. Rare earth
primers provide shiny scribe performance on
AA7075-T6 or AA2024-T3 to about 800 hours neu-
tral salt fog,78 especially when enhanced with a co-
inhibitor such as permanganate, chromate, techneti-
ate, molybdate, etc., that provide a transportable
inhibitor, oxidative anodic acceleration, and an in-
soluble, precipitating oxide within locally acidic re-

gions analogous to chromate. These inhibitors con-
vey a limited ability to passivate anodic regions and
prevent corrosion, further optimizing rare earth sys-
tem performance.

The performance of primer coated aluminum
alloy is referenced in Figure 17.13, showing the
stages of failure. Shiny scribes demonstrate the
highest level of performance, followed by black
spots within the scribed regions. Black corrosion
products67,95 appear related to copper oxide resi-
dues. Black corrosion stains are followed by more
extensive corrosion evidenced by fluffy, white salt-
ing and salt tailing. An alternative failure mode to
salting is blistering. 

Rare earth systems do match or exceed the per-
formance of other non-chromate coating systems
and, as such, are one of the few options for replacing
toxic, chromium based paints. Cerium has been ap-
plied in electrodeposited coatings,96 waterborne
epoxy polyamide,67,97 and solventborne epoxy poly-
amide67,89–91 primer coatings. Complexation reac-
tions between cerium and polyamide or amino resins
have been observed for each of these systems, which
resulted in reduced solubility of cerium salts and al-
tered valence state. 

17.7 TOPCOATING

The topcoating, like the primer, must adhere to its
substrate. Since the topcoating is usually applied to
a primer, often a recoat window is required to ensure
good diffusive bonding between the underlying
primer and topcoating. Diffusive bonding results
from interaction and entanglement between polymer
resins, and can include covalent reaction. The recoat
window ensures the primer has sufficient resistance
to avoid delamination but sufficiently low cross-link
density and residual solvent sensitivity to allow
polymer chain entanglement and functional group
contact for covalent reaction.

Alternatively, primers are formulated at higher
pigment volume concentrations (PVCs) and with sil-
ica pigments to provide a fractal surface upon drying
for mechanical topcoating adhesion. While physi-
cally abrading the surface is likewise useful for cre-
ating mechanical adhesion, a physical abrasion
method is often limited by time and labor require-
ments. Combined chemical and mechanical interac-
tions ensure a durable, adhesive interface.

The job of the topcoating is to provide a func-
tional appearance, added physical barrier protection,
and filtration of high energy light in defense of the
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FIGURE 17.13 Performance of rare earth primer coated AA7075-T6 panels showing (a) shiny scribe, (b) shiny with
black spots, (c) black scribe, (d) black scribe with white salt, and (e) salty scribe with blistering.

primer. Most of these properties are actually sup-
plied by the pigmentation in the topcoating, while a
light resistant resin binds the pigments into a film
and to the primer. Additional primer layers also may
be used to bolster the lower primer layers. For in-
stance, the U.S. Navy uses an additional primer
layer, non-chromated, followed by a weatherable
topcoating on ships to maximize total weather and
corrosion resistance. Aircraft, in contrast, utilize the
thinnest layers possible to give complete surface
coverage but minimize weight. 

It is interesting to note that problems with mili-
tary vehicle coatings often originate due to appear-
ance rather than issues with functionality (e.g., cor-
rosion resistance or radar absorption). Uninformed
commanders often mistake outward appearance of

normal wear as a sign of poor maintenance, which
can prompt hasty, ill-performed surface preparation
in recoat operations for “lack of time” prior to in-
spection. Poor surface preparation to ensure ade-
quate adhesion and coating thickness is tantamount
to circumventing the very purpose of surface coat-
ing: protection. Complete surface refinishing to re-
duce a mottled but otherwise functional appearance
can be both unwarranted and destructive.

Thermoset polyurethanes, which are generally
physically and chemically weather-durable, have
been the main topcoating resin system. These sys-
tems, despite being of good quality, still suffer color
fade or haze. New technology, fluorocarbon topcoat-
ings provide excellent UV light and fade resistance
to allow coating design schedule, rather than ap-

a
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pearance schedule, recoating98 and therefore im-
proved lifetime cost.

17.8 UNICOATINGS

Unicoatings are primer plus topcoating applied in a
single layer. Unicoatings consistently have not per-
formed equivalent to multilayer coating systems.
However, appliqué versions of unicoatings have
been of recent interest as a strategy to reduce recoat
and routine maintenance issues.

17.9 SUMMARY

The corrosion protection of a surface can be thought
of as converting the pre-existing surface to one less
reactive and inert. The methodology for nearly all
metals is similar but the compositions are necessar-
ily different, because treatments that work on one
metal as inhibitive may be a noble oxide, acting as
cathode and accelerant of corrosion on another. The
oxide layer of aluminum is its natural defense against
corrosion and is particularly effective, e.g., the
durable aluminum drink can.

The native aluminum oxide layer remains suscep-
tible away from its isoelectric point where the metal
ion or its oxo-anions are soluble and can be dissolved
to expose bare aluminum, at acidic and extreme basic
pHs. One way to shore up the performance is to
thicken the oxide layer through anodizing. A second
method employed during sealing of the anodized
coating involves conversion of the oxide to a more pH
stable salt, such as phosphate. A third method in-
volves use of specific, metal oxide inhibitors to con-
vert the surface into a more resistant surface oxide,
i.e., conversion coating.

A durable surface conversion finish not only
provides an unbroken barrier to corrosive species
transport to/from the surface, but also mechanical
strength in adhesion of over coatings. Inhibition of
corrosion product species transport is equivalent to
fixing the equilibrium of the corrosion process,
which aids corrosion protection. Corrosive species
and corrosion product transport are to be prohibited
except where required to self-heal a damaged coat-
ing surface.

The pretreatment of the alloy is absolutely critical
to obtaining adhesion and protection by the surface
coating. Pretreatments include cleaning, deoxida-
tion, and quality rinsing as part of the multi-step
process. Cleaning removes contaminants that hinder

uniform pickling, and pickling or deoxidation pro-
vides a uniformly active surface through manipula-
tion of surface composition. Anodizing or conver-
sion coating pretreatment is a final step, conducted
on freshly treated metal.

Chromates have been shown to work as conver-
sion coatings on most metals to provide cathodic
protection as an inert metal oxide (Cr2O3), while
providing transport mechanisms (CrO3 as CrO4

2�)
regulated by local pH conditions. The highly oxidiz-
ing chromate initiates formation of a native alu-
minum oxide and, with change in local pH, precipi-
tates as an inert oxide onto the active anodic site.
Self-healing is the ultimate factor in the success of
chromate, which nearly all other inhibitors lack to
some extent. If not for toxicity, it would remain the
modus operandi. Rare earth technologies appear to
be the most promising new technology, though ad-
vances in transport control are required to offer the
performance of chromate conversion coatings.

Surface conversion coatings are chemically sup-
ported by primers, which are physically protected by
topcoatings. Inhibitive pigments, such as chromate
or molybdate, are added to provide additional ion
support as transportable, precipitating species. Rate
of transport is controlled by the permeability of the
organic binder; it is desired to be slow but steady to
maintain a long protective lifetime. Epoxy poly-
amides are the coating of choice, being chemically
resistant to the localized pH extremes encountered
in corrosion events and of controllable hydrophobic-
ity and porosity.

A topcoating is necessary to protect the primer
from light degradation, which is severe in the popu-
lar epoxy polyamide primer system, and provide an
aesthetic, functional appearance. The topcoating it-
self must be opaque and resistant to high-energy
light such as ultraviolet. Common systems em-
ployed are urethanes utilizing UV-resistant, acrylic
polyols. Traditional systems have still been subject
to relatively short-term color fading due to UV light.
However, newer systems employing fluororesin
technology have elicited long-term fade resistance
and cost savings associated with downtime, surface
preparation and application labor.

Selection of the alloy type and alloy quality dras-
tically affects the resultant corrosion performance
and, more importantly, the ability of the metal to be
electrochemically passivated by coatings. The alloy
type serves as the basis for selecting a particular
surface treatment. High copper concentration alloys
(e.g., the wrought 2000 series) tend to be more cor-
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rosion active and least treatable, but may be neces-
sary for their engineering properties. Development
of improved alloys may, in the future relax the need
for protective treatments.
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18.1 SCOPE

Most metallic alloys are susceptible to corrosion in
their service environments. One of the most practi-
cal and cost-effective ways to slow or stop corrosion
is by application of a protective coating or paint.
Coatings and paints can be applied to large surface
areas and are protective, even though they are rela-
tively thin. They can be applied rapidly and the as-
sociated material and labor cost is usually much less
than the cost (or value) of the object being protected.
Over the past 150 years, corrosion resistant coating
and paint technology has evolved steadily, resulting
in a vast array of products for protecting many dif-
ferent substrates under many different conditions.
Coating technology is certainly a mature discipline,
but the field continues to evolve as new substrates
are developed and made available for application
and as new coatings and application methods are de-
vised to meet emerging demands and constraints.
Over the past 30 years, the desire to lower the toxic
hazard and pollution has strongly influenced coating
technology. This has resulted in the emergence of
new coating systems and methods of application.
This chapter focuses on issues related to protective
coatings and paints used for structural metals and al-
loys used in high volume applications.

18.2 CORROSION PROTECTION BY
COATINGS AND PAINTS

18.2.1 Corrosion Fundamentals

Paints provide corrosion protection of underlying
metallic substrates by stopping one or more of the
electrochemical or transport processes involved in
substrate corrosion. To illustrate these elements, the
corrosion of iron in oxygenated water is considered.
The overall corrosion process is given by:

4Fe + 3O2 + 2H2O → 2Fe2O3
.2H2O (18.1)

This reaction produces rust on steel during at-
mospheric exposure. The overall reaction consists of
two partial reactions. An anodic, or oxidation, reac-
tion results directly metal wastage:

Fe → Fe3+ + 3e� (18.2)

A supporting cathodic, or reduction, reaction oc-
curs to consume the electrons produced by the oxi-
dation reaction:

O2 + 2H2O + 4e� → 4OH� (18.3)
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Both reactions must proceed for corrosion to
occur and all the electrons produced by oxidation
must by consumed by reduction. These partial reac-
tions may proceed at different physical locations on
the metal surface. Electronic current must flow
through the metal, and ionic current must flow
through the environment between these regions for
corrosion to proceed. Protective coatings and paints
stop or slow one or both partial reactions, or ionic
current flow between anodic and cathodic regions
(Figure 18.1).

18.2.2 Barrier Protection

Perhaps the most evident form of corrosion protec-
tion is barrier protection. Some coatings and paints
are impermeable by water. If moisture cannot con-
tact the substrate, aqueous corrosion cannot occur.
Electrochemical measurements, primarily those
based on electrochemical impedance spectroscopy
(EIS), show that many protective paints behave es-
sentially as high resistivity dielectric layers that pre-
vent current flow. Electrochemical activity associ-
ated with corrosion is absent [1]. Many polymers

and paints retain this dielectric behavior, even after
exposure to bulk electrolytes for long periods of
time. Their resistance to ionic current flow isolates
anodic and cathodic sites from one another thereby
slowing or stopping corrosion. Their inability to
support electronic conduction prevents cathodic re-
actions from being supported on the coating.

Barrier protection is not always present in defect-
free organic coatings. This point has been neatly il-
lustrated by comparing the rates of oxygen and
water consumption for unprotected steel with the
rates at which these species can be transported
through various resins and paints [2, 3]. In the cases
examined, oxygen and water were transported
through coatings faster than they would be con-
sumed by corrosion process occurring on unpro-
tected surfaces. Permeability, diffusion and solubil-
ity coefficients for selected polymers found in
organic resins in paint support this general conclu-
sion (Table 18.1) [4]. For example, diffusion coeffi-
cients for oxygen in many polymers arewithin an
order of magnitude of the diffusion coefficient of
oxygen dissolved in water (about 1 � 10�5cm2/s).
Oxygen solubilities range from about 0.1 to over 1.0

FIGURE 18.1 Three general strategies for slowing or stopping corrosion of metals used in protective paints and coat-
ings.
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TABLE 18.1 Permeability, Diffusion and Solubility Coefficients for Selected Polymers [4]

Polymer Permeability 
Coefficient 

cm3 (STP) � cm
cm2 � s � Pa

Diffusion 
Coefficient 
106 cm2/s

Solubility 
Coefficient 

106 cm2(STP)
cm3 � Pa

Temperature 
°C

Oxygen

Polystyrene 1.9 25
Polyvinylidene chloride 0.00383 30
Polyvinyl alcohol 0.00665 25
Polyethylene (high density, 0.964 g/cm3) 0.03 0.17 0.18 25
Polyvinyl acetate 0.136 0.0178 0.766 10
Nitrocellulose 1.46 0.15 0.975 25
Polystyrene 1.9 25
Polyethylene (low density, 0.914 g/cm3) 2.2 0.46 0.472 25
Polybutadiene 14.3 1.5 0.957 25
Natural Rubber 17.6 1.73 1.02 25
Chlorinated Rubber 40.5 30
Vulcanized Silicon Rubber 367 12.0 3.06 0

Water

Polyethylene (high density, 0.964 g/cm3) 9.0 25
Polyvinylidene chloride 7.0 25
Polyethylene (low density, 0.914 g/cm3) 68 25
Chlorinated Rubber 4,100 25
Polystyrene 1,350 25
Nitrocellulose 4,720 0.0260 18,000 25

ppmw for the polymers listed in Table 18.1. This
compares with a nominal saturation concentration of
dissolved oxygen in seawater of about 8 ppm [5].

Defects can also compromise barrier protection.
Holidays (pin holes that expose the substrate), den-
sity variation in the polymer, and interfaces associ-
ated with pigment particles are examples of defects
that are regularly present in paints. All of these de-
fects contribute to increased interaction between the
substrate and the environment locally, leading to lo-
calized attack that can spread under the coating.

18.2.3 Anodic Protection and Active
Corrosion Protection

Corrosion resistant paints and primers contain addi-
tions of sparingly- to slightly-soluble pigments that
stabilize passivity of the underlying substrate, or that
leach out to provide corrosion protection at macro-
scopic defects in the coating. Lead pigments in or-
ganic coatings such as red lead, Pb3O4, lead sulfate,
PbSO4, lead oxide, PbO, and lead suboxide, Pb2O
are passivity stabilizers for steel substrates. They are
sparingly soluble and promote the development of

alkalinity in electrolytes taken up in a coating. The
passive film on steel is stabilized under alkaline con-
ditions. Additionally, dissolved lead reacts with free
organic acids to form lead soaps with inhibitive
properties. Dissolved lead is also mildly oxidizing
with respect to steel. This also helps stabilize pas-
sivity of iron. It had been suggested that stabilization
may even involve plating out of lead on the steel sur-
face, forming local cathodic sites that ennoble the
steel surface sufficiently to stabilize passivity.Active
corrosion protection, or self-healing, refers to the
ability of a coating to protect a scratch or defect in a
coating by release of a soluble inhibitor. This prop-
erty is most commonly associated with chromate-
bearing coatings and makes them especially attrac-
tive corrosion resistant coatings. Chromate pigments
such as calcium chromate, strontium chromate, zinc
chromate, barium chromate, and lead chromate are
potent inhibiting pigments that provide active corro-
sion protection. Dissolved hexavalent chromate is a
strong oxidizer that inhibits anodic and cathodic re-
actions when it is reduced to its insoluble trivalent
oxidation state on the metal surface. The family of
chromate inhibitors exhibit a range of solubilities
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TABLE 18.2 Saturation Concentrations for Chromate
Compounds Used as Inhibiting Pigments [6]

Inhibitor Csaturation (mmol/1)

BaCrO4 0.2
SrCrO4 5
CaCrO4 141
Na2CrO4 5.4 � 104

(Table 18.2). This allows coatings manufacturers to
tailor chromate release for various applications. Too
little chromate release leads to lack of corrosion pro-
tection. Too much release can trigger osmostic blis-
tering [6]. 

18.2.4 Cathodic Protection

Cathodic protection involves polarization of a metal
in the active direction (towards more reducing po-
tentials). This has the effect of slowing or stopping
metal oxidation. A familiar example of cathodic pro-
tection is found in galvanized steel. The galvanized
layer is composed of Zn or a Zn-Al alloy. If the gal-
vanized layer is breached, exposing the underlying
steel substrate, the substrate is polarized by the layer
and is protected against corrosion. The tradeoff is
that the corrosion rate of the galvanized layer is in-
creased. This tradeoff is acceptable because the
presence of the layer is not essential for functional
utility of the component. This form of cathodic pro-
tection is usually referred to as sacrificial cathodic
protection because the galvanized layer corrodes to
protect to underlying substrate. Sacrificial cathodic
protection can be achieved in paints by using active
metal pigment additions, such as zinc dust, to inor-
ganic or organic coatings.

18.2.5 Zinc-rich Paints (ZRPs) [7–10] 

ZRPs deserve special attention here due to their
unique mode of corrosion protection, which is essen-
tially sacrificial cathodic protection. ZRPs consist of
zinc or zinc oxide pigments mixed with inorganic or
organic binder vehicles. These coatings are normally
used for the protection of steel against atmospheric
exposure and are applied in thicknesses ranging from
2–7 mils (50–175µm). Organic topcoat protection is
normally applied when these coatings are used in ma-
rine service. These paints contain high fractions of
pigment, usually exceeding 92–95% of the dry film
weight. This loading level is needed to effectively
suppress rusting for useful periods of time. Pigments
consist of a dispersion of spherical metallic 2–8µm in

diameter [11], or a 4-to-1 mixture of metallic zinc
particles and zinc oxide (ZnO) [9]. A dispersion in
the pigment particle size ensures efficient pigment
packing and electrical continuity throughout the
coating. Too small an average pigment size can lead
to excessive Zn dissolution and osmotic blistering.
Too large an average size leads to inhomogeneous
dispersion of pigment and formation of unprotected
regions. ZnO itself is not an inhibitor, but can buffer
acidic conditions in the coating and can release Zn
cations which contribute to corrosion inhibition [9].
The zinc particles in the paint are in electrical contact
with each other and with the underlying substrate,
leading to sacrificial cathodic protection of steel.
These paints are applied to steel surfaces by brushing
or spraying, and are used in situations where galva-
nized coatings are impractical.

Inorganic ZRPs consist of zinc dust mixed with
ethyl or alkyl silicates binder vehicles. After curing,
these coatings are fully inorganic. Two-part ZRPs,
consisting of the zinc pigment and the binder, are
self-curing. Three-part ZRPs use an additional cur-
ing agent that is applied on top of the coating. These
coatings are water-sensitive during curing, but less
so thereafter. Inorganic ZRPs are conductive abra-
sion resistant and resistant to a range of atmospheric
exposures, elevated temperatures, ultraviolet radia-
tion, and natural and made-made chemicals and flu-
ids [8]. Inorganic ZPRs are not suitable for constant
immersion in aqueous electrolytes, and they are not
resistant to strong acids (pH, 6.0) or alkalis (pH >
10.5) [8]. These coatings are not flexible and can
easily crack and spall. Adhesion is critically depen-
dent on scrupulous surface preparation. Normally,
steel surfaces must be blasted clean immediately
prior to coating application.

Organic ZRPs consist of zinc dust mixed with one
of several organic binder vehicles. Suitable organic
vehicles include chlorinated rubber, polystyrene,
polyurethane, polyvinyl chloride, and epoxy, among
others. These coatings provide corrosion protection
in much the same way as inorganic ZRPs. However,
due to the nature of the organic binders used, the
coatings are much more flexible and surface prepa-
ration prior to application is less critical. These coat-
ings are susceptible to blistering and have lower re-
sistance to heat and ultraviolet radiation.

In recent years, waterborne paints have been in-
troduced to reduce emission of volatile organic sol-
vents during paint application. Metallic zinc pig-
ments will dissolve with the production of hydrogen
gas in such paints. Such reactions lead to dangerous
pressure buildup in paint storage cans and degrade
the pigment itself. Zinc pigments can be stabilized,
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however, using a range of organic and inorganic in-
hibiting additives [12–14].

Other metallic pigments have been explored for
use in cathodically protective paints. Manganese,
which is an active metal whose ions also possess
corrosion inhibiting properties, has been explored as
a pigment in organic binders [15]. More recently, the
use of aluminum-lithium alloy pigments has been
demonstrated in both organic coatings and organic
adhesives. Aluminum, stainless steel, nickel and
bronze pigment additions are made to paints for dec-
orative purposes. These pigments are not considered
to confer corrosion inhibition [16].

18.2.6 Role of Adhesion

There is a great deal of practical experience to show
that adhesion of a coating to the substrate is essential
for the coating to provide corrosion protection.
However, there is ongoing debate on the precise role
of adhesion in coating failure and substrate corro-
sion. One school of thought, well supported by prac-
tice and experiment, is that adhesion plays the dom-
inant role in determining the protectiveness of a
coating [17]. Generally stated, the competing point
of view is that coating breakdown allows interaction
of the environment with the substrate, and coating
separation follows substrate corrosion [18]. In any
case, good adhesion is necessary to resist blistering,
cathodic delamination, and filiform corrosion. 

Factors that promote coating adhesion include
surface cleanliness, surface roughness or etching,
and the presence of oxide films that are artificially
thickened or chemically modified by passivation,
pickling, etching priming, and phosphating in the
case of steels, and conversion coating or anodization
in the case of aluminum and magnesium alloys.
Chemical and mechanical adhesion are two compo-
nents of that contribute to overall adhesion of a coat-
ing. Chemical adhesion, which is usually evident in
the wettability of a surface by a paint, arises from
chemical bonding between the coating and the sub-
strate. Covalent chemical bonds lead to the greatest
degree of coating adhesion. Metallic and ionic bond-
ing are not important bonding types for organic coat-
ings on metals. Other forms of bonding usually lead
to weakly adherent coatings in the absence of me-
chanical bonding. Formation of covalent bonds be-
tween molecules in organic coatings and sites in
oxide films is more readily achieved than direct
bonding to metals. This is one reason why surface
preparation involving film formation is often em-
ployed. Mechanical bonding relies on surface
roughness and intimate contact of metal and coating

to generate a mechanical interlock that holds the
coating to the metal. This leads to etching pretreat-
ments that induce a fine amount of surface roughen-
ing to promote coating adhesion.

Once applied, mechanical properties of the coat-
ing become important to adhesion. Abrasion and im-
pact resistance are important to resist local perfora-
tion or general thinning that might expose the
substrate to the environment. Sufficient elasticity is
necessary for the coating to expand and contract
without leading to mechanical separation of the
coating-metal interface due to thermal cycles.

18.3 ENGINEERING ALLOYS AND 
THEIR NEED FOR CORROSION
RESISTANT COATINGS

18.3.1 Steel

Carbon and low alloy steels are not resistant to cor-
rosion in natural environments [19]. All that is re-
quired for unprotected carbon steels to rust is mois-
ture and oxygen. Some steels will rust quite rapidly
in humid air even though condensation is not evi-
dent. As a result, corrosion resistant paints and coat-
ings are necessary in almost all applications. A wide
range of paints and coatings are available for steels,
and the selection is based mainly on the expected
service conditions. Generally, steels are cleaned to
bare metal by abrasion, blasting, or chemical meth-
ods. They may be chemically passivated prior to
painting. Chemical passivation helps to stabilize or
reinforce the passive film on steel and clean the sur-
face to make it receptive to the organic finish [20].
Any surface layers formed by passivation range
from exceedingly thin (usually less than 0.1µm, as
occurs in pickling processes) to several micrometers
in thickness when passivation by phosphate coating
formation is carried out.

Alloy steels such as austenitic, ferritic, and mar-
tensitic grades are designed for increased corrosion
resistance and are not normally painted for corrosion
protection.

18.3.2 Aluminum

The corrosion resistance of aluminum to natural en-
vironments is excellent, due to the existence of a
thin, but highly protective passive film that forms
spontaneously when oxygen is present. However, to
develop useful mechanical properties, Al is often al-
loyed with Cu, Zn, Mg, Si, Mn, and other transition
metals in amounts up to 15% by weight [11]. These
alloying additions almost always lower the corro-



372 SURFACE ENGINEERING

sion resistance of the alloy, necessitating protective
coatings for service in even mildly aggressive envi-
ronments. Aluminum alloy surfaces are prepared for
painting by chemically degreasing, deoxidizing, and
conversion coating (or pretreating) the surface [21].
Degreasing involves the use of an alkaline solution
that removes bulk and molecular organic contamina-
tion. Deoxidation is carried out using oxidizing acid
solutions. Conversion coating is performed by con-
tacting the surface with a solution that promotes the
formation of a thickened oxide layer, which facili-
tates the adhesion of subsequently applied paint.
This layer may have some intrinsic corrosion resis-
tance. Chromate solutions have been used for many
years to form chromate conversion coatings on Al al-
loys. These layers consist mainly of mixed chro-
mium oxides and are 0.1–1.5 µm in thickness. Paint-
ing is normally carried out within 24 hours of
conversion coating.

In some cases, Al alloys are anodized prior to
painting. Anodization refers to electrolytic film for-
mation. In this process, films are grown electro-
chemically by application of a current or voltage to
the alloy’s surface during immersion in an acidic
bath that usually contains ingredients that promote
formation of tightly adherent oxide films. Anodized
coatings are on the order of 10–30µm in thickness.

18.3.3 Magnesium

Magnesium and its alloys are very reactive in natu-
ral environments and corrosion resistant coatings are
needed for long-term application of these materials.
Magnesium alloys are prepared for painting in much
the same manner as aluminum alloys. However, it is
much more common for Mg alloys to be anodized
prior to painting.

18.3.4 Galvanized Steel

Galvanized steels are quite corrosion resistant in nat-
ural atmospheric exposure, but they are often painted
to suppress the formation of white rust and to slow
consumption of the sacrificial galvanized layer itself.

18.4 CHARACTERISTICS AND USES OF
CORROSION RESISTANT PAINT 
AND COATINGS [22–25]

18.4.1 Components of Corrosion
Resistant Paint

The main ingredients in paints are an organic resin
and pigment and particulate additives. All paints and
coatings confer some degree of corrosion protection.

Paints designed especially for corrosion protection
are no different other types of organic finishes, ex-
cept that the resin is selected especially for its envi-
ronmental resistance, and the pigment is selected for
its corrosion inhibiting properties. For corrosion re-
sistant coatings and paints, important resin systems
include those based on epoxies, urethanes, alkyds,
phenolics, vinyls, and acrylics. Some resins are for-
mulated into liquids by dissolving in a suitable sol-
vent, or by dispersing small resin particles in an
emulsion. The resin forms a continuous coating and
the liquid solvent or carrier evaporates. Other resins
are liquids in which curing is induced by cross-
linking polymer molecules. Cross-linking is induced
by mixing the resin with a cross-linking agent,
which is normally another low molecular weight
polymer that becomes incorporated into the struc-
ture. Coatings of this type are “two part” coatings
that require mixing prior to application in order to
initiate the curing process

18.4.2 Corrosion Inhibiting Pigments

Corrosion inhibiting pigments are metal or metal
oxide powders. Electrochemically active metals,
mainly Zn, are added to organic resins to confer sac-
rificial cathodic protection for more noble substrates
like steel. Zn-rich primers, discussed earlier, are the
main example in this regard. The pigment volume
concentration of the metallic pigment must be such
that the particles are in physical and electrical con-
tact with each other and with the substrate. Metal ox-
ides used as pigments are usually sparingly soluble
compounds [6]. When an electrolyte permeates the
coating, the pigment dissolves, releasing anions and
cations that slow the anodic or cathodic partial reac-
tions. Some inhibitors also mediate solution pH. In
the case of steel substrates, pigments that elevate the
pH to 8 or greater are desirable because steel passiv-
ity is promoted under alkaline conditions. Careful
attention must be paid to solubility. Too low a solu-
bility leads to incomplete corrosion protection. Too
high a solubility leads to osmotic blistering.

Chromate, phosphate, and silicate pigments are
important classes of corrosion inhibiting pigments.
Chromate pigments are slowly being phased out of
paint formulations due to concerns over their toxic
hazard.

18.4.3 Alkyd, Modified Alkyd, and
Polyester Resins

Even though they are not the most protective of
resins, oil-based alkyd coatings are perhaps the most
widely used class of resins for protective paints
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(Figure 18.2). They are commonly applied to steels
for service in mildly aggressive environments.
Alkyd and polyester resins are formed by the reac-
tion of alcohol with acid. Alkyd resins consist of aro-
matic dibasic acid groups linked by polyols with
fatty acid side groups, which are distributed along
the polyol-aromatic acid chain. Unsaturated fatty
acid side groups, typically derived from organic oil
additions, are subject to oxidation in the presence of
oxygen. This process, referred to as auto-oxidation,
promotes cross-linking and curing of the resin. The
type of oil used, the proportion of oil to resin (re-
ferred to as oil length), and the extent of the derived
side group saturation strongly influences resin prop-
erties such as drying time, moisture sensitivity, hard-
ness, and color. Long oil additions (> 65% by

weight) are used in primer coatings for painting pit-
ted and rusted surfaces. Short oil additions (< 50%)
are used to promote gloss, hardness, and to shorten
drying time. Alkyd resin properties can be modified
by additions of other resins. Silicone additions pro-
mote durability, gloss, and hardness. Phenolic resin
additions reduce water uptake and promote resis-
tance to alkaline environments. Vinyl additions ren-
der alkyd resins amenable to subsequent painting,
making them excellent primers for a range of differ-
ent topcoats. 

Polyesters are alkyd-derived resins mixed with a
reactive monomer such as styrene, diallyl pthalate,
or vinyl toluene. Polyesters have relatively few un-
saturated fatty acid side groups along the polyol-
aromatic acid chain backbone, and do not cross-link
and cure by auto-oxidation. Rather, they form by a
copolymerization reaction catalyzed by oxidizers
such as peroxide. Polyester coatings provide excel-
lent chemical resistance, but derive adhesion from
mechanical interlocking. As a result, they do not ad-
here well to smooth metal surfaces.

18.4.4 Epoxy Resins

As a class of coating resins, epoxies are widely used
and extremely versatile, with high environmental re-
sistance and good mechanical properties. Epoxy
resins are long-chain compounds with epoxy groups
located at chain ends. Using supplemental chemical
curing agent additions, resins can be cross-linked
through epoxy groups or inter-chain hydroxyl
groups. Though epoxy resins can be used alone,
many different cross-linking agents are known, lead-
ing to an ability to tailor formulations advanta-
geously to achieve different combinations of proper-
ties. For corrosion resistant coatings, polyamine,
polyamide, and phenol-formaldehyde curing agents
additions are widely used. These are two-part coat-
ings, in which the coating components are mixed
prior to application. Once mixed, the pot life of the
resin ranges from hours to a few days, depending on
the coating type. Epoxy resins can also be esterified
with fatty oils to produce epoxy esters. Such resins
lead to coatings with properties that are somewhat
better than alkyds.

Among the two-art epoxy resins, those cross-
linked with polyamines are noteworthy. Polyamines
are potent curing agents for epoxy-based resins.
They are low molecular weight compounds that in-
duce tight cross-linking and lead to excellent chem-
ical resistance. Polyamine curing agents are added at
rates ranging from 5–20% by weight. Diethylene tri-
amine is perhaps the fastest curing agent among the

FIGURE 18.2 Alkyd coating (2–3 coats) on steel ex-
posed to a marine environment. Increased corrosion dam-
age near the water line illustrates the unsuitability of
alkyd coatings for immersion service. [Source: E. D. D.
During, Corrosion Atlas, 3rd Ed. New York: Elsevier, p.
293, 1997]
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polyamines. Curing agents are effective at room
temperature and ambient conditions. Coatings can
be applied by spraying, brushing, and rolling.

Polyamides are also effective curing agents for
epoxy resins. Polyamide resins are blended with
epoxy at higher rates than polyamines (20–50%),
leading to blended copolymer coatings with proper-
ties that depend on composition. Epoxy-polyamide
coatings possess excellent flexibility and chemical
resistance. They are somewhat less resistant to alkali
and solvents than amine-cured epoxies.

Additions of coal tar pitch to epoxy resins results
in a black coating with increased thermal and ultra-
violet radiation resistance. Coal tar and epoxy are
added in about equal quantities by weight. Curing
agents are still present in the formulation. These
coatings retain good environmental resistance and
have a low moisture permeability due to the pres-
ence of coal tar. These gains in performance are
made at the expense of coating brittleness, decrease
in the ease of application, and lower adhesion of
subsequently applied topcoats.

Yet another chemically resistant epoxy-based
resin is the epoxy-polyester system. Epoxy-polyester
resins are highly cross-linked when cured, leading 
to excellent chemical resistance. While the cohesive
strength of polyester is high, polyester coatings do
not adhere well to smooth metal surfaces. Blending
with epoxy enables coatings with increased chemical
resistance with adhesion and flexibility to be made.
Epoxy-polyester coatings are used in applications
where repetitive cleaning of the coating is needed,
such as in food preparation areas, dairies, and phar-
maceutical manufacturing and handling.

Like epoxy-polyesters, epoxy-phenolic coatings
exhibit an attractive mix of high chemical resistance,
mechanical flexibility, toughness, and adhesion. The
one drawback of epoxy-phenolic coatings is the need
for curing at elevated temperatures. Effective cross-
linking occurs at temperatures ranging from 1,500–
2,000 ºC. Epoxies with high hydroxyl functionality
facilitate cross-linking, resulting in an attractive mix
of properties. In particular, epoxy-phenolic blends
combine the acid resistance of phenolics with the al-
kali resistance of epoxies. For this reason, these coat-
ings are often used as lining coatings for storage ap-
plications like rail tank cars and storage drums.

18.4.5 Vinyls

Useful levels of chemical resistance can be obtained
from vinyl resins. Vinyl compounds most commonly
used in coating applications are vinyl chloride, vinyl,

acetate, vinyl ether, vinyl butyral, or copolymer mix-
tures of these. These compounds are used in solu-
tions, emulsions or dispersions, and coatings form by
solvent evaporation-induced cross-linking at ambi-
ent or elevated temperatures. Vinyl dispersed in liq-
uid plasticizers are referred to as plastisols. Vinyl dis-
persed in solvents are referred to as organisols.
Plastisols are used in the application of coatings with
high impact resistance, mechanical strength and flex-
ibility are needed. Organisols are more easily pig-
mented and are easier to apply. Once cured, these
coatings are resistant to aqueous solutions and many
solvents. They are not resistant to the solvent in
which the polymer was originally dispersed or dis-
solved. Vinyl butyral dosed with soluble chromate in-
hibitor is used as a wash primer, or metal conditioner.
These coatings are very thin, on the order of several
micrometers, but provide corrosion protection and
make metal surfaces receptive to subsequently ap-
plied organic coatings. Overall, vinyl chloride coat-
ings demonstrate the best chemical resistance. How-
ever, vinyl blends are frequently used because of the
greater solubility of the other vinyl compounds and
the desire to tailor properties such as chemical resis-
tance to a specific environment. 

18.4.6 Chlorinated Rubbers

Chlorinated rubber coatings form by solvent evapo-
ration. Resins are fabricated by chlorination of natu-
ral rubber compounds. Resins are plasticized by ad-
ditions of acrylic resins and can be stabilized by
epoxy additions. Plasticizer additions affect water
permeability and coating stiffness. Stabilizers mainly
suppress unwanted gellation of the resin prior to ap-
plication. Chlorinated rubber coatings are remark-
ably flexible and extendable, which contributes to
overall durability. They are adherent to steel and con-
crete surfaces and have low water permeability. Chlo-
rinated rubbers are resistant to many acids, alkalis and
oxidizers. Notable exceptions include concentrated
nitric acid, acetic acid, ammonium hydroxide, and
sulfur dioxide solutions. Resistance to most organic
solvents is poor. Chlorinated rubbers are degraded by
ultraviolet radiation and heat. Stabilizing additions
must be made to combat these forces. These coatings
find application in marine service and as highway
markings. However, these coatings are volatile or-
ganic solvent intensive and their use is subject to in-
creasing restriction. As a result, the use of these coat-
ings is diminishing, with acrylic coatings poised as
performance-equivalent products with less of a pol-
lution hazard.
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18.4.7 Polyurethanes

Polyurethanes are a broad class of resins with wide-
ranging properties. These resins are formed by reac-
tion of a polyisocyanate with free hydroxyl groups
in polyols such as acrylics, epoxies, polyesters,
polyethers, and vinyls. As such, these coatings 
are two-part systems in which the isocyanate is
mixed with the polyol just before application. Gen-
erally, polyurethanes combine good chemical and
weathering resistance with high gloss and pigment
color retention. They are not recommended for 
immersion service or exposure to strong acids or al-
kalis. Their resistance to chemical vapors and out-
door exposures of all types is good to excellent. For
these reasons, polyurethanes are attractive candi-
dates for applications where appearance and corro-
sion protection are required. Polyurethanes are often
the coating of choice for topcoat applications. The
precise mix of coating properties is strongly influ-
enced by the nature of the polyol resin, although the
nature of the isocyanate used is not unimportant.
Pigments and other particulate additives impart
color and mediate uncured resin viscosity, sag of the
wet coating, and mechanical properties of the cured
coating.

Both aromatic and aliphatic isocyanates are used
in polyurethane resin formulation. Both types of
resins demonstrate useful levels of chemical resis-
tance and corrosion protection. Aromatic isocya-
nates result in higher rates of cross-linking and cur-
ing, but these resins are susceptible to yellowing and
chalking due to sunlight exposure. Aliphatic iso-
cyanates lead to lower rates of cross-linking and
curing, and produce resins that exhibit better gloss,
greater color retention, and better resistance to yel-
lowing and chalking.

Polyurethanes for corrosion protection are based
on acrylic, polyester, vinyl polyether, and alkyd
polyols. Asphalts and coal tars are non-reactive con-
stituents that add moisture and chemical resistance.
Acrylic urethanes offer a good mix of aesthetics due
to gloss retention and corrosion protection, particu-
larly when aliphatic isocyantes are used. They are
widely used for protection against outdoor weather-
ing. Polyester urethanes are highly cross-linked
resins when cured, though they are not suitable for
immersion service. They also demonstrate a sensi-
tivity to acids and alkalis. Polyether urethanes are
noted for their elastomeric properties, but have a no-
table sensitivity to UV exposure. Vinyl urethanes ex-
hibit abrasion resistance, toughness, and good
chemical resistance. They are not as resistant to sol-

vents as acrylic and polyester urethanes. Epoxy ure-
thanes tend to chalk and are not as chemically resis-
tant as epoxy, amine-epoxy or polyamide epoxy
resins. As a result, there is comparatively little im-
petus for their use in demanding applications.

The so-called “moisture cured” urethanes consist
mainly of aromatic isocyanates. Polymerization 
of these urethanes is induced by water vapor present
in humid air. These resins cure rapidly and at low
temperatures to produce protective and durable
coatings.

18.4.8 Acrylics

Acrylic coatings are yet another diverse class of
organic coatings. Acrylic resins can be solvent
deposited thermoplastics, cross-linked thermosets,
or waterborne emulsions. Polyethyl acrylate and
polymethyl methacrylate polymers and copolymer
blends comprise this class of resins. As a class of
resins, acrylics are fast-setting, easily pigmented
coatings that exhibit high gloss, good color retention
and UV resistance. They are resistant to weathering,
but are not necessarily resistant to acids and alkalis.
They are soluble in solvents such as ketones, aro-
matic hydrocarbons, aliphatic chlorinated hydrocar-
bons. Given these characteristics, acrylics are used
mainly in coatings for protection against outdoor
exposure.

Thermoplastic acrylics soften at low temperatures
and allow for reflow and refinishing of defective,
abraded or scuffed areas. Heat curing may be em-
ployed in coating applications, but this is done
mainly to accelerate solvent evaporation. Thermoset
coatings use a reactive polymer constituent to induce
cross-linking. Epoxies, ureas, melamine-formalde-
hyde, and vinyl are used in this regard. It is usually
the case that these cross-linking constituents are the
majority component in the resin. The acrylic addi-
tion is used mainly to enhance gloss, color retention
and UV stability.

18.4.9 Phenolic Resins

Phenolic resins are produced by thermally induced
cross-linking of phenolformaldehyde. Thermal
treatment, or heat curing, also drives off water,
which is a byproduct of the cross-linking reaction.
Phenol formaldehyde resins, which are produced by
the reaction of phenol with formaldehyde, are nor-
mally dissolved in alcohol. The resin solution and
additives can be applied to blasted or etched ferrous
or non-ferrous substrates by spraying, brushing, or



376 SURFACE ENGINEERING

FIGURE 18.3 Scanning electron micrograph of metal
flake paint for trucks showing entrained dirt, and inten-
tionally added metal flakes.

slurry. Ten to twenty minutes are necessary for sol-
vent evaporation and 20–30 minutes should be allot-
ted for heat curing. Heat curing is carried out at tem-
peratures ranging from 120–2,050 ºC. Maximum
coating thickness should not exceed 2–25 µm (0.75–
1.0 mils). Thicker coatings must be built up using
multiple applications. The resulting coatings are
inert and non-toxic. They are suitable for linings in
food processing and pharmaceutical equipment.
Phenolic resins are not resistant to concentrated
nitric acid, strong oxidizers including chlorine, or
alkalis.

18.5 APPLICATION METHODS AND
SURFACE PREPARATION

18.5.1 Coating Failure

Coating damage and substrate corrosion may mani-
fest themselves in a range of different modes, but
coating failure generally involves a serial sequence
of events [26]:

1. Defect formation
2. Uptake of water ions and oxygen from the envi-

ronment
3. Loss of adhesion, condensation of bulk elec-

trolyte at the coating metal interface
4. Initiation and propagation of substrate corrosion

18.5.2 Defects

Defects may exist in the coating as a result of im-
perfections arising at the time of coating application
(Figure 18.3). These defects may include entrained
dust, dirt, moisture, oil or grease, lack of surface
coverage, or lack of adhesion or the substrate. Me-
chanical defects may occur due to abrasion or im-
pact. Chemical defects may arise by exposure to
acids, or solvents. Defects may also arise due to ele-
vated temperature exposure or exposure to light (UV
damage). The defect structure in an organic coating
system is important because it determines the course
of subsequent corrosion damage. 

18.5.3 Water Uptake [27, 28]

The second stage in the degradation process is water
uptake and transport. Water uptake is aided by a mo-
lecular level defect specific to organic coatings com-
monly known as “pore space.” Pore space generally
refers to open space between polymer chains or mol-

ecules in the polymer film. In many coatings, this
pore space allows uptake and transport of water and
ions that leads to coating degradation and corrosion.
Pore space is a natural consequence of polymer
structure and is usually unavoidable, though some
polymer coatings have very low water permeabili-
ties (see Table 18.1). In aggressive environments,
electrolytes may penetrate through defects, resulting
in loss of adhesion. 

18.5.4 Loss of Adhesion

Loss of adhesion may spread laterally from a defect
site. Alternatively, loss of adhesion may occur under
mechanically intact coatings when an electrolyte
condenses at the metal–film interface to form a blis-
ter. Once an aggressive electrolyte has made contact
with the metallic substrate, corrosion is likely.

18.5.5 Corrosion Initiation 
and Propagation

While corrosion is likely to initiate at defects and
sites of decohesion, the propagation of corrosion is
still strongly affected by the presence of the coating.
The consequences of corrosion propagation range
from one extreme to the other. Corrosion may be
slowed significantly due to restricted mass transport
of corrosion product, accumulation in defects, and
strong coating-substrate adhesion. Conversely, it
may be accelerated by formation and retention of ag-
gressive local solution chemistries, softening of the
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coating, and loss of coating-substrate adhesion.
Common modes of corrosion damage accumulation
are described below.

18.6 FACTORS AFFECTING 
COATING DEGRADATION

18.6.1 Light

Energetic photons at UV wavelengths (30–300 nm),
a component of natural sunlight, can alter the struc-
ture and properties of polymer resins and protective
coatings, in ways ranging from bond scission to
photo-oxidation to molecular rearrangement [29].
Rearrangements at the molecular level lead to
changes in properties important to protection such as
permeability, mechanical properties, and polymer
network shrinkage, which leads to cracking. UV ex-
posure alone is sufficient to degrade many organic
resins, causing them to lose protective abilities.

18.6.2 Temperature

Elevated temperature exposure can lead to unwanted
softening and increased permeability, especially in
thermoplastics. It may also lead to structural re-
arrangement of the polymer network that leads to
cracking on cooling. Low temperatures can make
coatings brittle and susceptible to impact damage.
Temperature cycling can cause coating delamination
due to differences in thermal expansion in the sub-
strate and coating. Coatings with insufficient elastic-
ity may crack upon thermal cycling.

18.6.3 Mechanical Action

Abrasion damage occurs due to dirt dust and partic-
ulates carried by moving air, rain, seawater, or other
fluids. Over time, this can lead to local or general
thinning of a protective coating.

18.6.4 Chemicals

Many resins can be attacked by solvents, and these
incompatibilities are usually well known. However,
certain liquids, which are not necessarily solvents,
can permeate and swell certain resins and alter their
mechanical properties, or dissolve solid additives.
The most technologically important example of this
phenomenon is the uptake of water by organic coat-
ings, but other liquids are taken up by polymer resins
as well. Chemical agents, both expected from ser-
vice environments and unexpected from pollution,

and natural sources or accidents affect coating struc-
ture and chemistry in many diverse ways.

18.6.5 Weathering

When applied in the context of protective coatings,
the term weathering is commonly used to account
for the degradation of coatings due to the combined
effect of the factors listed above during outdoor ex-
posure. For the purposes of classification, weather-
ing can be separated into physical and chemical sub-
types. Physical weathering results in dimensional
changes such as thinning without change to the coat-
ing chemistry or structure. Chemical weathering
leads to changes in coating chemistry, structure, or
both.

18.7 CORROSION UNDER COATINGS

18.7.1 Blistering

Corrosion under coatings takes on two general
forms. The first is blistering. Blistering refers to
local separation of the coating from the substrate
(Figure 18.4). This local region swells as it fills with
fluid or gas. The formation of fluid-filled blisters is
attributed to osmotic pressure differences that drive
water from the external environment into the blister

FIGURE 18.4 Well-developed undercoat blistering
leading to corrosion of the substrate. [Source: E. D. D.
During, Corrosion Atlas, 3rd Ed. New York: Elsevier, p.
297, 1997]
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FIGURE 18.5 Filiform corrosion on varnished steel
subject to moist indoor atmospheres. [Source: E. D. D.
During, Corrosion Atlas, 3rd Ed. New York: Elsevier, p.
285, 1997]

to reduce the gradient in the ionic strength across the
coating [30]. In this case, the coating functions as a
semi-permeable membrane that permits water trans-
port, but restricts transport of large ions. Concen-
trated electrolytes can develop in blisters due to sub-
strate corrosion, accumulation of soluble inhibitors
and dissolution of surface contaminants. The latter
two points illustrate the need for pigments with re-
stricted solubility and proper surface cleaning prior
to coating application. Gas-filled blisters develop
when reduction reactions (such as hydrogen reduc-
tion) occur under the coating.

Blisters may evolve into anodic and cathodic
forms [31]. In anodic blisters, the unprotected sub-
strate corrodes with the formation of soluble and in-
soluble corrosion product. Cathodic blisters, the
substrate appears to support cathodic reactions such
as oxygen and hydrogen reduction. The underlying
substrate may be unattacked or weakly attacked. 

18.7.2 Filiform Corrosion

The second main mode of undercoating corrosion is
filiform corrosion. Filiform corrosion occurs on
metallic surfaces coated with organic films that are
typically 0.1 mm (4 mils) thick. The pattern of attack
is characterized by the appearance of fine filaments
emanating in random directions from one or more
initiation sites. Filaments may propagate in one di-
rection over relatively long distances. The source of
initiation is usually a defect or mechanical scratch in
the coating. The filaments are fine tunnels composed
of corrosion products underneath a bulged and
cracked coating. Filiform tracks are visible at arm’s
length as small blemishes (Figure 18.5). Upon closer
examination, they appear as fine striations shaped
like tentacles or cobweb-like traces (Figure 18.6).
Filiform corrosion is a variation of a differential
aeration cell. A filiform track has an active head,
which is deaerated and acidic, and a filamentous tail,
which is aerated and alkaline. Separation of anode
and cathode is essential for filiform corrosion to
occur. As the filiform track proceeds, the coating and
metal are disbonded and the coating is lifted. The
precise mechanism by which disbondment and lift-
ing happens has not been established, but some
metal dissolution is involved. Filiform corrosion
will occur in environments that contain species ag-
gressive enough to cause corrosion attack of the sub-
strate metal. The presence of oxygen is a require-
ment for filiform corrosion tracks to propagate.
Oxygen is supplied to the cathodic regions behind
the head of the track by diffusion through the corro-

sion product in the tail, or by cracks in the coating
uplifted by the passage of the head. Filiform corro-
sion does not directly affect the mechanical integrity
of the structure. However, it is aesthetically unpleas-
ing and causes progressive degradation of the pro-
tective organic coating, which may lead to the onset
of more damaging forms of localized corrosion. 

18.8 COATING DEGRADATION AND
EVALUATION METHODS

18.8.1 Simulated Service Testing

Simulated service exposure testing replicates as
closely as possible the expected service environ-
ment. Coated surfaces are prepared to closely repli-
cate actual manufacturing, and such examples are
expected to accumulate damage by the same mecha-
nisms and at the same rate as components in actual
service. Simulated service testing is not accelerated
by increasing the aggressiveness of the exposure
conditions. Rates of coating damage and substrate
corrosion are usually slow, sometimes requiring
years of exposure to develop meaningful results. In-
spection is normally visual, though other more so-
phisticated forms of interrogation are not precluded,
provided they are non-destructive and do not accel-
erate coating damage inadvertently. The type and
mode of exposure conditions are highly specific and
usually defined by vendor and customer. Broadly ap-
plicable standards for conducting such tests do not
exist. Simulated service testing has the advantage of
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FIGURE 18.6 Filiform tracks on Al alloy 5005 (Al-=0.89mg-0.17Fe) after constant humidity exposure (RH 65–75%)
for 1,000 h at 400 ºC. Substrates were clear coated with a 15–45-µm thick acrylic resin. [Source: X. Zhou, G. E. Thomp-
son, G. M. Scamans, Corrosion Science, 45, 1,767, 2003]

bringing to bear all of the degradative forces on a
coated metal surface in a manner that is realistic.
The main disadvantage of this approach is that it is
difficult to use such results to systematically explore
and understand the influence of specific aggressive
agents on damage processes.

18.8.2 Accelerated Exposure Testing
[32–35] 

Accelerated exposure testing of organic coatings is
intended to determine coating protectiveness in a
matter of weeks or months. It is normally intended

that the corrosion mechanisms operating in service
are replicated in accelerated exposures. Widely used
tests for organic coatings based on outdoor expo-
sures include EMMAQUA, and Florida Exposure
[35]. Cabinet tests include Neutral Salt Spray, QUV
and Prohesion [36–38]. Table 18.3 lists several com-
monly used tests, and the exposure protocols. 

Whether replication of mechanism is achieved is
sometimes questioned. The question arises because
to accelerate the accumulation of damage, the envi-
ronment is often made more aggressive by increas-
ing temperature, decreasing solution pH, increasing
the concentration of attacking chemical agents, in-
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TABLE 18.3 Accelerated Exposure Tests and Comments on Test Protocols

Test Method Comments

Neutral Salt Spray Exposure of samples to a 5% NaCl fog with a neutral pH at 950F. A very widely used test for assessing over-
all corrosion protection. Many different failure criteria exist, but the exposure protocol is specified in
ASTM B117.

QUV Artificial cabinet UV exposure. UV sources used include carbon arc lamps, xenon arc lamps and fluorescent
tube lamps for creation of intense light in the 270–450-nm wavelength region. UV exposure is sometimes
combined with humidity or cyclic exposures. See ASTM G53.

EMMAQUA Equatorial Mounts with Mirrors for Acceleration plus a water spray cycle (“aqua”). Solar radiation reaching
the samples in increased by about a factor of nine compared to natural exposures. Samples may heat, re-
quiring active cooling

Florida Exposure Natural outdoor exposure in southern Florida has become an accepted standard in several industries. High
temperatures, intense sunlight, and high humidity represent accelerated exposure conditions compared to
European environments. 

Cathodic 
Disbondment

Tests coating disbondment under full immersion conditions. Cathodic polarization is often used to accelerated
the rate of reduction reactions and develop local alkalinity that debonds and degrades organic coatings.
Coating adhesion is then assessed by tape pulloff or a measurement of the delaminated area. See ASTM
G80.

Prohesion ASTM G 85-94 Annex A5 uses an aqueous solution containing 0.05% sodium chloride and 0.35% ammo-
nium chloride. The test cycle consists of one-hour exposure to salt mist at ambient temperature followed by
one-hour drying at 35°C. Results are thought to correlate better with performance in service than results
from B117 salt spray. ASTM D 5894 uses a sequential prohesion/accelerated weathering test. Panels are
exposed for one week according to ASTM G 85-94 Annex A5 followed by one week according to ASTM G
154, using UVA-340 lamps.

Immersion Immersion of coated in deionized water leads to blistering in cases where soluble salts are present in on the
substrate or in the coating. 

Humidity Testing is used to assess water uptake and corrosion protection at 100% relative humidity. Often used in con-
junction with elevated temperature exposure or cyclic exposure. See ASTM G60.

Adhesion Several types of tests exist, including adhesion during substrate bending and tape pulloff or scribed samples
(e.g., ASTM D3359).

creasing UV exposure, or deliberately inducing me-
chanical damage to the coating. Generally, the
greater the degree of acceleration, the worse the cor-
relation to natural damage accumulation. Nonethe-
less, rudimentary corrosion predictions have been
formulated from empirical scaling rules derived
from comparison of the performance of coatings in
accelerated tests and performance in service. For ex-
ample, exposure in Miami, Florida represents an ac-
celeration of exposure in European climates by a
factor of approximately four [35].

18.8.3 Proof Testing

Proof testing refers to rapid tests carried out on the
production floor, or in a quality assurance laboratory
to screen out defective coatings, to monitor the ade-
quacy of coating operations, or to warrant accep-
tance of a production lot. The results of proof tests
are also used as the response variable in process de-
velopment projects, because the results are normally

available in a matter of minutes or hours, enabling
rapid diagnosis of process variations. Coatings that
perform well in certain types of proof tests may per-
form well in service. However, there are no general
methods for using such data to predict service life.
There are a wide range of proof tests for character-
izing specific attributes of coating performance.
These are described in a large number of standard
procedures [39].

18.8.4 Electrochemical

Many electrochemical methods are of limited utility
for studying the processes leading to organic coating
degradation. In the early stages of coating break-
down, the interfacial impedance is exceedingly large
and cannot be measured by a potentiostat. However,
as the coating degradation process proceeds, the
interfacial impedance falls to levels that can be ef-
fectively measured by electrochemical impedance
spectroscopy (EIS) [1, 26, 40–44]. For this reason,
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EIS has been particularly effective for quantitatively
evaluating the progress of organic coating degrada-
tion and metallic corrosion that occurs as a result.

Direct current (DC) electrochemical methods are
not well suited for characterizing breakdown of poly-
mer coated metals for several reasons. First, coating
breakdown is defect mediated, and results from
measurement to measurement are usually quite irre-
producible. Second, organic coatings are electrically
resistive, and high potential drops develop across or-
ganic films when DC voltages are applied to the in-
terface. This reduces the driving force for electro-
chemical reactions at the coating-metal interface.
Often the extent of this potential drop is uncharacter-
ized, which clouds interpretation of the resulting
data. Third, as with all large signal DC measure-
ments, application of a large polarization drives the
electrode far from steady state, and far from the con-
ditions under which corrosion naturally occurs. Ad-
ditionally, application of high potentials may also
lead to irreversible changes in the polymer structure,
especially if dielectric breakdown is induced.

On the other hand, EIS is well-suited for the study
of organic coating breakdown. It is sensitive to each
of the four main stages of the coating breakdown
process, and it can also be used in situ. Degradation
of organic coatings occurs over the span of days and
months (or longer), and is slow compared to the typ-
ical impedance spectrum collection times. As a re-
sult, EIS measurements can be used to measure
changes in organic coating degradation in real time.
Typically, the overall process of coating degradation
and corrosion is analyzed using an equivalent circuit
modeling approach [45]. Efforts have been aimed at
understanding whether results from EIS testing can
be used for making long-term predictions of coating
life. Results suggest that this is possible [46].

18.9 KEY APPLICATIONS

18.9.1 Paints for Marine Service

Marine service includes exposure to oceans and the
nearby atmospheric environment. The world’s
oceans contain about 3.5% NaCl by weight and
lesser, but important amounts of the following ions:
Mg2+, Ca2+, K+, SO4

2�, HCO3
�, Br-. Marine organ-

isms affect, and in some cases dominate, the corro-
sion behavior of metals. Coatings that retard the col-
onization of marine organisms are a significant
component of corrosion protection in these environ-
ments. There are significant variations in the marine

environment due to location, local geography, and
climate. Each of these factors must be carefully con-
sidered when evaluating coatings for marine service.

Within the marine environment there are several
important subenvironments distinguished by differ-
ent characteristics and aggressiveness [47]. The
splash or spray zone is a well-aerated seawater envi-
ronment where impinging seawater and entrained
solids like sand may add a mechanical component to
coating damage. In the tidal zone, coatings are sub-
ject to regular episodes of inundation and exposure.
Macrofouling by various marine plants and animals
is possible. Open ocean environments are usually
well aerated at shallow depths. In these subenviron-
ments, the micro- and macro-organisms are plentiful
and may affect the protectiveness of coatings. The
effect of aggressive pollutants is a concern, particu-
larly in harbors. Deep ocean environments are also
quite variable. The tendency for biofouling de-
creases with depth, due to the lack of sunlight. Tem-
perature tends to decrease with depth, but dissolved
oxygen, salinity, and pH vary irregularly. Marine at-
mospheres are characterized by high humidity and
high levels of airborne chloride, both of which ac-
celerate corrosion. Other variables that affect coat-
ing corrosion protection such as temperature, wind,
sunlight, and pollution vary by location.

Epoxy coatings are workhorses for many marine
service applications. They are durable and resistant
to a range of exposure conditions, lasting for tens of
years on offshore drilling platforms for example.
They can be applied by brushing, rolling or spray-
ing. Some can even be applied underwater. The class
of epoxy coatings is chemically diverse, leading to
the availability of coatings with a range of proper-
ties. Epoxies adhere well to substrates and are toler-
ant of imperfect surface preparation. For maximum
corrosion resistance, epoxy coatings are applied
over inhibiting coatings such as Zn-rich primers.

For immersion service conditions, inhibiting the
growth of attached marine organisms is necessary
[47]. Historically, cuprous oxide was added to coat-
ing formulations to impart resistance to marine life
fouling. Due to environmental regulations, organo-
tin compounds have largely replaced Cu compound
additions in anti-fouling coatings, although these,
too, are facing strict regulation. Organic anti-fouling
compounds are known, but none appear to be as ef-
fective as metal- or metal oxide-based poisons.
These compounds suppress growth by slowly dis-
solving into the surrounding water, achieving local
concentrations the kill marine organisms. The effec-
tiveness of anti-fouling agents is typically limited to
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about a year, as the inhibiting agent is leached from
the coating.

Alkyd, vinyl, and chlorinated rubber coatings all
find application in marine service. Alkyd coatings are
normally used in less severe environments. The oils
in these coatings are subject to saponification by hy-
droxyl ions produced by the cathodic partial reaction
of the corrosion process. Similarly, alkyd coatings
are not suitable for use when cathodic protection is
employed. Vinyl coatings are resistant to a wide
range of water conditions. They are easily applied,
adhere well, and are mechanically flexible. These
coatings do not adhere well to previously corroded
surfaces and must be applied in relatively thin coats
(< 2 mils). Chlorinated rubber coatings have found
application in marine service due to their tolerance of
poor surface preparation and rapid drying character-
istics, low water permeability, and UV resistance.

For applications involving cathodic protection,
the use of saponification-resistant coatings is essen-
tial. Older coatings for such applications were based
on phenolic and bituminous formulations. Higher
performance epoxies, coal tar epoxies, vinyls, and
chlorinated rubber coatings are now being used
more regularly.

18.9.2 Paints for Automotive Service 
[48, 49]

Automotive coatings for exterior body panels are
highly engineered to endure specific rigors of the
road environment for years while maintaining a high
degree of aesthetic appeal. Corrosion protection is
imparted in many different parts of the coating sys-
tem to resist the effects of road salts, pollution, acid
rain, UV exposure, heat, and impingement of hard
road debris.

Outer body panels on automobiles are Zn- or Zn-
alloy-coated steels and plastics. Zinc coatings are
applied to steel by hot dip processes and electrogal-
vanizing. Zn and Zn-Al layers are used. These layers
provide barrier protection to the steel when they are
unbreached and sacrificial cathodic protection if
they are breached. In preparation for painting, Zn-
coated steels are phosphate conversion coated to
form a crystalline Fe-Zn phosphate layer. Conver-
sion coatings are formed by immersion or spray after
an aqueous degreasing operation. Conversion coated
surfaces are primed with a cathodically electrode-
posited inhibiting primer consisting of a high-build
epoxy amine adduct resin and a corrosion inhibiting
pigment like zinc chromate. Electrodeposited coat-
ings are on the order of 30 µm thick, smooth and uni-

form, and largely free of pinholes and defects. A top
coat is then applied to impart aesthetic appeal, bar-
rier resistance to the environment, and mechanical
resistance to impingement. The top coat normally
consists of a 15-µm thick acrylic enamel color coat
and a 40-µm thick clear acrylic top coat that provides
luster, UV resistance, and color fading resistance.
This layer also allows for polishing to remove fine
dirt and debris.

18.9.3 Paints for Architectural Service 
[50, 51]

Protective paints on steel and aluminum structures
must protect against natural outdoor exposures
where the main aggressive agents are moisture, heat,
sunlight, pollution, and mechanical damage. In
some cases, maintenance of painted surfaces is im-
possible or economically impractical, and paints
must provide protection for many years. In other
cases, nearly continuous maintenance painting is es-
sential for protection of the structure.

For steel structures, coating systems typically
consist of a corrosion inhibiting primer coating and
a topcoat for aesthetics and some barrier protection.
As is normally the case, careful surface preparation
involving degreasing, and mechanical abrasion or
pickling is essential for maximum coating system
protection. Zinc chromate or zinc-metal pigmented
epoxies are common corrosion inhibiting primers.
Synthetic resin topcoats have largely supplanted
paints, based on natural resins such as linseed and
tung oils. Alkyd and phenolic resins are used, but
when alkaline conditions are expected, alkyds are to
be avoided due to their tendency to saponify. Chem-
ically cured resins provide excellent chemical resis-
tance when needed. These include epoxies, poly-
urethanes, and polyesters.

An important application of epoxy resins is in the
coating of rebar used in reinforced concrete [52–55].
Steel is normally passive in the alkaline cement
paste of cured concrete. However, in service, chlo-
ride ingress and pH decreases due to cement carbon-
ation can create an environment in which the rebar
will corrode at unacceptable rates. Fusion-bonded
epoxy coatings provide an added measure of corro-
sion protection under such conditions while sustain-
ing the concrete-to-rebar bond necessary for me-
chanical reinforcement.

18.9.4 Paints for Aircraft [56, 57] 

Aircraft are constructed mainly from aluminum al-
loys (> 75%). While steel tends to corrode uni-
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formly, aluminum alloys corrode locally. When and
where corrosion will occur is nearly impossible to
predict. As a result, nearly all aluminum surfaces in
aircraft are protected by coatings to minimize un-
predictable localized corrosion.

Aircraft exterior environments are characterized
by extreme variations in temperature (–50 to +70 ºC),
intense UV exposure at altitude, corrosive atmos-
pheric environments that depend on where the air-
craft is used, and exposure to various maintenance
fluids and fuel. There are several characteristic inter-
nal environments. Transient condensate forms on the
internal surfaces of airplanes in flight as the structure
cools with increasing altitude. Around galleys and
lavatories, spilled fluids migrate below deck and 
are trapped in various recesses and crevices. This 
can lead to local aggressive environments and severe
corrosion.

Aircraft coating systems applied on exterior sur-
faces normally consist of a chromate conversion
coating or anodized coating foundation layer, a cor-
rosion inhibiting primer layer, and on exterior sur-
faces, a top coat. Coating systems on interior sur-
faces usually do not have a top coat applied. In this
system, the foundation layer promotes adhesion of
the organic layers to the substrate. Corrosion protec-
tion is derived mainly from the primer layer, which
is typically a 25-µm thick epoxy-polyamide resin
with sparingly soluble strontium chromate added as
a pigment. The pigment volume content in these
primers is on the order of 25%. The primer coating
is quite permeable to water. However, when water
penetrates the coating, the strontium chromate dis-
solves to form a corrosion inhibiting electrolyte that
prevents corrosion of the substrate. The selection of
SrCrO4 as the inhibiting pigment is not incidental.
The solubility of this compound is about 5 millimo-
lar, which is sufficient to release enough chromate
inhibitor to provide corrosion protection, but not so
much as to induce osmotic blistering [6].

Exterior top coats mainly provide aesthetics,
markings, and mediate visual and radar cross-
sections in the case of military aircraft. These coat-
ings may be minimal barriers to moisture so as to
maximize other properties. Top coats must be UV
resistant, tolerate extreme temperature variations, be
impact resistant, and resistant to intermittent expo-
sure to maintenance fluids (e.g., hydraulic fluid) and
aircraft fuel. Isocyanate-cured polyester and acrylic
resins containing pigments to impart necessary
properties are most commonly used as topcoats. The
weight of the paint on an aircraft is an important
consideration that often limits the thickness of the

topcoat to 25–50 µm, bringing the total coating sys-
tem thickness to 50–75 µm. Considering the excel-
lent corrosion protection and limited thickness of
these coatings, aircraft coating systems are one of
the highest performance coating systems available.

18.9.5 Coatings for Buried Pipelines 
[58, 59] 

Many transmission pipelines, including gas and oil
transmission lines, are buried underground. Once
buried, their surfaces are not easily accessed for
maintenance. As a result, coating systems must be
designed with long life and inaccessibility in mind.
Coatings applied to pipelines are usually much
thicker than paint-type coatings used in other appli-
cations. They are often used in conjunction with ca-
thodic protection; their main functions are to pro-
vide a barrier to the external environment and to
reduce cathodic protection requirements by limiting
the exposed metallic surface area to that of defects
and holidays.

Like many other environments, subsoil condi-
tions vary and pose a range of aggressiveness that
depends on variations in pH, free water, availability
of oxygen, aggressive species concentration, and
temperature. Coatings are subject to mechanical
damage during transport and in-trench fitup. Once
buried, the pressure of the soil and rocks may cause
the coating to deform or break, exposing the under-
lying metal to the environment. When cathodic pro-
tection is employed, coatings must be resistant to al-
kaline attack and must not suffer disbonding or
delamination.

Among the thinner coatings are fusion bonded
epoxies, liquid epoxies and phenolics. Fusion
bonded epoxy is electrostatically sprayed epoxy
powder that is applied to surfaces that are preheated
to 210–240 ºC. Upon application, the coating melts
and flows to form a continuous and conformal coat-
ing up to 0.6 mm in thickness. Liquid applied coat-
ings based on polyurethane, epoxy and phenolic
compounds also find application. Coal tar pitch is
sometime added to polyamine-cured epoxy coat-
ings. These coatings are noteworthy for their resis-
tance to degradation under alkaline conditions, such
as those produced during cathodic protection.

Notable among the thicker coatings used for
pipeline protection are bituminous enamels, which
are often used in conjunction with fiberglass tapes or
felts for mechanical robustness, and asphalt mastics
consisting of asphalt mixed with sand and limestone.
Coatings of this type can be several to many mil-
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limeters thick. They are excellent moisture barriers
and can withstand very rough handling associated
with emplacement of underground piping.

18.10 ENVIRONMENTAL HAZARDS

18.10.1 Lead

Lead pigmented paint is no longer marketed and
newer, less hazardous alternatives have been suc-
cessfully developed, but much lead paint remains in
older homes where it is a toxic hazard to hu-
mans.[60] The main route of entry into the human
body is by inhalation of dust from deteriorating
painted surfaces. While the death rate due to lead
poisoning has declined dramatically since the late
1970s, lead paint remains a public heath concern
[61].

18.10.2 Volatile Organic Coating 
(VOC) Emissions

VOC emissions pose acute hazards to workers and a
long-term environmental pollution hazard. Most no-
table are ozone-depleting emissions such as chlori-
nated fluorocarbons. Reductions in VOC emissions
have been achieved through the use of engineering
controls on exhaust air, reduction in paint usage by
high transfer efficiency application methods, and the
development of new coating formulations [62]. New
formulations include reduced VOC resins, the use of
new solventless resins in applications where solvent-
borne coatings were once standard, the emergence of
high-performance waterborne coatings, and the use
of heat-cured electrostatic powder coating.

18.10.3 Chromates [21] 

Chromates are outstanding corrosion inhibitors for a
wide range of metals. As a result, they are used
widely in metal finishing for corrosion protection.
Unfortunately, chromates are toxic in acute high
level exposure and chronic low-level exposures.
Hexavalent chromium is a proven cancer-causing
agent. The regulations surrounding the use and dis-
posal of chromates associated with painting is mak-
ing them difficult and expensive to use. Ultimately,
their use will be severely curtailed or eliminated as
new environmentally friendly pigments and in-
hibitors are developed.
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19.1 INTRODUCTION

Almost all manmade objects intended for service
outside are painted. The function of the paint is mul-
tifold. Primarily, the paint serves a decorative func-
tion, in which its purpose is to enhance or change an
object’s appearance—to change its color or level of
gloss, or to draw attention to some particular region
on the object. However, just as importantly, objects
are painted to protect them from the environment or
to lengthen their lifetime. Coatings have long been
recognized as protective prescriptions for items as
diverse as airplanes, automobiles, bridges, houses,
and machinery. Maximizing the life of a coating, and
thereby the underlying object, has been a key goal of
coatings scientists. In doing so, a variety of exposure
methods and test protocols have been developed 
to anticipate the long-term weathering behavior of
coatings.

19.2 DEGRADATION PROCESSES

Coatings, like all other materials, will begin to de-
grade when placed outside. Their degradation is due
to the effect of various environmental pressures
placed upon the coating. The weathering process is
dominated by the effects of electromagnetic radia-
tion (primarily ultraviolet radiation), heat, water
(liquid and vapor), and atmospheric pollutants. Each
of these plays a greater or lesser role, depending on

the coating and the specific geographic location in
which a coating is exposed.

19.2.1 UV Radiation

The spectrum of radiation reaching the earth’s sur-
face at noon in Miami, FL is shown in Figure 19.1.
Ozone in the earth’s upper atmosphere prevents ra-
diation of less than 295 nm wavelength from reach-
ing the earth’s surface. The intensity of radiation, of
course, varies by season, time of day, and to a lesser
extent, geographic location. 

FIGURE 19.1 Spectrum of radiation reaching the
earth’s surface at noon in Miami, FL USA. [Data: Atlas
Weathering Services Group]
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For most coatings, radiation from the ultraviolet
(UV) portion of the electromagnetic spectrum
causes most of the damage during weathering. Thus,
for coatings outdoors, radiation between 295–400
nm is the most damaging, as this radiation is most
likely to initiate photo-oxidation. Photo-oxidation is
the free radical process by which organic materials
can degrade in the presence of light and oxygen.
This process is shown schematically in Figure 19.2.1
The initiation event can be due to absorption of UV
light by any chromophore in the coating (i.e., poly-
mer molecules, pigment particles, or even trace im-
purities in the resin such as end groups, additives,
etc.). Each initiation event can lead to many tens of
propagation events before the propagating radical
chain is terminated. Additives can be added to coat-
ings to retard the photo-oxidation process. Ultravio-
let light absorber (UVA) can be added to prevent
primary absorption, thereby reducing the rate of ini-
tiation. Hindered amine light stabilizer (HALS) can
be added to scavenge radicals once they are pro-
duced, thereby prematurely terminating the radicals
during the propagation stage. The use of these addi-
tives can significantly prolong the lifetime of or-
ganic coatings outdoors. 

19.2.2 Water

Exposure to water has both a deleterious chemical
and physical effect upon coatings. The organic
binders in most coatings are subject to hydrolysis,
that is, cleavage of the polymer chains in the pres-
ence of water molecules. This process occurs at all
temperatures, but is especially prevalent at higher
temperatures, such as those occurring during out-
door exposure. Melamine cross-linked coatings as
well as polyesters are particularly susceptible to hy-

drolysis, while urethanes are particularly resistant.
One would expect that coatings exposed in Florida,
where the average humidity is 84%, would hy-
drolyze faster than coatings exposed in Arizona,
with an average humidity of 33%. However, recent
data suggests that this is not true, and that only at un-
realistically high dew points and temperatures is the
rate of hydrolysis significantly different than the
rates observed in Florida and Arizona.2,3

Water can also act to physically degrade coatings.
The washing action of liquid water on the surface of
panels tends to extract small soluble molecules from
the coatings, in addition to washing away surface de-
bris. This can lead to a more rapid loss of gloss or
chalking than would be observed without water
washing. In addition, the swelling of the paint and
substrate due to the absorption of water leads to re-
peated stress cycles on the coating. This is especially
true of coatings on wood, were the anisotropic
swelling of the wood can lead to cracking parallel to
the grain direction.4 If small water soluble species
are present in a coating, they can be extracted by liq-
uid water. These aqueous solutions can set up signif-
icant osmotic pressure if small pores are present in
the coating, which can then lead to blistering of the
coating.5

19.2.3 Temperature

Elevated temperatures act to accelerate the deleteri-
ous effects of both radiation and water. Since the hy-
drolysis reactions and the propagation steps in
photo-oxidation are both thermally activated, higher
temperatures will lead to faster degradation rates and
may even change the degradation pathway. This can
be particularly important when comparing the
weathering behavior of a series of coatings of differ-
ent colors. Objects painted darker colors will typi-
cally be hotter than lighter objects. This temperature
difference can lead a coating’s degradation rate to be
significantly color-dependant. As a guide, the tem-
perature of a series of steel panels painted with dif-
ferent colors of automotive topcoats are shown in
Figure 19.3. The actual temperature of a paint panel
of any given color can be effected significantly by
the choice of pigments used in the formulation, as
some pigments absorb more strongly in the infrared
region than others. 

The temperature of a paint system also plays an
important role from a mechanical stress standpoint.
Each heating and cooling cycle, such as a diurnal
cycle, induces a mechanical stress due to a mismatch
in thermal expansion coefficients between the sub-
strate and coating.6 The size of these stress cycles is

FIGURE 19.2 Schematic of photo-oxidation process.
Y = polymer or organic component of a coating, includ-
ing trace impurities.
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FIGURE 19.3 Maximum temperature of steel paint panels of various colors during Arizona exposure.

directly proportional to the temperature change.
Thus, paint systems that are hotter will tend to be
subjected to greater mechanical stresses than those
that are exposed to lower temperature extremes,
again favoring light colors over dark colors.

19.2.4 Other Exposure Variables

Although UV radiation, water, and temperature play
the dominate roles in causing weathering-induced
degradation of coatings, other factors can play a sig-
nificant role in specific failure modes. Atmospheric
pollution can lower the pH of rainfall, leading to
acid etching of coatings. This is a widespread phe-
nomenon with locally intense variations. Those
areas downwind of significant industrial operations
may experience significantly more acid etching than
those areas isolated from the effects of industrial
fallout. Attack by microorganisms can also lead to
degradation of a coating. In particular, fungi can
form on architectural and other paints, causing a
black staining of the coatings. Biocides can be added
to paint formulations to discourage attack by these
organisms. Because of its lower energy, the effects
of visible light on paint systems is thought to be less

significant than the effects of UV light. However, for
pigmented systems, particularly organic pigments,
the effects cannot be ignored.

19.3 OUTDOOR EXPOSURE

Outdoor exposure has long been the standard
method of testing the long-term weatherability of
coatings. However, this type of exposure provides no
acceleration. Therefore, predicting the perfor-
mance/appearance of a coating after 10 years of ex-
posure requires 10 years of exposure. This time scale
makes the use of outdoor weathering of little help to
the coatings formulator, as it can only confirm the
long-term performance of a coating. Unfortunately,
the information obtained from a coating’s perfor-
mance during short-term outdoor exposures (one to
two years) need not be indicative of the coating’s
long-term weathering performance, as many failures
can appear suddenly, with little advance notice.
Therefore, most coatings development relies on a
combination of artificial accelerated weathering ex-
posure to provide performance feedback quickly
(see Section 19.4, Artificial Accelerated Weathering
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FIGURE 19.4 Total UV radiation in Miami, FL and Phoenix, AZ during 2002. [Data: Atlas Weathering Services
Group]

Tests), outdoor exposure for confirmation, and the
experience of paint chemists who are familiar with
the history and effects of various formulation
changes.

19.3.1 Climate

The advantage of outdoor exposure is that it is un-
ambiguously representative of real-world perfor-
mance (in that location). For years, exposure in
southern Florida has been the standard geographic
location for outdoor coatings exposure. This climate
combines high sun load with high humidity and high
time of wetness, making it one of the more harsh
weathering climates on the planet. Other sites are
slightly more harsh for given exposure conditions.
Townsville, Australia, for example, is particularly
harsh for humidity and biological attack. Exposure
in the interior of the Arabian Peninsula has a higher
sun load and temperature. However, these other
areas are not as easily accessible, nor are they cli-
mates where large numbers of people live, so their
testing popularity is not as great.

While Miami, Florida is typical of a subtropical
climate, Phoenix, Arizona is a typical desert expo-
sure site, where the UV dosage is slightly higher
(~10%) than in southern Florida. The increased UV
dosage is not due to latitude. Southern Florida is ac-

tually farther south than Phoenix, but the lack of
cloud cover in Phoenix gives rise to less light scat-
tering than in southern Florida. While the sun load
and average temperatures are higher, Phoenix expo-
sure is thought to be slightly less harsh than southern
Florida exposure, due to Phoenix’s low humidity
and lack of rain.7 A comparison of the annual solar
UV in both Miami and Phoenix is given in Figure
19.4. A comparison of other meteorologically sig-
nificant data is given in Table 19.1.

When the effects of acid rain or industrial fallout
are of concern, paint panels are typically exposed in
Jacksonville, Florida. Here the “season” for acid rain
occurs in May through August. The typical exposure
time is 14 weeks. Acid etch conditions are high in
the area due to the high heat and humidity of the en-
vironment, coupled with the proximity of several
coal- and oil-fired power plants that produce signifi-
cant emissions associated with acid rain production.
However, year-to-year variation in the severity of the
environment make this test somewhat more variable
than standard outdoor exposure.

19.3.2 Exposure Conditions

At any given site, a variety of exposure conditions
can be used. For automotive coatings, 5 degrees
south-facing exposure is the standard. This exposure
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TABLE 19.1 Climatic Data for Miami, FL and Phoenix, AZ

Parameter Miami, FL USA Phoenix, AZ USA

Total Solar UV (295–385 nm) 5 degrees south 286.7 320.6
Humidity (%)–Average, Maximum 84, 98 29, 43
Annual Rainfall (mm) 1,481 102
Time of Wetness 45-degree panel (hours) 5,951 164
Temperature (°C)–Average, Maximum 24, 29 23, 30
Black Panel Temperature (°C) 5 degrees south–Average, Maximum

All data are for 2002 calendar year. Averages are yearly averages. Maximums are monthly maximum values. [Source: Atlas Weathering Services Group]

26, 46 25, 45

FIGURE 19.5 Paint test panels exposed at 5 degrees facing south. [Picture courtesy of Q-Panel Company]

orients the sample facing south to increase exposure
intensity and angles them 5 degrees up from hori-
zontal to allow for rain shedding (see Figure 19.5).
More intense exposure can be obtained by orienting
samples south and holding them “at latitude” angle
from the horizontal. For exposure in southern
Florida, for example, the samples would be held at
26 degrees from the horizontal. The weatherability
of architectural coatings is typically tested by
weathering at 45 degrees from horizontal (Figure
19.6). Conversely, to test for mildew resistance in ar-

chitectural coatings, the sun load is minimized by
exposing panels at 90 degrees, facing north (Figure
19.7).

To accelerate the effects of temperature, panels
can be exposed “backed” or on a “black box,” where
the panels are exposed on backing or black material
to increase the exposure temperature and rate of
degradation (Figure 19.8). To further accentuate the
effects of temperature, specimens can be exposed
under glass, where samples are place under glass in-
side of a black box. This increases the heat and re-
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FIGURE 19.6 Paint test panels exposed at 45 degrees facing south in Arizona. [Picture courtesy of Atlas Weathering
Services Group]

moves liquid water from the degradation environ-
ment. This type of exposure is common for vehicle
interiors (Figure 19.9).

19.3.3 Accelerated Outdoor Exposure

Acceleration of outdoor exposure has been accom-
plished by the use of arrays of mirrors (Fresnel re-
flectors) to concentrate the sun’s light on paint pan-
els. This testing, known by a variety of names such
as Equatorial Mounted Mirrors for Acceleration
(EMMA), ( Equatorial Mounted Mirrors for Accel-
eration plus a water spray cycle (“aqua”) (EM-
MAQUA), and others, uses machines outfitted with
sensors that track the sun’s position in the sky. By
following the sun across the sky, the maximum irra-
diance can be achieved throughout the day. The ma-
chines are outfitted with blowers to keep the samples
from overheating and water misting nozzles to apply
liquid water at various times throughout the day

(Figure 19.10). Like standard outdoor testing, a va-
riety of test protocols are possible, with daytime
spray and night- time wetting being the most com-
mon. The advantages of this type of testing are the
correctness of the light source and the additional
speed it provides. Because the light used is reflected
natural sunlight, no ambiguity is introduced by hav-
ing unnatural wavelengths of light present (see Sec-
tion 19.4, Artificial Accelerated Weathering Tests). 

In addition, the use of mirrors allows for an ac-
celeration factor of four to five, (averaged over one
year) over standard Florida exposure. The exact ac-
celeration factor depends on the time of year the
samples are exposed. The acceleration factor in the
winter is less than three and in the summer is greater
than five. The disadvantages of solar reflector-type
exposures are the cost, which is typically high and
based on the linear inch of panel exposed, and the
uncertainty surrounding the environmental stresses
placed on the samples due to the lack of water in 
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FIGURE 19.7 Architectural paint panels exposed at 90 degrees facing north. [Picture courtesy of Atlas Weathering Ser-
vices Group]

the surroundings, even when the panels are sprayed
regularly.

19.4 ARTIFICIALLY ACCELERATED
WEATHERING TESTS

The goal of accelerated artificial weathering is to re-
produce the important environmental conditions that
exist in a given location outdoors in a well controlled
device, while at the same time accelerating the degra-
dation process. The desire for acceleration comes
from the need to use weathering data to guide for-
mulation and use/no use decisions, which cannot be
practically guided by real-time outdoor exposure.
The difficulty in accelerated testing, however, is in
determining which conditions are important to re-

produce, how well they have to be reproduced, which
outdoor environment to use as a standard, and to a
lesser extent how to control the device. In recent
years, the greatest effort has gone into trying to cor-
rectly reproduce the wavelength distribution of the
light inside accelerated weathering chamber, as re-
sults have shown that this variable can have a dra-
matic effect on the trustworthiness of the test.

19.4.1 Spectral Power Distribution

Photochemical reactions drive most of the changes
that occur in coatings during weathering exposure.
These reactions occur when an organic material ab-
sorbs a light photon. Depending on the energy of the
photon, the absorption can lead to the cleavage of a
chemical bond and the production of a radical. These
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FIGURE 19.8 Paint panels exposed under “black box” conditions. [Picture courtesy of Atlas Weathering Services
Group]

radicals can then propagate throughout the material,
leading to extensive chemical changes, as was
shown in Figure 19.2. Only those photons absorbed
by the material can cause chemical reactions. Thus,
the effects of light on a material are dependant on the
absorption spectrum of the material (including trace
elements and impurities in the material) and the
wavelength distribution of the incident radiation.
For example, the absorption spectrum of a polyester
urethane coating is shown in Figure 19.11. Radiation
above 295 nm is only minimally absorbed by the
coating and, therefore, causes few photochemical re-
actions. However, absorbance by the polymer in-
creases at lower wavelengths, which can lead to sig-
nificant chemical changes in the polymer. Light of
these wavelengths is abundant in most accelerated
tests, including borosilicate filtered xenon arc light
(see Section 19.4.4, Xenon Arc Light Sources).
However, there is little light below this wavelength

in sunlight. Therefore, this material undergoes little
chemical degradation outdoors, but degrades rapidly
in most accelerated tests. Even materials that do not
absorb strongly at the wavelengths of irradiation can
still undergo photochemistry due to the presence of
impurities which do absorb and begin the photo-
oxidation chain of reactions. Thus, the UV spectra of
a material is only a starting point for understanding
its photostability. 

For terrestrial materials, the only light that is sig-
nificant is that of wavelengths greater than 295 nm
(refer to Figure 19.1), as the ozone layer in the strat-
osphere effectively absorbs radiation of lower wave-
lengths. Because different wavelengths of light can
drive specific chemical reactions, accurately repro-
ducing natural sunlight is the first step toward creat-
ing a reliable accelerated weathering test. Any dif-
ferences between the light in an accelerated device
and the light outdoors has the potential to lead to
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FIGURE 19.9 Automotive interior parts exposed “under glass.” [Picture courtesy of Atlas Weathering Services Group]

chemical reactions occurring in the accelerated tests
that would not occur outdoors. Thus, the results
from any artificial accelerated test that does not use
a light source that accurately reproduces sunlight
should be treated with caution (this includes all cur-
rently available tests!). Currently, no light source ex-
actly matches sunlight over the entire UV and visi-
ble light range. Some match well in portions of the
UV range and some are good matches in the visible

range. Work is still progressing on a better sources
and filters to correctly reproduce sunlight.8

19.4.2 Fluorescent Light Sources

The least expensive accelerated weathering devices
use fluorescent light bulbs as the light source. These
bulbs have phosphor coatings on the inside of the
bulbs to provide a specific wavelength distribution
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FIGURE 19.10 Solar Fresnel mirror exposure apparatus in Arizona. [Picture courtesy of Atlas Weathering Services
Group]

of light. The two most popular bulbs are those that
have intensity maximums at 313 nm and 340 nm, re-
spectively. The 313 bulbs are also known as UV-B
bulbs or FS-40 bulbs. As can be seen in Figure
19.12, the 313 bulbs provide a poor match to wave-
length distribution of sunlight, producing substan-
tially more short-wavelength UV radiation than is
present in sunlight. This excess short-wavelength
light is particularly damaging due to its higher en-
ergy. Thus, the potential for unnatural chemical
changes to occur during exposure with 313 bulbs is
significant.9 While the 340 nm (UV-A) bulbs pro-
vide a substantially better match to sunlight in the
short-UV wavelength region, the long wavelength
and visible portion of the spectrum are poor matches
to sunlight. Depending on the industry, a number of
specifications exist detailing the operating condi-
tions of the machines. While weathering specifica-

tions for use with these machines are well estab-
lished, they are being phased out in favor of weath-
ering chambers using higher intensity lights with
better matches to natural sunlight. 

19.4.3 Carbon Arc Light Sources

The spectral output of a carbon arc is dramatically
different than that of terrestrial sunlight (Figure
19.13). These sources were originally developed to
predict the fading of textiles. Weathering specifica-
tions based on carbon arc light sources have been out
of favor in the coatings industry for some time. Two
different sources have been used, the enclosed and
the Sunshine Carbon Arc system, with the Sunshine
Carbon Arc system more closely approximating nat-
ural sunlight. However, the use of these systems is
not recommended.
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FIGURE 19.11 UV spectrum of a polyester urethane coating and spectrum of both terrestrial sunlight and borosili-
cate/borosilicate filtered xenon arc light. Note the overlap between boro/boro light and polyester urethane absorbance.

FIGURE 19.12 Spectral power distribution of fluorescent light bulbs used in accelerated weathering testing. Miami
sunlight is shown for reference. [Data: Atlas Materials Testing Technology, LLC]
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FIGURE 19.13 Spectral power distribution of carbon arc light sources. Miami sunlight is shown for reference. [Data:
Atlas Materials Testing Technology, LLC]

19.4.4 Xenon Arc Light Sources

The adoption of filtered xenon arc light as a radiation
source allows for a much more realistic approxima-
tion of sunlight. In practice, the xenon arc light is
surrounded by a glass filter(s) to produce radiation
with a specific wavelength distribution. The most
popular filter combination is the so-called quartz/
boro filter, which consists of a quartz inner filter and
a borosilicate glass outer filter. In combination, these
filters produce light with a wavelength distribution
shown in Figure 19.14. While the approximation of
sunlight is good above 310 nm, an abundance of un-
naturally short wavelength UV light is present below
295 nm. This unnatural light can greatly distort the
chemical changes that take place during accelerated
weathering as compared to outdoor exposure. How-
ever, this filter combination remains popular in
many industries. 

A closer match to sunlight can be achieved by
using borosilicate glass for both the inner and outer
filters around a xenon arc light source (Figure 19.14).
This filter combination eliminates much of the short-
wavelength light present in quartz/boro filtered light.
However, even this filter combination can allow
shorter than natural wavelength light to strike sam-
ples, and even this small amount of excess light
(below 295 nm) has been shown to give misleading

weathering results for some paint systems.8 Many
specifications are slowly shifting from quartz/boro
filtered xenon arc light to boro/boro filtered xenon arc
light. The shift is occurring slowly, however, due to
the lower acceleration factor when using boro/boro
filters. Because the extra short-wavelength light in
quartz/boro testing drives the chemistry faster (due to
higher energies), a test run at the same irradiance, for
example 0.55 W/m2 @340 nm, with both quartz/boro
and boro/boro filters will progress faster in the
quartz/boro filtered test than in the boro/boro filtered
test. However, the reliability of the test will be greater
in the boro/boro test, due to the better match to sun-
light. Even with the loss of speed, the boro/boro fil-
ters are recommended over the quartz/boro filters be-
cause false results obtained quickly are potentially
very damaging.

19.5 TEST CYCLES

Once the light source is chosen, the next most im-
portant consideration for accelerated weathering is
the choice of the test cycle. This brings into play the
variables of temperature and water. To some extent,
the choice of light source limits the choice of test cy-
cles, as the fluorescent light sources are typically run
in machines that allow for significantly less control
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FIGURE 19.14 Spectral power distribution of filtered xenon arc light sources. Miami sunlight is shown for reference.
[Data: Atlas Materials Testing Technology, LLC]

over the environmental parameters. Many of the
most common cycles have been codified in specifi-
cations by various standards committees, such as
ASTM, ISO, and SAE (see Table 19.2).

One of the most general accelerated weathering
specifications is ASTM G26, which calls for the use
of filtered xenon arc light. A typical xenon arc weath-
ering machine of the type that can execute ASTM
G26 is shown in Figure 19.15. G26 allows the user(s)
to specify the duration of the light and dark cycles
and the water spray and dry cycles. This differs from

the rigor of the SAE standards such as J1960, which
specify all of the test conditions. SAE J1960 is the
standard automotive accelerated weathering test pro-
tocol. It requires the use of quartz/boro filtered xenon
arc light. The cycle is two hours of light followed by
one hour of dark. Water is sprayed on the back of the
panels during the dark cycle and on the front of the
panels for 20 minutes of the light cycle. Irradiance is
set at 0.55 W/m2 @340 nm and the black panel tem-
perature is 70 °C during the light cycle. 

Many applications still specify a test protocol
using fluorescent light sources, the most popular of
which is SAE J2020. This test procedure calls for
cycles of eight hours of light at 0.43 W/m2 @310 nm
at 70 °C, followed by four hours of dark with con-
densing humidity at 50 °C. These tests are typically
run with FS-40 (313 nm peak, also called UV-B)
bulbs and less commonly, but preferably, with 340
nm peak irradiance (UV-A) bulbs. A typical machine
that uses a fluorescent light source is shown in Fig-
ure 19.16. 

Regardless of the type of exposure, the duration
of exposure must be set such that the test time is rep-
resentative of the time in service. Exact correlations,
known as acceleration factors, are difficult to deter-
mine. Acceleration factors are the multiple over
which the accelerated test weathers the sample com-

TABLE 19.2 Standard Weathering and Appearance 
Test Standards

Test Method Standard

Static Outdoor Exposure SAE J1976, ASTM D1014
Accelerated Outdoor 

Exposure (Fresnel) 
SAE J1961, ASTM G90

Accelerated Xenon Arc 
Exposure

SAE J1960, ASTM G26

Accelerated Fluorescent 
Exposure

SAE J2020, D4587, ISO 11507

Paint Adhesion ASTM D3359
Paint Color Change ASTM D2244
Gloss ASTM D523
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pared to a standard outdoor exposure. Part of the dif-
ficulty is that one material may have an acceleration
factor of eight compared to Florida in a given test,
while another may have an acceleration factor of 12.
In addition, the acceleration factor may differ for a
given material depending on the property being eval-
uated, such that one weathering protocol may give
an acceleration factor of 10 for yellowing of a mate-
rial, but an acceleration factor of 15 for gloss loss of

the same material. Thus, correlating a given amount
of time in an accelerated weathering device to the
time in, for example, Florida is risky.

This difficulty in correlating times between accel-
erated tests and outdoor exposure is fundamentally a
problem of competing reactions that are accelerated
at different rates. That is to say, the many different
chemical reactions that take place during weathering
all have different activation energies (temperature

FIGURE 19.15 Typical xenon arc type weathering chamber. (Picture courtesy of Atlas Materials Testing Technology
LLC)
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FIGURE 19.16 Typical fluorescent lamp weathering chamber. (Picture Courtesy of Q-Panel Company)

sensitivity) and wavelength sensitivities. Because the
conditions inside a weatherometer are different than
in Florida, the balance of reactions is often different.
The biggest difference is typically the mismatch be-
tween the wavelength distribution of natural sunlight
and the light present inside a weathering chamber. If
shorter-than-natural wavelength light is present in
the accelerated weathering device, chemical changes
can occur that will not occur during outdoor expo-
sure. Some materials may be affected greatly by the
presence of the short-wavelength light and some may
be affected very little. Thus, the acceleration factors

for different materials can be distorted greatly by
having a mismatch between natural sunlight and the
light source in the weathering device.

Another complicating factor comes from choos-
ing the environment one is trying to reproduce. The
nominal goal is typically Florida, but not all failure
modes are manifested most quickly during Florida
exposure. In addition, Florida exposure is in itself
non-reproducible, as annual fluctuations occur in all
of the meteorological variables. Building this vari-
ability into accelerated testing will be challenging
and is currently a topic of important research.10
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19.6 POST-EXPOSURE TESTING

Exposure of test specimens is only the first step to-
ward evaluating their weathering performance. The
second step is to choose which properties to evaluate
and how to evaluate them. For materials like coat-
ings that serve a decorative function, the most im-
portant properties to evaluate are optical—gloss,
distinctness of image (DOI), color, chalking, yel-
lowing and others. Because these are the properties
on which the customer or end user will judge the
performance of the coating, the manner in which the
characteristics change with weather exposure is
important.

While a coating’s main function is decorative,
some of the most important failure modes are me-
chanical and occur with little warning. These failure
modes can include cracking and delamination. To an-
ticipate these failures, appearance tests alone will not
suffice, and functional properties such as strength
and adhesion must also be evaluated as a function of
weather exposure. These properties are affected due
to the chemical composition changes that occur in
materials as they weather. Because only the exterior
surface is exposed to all of the weathering elements,
the properties of an exposed material can often be
non-uniform. For example, a coating may embrittle
and change color at the surface, but be close to pris-
tine deeper into the coating layers. These gradients
can have profound impacts on the mechanical per-
formance of the coating.

19.6.1 Appearance Testing

A variety of tests exist to measure the appearance of
coating, and this brief outline is not meant to be
exhaustive. Complete details are collected in other
works.11

A change in the color of a coating is often caused
by chemical composition changes of either a resin or
pigment in the material formulation. These color
shifts can be quite noticeable, especially if the color
changes unevenly or if one component is next to an-
other component with the same nominal color, for
example, the fender and bumper of a vehicle. Color
changes are typically measured with a colorimeter.
The change in color ∆E* can be measured using
ASTM D2244. A person’s eye is typically capable of
discerning ∆E* values greater than 0.5.

For most coatings, the change in surface rough-
ness usually results in a change in gloss. Gloss is de-
fined as the ratio of the intensity of a specular reflec-
tion to the intensity of the incident radiation. As the

surface of a coating becomes rougher, more of the
light is reflected in off-specular directions, leading
to a perceived dulling of the surface. This surface
roughening is due to chemical degradation of the
surface, followed by removal of the surface material
by, for example, rain or washing. Thus, the presence
of liquid water is important in the reduction of gloss.
Panels weathered for equivalent times in Florida and
Arizona typically show a much greater gloss loss in
Florida due to the removal of the most heavily de-
graded surface material by rain. This degraded ma-
terial stays on the surface in Arizona, leading to a
smoother (but more chemically changed) surface.3

For coatings, adhesion to the substrate or under-
lying paint layers is one of the most important phys-
ical characteristics, and one of the properties most
susceptible to deterioration by weathering. For this
property, both the action of moisture and UV radia-
tion are important. Unlike optical properties, adhe-
sion cannot be tested non-destructively. The most
common methods for adhesion measurements are
through cross-hatching or scribing the sample and
then using tape to remove poorly adhering material.
Samples are often preconditioned in water or hu-
midity after weathering and before adhesion testing
to increase the severity of the test. This method is de-
tailed in ASTM D3359.

Other optical properties can also be measured
which can be important for a given application.
These properties and the most relevant standards are
given in Table 19.2.

19.7 NON-TRADITIONAL 
MATERIAL EVALUATIONS

While evaluation of easily observable appearance
properties provides data regarding the performance
of the material to-date in a weathering test, they pro-
vide little information about the future, as some
weathering-induced failures can be quite sudden and
occur with little prior warning. To anticipate these
types of weathering-induced failures, new evalua-
tion methods are being developed.

19.7.1 Chemical Metrics of Weatherability

Because the majority of the physical changes that a
material undergoes during the weathering process
are driven by chemical composition changes, follow-
ing the chemical composition change of the material
itself would intuitively seem like a logical method of
quantifying the weatherability of a material. With re-
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spect to Figure 19.2, the changes brought about by
photo-oxidation should be measurable as an increase
in the oxygen content of a material. While oxygen
content itself is an imprecise measure of weather-
ability, the incorporation of oxygen into various
functional groups in an organic material is readily
measurable by infrared spectroscopy. These chemi-
cal composition changes typically progress monoto-
nically during exposure and, thus, make reliable met-
rics for weatherability.12

Because one often wishes to compare the perfor-
mance of different coatings or materials for the same
application, any chemical composition change met-
ric should be generic, such that it can be used to
compare materials of disparate initial composition.
One such technique uses Fourier Transform Infrared
Spectroscopy (FTIR) to measure the concentration
of –OH- and –NH-containing groups in a coating.
The concentration of these function groups typically
increases during weathering because they are prod-
ucts of the photo-oxidation process and, to a lesser
extent, hydrolysis. Those coatings, whose concen-
tration of –OH- and –NH-containing groups in-
crease rapidly, typically weather poorly compared to
those coatings that undergo slow chemical composi-
tion change.12

Another chemical metric of a coating’s long-term
weathering performance is the effectiveness and
longevity of stabilizer additives in the coating. Many
coatings contain a number of additives to help im-
prove the coating’s long-term weatherability. These
additives include ultraviolet light absorbers (UVAs),
hindered amine light stabilizers (HALS), and an-
tioxidants. By measuring the concentration of these
additives, insight can be gained into the long-term
weathering performance. For example, if adequate
weathering performance of a coating system is de-
pendant on the presence of UVA in the topcoat, then
the rate at which the UVA is depleted will have a di-
rect impact on the long-term performance. Simple
UV spectroscopy experiments can be used to mea-
sure the concentration of UVA in a coating as a func-
tion of weathering time.13

Additional weathering-related information can be
obtained by determining not just the concentration
and longevity of stabilizer additives, but also the
physical distribution of those additives in a coating.
Both UVAs and HALS can only protect a coating if
they are present in the part of a coating that is being
exposed. These additives typically get depleted at
the surface of a coating, the very place they are
needed most. Microtomy techniques can be used to
measure the distribution of both UVAs and HALS in

a coating by successively slicing off thin layers of
the coating, which can then be chemically analyzed
for the presence of UVAs or HALS. The microtomed
slices can be placed in a UV spectrometer for UVA
analysis. By oxidizing the slices with peracid, the
concentration of HALS can also be determined
using electron spin resonance (ESR) spectroscopy.
The infrared spectra of those same slices can be used
to map the distribution of photo-oxidation (–OH-
and –NH-containing groups) in the polymer, thus,
providing a complete picture of degradation and ad-
ditive longevity as a function of depth in a complete
paint system.12

19.7.2 Mechanical Tests

In addition to the chemical means of anticipating
long-term weathering performance, some special-
ized mechanical tests can be used to predict certain
failure modes. For cracking failures, the use of frac-
ture mechanics has proven to be useful in determin-
ing the propensity of a material (coating or plastic)
to crack during weather exposure. This technique
quantifies the brittleness of a material, termed the
fracture energy, which can be measured as a function
of weathering time.14 If the loads a material is sub-
ject to during weathering are known, then a time to
failure can be estimated. This allows for the con-
struction of failure envelopes that incorporate such
parameters as coating thickness, process history,
time, stresses, and weather exposure.

19.8 FURTHER READING

Interested readers are encouraged to read the articles
cited in this chapter or a number of other quality
texts which provide additional details on a variety of
the topics mentioned in this chapter.11,15,5
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20.1 INTRODUCTION

Thermal spraying is an established industrial method
for the surfacing and resurfacing of engineered
components.1–3 Metals, alloys, metal oxides, metal/
ceramic blends, carbides, wires, rods and various
composite materials can be deposited on a variety of
substrate materials to form unique coating micro-
structures or near-net-shape components. Thermal
spray coatings provide a functional surface to protect
or modify the behavior of a substrate material and/or
component. A substantial number of the world’s in-
dustries utilize thermal spray for many critical appli-

cations.4 Key application functions include restora-
tion and repair; corrosion protection; various forms
of wear such as abrasion, erosion and scuff; heat in-
sulation or conduction; oxidation and hot corrosion;
electrical conductors or insulators; near-net-shape
manufacturing; seals, engineered emmisivity; abrad-
able coatings; decorative purposes; and more.

Thermal spray processes are easy to use, cost lit-
tle to operate, and have attributes that are beneficial
to applications in almost all industries. The benefits
are typically lower cost, improved engineering per-
formance and/or increased component life (Figure
20.1). 

FIGURE 20.1 The benefits of thermal spray coatings.
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(a)

(b)

FIGURE 20.2 (a) Heat/energy source requirements. (b) Principle of thermal spray coatings.

20.2 THERMAL SPRAY BASICS 
AND PROCESSES

Figures 20.2(a) and 20.2(b) show the requirements
for thermal spray—a heat/energy source and con-
sumable materials.2,5 Gases, along with air in some
cases, are needed to inject materials into the gun and
to generate the necessary heat for melting. The high
gas velocities associated with these processes cause
material to be propelled as fine molten droplets
which strike the part, solidify, and adhere. The
mechanism of bonding is mostly mechanical, but in
some cases is also metallurgical. The result is that
each layer bonds tenaciously to the previous layer,
forming a lamellar “pancake-like” splat structure.
The properties of this coating are directly dependent
on the combination of kinetic and thermal energy.
Figures 20.3(a) and 20.3(b) show the various types
of thermal spray processes in the marketplace today.

A summary of typical flame temperatures and parti-
cle velocities for the various processes are shown in
Figure 20.4.

Five basic thermal spray processes are available
commercially, and one new process is still in its in-
fancy. Flame spray powder/wire, detonation, and
High Velocity Oxygen Fuel (HVOF) are three of the
basic processes associated with combustion. Plasma
and wire arc are two other processes that utilize elec-
tric energy to help melt consumable materials. Of
these five processes, HVOF and detonation spraying
are two that result in high bond strength with ex-
tremely dense microstructures. Plasma coatings 
are also known to have high bond strength with
relatively dense oxide-free microstructures when
sprayed in either Low-Pressure Plasma Spray
(LPPS) or Vacuum Plasma Spray (VPS) Systems.

Cold Spray is a new process that relies more on
high velocity and kinetic energy and less on thermal
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FIGURE 20.3 (a) Types of thermal spray processes. (b) Thermal spray materials and processes.

(a)

(b)

energy. Particle temperatures are lower than HVOF,
but velocities are higher, enabling coating structures
that resemble bulk wrought materials.

20.2.1 High Velocity Oxy-Fuel Processes

The newer HVOF guns generate an internal combus-
tion jet with gas velocities that can exceed 2,100
m/sec (7,000 ft/sec), compared to older systems 
that approach 1,360 m/sec (4,500 ft/sec). The high
gas velocities cause particle velocities of around
400–800 m/sec (1,320–2600 ft/sec), which is signif-
icantly higher than low velocity combustion proc-
esses. Combustion fuels include propylene, propane,
natural gas, hydrogen, acetylene and kerosene.

The major advantage of this higher kinetic energy
process is that coatings with greater density are pos-
sible. Other benefits include increased thickness ca-

pability, smoother surface finishes, lower oxide lev-
els, and less effect on the environment (reduced de-
carbonization, oxidation and loss of key elements by
vaporization). HVOF processes are suitable not only
for applying Tungsten Carbide-Cobalt and Nickel
Chromium-Chromium Carbide, but also for deposit-
ing wear and corrosion alloys such as Inconel
(NiCrFe), Triballoy (CoMoCr) and Hastelloy
(NiCrMo) materials. HVOF MCrAlY (M = Ni,Co or
Fe) coatings are also replacing some LPPS coatings
for high temperature oxidation, hot corrosion and
thermal barrier bond coat applications for repair and
restoration of existing components.

HVOF systems operate by injecting powder into
a stream of burning gases. The material melts or
softens and is propelled against the substrate. A
characteristic of most HVOF guns is the multiple
shock diamond pattern that is visible in the flame.
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FIGURE 20.4 Thermal/kinetic energy comparison.

Upon exiting the nozzle, compressed flame gases
undergo free expansion, thereby generating a super-
sonic jet.

Many HVOF devices are available. Although sim-
ilar in design intent, gun design concepts are differ-
ent. The designs vary by the type of gases, nozzle
configuration, weight of the gun, particle injection
method, and efficiency and type of cooling.

One type of gun design is the Diamond Jet Hybrid
gun from Sulzer Metco, Inc. In this type of system,
the oxygen fuel mixture consists of propylene, hy-
drogen, natural gas or propane. Fuel gases are mixed
in a proprietary siphon system in the front portion of
the gun. The mixed gases are injected from the noz-
zle and are ignited external to the gun. Ignited gases
form a circular flame configuration, which sur-
rounds the axially injected powder. The combustion
gases, along with the heated powder, are accelerated
further through the converging-diverging nozzle to
hypersonic velocities.

20.2.2 Detonation Gun (D-Gun)

The D-Gun was developed in the 1960s at Union
Carbide (Praxair Surface Technologies). The gun
development was proprietary to Union Carbide, and
coated parts and services were provided to many
industrial segments and applications. One major
benefit of the detonation process was that carbides
could be applied to components with excellent bond
strengths, hardness and density.

The detonation process is based on repetitive ex-
plosions or detonations of oxygen-fuel gas mixtures,
rather than the continuous burning of a combustion
flame, as in the HVOF process. Oxygen and acety-
lene are loaded into a long, water-cooled barrel with
powder. The mixture is ignited and it explodes.

D-Gun coatings are applied in aerospace, indus-
trial gas turbine (IGT) and a variety of industrial ap-
plications. Although D-Gun coatings have higher
coating quality than slower velocity processes,
HVOF processes have replaced the D-Gun for less
stringent repair applications.6 In addition, the D-Gun
is proprietary, and as a result, end users and design-
ers need to send components out to have coatings ap-
plied. The result is longer production lead times
when compared to in-house production capability.

20.2.3 Low Velocity Combustion

Both wire and powder flame spraying are based on
the heat generated by the combustion of an oxygen
fuel flame (oxy-acetylene, oxy-hydrogen or oxy-
propane) to melt the spray materials. Combustion
flame temperatures are around 3,000 °C (5,430 °F),
but may vary somewhat depending on the specific
gas and fuel ratios.

Particle velocities are low, typically around 40–
100 m/sec, and vary with particle density, shape and
surface texture. The low particle velocity results in
coatings that generally have higher porosity levels
and greater levels of oxides within their microstruc-
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ture than other thermal spray processes. The slower
particle velocity results in greater oxidation and de-
composition of critical elements. In spite of these
limitations, low velocity combustion processes have
been successful in many applications.

An application in which combustion coatings are
used is in clearance control coatings. In the case of
abradable seal systems, the porosity helps to weaken
the cohesive strength of the coating and allows for
micro-rupture. Some customers recognize that low
velocity combustion might not be the optimum
choice of processes for an application, but may se-
lect combustion spray anyway because of the lower
cost. Nickel-Graphite and Nickel Chromium Alu-
minum Bentonite coatings have been used for years
in the aerospace industry. Today, more applications
in the IGT sector are going to clearance control
systems.

The combustion process involves either wire or
powder. In the wire process, a flame gun pulls the
wire into the combustion flame by means of an elec-
tric motor or a sel-contained, variable-speed, air-
driven turbine. A high-pressure air stream constricts
the combustion flame and atomizes the molten tip of
the wire, forming a metal spray stream.

The powder process is based on the same princi-
ples as the wire process, except that powder is the
feedstock. In a powder flame spray gun, powder
feedstock is fed into the combustion flame by a suc-
tion/gravity mechanism or a positive-pressure feed-
ing system operated by a carrier gas. The combus-
tion flame melts and propels the powder onto the
substrate. One advantage of powder over wire is the
wider range of materials in the market.

A typical gun used today in the thermal spray in-
dustry is the Metco 6P-II. The main function of this
gun for turbine applications is abradable seal sys-
tems. Typical production times to spray seal seg-
ments may be over four hours and have 2–3 mm
(0.08–0.12 in.) of coating. Typical spray rates are 4.5
kg/min (6–10 lb/h).

20.2.4 Twin Wire Arc Process

In the electric arc process, two electrically conduc-
tive wires are continuously brought into contact with
each other at a predetermined angle. An arc is struck
between the two wires when a voltage is applied.
Temperatures approach 4,000 °C (7,230 °F) and par-
ticle velocities approach 50–150 m/s (140–540 ft/
sec). The arc melts the tips of the wires and the
molten metal is atomized by a continuous flow of air
or a non-oxidizing gas (nitrogen, helium or argon).

Controlled feed rates of the wire ensure uniform
melting.

Benefits of the arc process are that it is easy to use,
simple to learn, portable and easy to maintain. The
arc process also yields higher deposition rates and, in
general, has higher bond strengths than low velocity
combustion coatings. It also provides thicker coat-
ings and lower operational costs than plasma. Other
benefits are its ability to spray materials at high spray
rates, relatively cool substrates and lower consum-
able costs than other processes.

One key application is in the aerospace industry.7
Here, Nickel Aluminum, Nickel-Chromium Alu-
minum, Inconel and Hastelloy wires are being used
for dimensional restoration and repair of many dif-
ferent types of jet engine components. The Sulzer
Metco SmartArc is just one example of electric arc
equipment that is used for part restoration.

20.2.5 Plasma Deposition

In the plasma process, an electric arc is generated
between a water-cooled tungsten electrode and an
annular water-cooled copper anode. Plasma guns
run on direct current; when an arc is struck between
the electrode and the nozzle to complete the circuit,
gases are typically dissociated and ionized, forming
the plasma. A primary gas such as nitrogen or argon,
in combination with a secondary gas such as hydro-
gen or helium, is heated and ionized to create the
plasma “flame.” The energy is released when elec-
trons drop to lower energy states and ions recom-
bine. Although either nitrogen or argon can serve as
the primary plasma gas, each has its own unique
characteristics that may play a role in the success of
the application.

Typical plasma gas temperatures range from 500–
25,000 °C, depending on the gas mixtures, with par-
ticle velocities of 80–300 m/sec. Other key process
variables that affect melting include nozzle diame-
ter, powder port size and injection angle, gas veloc-
ity, feed rate and kW power settings (amperage and
voltage). A secondary gas may be added to raise heat
content and/or maintain constant voltage.

A benefit of the plasma process is its versatility in
changing flame temperatures and particle velocities.
This versatility enables a wider selection of material
chemistries and particle size distributions. Further-
more, the high temperatures associated with plasma
allow for the deposition of high melting point ce-
ramics such as Yttria-stabilized Zirconia. These ma-
terial systems are important in industrial gas turbine
(IGT) components such as combustors and liners.8
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Plasma guns seen in the thermal spray industry
for spraying complex components include low and
high power guns that can spray not only external sur-
faces, but internal surfaces as well. The correct
equipment, along with proper robotic programming,
is critical to the application success of thermal spray
coatings.

20.2.6 Low Pressure Plasma 
Spraying (LPPs)

For more advanced applications in which plasma
coating density needs to approach that of wrought
alloys, LPPS and Vacuum Plasma Spray (VPS) sys-
tems are good choices. These systems represent a
high capital expenditure, but the technical benefits,
performance and cost per part for OEM components
are excellent. 

LPPS and VPS coatings typically have high bond
strengths with very low levels of porosity and ox-
ides. High quality coatings are achieved by placing a
plasma gun in a reduced pressure between 50–200
mbar. Major applications for LPPS spraying are
MCrAlY bond coats for thermal barriers, MCrAlY
coatings for blades/vanes and buckets for oxidation
and hot corrosion, and repair of superalloy compo-
nents.

Typically, systems are highly integrated, fully au-
tomated and include preheating and cleaning of the
component surface prior to coating deposition. When
carried out in a vacuum, the parts can be processed in
a stress-free condition without oxidation.

20.3 MATERIALS CONSUMABLES

The properties of a thermal spray coating are based
on its microstructure characteristics, and these de-
pend on both the material and the deposition
method.9 Materials with identical chemistries may
yield coatings with completely different properties.
One of the main reasons for the number of different
products with “similar chemistry” is the different de-
sign requirements imposed by the original equip-
ment manufacturer (OEM).

Material properties can be affected by the manu-
facturing process, particle size, purity, crystallo-
graphic structure and particle shape. These differ-
ences can also influence application performance and
final product price. For example, powders designed
with narrow or very fine particle distributions are
generally more expensive because manufacturing
yields are typically lower. The user must determine

the characteristics most important for a particular ap-
plication, and balance the commercial aspects of de-
positing a coating relative to its technical benefits.
The result is that major manufacturers carry a wide
selection of thermal spray materials in inventory.

Types of thermal spray materials include those for
clearance control, thermal barrier coatings, wear re-
sistance, and salvage and repair. Materials may be
classified according to several characteristics, as de-
scribed below.

20.3.1 Abradables

Abradables provide clearance control in high-speed
applications in which near-zero clearance between
moving parts is required. Types of abradables in-
clude Aluminum Silicon-Polyester, Aluminum Sili-
con-Graphite, Nickel Graphite, Nickel Chromium
Aluminum-Bentonite, Aluminum Bronze-Polyester,
and MCrAlY-BN-Polyester.

20.3.2 Pure Metals, Alloys and Cermets

Pure metals, alloys, and cermets provide surface en-
hancement, corrosion, oxidation, abrasion resis-
tance, electrical resistance and shielding. Types of
materials include, but are not limited to, Copper,
stainless steel, Molybdenum, Nickel-Aluminum, In-
conel, MCrAlY, and blends of metal oxides such as
Alumina and Nickel Chromium.

20.3.3 Carbides

Carbides improve surface hardness and add wear
resistance. They include Tungsten Carbide-Cobalt,
Tungsten Carbide-Cobalt Chromium, Nickel
Chromium-Chromium Carbide, and blends of car-
bides and self-fluxing alloys.

20.3.4 Ceramics

Ceramics produce surfaces that either resist oxida-
tion, abrasion, sliding wear, high-temperature corro-
sion, or that provide thermal insulation or electrical
insulation. These include Aluminum Oxide, Chro-
mium Oxide, Titania, Alumina-Titania, and Zirco-
nium Oxide stabilized with either Calcia, Magnesia,
Yttria or Ceria.

20.3.5 Self-Fluxing Alloys and Blends

Self-fluxing alloys and blends typically produce
dense coatings that metallurgically bond with the
substrate. They form non-porous protective finishes
resistant to abrasion, cavitation, fretting particle ero-
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sion and corrosion. Nickel Cobalt Chromium-
Boron-Silicon-Carbon alloys and Carbide blends are
examples of these types of material systems. Ele-
ments such as Silicon help to lower the melting
point, while elements such as Carbon and Boron
also act to change hardness.

20.3.6 Polymers

Polymers are specified by their chemistry, morphol-
ogy, molecular weight, melt-flow index, particle
size, and heating/cooling (melting) characteristics.10

Thermoplastics amenable to thermal spraying are
polyethylene (PE), PE copolymers, polyesters,
nylon, fluoropolymers, polymethyl methacrylate
(PMMA), polyester etherketone (PEEK), and poly-
phenylene sulfide (PPS). Suitable application areas
include low-friction applications, chemical resis-
tance and sealing.

20.3.7 Thermal Spray Wires 
(arc and combustion)

Thermal spray wires (arc and combustion) are de-
signed for general purpose dimensional restoration,
cosmetic resurfacing, and anti-corrosion barriers.
Types of materials include Zinc, Aluminum and
Nickel-Aluminum.

20.4 MANUFACTURING PROCESSES

There are many methods for manufacturing thermal
spray materials. Some of these methods combine two
or more methods. The key is to develop a manufac-
turing method that allows materials to be deposited
economically with performance consistency and re-
liability. Key methods include spray drying, clad-
ding, sintering, fused and crushed, attrition milling,
chemical methods, gas and water atomization, blends
and plasma densification. A quick overview of some
key manufacturing processes are listed below.

20.4.1 Spray Drying

A Sol, or slurry of one or several fine materials of
similar size (1–10 µm) is atomized through a fine
nozzle and sprayed into a heated (400 °C / 750 °F)
chamber. The dried particles are spherical and
porous, sized in the 5–250 µm range. Fine powders
(1–10 µm) can be agglomerated by using a binder
and spray drying. This creates a relatively inexpen-
sive, free flowing, spherical composite particle. The
spray dried powders are then classified by screening

and/or cyclonic separation. Figure 20.5 is a cross-
section and SEM photomicrograph of a typical spray
dried ceramic. 

20.4.2 Plasma Densification

This is a process whereby an agglomerated powder
is injected into high energy plasma and melted. The
molten droplets are sprayed into a water-cooled
chamber and collected for classification. Plasma
densification alloys the agglomerated particles into a
dense, homogenous powder. These densified pow-
ders produce premium coatings needed in the tur-
bine industry. Hollow Oven Spherical Powder
(HOSP) combines the flow ability benefits of spher-
ical spray dried materials with the alloying advan-
tage of fused materials.

20.4.3 Chemical and Mechanical Cladding

Mechanical clad processes use an organic binder to
“glue” small particles to a larger core particle. A
slurry of binder, core material, cladding component
and water are mixed in a heated chamber. Chemical
cladding is the reductions of salts or some other pro-
prietary chemical reaction process to form a contin-
uous layer of approximately 2–5 microns thickness
on to a metallic or non-metallic core.

20.4.4 Sintering

A process where heat and pressure cause the parti-
cles to fuse to each other (typically WC-Co and
metal oxides). The density and flow properties of the
material will vary due to the time-temperature rela-
tionship during material processing.

20.4.5 Blending

Mechanical blending is a simple, low cost method
used to produce multi-component powders.

20.4.6 Gas/Water Atomization

This method is used to produce various metallic
thermal spray powders. Metals are combined and
melted (e.g., in an induction furnace), fed through a
nozzle into the atomization tank forming fine
droplets, cooled by high pressure fluids (gasses or
water) and collected in a water-cooled chamber.
Gas-atomized materials are typically cleaner, spher-
ical, and contain less oxygen. Water-atomized prod-
ucts are less expensive to manufacture and in some
cases are more irregular in shape. There are typically
more impurities with water-atomized products.
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FIGURE 20.5 SEM and cross-sectional photomicrograph of YSZ powder.

20.4.7 Fused and Crushed

Ceramic materials are typically fused using an in-
duction arc furnace. Crushing is possible and used
primarily for ceramics and brittle metals. Large cast
blocks or rods of raw material are crushed by me-
chanical force producing angular, irregular shaped
particles. Crushed particles (10–44 (m) may be
screened for use or milled to smaller sizes (<0.1 (m).
Milling may be by either rod, ball or fluidized bed
methods. When using rod or ball milling, care must
be taken so that the grinding media does not con-
taminate the finished product. Examples include alu-
mina and spinels.

20.4.8 Attrition Milling

This is similar to cladding, except that there is no or-
ganic binder. Mechanical energy causes fine raw
materials to adhere to a larger core material. Typi-
cally, “balls” are used to cause the mechanical weld-
ing of the two materials.

20.5 THE FUNCTION OF A COATING 
AND ITS APPLICATIONS

Applications for thermal spray processes and mate-
rials have a broad range across all industrial sec-
tors.11–15 Thermal spray processes are easy to use,
cost little to operate, and have coating attributes that

are beneficial to applications in various industries.
Applications include coatings for wear prevention,
dimensional restoration, thermal insulation and con-
trol, corrosion resistance, oxidation resistance, lu-
brication films, abrasive actions, seals, biomedical
environments, electromagnetic properties, etc., and
the manufacturing of free-standing components,
spray-formed parts and nanostructured materials.
The following sections will discuss turbine and in-
dustrial applications.

20.5.1 Turbine Applications

Good examples of why coatings are used can be seen
in the aerospace and IGT markets. In these markets,
heat insulation, hot corrosion/oxidation resistance
and abradability are important. Today, engines re-
quire closer internal tolerances, higher rotational
speeds and higher turbine inlet temperatures in order
to improve engine efficiencies. In the past, overall
IGT engine efficiency for simple cycle engines was
approximately 35%. However, newer designs and
the development of combined cycle engine concepts
have increased efficiencies to 45–50%, with the fu-
ture goal of approaching 60%. The ever- increasing
requirements for more efficient turbines and reduced
NOx emissions have led to new materials, fabrica-
tion and process technologies, and surface modifica-
tion techniques. However, advances in material and
process technology such as directionally solidified



88

THERMAL SPRAY COATINGS 413

(DS) and single crystal (SC) alloys are currently
operating near the strength limits, and material de-
velopment is presently at a point of minimal return
relative to the cost of research. Turbine entry tem-
peratures and the temperature capabilities of high-
temperature alloys have increased by about 745 °K
and 440 °K, respectively, over the last four decades.
Today, turbine blades and vanes are subjected to op-
erating temperatures of 1,643 °K, which is why in-
ternal cooling schemes, new process technologies
and coatings are important.

In the past, diffusion and overlay coatings were
the two main types of coating systems used on IGT

components. These types of coatings were needed to
enhance the life and performance of these engine
components. Key coatings technology used over the
years include slurry, pack cementation, galvanic,
EB-PVD and thermal spray (air plasma, LPPS and
HVOF). Figure 20.6 is a quick overview of various
surface modification processes. The interaction of
coating, substrate and environment is seen in Figure
20.7. 

The objective of a coating is to protect the base
material from oxidation, hot corrosion and wear. In
addition, the application of heat-insulated resistant
ceramics, typically called thermal barrier coatings

FIGURE 20.6 Classification of various surface treatments.

FIGURE 20.7 Interactions between the coating, substrate and environment.
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(TBCs), on top of an oxidation resistant bond coat
results in less heat effect on the base material. The
benefits are improved mechanical properties and
added life expectancy. The bond coat is typically an
McrAlY, where the M is a metal of either Nickel,
Cobalt or a combination of both. Small changes in
base metal temperature (100–300 °C) at these high
temperatures and pressures can have a dramatic im-
pact on a material’s creep and high and low cycle fa-
tigue resistance. Today, coatings are used in many
hot section areas such as combustors, compressors
and turbine sections of IGT engines. Types of com-
ponents that use coatings are transition liners, com-
bustor cans or heat shields, and various stationary
and rotating blades. Future technology will incorpo-
rate the use of clearance control coatings to shroud
segments. Carbide coatings are also being used as
mating surfaces because of their excellent wear and
fretting resistance.

The selection of coatings is based on several fac-
tors, these being service conditions that the coating
needs to withstand, cost, and ease of application.
Traditionally, coatings that are specified for a partic-
ular application are based on years of laboratory and
field testing. Historically, the basic understanding of
coatings comes from years of research and develop-
ment in the aerospace industry. The aerospace in-
dustry has optimized many different types of coat-
ings for various wear-fatigue of mid-span dampers
on blades, oxidation of turbine blades, thermal bar-
riers for combustion cans, abradables for shroud
segments, fretting materials for blade roots, and sal-
vage and repair of bearings and shafts. Today, many
of the same types of coating systems are used to im-
prove the performance of IGT components even
though some of the design conditions are different.
Key differences are the size of the components, en-
gine cycle time, chemistry of the fuel gas, material
substrate chemistry, and weight limitations of the
coating.

Key applications for thermal spray coatings in the
aerospace and IGT segments can be seen below.

20.5.1.1 Clearance Control Coatings

Thermal sprayed abradable seal coatings are used to
control gas path clearance in gas turbine engines.
The major benefits of clearance control coatings are
increased engine efficiency and reduced fuel con-
sumption. Although there are many types of coatings
and methods to manufacture them, the operation of
refurbishment of the seals must be simple, reliable
and efficient. Thermal spray coatings meet these re-

quirements and are becoming the most popular
choice for sealing. Thermal spray coatings are easily
applied and can be removed by stripping, with com-
parable ease.

Abradable coatings must be readily abradable
(machinable) and yet resist impact erosion by in-
gested abrasive particles moving at high velocities.
Other design criteria are thermal, chemical and mi-
crostructure stability. Coatings need to be compati-
ble with various blading materials (Titanium, Steel,
Inconel and CBN or SiC blade tips) at various incur-
sion and rotational speeds. The majority of coatings
today are used up to around 750 °C and generally
use low velocity combustion or plasma as the ther-
mal spray process of choice. However, as shown in
Figure 20.8, thermal spray coatings are starting to
see higher temperatures. Porous MCrAlYs, abrad-
ables and intermetallics are being used in the high
temperature section of compressors, and ceramics
are being designed in the turbine section, along with
new blade tipping technology. 

20.5.1.2 Heat Insulation

Thermal Barrier Coatings (TBCs) are being used to
insulate gas turbine components that are subjected to
excessive temperatures. Since low thermal conduc-
tivity allows these coatings to act as thermal barriers,
the metal surface temperatures are decreased. Lower
metal temperatures are given greater component
durability by reducing creep stress and fatigue,
while also reducing oxidation and corrosion rates.
Large temperature drops allow engine manufactures
to reduce cost by permitting the use of less exotic
materials in the design of engine components, and/or
to increase the fuel efficiency of the engine by oper-
ating at higher temperatures with reduced cooling
flows.

Today, repeatable coating microstructures are
being obtained with new powder development con-
cepts, gun designs, controllers and work handling
systems. The overall benefit is a wide range of
unique TBC microstructures, and properties that are
then tailored to meet the needs of specific applica-
tions in the aerospace and IGT markets.

Thermal barrier coatings consist of an oxidation
resistant bond coat and a thermal insulating ceramic
top coat; both applied using the plasma spray
process. State of the art TBC systems consist of a
dense, oxide-free MCrAlY bond coat (M consisting
of Nickel and/or Cobalt) and a porous, finely micro-
cracked 7–8wt% Yttria-stabilized Zirconia coating.
Previous systems incorporated with NiAl or Nickel
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FIGURE 20.8 Concept of an abradable family.

Chromium bond coats along with 24% Magnesia 
or 5wt% Calcia stabilized Zircona. Materials that 
fill these bond coat requirements are generally
NiCrAlY or CoNiCrAlY materials. Oxides such as
Calcia, Magnesia and Yttria act to stabilize the crys-
tallographic structure. This prevents large volume
changes during heating and cooling of the coated
component. The result is improved service life com-
pared to Zirconia coatings that are not stabilized.

20.5.1.3 Oxidation Resistance

Oxidation is defined as a corrosion reaction in which
the corroded metal forms an oxide. Usually, this re-
action is with a gas containing oxygen, such as air.
Metal systems need to form dense, well-adherent
oxide films. The oxidation of steel does not form
well-adherent oxide scales. This is why elements
such as Chromium and Aluminum have been added
to steel. Chromium forms chromium oxide scales,
which are protective and make steel stainless in na-
ture. For higher temperature applications, Nickel-
and Cobalt-based alloys have been utilized in the de-
sign of aerospace and industrial gas turbine compo-
nents because of their mechanical and corrosion
properties. However, increased concentrations of
critical elements such as Aluminum, which form
stable oxide scales of aluminum oxides, typically re-
duce the mechanical performance of the superalloys.
It is for this reason that coatings are applied to criti-
cal airfoils and are used as bond coats for TBCs.
Coatings can improve the corrosion/oxidation prop-
erties of these superalloys without undermining the

strength of the base material. Typical material sys-
tems are NiAl, NiCr, NiCrAl and MCrAlYs.

20.5.1.4 Hot Corrosion Resistance

Hot corrosion results from accelerated metal surface
corrosion. This occurs from the combined effects of
oxidation and reactions with contaminants, to form a
molten salt on the metal that fluxes. This destroys or
disrupts the normal protective oxide. Key contami-
nates are Sulfur, Sodium and Vanadium. Mecha-
nisms of hot corrosion vary depending on tempera-
ture and environment, but coatings have been shown
to improve the overall life of the component. Indus-
trial gas turbines components have applied MCrAlYs
with high concentrations of Chromium and Platinum
Aluminide diffusion coatings to combat hot corro-
sion problems.

20.5.2 Coated Turbine Components 

Examples of the types of IGT components and their
function that are exposed to hot gases are as follows:

• Combustors: Compressed air mixes with the fuel
gas and is ignited. Combustion continues until the
flow of fuel is shut off. Due to the high tempera-
tures (up to approximately1,500 °C), combustion
cans are typically thermally sprayed with plasma
sprayed MCrAlYs and thermal barrier ceramics
such as Yttria-stabilized Zirconia (Figure 20.9).

• Transition Ducts: The component ducts the hot
gases from the combustor to the first row of sta-
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FIGURE 20.9 Combustion liner sprayed with thick
YSZ plasma coating.

tionary airfoils. Specially designed internal diam-
eter plasma guns and robotic programs are used to
achieve uniform coating thickness. Parts are nor-
mally sprayed with air-sprayed MCrAlYs and
YSZ top coats. Every OEM has their own coating
specification standards on microstructure.

• Stationary Airfoils: Hot gases are taken from the
combustor and turned so they reach the rotating
blades at the optimum angle. The key properties
are oxidation and hot corrosion. OEMs use LPPS,
MCrAlYs, and plasma-applied YSZ ceramics.
Repair applications use HVOF as alternatives to
LPPS.

• Rotating Airfoils: These airfoils convert kinetic
energy of the hot gases exiting the nozzle to shaft
horsepower, which drives the compressor. Creep
can be a problem on these blades. EB-PVD and
LPPS are key processes for applying MCrAlYs.

• Shroud Casings: Tighter clearances in the com-
pressor and turbine between the rotating blades
and the shroud segments will result in improved
engine performance. Types of material systems
will be applied either using plasma or low veloc-
ity combustion. Porosity and/or dislocators are
critical to the performance of abradables. Turbine
section coatings may see plasma-applied porous
ceramics with specially designed blade systems,
or in some cases “rub tolerant” MCrAlYs. 

20.6 GENERAL APPLICATIONS

Other applications outside of the aerospace and in-
dustrial gas turbine segments can be seen in all
stages of daily living. General applications for ther-
mal spray coatings are corrosion, wear, and salvage
and repair of worn or mismachined parts.

Today, significant financial losses may be in-
curred due to accelerated wear of reciprocating and
rotating machinery, pump components, agricultural
blades, mining equipment, valves in petrochemical
environments, and cylinder liners and piston rings
for automotive and heavy duty diesel applications.
In order to minimize the effects of mechanical wear
and extend product life, thermal spray coating solu-
tions have been implemented in production and will
be developed in the future for more demanding wear
applications.

From Zinc and Aluminum that are used on bridges
and water towers instead of paints, to metal oxide ce-
ramics that are used in bath tubs and racing car en-
gines, thermal spraying is truly a worldwide process.
In fact, carbides are being used today on expensive
golf clubs, and Titanium is being sprayed for bio-
medical applications. Automobiles are using thermal
spray for piston ring and cylinder bore coatings.
Other applications are seen in glass moulding, hard
chrome plating, oil and gas, printing, and many other
industries.

Key industrial and automotive applications in-
clude but are not limited to:

20.6.1 Corrosion Control

Thermal spray coatings are widely used in prevent-
ing corrosion of many materials with, very often,
additional benefits of properties such as wear resis-
tance. Thermal spray coatings for corrosion protec-
tion fall into three main groups: anodic coatings, ca-
thodic coatings, and neutral coatings.

20.6.1.1 Anodic Coatings

Anodic coatings for the protection of iron and steel
substrates are almost entirely limited to Zinc and
Aluminum coatings or their alloys. Where coatings
anodic to the substrate are applied, the corrosion pro-
tection is referred to as cathodic protection or sacri-
ficial protection. The substrate is made to be the cath-
ode and the coating is the sacrificial corroding anode.
The metallizing process is an excellent means of pro-
tecting iron and steel from corrosion to almost any
desired degree, from long-life coatings to inexpen-
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sive coatings which are competitive with organic
coatings such as paint. Heavy coatings of Zinc or
Aluminum can be applied to meet the most severe
corrosion conditions and give 15–50 years of life
without any further maintenance. Aluminum has
been found to be the most effective metal for protec-
tion of steel in offshore structures.

20.6.1.2 Cathodic Coatings

Cathodic coatings consist of a metal coating that is
cathodic with respect to the substrate. A stainless
steel or Nickel alloy coating would be cathodic to a
steel base. Cathodic coatings can provide excellent
corrosion protection. There is a very wide choice,
particularly for steel base materials, ranging from
stainless steel to more exotic materials like Tantalum
to cater to the more extreme corrosive environments.
However, a limitation of such coatings is that they
must provide a complete barrier to the substrate
from the environment. If the substrate is exposed to
the corrosive environment, it will become the anode,
and corrosion will be dramatically accelerated, re-
sulting in spalling of the coating. Generally, sealing
of these coatings is always recommended. Processes
which provide the densest coatings are preferred
(HVOF, plasma, and fused). Thick coatings will pro-
vide better protection than thin coatings.

20.6.1.3 Neutral Materials

Neutral coatings, such as Alumina or Chromium
oxide ceramics, provide excellent corrosion resis-
tance to most corrosive environments by exclusion of
the environment from the substrate. Generally, a neu-
tral material will not accelerate the corrosion of the
substrate even if the coating is somewhat permeable,
but any corrosion of the substrate interface with the
coating should be avoided to prevent coating separa-
tion. Again, sealing of the coatings is recommended.
The densest and thickest plasma-sprayed coatings
are recommended. When stainless steel-type sub-
strate materials are used where the exclusion of oxy-
gen can cause crevice corrosion, Nickel Chromium
bond coats are required.

20.6.2 Salvage and Repair

Thermal spray coatings are used to restore the di-
mensions of components that have been worn or cor-
roded. Although the thermal spray coating does not
add any strength to the component, it is a quick and
economical way to restore the dimensions of parts.
Subsequent grinding operations are often needed to

smooth the coatings surface and to bring the final di-
mensions to their appropriate tolerances. Thermal
spray coatings for dimensional restorations are
being used in every manufacturing industry.

Nickel 5wt% Aluminum powder is an example of
a salvage and repair material. These powders are
manufactured by a variety of different processes,
and they may be mechanically clad, chemically clad,
or gas- or water-atomized. The choice of process is
based on the application. Key decisions to be made
for salvage and repair materials are coating thick-
ness, color match, surface profile after finishing,
ease of finishing, bond strength, and application cost
(deposition rate). Similar chemistries do not always
guarantee equivalent performance. Nickel 5wt%
Aluminum coatings with higher oxide levels are
harder and more difficult to machine than coatings
with lower oxide levels. Coatings with poor cohe-
sive strength and unmelted particles will result in
particle pull-out during finishing and result in a
porous surface finish. Finally, a coating with unre-
acted aluminum within its microstructure may be a
problem for parts exposed to caustic environments.

20.6.3 Wear Coatings

Wear is defined as the unwanted removal of material
from a surface as a result of mechanical action. Mas-
tering the wear process means controlling a complex
set of system and process variables. This starts with
a clear understanding of the component, its material
history (alloy, chemistry, processing history, surface
hardness, and grain size), the type of wear the com-
ponent will see, and the type of environment (tem-
perature and gas). Types of wear discussed below in-
clude sliding, abrasion, erosion, and fretting. For
each type of wear, there is a specific characteristic
for each mechanism. In more cases than not, wear
has more than one mechanism associated with it. It
is for these reasons field testing and product valida-
tion is critical before new components are put into
service. Figure 20.10 shows the various mechanisms
of wear. 

20.6.3.1 Erosive Wear 

Erosion occurs when solid particles impinge or im-
pact on a surface resulting in eventual material re-
moval. For solid impingement erosion at a shallow
angle of attack, where the wear is similar to that of
abrasion, high hardness coatings are required. For
solid impingement angles near 90 degrees, coating
toughness becomes more important. For cavitation
and liquid impingement, generally, a coating with
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FIGURE 20.10 Various mechanisms of wear.

good surface fatigue resistance is needed. The mech-
anism of wear when engineering components see
erosion is based on the angle of impact, the size of
the particles, and the physical characteristics of 
the debris. The temperature and the environment 
can also play a role in wear. An example where 
solid particle erosion is important is on steam tur-
bine blades. Typically, 400-series stainless steel
blades are exposed to high temperatures of up to 

540 °C (1,000 °F) and see fine particles of iron
chromite. Historically, the cost to replace these
blades have been significant, and researchers have
therefore looked to coat these blades with propri-
etary material systems and processes. Overlay coat-
ings of Nickel-Chromium/Chromium Carbide and
FeCrAlY-Chrome Carbide are being used either by
high-energy plasma, D-Gun or HVOF technology to
solve these application problems, in addition to new
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proprietary coating systems for repairing steam tur-
bine blades.

Another area where high temperature erosion is a
problem is in boiler tube applications in the paper
and pulp industry. In these applications, boiler tubes
are subjected to high temperature corrosion (sulfida-
tion) and erosion. Typically in these black liquor re-
covery boilers, the combination of char (solid parti-
cles rich in sulfur) and the hot gas environment
results in metal wastage of the tubes. In order to min-
imize this problem, Nickel-based alloys high in
Chromium have been developed. Other material
systems have investigated the benefits of Nickel
Chrome/Chrome Carbide/self-fluxing alloy blends
with HVOF technology.

Thermal spray coatings of Tungsten Carbide and
Cobalt Chromium tungsten alloys have been used on
slurry pumps, exhaust fans, and dust collectors to re-
duce erosion.

20.6.3.2 Fretting Wear

An excellent example of fretting wear is the vibra-
tion of fans and compressor blades in aerospace jet
engine applications. This can be controlled by the
use of mid-span dampers. A mid-span damper pro-
vides a contact point between blades to constrain
motion, which would result in damaging blade vi-
bration. In order to reduce wear, Tungsten-Carbide
Cobalt coatings are applied. Failure of the coating
typically occurs due to cracking and spallation from
cyclic fatigue and impact. Based on this information,
the material selection, spray and application process
is critical to the success of the application. Today,
HVOF Tungsten Carbide coatings are successfully
being applied to replace D-Gun and high energy
plasma systems. Controlling the compressive and
residual stress within the coating system has been
found to improve the cracking resistance.

Other examples where thermal sprayed coatings
are used include dead centers, cam followers, and
land-based turbine wear rings to prevent surface fa-
tigue wear. Tungsten Carbide, Copper-Nickel-
Indium, and Chrome Carbide coatings have been
used for these applications

20.6.3.3 Adhesive / Sliding Wear

Sliding wear is defined according to the ASM/TSS
Thermal Spray Terminology and Company Origins
document as “[T]he motion of two (2) moving bod-
ies in which these surface velocities, at the point of
contact, are different with regard to magnitude
and/or direction.” Key components of sliding wear

are mechanical loading, types of loads, chemical
media, temperature, and type and amount of lubri-
cant. Materials need to be tribologically compatible
to each other. Examples of sliding wear are in recip-
rocating and rotating machinery. More specifically,
sliding wear is common in automotive and heavy
duty piston ring applications, synchronizer rings and
transmission systems, automotive and large cylinder
bores for gas transmission applications, hydraulic
rods for earth-moving equipment, and landing gears
for mainframe aerospace applications that replace
hard chrome plating.

Historically, materials such as flame-sprayed
Molybdenum and plasma-applied Molybdenum/
self-fluxing alloys have been used in piston ring ap-
plications. Iron-Moly composite blends are being
used in large cylinder applications. Other types of
coating materials being investigated are carbide-
containing coatings that are modified for sliding
wear.

Today, a number of applications are replacing
hard chrome plating with alternative materials and
processes. HVOF technology is an excellent alterna-
tive due to environmental restrictions on chrome
plating, ease of operation, quick turn around, wide
material selection, and low cost. The U.S. Navy has
approved HVOF coatings to replace hard chrome for
hydraulic rods. Today, naval shipyards are spraying
a tungsten carbide/cobalt-superalloy material in
order to extend the life of these rods. Airframe man-
ufacturers have also approved materials such as
Cobalt Chromium-Tungsten Carbide for landing
gear applications as shown in Figure 20.11. This
HVOF material has been developed for the HVOF
process, designed with the correct combination of
wear, corrosion and fatigue resistance. 

Thermal spray coatings for soft bearing surfaces
allow the embedding of abrasive particles and per-
mit deformation to accommodate some misalign-
ment of the bearing surfaces. These surfaces require
adequate lubrication and should be low in cost, as
they wear in preference to the harder mating surface.
Some of these coatings are quite porous, with the ad-
vantage that they act as reservoirs for lubricants.
Thermal spray coatings for soft bearing surfaces
commonly used include Aluminum Bronze, Phos-
phor Bronze, white metal or Babbitt, and Aluminum
Bronze-polymer composites.

Thermal spray coatings for hard bearing surfaces
are hard and have high wear resistance. Hard bear-
ing materials are used where the embedding of abra-
sive particles and self-alignment are not required
and where lubrication may be marginal. The inher-
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FIGURE 20.11 Landing gear.

ent nature of thermal spray coatings seems to pro-
vide additional benefits over comparable wrought or
cast materials due to the porosity acting as a lubri-
cant reservoir, and the composite nature of included
oxides and amorphous phases increasing wear resis-
tance. Some coatings show relatively low macro-
hardness compared to wrought or cast materials, but
very often show improved wear resistance. Thermal
spray coatings used for hard bearing surfaces typi-
cally include cermet coatings like Tungsten Carbide-
Cobalt and Chromium Carbide-Nickel Chromium,
oxide ceramics like Chromium Oxide and Alumina,
Molybdenum, and various hard alloys of Iron,
Nickel, Chromium or Cobalt.

20.6.3.4 Abrasive Wear

Abrasive wear occurs with the removal of material
by particles moving across a surface. The particles
may be loose or part of another surface in contact
with the surface being worn. Examples of abrasive
wear applications are in the agriculture and glass in-
dustries. Cutting blades and glass mould plungers
have Cobalt-Tungsten Carbide/self-fluxing alloys
allied with either low- or high-velocity oxy-fuel gun
processes. Tungsten Carbide, Alumina-Titania and
steel coatings have been used for guide bars, pump
seals and concrete mixer screws to reduce or elimi-
nate abrasive wear. 

As discussed earlier, the benefit of fusing the
coating is to create a metallurgical bond between the
substrate and coating, which improves the impact re-
sistance. Important considerations for abrasive wear
are the coating’s matrix hardness and chemistry.
Chromium and Molybdenum are added to improve
Nickel, Cobalt or possibly Iron corrosion resistance.
Boron and Carbon are added to increase coating
hardness. Hardness and toughness typically run
counter to each other and, therefore, the alloy design
has to be optimized for the application.

The best coating system for abrasive wear is Tung-
sten Carbide-Cobalt. Typically, commercially avail-
able Tungsten Carbide-17wt% Cobalt is tougher than
12wt% Cobalt alloys. Key factors which affect the
abrasive wear properties of Carbide coatings are car-
bide size, shape, powder manufacturing process and
distribution. Volume percentage and type of carbide
are also critical.

Plasma, HVOF, and D-Gun processes are used 
for less severe impact applications. Tungsten
Carbide-Cobalt (Chromium) and Nickel Chromium-
Chromium Carbide are the main carbides of choice
in thermal spray industry. Tungsten Carbide-Cobalt
is used for low temperature wear applications
(400–500 °C), Cobalt-Chromium-Tungsten Carbide
coatings for corrosive low temperature wear, and
Nickel-Chromium-Chrome Carbides for high tem-
perature wear (1,000 °C). Typically, carbide coat-
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ings of Cobalt-Chrome have over four to six times
the abrasive wear resistance of hard chrome plating
and are approximately 30% better than Nickel
Chrome-Chromium Carbide. Another interesting
fact is that plasma-applied Chromium oxide typi-
cally has a coating harness around Rc 70, compared
to Tungsten-Carbide-Cobalt coatings with a coating
hardness around Rc 65–68. The abrasive wear of
Chromium oxide coatings, however, is only 30–40%
of Tungsten-Carbide Cobalt systems. The key point
here is that material hardness is not the only factor in
determining abrasive wear resistance between mate-
rial systems.

As previously discussed, the majority of applica-
tions are based not on one mechanism, but many. A
good example is a sucker rod coupling used in oil-
field pumping machinery. Another example is in a
pump volute used in the petroleum industry. A
sucker rod sees abrasive, sliding, and corrosive wear.
A volute pump sees abrasion, erosion, and corro-
sion. In the case of the sucker rod coupling, Nickel-
based self-fluxing alloys are applied using low ve-
locity combustion and then induction fused. Volute
pumps have seen HVOF-applied Tungsten-Carbide
12% cobalt applied in order to extend the service
life.

20.7 MISCELLANEOUS APPLICATIONS

20.7.1 Metal Workings

Tooling and die costs in metalworking operations
contribute significantly to total production costs.
Despite the high investment, wear leads to early fail-
ure of metalworking dies. Thermal spray deposition
of wear resistant materials onto the parts of a die
most prone to wear economically extends die life.
An example is thermal spray deposition and high
heat flux infrared post-treatment of Chrome Carbide
coatings. Other coating materials that extend die life
include: high temperature metallic materials that
have known wear resistance and good fatigue life;
oxidation resistant materials known for their ex-
treme levels of wear resistance; and oxidation resis-
tant materials that provide protection in thermal en-
vironments where wear and oxidation are limiting
factors.

20.7.2 Traction

Traction coatings are used on rolls in the printing
and papermaking industries to grab and feed paper.
Because the traction of the coating depends substan-

tially on the degree of its surface roughness, nearly
any material can be used to create a traction coating.
However, in most applications where a traction coat-
ing is required, there is also a great amount of wear
present and, therefore, the most common traction
coating materials are carbides, stainless steels, and
Nickel alloys.

20.7.3 Dielectric Coatings

The aerospace, automotive, and electronic packag-
ing industries are the largest users of ceramic dielec-
tric coatings. Dielectric coatings are either pure Alu-
minum oxide or a spinel. In either case, a very high
density coating can be created that is capable of
withstanding thousands of volts, depending on the
coating thickness.

20.7.4 Release Coatings

Thermal-sprayed release coatings use a matrix,
which is impregnated with a release agent of either
Teflon or Silicone. Release coatings are used to pro-
vide a component with anti-stick characteristics as
well as wear resistance. Components utilizing ther-
mal-sprayed release coatings are typically used in
the manufacturing of plastics, adhesives, rubber, and
food products.

20.8 COATING SELECTION

The first step in selecting a thermal spray coating for
a specific application is to define the coating func-
tion. For example, if a material is required for an au-
tomotive piston ring, then the key function that the
coating needs to accomplish is to either improve or
extend the life of a non-coated ring. Table 20.1 lists
some of the most common wear functions for ther-
mal spray coatings, the types of materials used, and
application examples. In order to pinpoint the best
material for a particular application, other factors
need to be considered. Material cost, deposition rate,
finishing requirements, coating thickness, part ge-
ometry, and equipment availability are all important
items to consider. 

20.9 SUMMARY

The design of the proper coating system is based on
cost and technical considerations. Technical consid-
erations are based on an understanding of the wear
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TABLE 20.1 Material Selection

Coating Function Application Materials

Abrasive Wear Cutting Blades
Glass Mould Plungers
Pump Volute

Tungsten Carbide-Cobalt
Nickel Chrome-Chrome Carbide
Cobalt-based Hardfacing Alloy
Nickel/Cobalt Self-Fluxing Alloy

Sliding Wear Piston Rings
Impeller Shafts
Cylinder Bores

Cast Iron-Molybdenum
Molybdenum-based Self-Fluxing Alumina-
Titania
Babbitt
Cobalt Chromium Molybdenum

Impact, Vibratory Fretting Wear Mid-span Dampers
Sucker Rods

Tungsten Carbide Cobalt

Erosion/Cavitation Wear Chrome Steam Turbine Blades (SPE)
Water Turbine Applications

Tungsten Carbide Cobalt
Nickel Chrome-Chrome Carbide

mechanism and environmental factors that the engi-
neered parts are exposed to. Cost considerations in-
clude the materials used, the gun or process em-
ployed, consumables such as gas and electricity,
labor costs, and the life of the component before it
needs to be repaired.

Thermal spray processes are easy to use, cost lit-
tle to operate, and have attributes that are beneficial
to applications in almost all industries. The benefits
are typically lower cost, improved engineering per-
formance, and/or increased component life.

Thermal spray processes offer cost-effective man-
ufacturing approaches which cut across all industrial
sectors, solving many industrial problems and pro-
viding numerous applications. Thermal spray solu-
tions are actively used in aerospace, agriculture, mar-
itime, metal working, papermaking and printing,
pumps/motors, electronics, computers, petrochemi-
cals, geothermal, nuclear power, utilities involving
power/water/sewage, golf, military, offshore oil plat-
forms and submersed pipe lines, refineries, railroad,
automotive, and diesel industries.
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21.1 INTRODUCTION

Cement concrete is a highly alkaline material that
can easily deteriorate in acidic environments. There-
fore, concrete structures in food factories, chemical
plants and wastewater facilities are usually protected
using various types of coating materials. In sewage
facilities, sewer pipes and wastewater treatment
plants are corroded by sulfuric acid from sulfuric-
acid-producing bacteria (Soebbing, 1996 and Sand,
1994). The sulfuric-acid-producing bacteria found
in sewer crowns thrive at low pH, which is inhibitory
to most competitors. Islander (1991) reported that
the concentration of sulfuric acid for the worst case
in sewer environments was pH of 0.5 (close to the
pH of a 3% sulfuric acid solution). Fattuhi and
Hughes (1988) immersed concrete specimens in a
channel containing an approximately 2% solution of
continuously flowing sulfuric acid. Their results
showed that after 48 days of exposure, the average
mass change was 34.6%. Ehrich et al. (1999) studied
biogenic and chemical sulfuric acid corrosion of
mortars. For ordinary Portland cement mortar, the
mass loss of the samples in the biogenic sulfuric acid
environment was about 20% after 100 days, and the
mass loss of the samples in the pH 2 chemical sulfu-
ric acid environment was more than 15% after 25 re-
newals (every one to three days to renew the solution
according to the pH of the solution).

A coating system that bonds to concrete and pro-
vides protection from microbial sulfuric acid attack

would have wide use in the wastewater industry
(Redner et al., 1994). Redner et al. (1994) evaluated
more than 20 different coating systems in an accel-
erated test program (in 10% sulfuric acid). Their test
results showed that there were no fail-safe coatings.
Even coatings that survived the accelerated test had
failed in the field (Redner et al., 1994). Liu and
Vipulanandan (1999) studied concrete specimens
coated with an epoxy coating and immersed in 3%
sulfuric acid. The results showed that for specimens
without holidays in the coating film, the mass gain
was only about 1% after three years, and the proba-
bility of failure increased with the increase in mass
for coated concrete in 3% sulfuric acid. Hence, pre-
dicting the mass change in test specimens of coated
concrete is very important in determining the service
life of coated concrete and evaluating the effective-
ness of coating materials.

When cement concrete was submerged in aggres-
sive solutions, the mass change of the concrete was
a key factor that indicated the degree of deterioration
of concrete. Many researchers have developed mod-
els to predict the solution uptake of concrete. For ex-
ample, Tang (1992) theoretically analyzed the fluid
flow through hardened cement paste and derived the
quantitative relationship between permeability and
pore size distribution. Hinsenveld (1995) used the
shrinking core model to predict the leaching process
in cement-stabilized waste in acid. The relation be-
tween the amount of leached substances and expo-
sure time was obtained. Mebarkia and Vipulanandan
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(1995) developed a cylindrical model to predict
mass increase of polymer concrete. Martys et al.
(1997) analyzed sorption properties of mortars and
concrete in water and suggested an empirical equa-
tion to predict water uptake in mortars and concrete.
Gospodinove (1999) developed a model to numeri-
cally describe the concentration distribution of sul-
fate ion in concrete. Mainguy (2000) analyzed
leaching of cement-based materials and modeled the
process with the mass balance equation of calcium.
In this study, the relationship between the effective
diffusion coefficient and calcium concentration in
solid/liquid phase was developed.

The penetrability of liquids through coating films
was an important factor in protecting substrates
from corrosion. Many studies on the transport of
liquids in organic coatings were focused on water
penetrating through free and applied coating films.
Corti et al. (1982) studied the effect of steel and
glass substrates on water absorption in epoxy-
polyamide coating, and concluded that the free films
showed a tendency toward greater water uptake.
Thomas (1991) used Fick’s first and second laws
under the steady state condition, and studied water
and gases penetrating through free coating films.
Nguyen (1995) studied water diffusion in both free
and applied (on metal and silicone) coating films
based on Fick’s second law under non-steady state
conditions.

For concrete coatings, because of the porous na-
ture of the substrate, the penetration of coatings into
the concrete is a very important factor, and the inter-
face properties may have affected the penetration of
liquids. Therefore, it was necessary to incorporate
the interface properties related to coating-concrete

in modeling the coated concrete behavior. In field
applications, a coating system cannot be applied
without holidays (pinholes) on concrete substrate
and, hence, performance of the coated concrete
should be evaluated with holidays. Liu and Vipu-
lanandan (2003) developed models to predict the
mass change of coated concrete. The pinhole effect
has been considered in the models. This chapter
presents a combination of test methods and models
to predict mass change and pinhole effect for coated
concrete. Test and analytical results for epoxy and
polyurethane coatings are discussed.

21.2 MATERIALS

In this study, several commercially available poly-
mer and cement-based coatings were used. Proper-
ties of some of the polymer based coatings are sum-
marized in Table 21.1. It must be cautioned that the
results from this study cannot be generalized to all
coatings available in the market place. 

21.3 TESTING PROGRAMS 
AND RESULTS

21.3.1 (a) Hydrostatic Test

In order to simulate hydrostatic pressure on concrete
structures due to the ground water table, concentri-
cally placed concrete pipes are used to develop the
necessary full-scale testing conditions (Figure 21.1).
This is achieved by using 900-mm (36-in.) inner
pipes and 1,600-mm (64-in.) outer pipes with two
concrete end plates. Based on the input from con-

TABLE 21.1 Properties of Coatings

Coating Material
Density 
kg/m3

Pulse Velocity
(m/sec)

Hardness
(Shore*)

Thickness 
mm**

Application 
Condition

Epoxy-1 Pure epoxy 1,190 2,512 70 2.0 dry and wet surfaces
Epoxy-2 Pure epoxy 1,530 2,730 73 1.5 dry and wet surfaces
Epoxy-3 Pure epoxy 1,200 2,532 71 2.0 dry and wet surfaces
Epoxy-4 Glass fiber reinforced 

Epoxy 
1,635 2,863 72 1.5 dry and wet surfaces

Polyurethane-1 Polyurethane 1,130 2,283 67 1.1 dry and wet surfaces
Polyurethane-2 Polyurethane 1,355 3,165 78 4.7 dry and wet surfaces
Remarks All are epoxy-based 

coatings.
Varied from

1,190 to 
1,635 kg/m3

Increase with 
density

Similar
hardness.

Varied from 
1.5 to 2.0 mm

Physical properties of
coatings are similar

*Durometer Type D
**Ultrasonic Multi-Layer Coating Thickness Gage (PosiTector 100)
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FIGURE 21.1 Hydrostatic test configuration: (a) elevation; (b) cross-section; (c) outside view.

tractors, 900-mm (36-in.) diameter pipe is the small-
est man-entry pipe in which a coating applicator
could operate with reasonable ease. Steel elements
are used to support the entire setup. The inner con-
crete pipe surface represents a concrete surface
under hydrostatic pressure, and coating a pipe sur-
face (laid horizontally) represents most of the diffi-
cult conditions encountered in coating structures,
such as in lift stations. The total area available for
coating is 14 sq. m (150 sq. ft). 

21.3.1.1 Dry Test

Coating was applied to new 900-mm (36-in.) diam-
eter concrete pipes. The coated pipes were then
placed in the pressure chamber for hydrostatic pres-
sure testing.

21.3.1.2 Wet Test

The 900-mm (36-in.) concrete pipe was installed in
the test chamber and pressurized at 105 kPa (32 feet
of water head) for at least two weeks before applying
the coating. The coatings were applied after water jet
blasting or sand blasting the surface. The average ap-
plication temperature was 650 ºF. The moisture emis-
sion rate was 536 µg/(m2.sec) (9.49 lb/1,000 ft2.
24 h, ASTM E 1907) on the concrete surface.

21.3.1.3 Measurements

Visual Inspection: The coated surfaces was visu-
ally inspected regularly and information on blister-
ing, spalling, discoloring and cracking was noted
and photographed.
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In Situ Bonding Test (CIGMAT CT-2, Modified
ASTM D 4541): In situ bonding tests on the coat-
ing materials were performed at the end of six
months. A 51-mm (2-in.) diameter core drill was
used to core into the concrete surface and isolate the
test area, and a metal piece was glued to the coating
with an epoxy (see Figure 21.2(a) and (b)). After 24
hours of curing, the test was performed, using a
portable bonding strength tester (Figure 21.2 (c)). 

The performance rating criteria were as follows:
(i) Overall condition (appearance): good, satisfac-
tory, bad; (ii) Surface texture: smooth, rough; (iii)
Blistering: yes, no; (iv) Cracking: yes, no; (v) Change
in color: yes, no; (vi) Overall finish (quality of the
job): good, satisfactory, bad; (vii) Overall Rating:
Pass, Satisfactory, Fail.

Over twenty different coatings have been evalu-
ated and 90% of the coatings passed the test. The
typical coating defects in the test included cracks on
the coating surface, hard and soft blisters, and dis-
colored spots (Figure 21.3).

21.3.2 (b) Bonding Test

In the bonding tests, CIGMAT CT-2 test (modified
ASTM D 4541) and CIGMAT CT-3 test (modified
ASTM C 321) were used to determine the bonding
strength of coatings to concrete (Figure 21.2). Dry
concrete specimens are stored in the room environ-
ment (temperature 23 � 2 °C and humidity 50 �
5%), and wet concrete specimens were saturated in
water at least seven days before coating.

21.3.2.1 CIGMAT CT-2 
(Modified ASTM D 4541)

In this test, a 51-mm (2-in.) diameter circular area
was used for testing (Figure 21.2(a)). In this case,
the coatings were cured with one free surface. Dry
and wet coated concrete blocks were cored using a
diamond core drill to predetermined depth to isolate
the coating. A metal fixture was then glued to the
isolated coating section using a rapid-setting epoxy.
Bonding strength was determined by pulling the
metal fixture off the substrate.

21.3.2.2 CIGMAT CT-3 
(Modified ASTM C 321)

In this test, the coating was sandwiched between a
pair of rectangular concrete block specimens and
then tested for bonding strength (Figure 21.2(b)). In

this case, the coatings were cured without free sur-
faces. Both dry and wet specimens were used to sim-
ulate the dry and wet coating conditions. The bonded
specimens were cured under water up to the time of
testing. Compared to CIGMAT CT-2 test, this was
an easier test to perform, since no coring or gluing of
metal fixture was required.

21.3.2.3 Failure Types 

In order to understand the failure mechanism, the
observed failure types in the CIGMAT CT-2 and
CIGMAT CT-3 tests are defined and summarized in
Table 21.2.

1. Type B1 failure is concrete failure. The failure oc-
curred in concrete due to tension in the CIGMAT
CT-2 test or bending in the CIGMAT CT-3 test.
This type of failure is the most desired failure
type because the bonding strength between coat-
ing and concrete is higher than the tensile strength
or flexure strength of concrete.

2. Type B2 failure is coating failure, which is cohe-
sive failure of coating. This type of failure indi-
cates that the tensile strength of the coating is
lower than the bonding strength and the tensile
strength of concrete.

3. Type B3 failure is bonding failure where the fail-
ure occurs between coating and substrate. This
type of failure indicates that the coating has poor
bonding strength to concrete substrate.

The three failure types above are the most com-
mon observed failure types in the bonding tests. In
addition to these three failure types, some other fail-
ure types can also occur in the tests.

1. Type B4 failure is a combined bonding and con-
crete failure, where the bonding strength of coat-
ing to concrete is close to the tensile/flexure
strength of concrete.

2. Type B5 failure is a combined bonding and coat-
ing failure, where the bonding strength of coating
to concrete is close to the tensile/flexure strength
of coating.

The failure types observed in the bonding tests are
shown in Figure 21.4. Through these bonding tests,
the variation of the bonding strength of the coatings
can be investigated. Typical variations of bonding
strength with dry and wet concrete surfaces for some
epoxy coatings are shown in Figs. 21.5 and 21.6.
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(a) (b)

(c)

FIGURE 21.2 Defects observed in the hydrostatic test.

In-situ test setup
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21.3.3 (c) Pinhole Test—Chemical
Resistance (CIGMAT CT-1, 
modified ASTM G 20)

In order to study the chemical resistance of coated
cement concrete, the ASTM G 20 test was modified
to use with coated concrete. As shown in Figure
21.7, the specimens were immersed in a selected
test reagent to half the specimen height in a closed
bottle, so that the specimens are exposed to the liq-
uid phase and vapor phase. (This method is intended
for use as a relatively rapid test to evaluate the
acidic resistance of coated specimens under antici-
pated service conditions.) Dry and wet (water satu-
rated) cement concrete specimens were coated on
all sides and tested. For the test, two radial holes
were drilled into the coated specimen approxi-
mately 15 mm deep (considering the sizes of aggre-
gates used in the concrete specimens). In this test,
the changes in (1) weight of the specimen, and (2)
appearance of the specimen were monitored at reg-
ular intervals. The two test reagents selected for this
study were (1) deionized (DI) water (pH = 5 to 6),

and (2) 3% sulfuric acid solution (pH = 0.45, repre-
senting the worst reported condition in the waste-
water system). Control tests were performed with-
out pinholes.

The weight changes of uncoated dry and wet con-
crete (immersed in water for seven days) in DI water
and 3% sulfuric acid are shown in Figure 21.8.
Based on rate of weight change, the dry and wet con-
crete specimens became almost saturated in 84 days
(12 weeks) in DI water. During this period, the
weight increased for dry and wet concrete by 0.91%
and 0.35%, respectively. The dry and wet concrete
specimens in 3% sulfuric acid had a weight loss over
2% in seven days. 

When coated concrete specimens are immersed in
D.I. water and sulfuric acid solution, liquid will pen-
etrate through the coating film, pinholes, and inter-
face (exposed at the pinholes) into concrete. The
mass increase for the coated concrete in the solu-
tions may vary according to different coatings. The
typical mass increase in coated concrete for some
coatings are shown in Figs. 21.9 through 21.11.
When sulfuric acid solution penetrates into concrete,

FIGURE 21.3 CIGMAT CT-2 and CIGMAT CT-3 test setups: (a) CIGMAT CT-2 test (modified ASTM D 4541 test);
(b) CIGMAT CT-3 test (modified ASTM C 321 test); (c) CIGMAT CT-2 test (in situ bonding test). 
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TABLE 21.2 Failure Types in CIGMAT CT-2 Test and CIGMAT CT-3 Test

Failure Type Description
CIGMAT CT-2 Test 

(Modified ASTM D4541 Test)
CIGMAT CT-3 Test 
(ASTM C321 Test)

Type B1 Substrate Failure

Type B2 Coating Failure

Type B3 Bonding Failure

Type B4 Bonding and Substrate Failure

Type B5 Bonding and Coating Failure

acid will react with the Ca(OH)2 and other com-
plexes in the cement. Based on the pH and sulfate
concentration in the specimen, gypsum and/or et-
tringite are formed. Ettringite expands and causes
coating cracking and blistering. Failure types ob-
served when sulfuric acid attacked the coated con-
crete specimens included blistering at the pinhole,
cracking of coating starting from the pinhole, or on
the surface of the specimens. 

21.3.4 Failure Criteria

In order to evaluate the performance of various coat-
ings, the failure criteria for coated concrete are de-
fined as follows:

• Criterion 1: When the diameter of the blister on
the coating becomes larger than 25 mm (1 in.)

• Criterion 2: When the length of the crack on the
coating is longer than 25 mm (1 in.)

• Criterion 3: Multiple blistering, multiple cracking
on the coating surface which is not included in
Criteria 1 and 2

• Criterion 4: Weight gain is more than 2%

21.3.5 Coating Concrete Failure Types

The coating failure types observed during the testing
included cracking across the pinhole (mainly along
the length of the cylindrical specimens), spalling,
and blistering around the pinhole. The configura-
tions of the failure types are shown in Figure 21.12. 

21.3.5.1 Type C1 Failure

Major cracking across pinhole (Figure 21.12(a)).
For coated specimens with pinholes, the concrete is
directly in contact with sulfuric acid through the pin-
holes. Calcium hydroxide and other calcium com-
plexes react with acid and forms gypsum and ettrig-
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(a) (b) (c)

(d)

(e)

FIGURE 21.4 Bonding test failure types confiugred in Table 21.1: (a) Type B1 failure; (b) Type B2 failure; (c) Type
B3 failure; (d) Type B4 failure; (e) Type B5 failure.
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FIGURE 21.5 Test results from CIGMAT CT-2 (modified ASTM D 4541) tests. (a) For dry coated concrete. (b) For
wet coated concrete.

ite at different pH levels. Expansion can be observed
in the region, subjecting the coating to hoop tensile
stresses and strains. Initially, small blisters are
formed around the pinholes. The blisters continue to
grow with the immersion time. Hence, the coating
tends to confine the expansion of concrete, resulting
in tensile stresses and strains in the coating. Pinholes
further magnify the stresses in the coating. When
tensile stress caused by concrete expansion exceeds
the tensile strength of the coating, cracks occur in
the direction of the length of the cylindrical speci-

men. Generally, coated concrete specimens that
have larger pinholes cracked first.

21.3.5.2 Type C2 Failure

Random cracking of coating (Figure 21.12(b)).
When sulfuric acid penetrates through the coating
film and reacts with the concrete on the interface of
the coating, and the concrete substrate reacts with
the primer of the coating, random cracking may
occur on the coating film. If the tensile strength of

(b)

(a)
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FIGURE 21.6 Test results from CIGMAT CT-3 (modified ASTM C 321) test. (a) For dry coated concrete. (b) For wet
coated concrete.

the coating is low or the coating film is very thin
(less than 1.5 mm), the coating film will crack at
weak points due to concrete expansion. Cracks fur-
ther develop and cause the coating film to peel off of
the concrete substrate. In such cases, coatings fail
faster than other failure types.

21.3.5.3 Type C3 Failure

Blistering around pinholes (Figure 21.12 (c)).
When concrete expands, coatings deform without

cracking, and blisters mainly occur around the pin-
holes. This type of failure was observed in epoxy-
and polyurethane-coated concrete specimens with
pinholes in 3% sulfuric acid.

21.3.5.4 Type C4 Failure

Blistering on the coating surface (Figure 21.12(d)).
In some cases, blisters are also observed on the coat-
ing film. Hard blisters on coating surface are caused
by expansion of corroded concrete (or primer), while



COATINGS FOR CONCRETE SURFACES: TESTING AND MODELING 433

FIGURE 21.7 Chemical tests on coating materials for concrete (CIGMAT CT-1, modified ASTM G-20).

soft blisters on the coating surface are caused by os-
motic pressure.

21.3.6 Time-to-failure Factor

For uncoated specimens in 3% sulfuric acid, failure
was defined by 2% weight loss, and all specimens
failed in seven days (t0). In order to quantify the per-
formance of coated concrete, the time-to-failure fac-
tor (K) is defined as the ratio of the failure time of
the coated specimens to the failure time of the un-
coated specimens in 3% sulfuric acid. (t) as follows:

(21.1)

As shown in Figure 21.13(a) and (b), the time-to-
failure factors for Epoxy-1 are as follows.

For 100% passing:

Dry condition

Wet condition

For 50% pass:

Dry condition

Wet condition

Where t100 = time for coated concrete 100%
pass in acid. 

K50 �
tW
50

t0
�

1100

7
� 157.

K50 �
tD
50

t0
�

300

7
� 43,

K100 �
tW
100

t0
�

500

7
� 71.

K100 �
tD
100

t0
�

200

7
� 29,

K �
t

t0

t50 = time for coated concrete 50% pass
in acid.

t0 = time when uncoated concrete fails
in acid.

D, W = dry and wet conditions, respec-
tively

By comparing the time-to-failure factors for differ-
ent coatings, the acid resistance of the coatings can
clearly be classified. The higher the time-to-failure
factors, the better the acid resistance of the coating.

21.4 MODELING LIQUID TRANSPORT
INTO COATED CONCRETE

In order to better quantify the factors influencing the
performance of coated concrete, models were devel-
oped based on a mass transfer concept.

21.4.1 (a) Physical Model

When coated concrete came into contact with liquid,
liquid penetrated through the coating film into the
concrete. Physical models for coated concrete when
immersed in liquid can be divided into the following
two categories, based on the reactivity of the liquids
with the concrete substrate and coatings.

21.4.1.1 Category 1: 
No Chemical Reaction

If the liquid did not chemically damage either the
coating film or the concrete, such as D. I. water in
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FIGURE 21.8 Weight change in uncoated concrete: (a) D.I. water; (b) 3% sulfuric acid.

the present study, the physical model of liquid pene-
trating into the coated concrete specimens can be
represented as shown in Figure 21.14(a). 

In this case, the liquid saturated the contact sur-
face of the coating film. Due to the gradient of the
degree of saturation in the coating film, the liquid
penetrated through the coating film into the concrete
substrate. It was assumed that there was no physical
damage to either the coating film or the concrete.

21.4.1.2 Category 2: 
With Chemical Reaction

If the liquid, such as sulfuric acid solutions, reacts
with the concrete substrate and damages the concrete
matrix, the concrete will be attacked layer by layer,
starting from the interface of the coating film and the
concrete substrate. The physical model for this case
can be represented as shown in Figure 21.14(b)
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FIGURE 21.9 Weight change of coated concrete in D.I. water: (a) Dry concrete; (b) Wet concrete.

where there is a region of reacted concrete and the de-
gree of saturation of the liquid in this concrete sub-
strate is only in the reacted and affected zone. 

21.4.1.3 Assumptions in Developing 
the Models

To simplify the process of liquid transport in coated
concrete, some assumptions are made in developing

the models. According to the observed mechanisms,
the assumptions for modeling the liquid uptake by
coated concrete cylinders are as follows:

1. Degree of saturation of liquid (S) for coating and
concrete is defined as follows:

Mass of Liquid Absorbed

Solid Volume
 .
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FIGURE 21.10 Pinhole effect on weight change of Epoxy-2 coated concrete in D.I. water: (a) Dry concrete; (b) Wet
concrete.

2. The process can be modeled by second-order dif-
ferential equation (Crank, 1975)

(21.2)

where S is the degree of saturation of the coating
or concrete 

3. The mass transfer coefficient is a constant in the
coating film (DCT), un-reacted concrete cylinder
(DCO), or reacted concrete region (Dr

CO)

0S

0t
� Da 02S

0x2 �
02S

0y2 �
02S

0z2 b;

4. Coating surface in contact with the liquid is as-
sumed to be saturated

5. Coating film and concrete surface are in good
contact, so there is no accumulation of liquid at
the interface

6. Coating film does not react with liquid

21.4.2 (b) Film Model (Model 1)

The coating thickness on the concrete cylinder was
in the range of 1.5–2.0 mm for the two epoxy coat-
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FIGURE 21.11 Weight change in coated concrete in 3% sulfuric acid: (a) Dry concrete; (b) Wet concrete.

ings; hence, it can be treated as a thin plane sheet.
The degrees of saturation of the coating surface on
the liquid side and the interface are and , re-
spectively (Figure 21.14(a)).

The mass transport process in one dimension
under non-steady state, if the transport parameter is
DCT, is given by (Crank, 1975)

(21.3)

where S = degree of saturation, g liquid/cm3

solid 

0S

0t
� DCT 

02S

0x2 ,

Si
CTS0

CT

T = time, sec
x = dimension in the coating thickness di-

rection, cm
DCT = mass transfer coefficient, cm2 /sec

For a coating film on a porous substrate, the de-
gree of saturation on the interface of the coating film
and the substrate vary with time. If a small time in-
terval t to (t + dt) is considered, the process can be
assumed to be a pseudo steady state. In this case, Eq.
(21.3) in one dimension reduces to

(21.4)
d2S

dx2 � 0.
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FIGURE 21.12 Failure types of coated concrete specimens.

Integrating Eq. (21.4) and applying the conditions at
x = 0, S = and x = �, S = , we have

(21.5)

The rate of mass transfer F (g liquid/ cm2 solid)
through a plane sheet under steady state is given
(Crank, 1975)

(21.6)

Assuming that the degree of saturation on the inter-
face (coating-concrete) varies with time t and can be
represented by the following exponential function:

(21.7)Si
CT � S0

CT 11 � e�bCTt2,

F � �DCT adS

dx
b ,

S � S0
CT

Si
CT � S0

CT �
x

�
 .

SCT
iS0

CT
where βCT is a coating material parameter related to
the rate of the coating film saturation. The lower the
value of βCT, the lower is the rate of saturation in the
coating film. In selecting coatings for rehabilitation,
low value of βCT will be preferred.

Eq. (21.6) can be written as:

(21.8)

The amount of the substance transported through the
coating film (in the present case around the cylindri-
cal coated specimen) from time t to (t + dt) is:

(21.9)

The accumulated amount of the substance trans-
ported through the coating film from time 0 to t is:

dWt � 2pRhF1t2dt

F1t2 �
DCT

/
 S0

CTe�bCTt,
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FIGURE 21.13 Percentage passing versus immersion time for dry and wet coated concrete in 3% sulfuric acid: (a) Dry
coated concrete; (b) Wet coated concrete.

(21.10)

where R = radius of concrete specimen, cm 
h = height of specimen, cm

That is

(21.11)

Finally, by integrating Eq. (21.11), the following re-
lation is obtained:

Wt � 2pRh�
t

0

 
DCT

/
 S0

CTe�bCTtdt,

Wt � 2pRh�
t

0

F1t2dt, . (21.12)

Eq. (21.12) (Model 1) is the film model to predict
the mass transfer through coating film on cylindrical
concrete specimen which results in the measured
mass change in the specimens.

The ultimate degree of saturation, S0, was ob-
tained from the experiments on pure coating bulk
materials. Relating Eq. (21.12) to the mass change-
time relationship of coated concrete, the mass trans-
fer coefficient  and parameter βCT for the two coat-
ings can be obtained.

Wt �
2pRhS0

CT

bCT  
DCT

/
 11 � e�bCTt2
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FIGURE 21.14 Physical models of coated concrete in solution: (a) Film model; (b) Concrete model.

(b)

(a)

21.4.3 (c) Bulk Model (Based on Concrete)

21.4.3.1 Non-reactive Solution (Model 2)

For mass transport in cylindrical specimens, if the
degree of saturation is a function of radius and time
only, the second-order differential equation is:

(21.13)

where DCO is the mass transfer coefficient of the
substrate.

0S

0t
�

1
r
 

0
0r

 arDCO 
0S

0r
b,
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For liquid transport in a coated concrete cylinder
without chemical reaction, the degree of saturation
on the concrete surface changes with time. If the de-
gree of saturation at the concrete surface is φ(t), the
solution of the second-order differential Eq. (21.13)
is given (Crank, 1975) by

(21.14)

where is the Bessel function of the first order
zero, is the Bessel function of the first order,
and s are the roots of .

Assuming , repre-
senting the degree of saturation at concrete surface
(coating-concrete interface) which approaches a
limiting value , the sorption-time curve is given
by Crank (1975):

� 1 �
2J15 1br2>DCO21>26exp1�bt2
1bR2>DCO21>2J05 1bR2>DCO21>26

Wt
CO

pR2hS0
CO

S0
CO

f1t2 � S0
CO51 � exp1�bt2 6J01Ran2

J11Ran2
J01Ran2

�
t

0

exp1DCOan
2t2f1t2dt,

exp1�DCOan
2t2 anJ01ran2

J11Ran2  a
q

n�1
S �

2DCO

R
 

(21.15)

Figure 21.15 shows the liquid uptake curves for
different values of parameter /DCO(λ) (Crank
1975). /

From Figure 21.15, the solution uptake is deter-
mined by the parameter /DCO, which represents
the effects of the coating material properties, and the
parameter (DCOt/R2)1/2 (x-axis), which represents
the time effect.

Let

Approximating Eq. (21.14) and considering an ex-
ponential function of the form

, (21.16)

where n is a constant.
The Eq. (21.16) is best fitted to the standard

curves in Figure 21.16 for different λCO values by
using the least-square method. The parameter λCO
and n with coefficient of correlation are summarized

Wt
CO

pR2hS0
CO � e1 � exp c�lCOaDCOt

R2 b
n d f

lCO � bR2>DCO.

bR2

bR2

exp1�DCOan
2t2

a2
n5an

2> 1b>DCO2 � 16 .a
q

n�1
� 

4

R2 

FIGURE 21.15 Calculated sorption curves for a surface degree of saturation given by S0
CO{1–exp(– R t)} (Numbers

on curves are values of 2 / DCO) [Source: Crank, 1975]b
b
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FIGURE 21.16 Comparing exact (solid line) solution to the approximate solutions for a surface degree of saturation
given by: S0

CO{1–exp(– t)} (Numbers on Curves Are Values of R2 / DCO (λ))bb

TABLE 21.3 Values of Parameter n from Curve Fitting

λCO n Coefficient of Correlation

0.01 1.006 0.99
0.1 1.009 0.99
0.5 1.042 0.99
1 1.001 0.99
5 1.346 0.99

in Table 21.3. The value of n varied from 0.98 to 1.26
when the value ofλ was in the range of 0.01 to 5. 

The approximate solution for Eq. (21.16) is in
good agreement with the solution suggested by
Crank (1975) (Figure 21.16). The solid curves are
the standard curves (Eq. (21.15)) as given by Crank
(1975) while the dotted lines are the approximate so-
lution from Eq. (21.16). The agreement of the fit in-
dicates that the approximate solution can predict the
mass increase in the specimens as the exact solution
does Eq. (21.15) for the assumed degree of satura-
tion (φ(t)) at the concrete interface.

21.4.3.2 Reactive Solution (Model 3)

For liquid transport in concrete cylinders with chem-
ical reaction, Eq. (21.13) can be modified as follows
(Crank, 1975):

(21.17)

where k is coefficient of chemical reaction. Eq.
(21.17) can be solved analytically as Eq. (21.13).
The mass transfer coefficient DCO is replaced by 
where 

So the solution for liquid transport in coated reactive
cylinder substrate is as follows:

(21.18)

where is the mass change, is the ultimate degree
of saturation in the reacted area, is the mass
transfer coefficient in reacted area, and is defined as
before for the reacted region.

21.4.3.3 Effect of Holiday Sizes

It is difficult to apply coatings on a concrete surface
uniformly without any defects. Holidays (pinholes)
and other defects will develop during the coating
process (Redner et al., 1994). Under service condi-

lCO
r
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r

Wt
r

pR2hSo
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FIGURE 21.17 Comparison of the experimental data with Model 1 predictions in D.I. water and 3% sulfuric acid.

tions, the liquid will penetrate through the holidays
on the coating surface into the concrete substrate 
and the interface. The holiday effect on liquid uptake
can be clearly seen in Figure 21.17; hence, it is
important to account for the holiday effect in the
modeling. 

The effect of holiday sizes on the liquid uptake of
the coated substrate can be taken into account by in-
troducing a parameter ξ which is a function of holi-
day sizes, to Eqs. (21.12), (21.16) and (21.18). Para-
meter ξ will be equal to 1 and assumed to reach the
limiting value when the holiday size is large; hence
parameter ξ is defined as

; (21.19)

where dh = holiday diameter, cm 
k1, k2 = parameters related to the coating

j � 1 �
dh

k1 � k2dh

Introducing Eq. (21.19) to Eqs. (21.12), (21.16) and
(21.18), the equations become

Model 1

(21.12a)

Model 2

(21.16a)

and

Model 3

(21.18a)
Wt

r

pR2hSo
r �j e1�exp c�lCO

r aDCO
r t

R2 b
n d f .
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CO

pR2hS0
CO �j e1�exp c�lCOaDCOt

R2 b
n d f ,

Wt � j 
2pRhS0

CT

bCT  
DCT

/
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TABLE 21.4 Values βCT for Different Coatings (Model 1)
(No Pinhole)

Material Parameter βCT

D. I. water 3% Sulfuric acid 
Coating 
Material Dry Wet Dry Wet

Epoxy-1 0.0023 0.0020 0.0020 0.0017
Epoxy-2 0.0026 0.0035 0.0064 0.0070

TABLE 21.5 Values of Mass Transfer Coefficient (DCT) for
Different Coatings 

Mass Transfer Coefficient DCT from Model 1
10–13 � m2/sec (10–12 � ft2/sec)

D.I. water 3% Sulfuric acid 
Coating
Material Dry Wet Dry Wet

Epoxy-1 4.51 (4.86) 3.94 (4.24) 2.43 (2.62) 1.97 (2.11)
Epoxy-2 4.86 (5.23) 10.3 (11.1) 27.8 (29.9) 28.9 (31.1)

21.4.4 (d) Verifications of Models

21.4.4.1 Film Model (Model 1)

Using Eq. (21.12a), the mass change in the test spec-
imens were predicted and compared to the experi-
mental data in Figure 21.17. The ultimate degree of
saturation of the coating (S0

CT) was also determined
from pure coating test data (Table 21.3). Based on
the model predictions, the values of βCT and DCT for
the two epoxy coatings in D.I. water and 3% sulfu-
ric acid are summarized in Table 21.4 and Table
21.5.

The material parameter (βCT) determines the rate
of saturation on the coating-concrete interface, and
parameters S0

CT, βCT and DCT influence the total up-
take of liquid. The material parameters (βCT) for
epoxy coatings varied from 0.0020–0.0035. The pa-
rameter βCT for Epoxy 1 coating was not much af-
fected by the liquid type and the conditions of con-
crete (dry or wet). This was not the case with Epoxy
2, where βCT changed with liquid type and condition
of concrete. The parameter (CT almost tripled from
dry concrete in D.I. water to wet condition in acid.

The mass transfer coefficient (DCT) is propor-
tional to the flux of the liquid. For Epoxy 1, the mass

transfer coefficients (DCT) (Table 21.5) are very
close in D.I. water and 3% sulfuric acid. The result
indicated that solutions did not affect the perfor-
mance of coating films, but the mass transfer coeffi-
cient of the Epoxy 2 coating film had substantially
higher value in 3% sulfuric acid than that in D.I.
water. Comparing the mass transfer coefficient
(DCT) from model 1 (Table 21.5) with the mass
transfer coefficient (D) [from Mebarkia (1995)]
(Table 21.3), the results indicate that the film mass
transfer coefficients (DCT) (Model 1) were lower
than the bulk mass transfer coefficients (D) (Me-
barkia 1995), except for Epoxy 2 in 3% sulfuric acid.

The comparison of model 1 and experiment data
for Epoxy 1 is shown in Figure 21.17.

21.4.4.2 Bulk Models 
(Model 2 and Model 3)

The mass transfer coefficients of concrete in D.I.
water (DCO) and 3% sulfuric acid (Dr

CO) can be ob-
tained by fitting the cylindrical model (Mebarkia,
1995)] to experimental data of uncoated concrete
specimens. The values of mass transfer coefficients
were 2.55 �10�10 m2/s and 3.08 �10�10 m2/s in D.I.
water and 3% sulfuric acid, respectively.

Using Eq. (21.16), Eq. (21.18), and experimental
data, the parameters n, λ, and can be obtained for
different coatings. The values of n, λ, and  for dif-
ferent coating systems are shown in Table 21.4. The
comparisons of model prediction (Eq. (21.16),
Model 2 and Eq. (21.18), Model 3) to experiment
data are shown in Figure 21.18.

The parameter represents the saturation rate of
the concrete surface. It can reflect the conditions of
the interface between the coating and the concrete.
Higher value means that the coating may not form
a good barrier on the concrete surface against solu-
tion penetration. From Table 21.6, the parameter 
varied from 0.86 � 10–8 to 1.46 � 10–8 in D.I. Water,
and from 2.20 � 10–8 to 4.71 � 10–8 in 3% sulfuric
acid, respectively. The parameter n varied from
0.521 to 0.579 in D.I. Water, and from 0.493 to 0.761
in 3% sulfuric acid. The values of the parameter n
for coated concrete are much less than the value of
the parameter n from standard curves. This indicates
that the process of liquid penetrating into coated
concrete is not a pure diffusion process. 

Relating Eqs. (21.16a) and (21.18a) to the exper-
imental data under different holiday sizes, parame-
ters k1 and k2 can be obtained. The values of k1 and

b

b

b

b
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FIGURE 21.18 Comparison of the experimental data with Model 2 and Model 3 prediction in 3% sulfuric acid.

TABLE 21.6 Values of n and λ for Different Coating Coated Concrete

n λ β̄ � 10–8 s�1

Coating 
Material

Application 
Condition D.I. water

3% Sulfuric
Acid D.I. water

3% Sulfuric
Acid D.I. water

3% Sulfuric
Acid

Epoxy-1 dry 0.556 0.741 0.059 0.107 1.04 2.27
wet 0.521 0.761 0.060 0.104 1.05 2.20

Epoxy-2 dry 0.579 0.493 0.049 0.222 0.86 4.71
wet 0.535 0.574 0.083 0.164 1.46 3.48

k2 for different coatings in different solutions are
summarized in Table 21.7.

The value of k1 indicates the effect of holidays on
liquid uptake of coated substrates. The smaller the
value of k1, the more the effect of holidays on the liq-
uid uptake of coated substrates. The value of k2 indi-

cates the effect of holiday sizes on the liquid uptake
of coated substrates. The smaller the value of k2, the
more the effect of holiday sizes on the liquid uptake
of coated substrates. The prediction of holiday size
effect on mass change of Epoxy 1 coated concrete is
shown in Figs. 21.17 and 21.18. 
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TABLE 21.7 Values of k1 and k2 for Different Coatings

D. I Water
Coating
Code

Coating
Condition k1 k2 k1 k2

Epoxy-1 Dry 0.84 0.32 0.75 0.51
Wet 1.79 0.20 0.85 1.58

Epoxy-2 Dry 0.21 0.32 0.35 0.78
Wet 0.30 0.50 0.55 1.07

3% Sulfuric Acid

21.5 CONCLUSIONS

A series of full-scale and laboratory tests were de-
veloped to evaluate the performance of coating ma-
terials for protecting dry and wet concrete substrates
exposed to sulfuric acid environments. Commer-
cially available polymer- and cement-based coatings
were studied for a period of over five years. Analyt-
ical models were developed to predict mass change
and holiday size effect on coated concrete. The per-
formance of epoxy coated concrete in D.I. water and
3% sulfuric acid was investigated over three years.
Based on the experimental results and analyses, the
following observations are advanced:

1. The full-scale hydrostatic test was used to effec-
tively evaluate the applicability of coatings onto
concrete under hydrostatic back pressure up to
105 kPa (15 psi) with a moisture emission of 536
µg/(m2.sec) (9.49 lb/(1,000 ft2.24 h)). Over 90%
of the coatings tested passed this test. 

2. Two bonding tests were modified, based on the
ASTM standards. Based on the test results, five
modes of failure have been identified. Bonding
strength of the coatings varied from 0.25 MPa (36
psi) to 2.50 MPa (360 psi).

3. Chemical resistance tests can effectively evaluate
the acid resistance of coated concrete. Test results
showed that coatings substantially reduce solu-
tion penetration into coated concrete. The service
life of coated concrete can be prolonged 14 to 114
times more than uncoated concrete in acid solu-
tions.

4. The film model and concrete model developed in
this study can be used to predict mass increase of
coated concrete in reactive and non-reactive solu-
tions. The model parameters were sensitive to the
changes in coatings, solutions, and holiday sizes.
Results showed that the models can better predict

the performance of coated substrate in long-term
immersion conditions.

5. Bulk parameters obtained by testing coating ma-
terials alone may not represent the performance
of coatings on concrete substrates.

6. Holidays can substantially increase the mass
change in coated concrete. The test results and
analyses showed that there is a limiting value for
holiday size, beyond which the effect is minimal
(depending on coatings and solutions).
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22.1 INTRODUCTION

Organic coatings are a complex mixture of poly-
mers, fluid carriers, pigments, corrosion inhibitors,
and additives. They represent the oldest and most
widely used method for protecting a metallic sub-
strate from corrosion. While the presence of inhibi-
tive pigments are an essential component of the cor-
rosion protective qualities of some paint systems,
the corrosion protection provided by an organic
coating or coating system is typically considered to
be a function of its barrier and adhesion properties.
Most of the attention in the science of understanding
and predicting the service life of organic coatings
has been dedicated to an examination of the barrier
properties of coatings and a determination of how, or
if, the rate of ion ingress might be predictive of the
corrosion protective properties of the coating.

Thus, one of the roles of an organic coating is to
prevent ions from accessing the metallic substrate.
Yet, we know that over time, water, ions, and some
reducible species (typically oxygen) from the envi-
ronment eventually penetrate the coating or coating
system, and initiate electrochemical reactions (i.e.,
oxidation and reduction) at the metal interface. But
why and how do water, ions, and gas enter the coat-
ing? If they enter the coating at some altered site or
region, knowing the physical and chemical nature of
this site (or region) and the means for eliminating
them could form the basis for a new class of coatings
with superior barrier coating properties.

Observationally, we know that the failure of an
organic coated metal is initiated at some local site.
Ignoring the obvious scenario of a physical breach
(e.g., a pinhole), the question can be immediately
raised as to whether this local corrosion event was:
(i) the result of a local ionic pathway in the organic
coating, a local substrate heterogeneity (e.g., an in-
termetallic particle) in the presence of a uniform dif-
fusion front through the organic layer, or (ii) perhaps
the juxtaposition of both a heterogeneity in the coat-
ing with a heterogeneity in the substrate. There is
ample evidence that the micro-galvanic cells formed
by intermetallic particles within an alloy facilitate
localized corrosion. However, the mode by which
ions and water penetrate a contiguous organic layer
(i.e., the coating) has not been clearly delineated.
The objective of this chapter is to address the ques-
tion of whether ions and water penetrate the coating
via discrete channels or as a uniform diffusion front,
and to examine some of the new research tools that
are being implemented to answer these questions. 

In addition to the scientific quest of understand-
ing the basis for transport of materials through a
medium, there is also the technological motivation
for the development of more perfect barriers. If it
can be determined that a specific material defect 
due to a chemical heterogeneity or application pro-
cedure is the source for ionic ingress, then remedial
measures can be taken so as to produce more im-
penetrable barriers. But the question regarding the
mode of ion entry (i.e., whether ions enter through



discrete pathways or as a uniform front) must first be
addressed.

22.2 TYPES OF COATING DEFECTS

Even for a coating made from a pure polymer (i.e.,
neat resin with no additives), multiple types of focal
defects could act as local access sites for water and
electrolyte entry. Some defects can be a result of
manmade or external factors (i.e., extrinsic defects).
Examples of this type of defect would include
scratches, pinholes, thinned regions, bubbles pro-
duced by convection, and dust wicks. There are also
defects which could arise as a result of the resin
chemistry itself (i.e., intrinsic defects). It has been
suggested that intrinsic ionic pathways might arise
from poorly cross-linked areas, retained acid func-
tionality in the resin, or other phenomena [1,2]. This
chapter will not be concerned with extrinsic defects
that are obvious sites for the initiation of corrosion
failures. However, knowledge regarding the pres-
ence and prevalence of subtle forms of these types of
defects should be determined and will hopefully fall
out of any attempt to characterize intrinsic coating
heterogeneities. This chapter will focus on the idea
of whether water and ions move through contiguous
organic coatings via intrinsic localized pathways.
This is a much more difficult question, and one that
requires new approaches to the local characteriza-
tion of materials and electrochemical phenomena.

While bubbles and voids have been described
above as being extrinsic-type defects (i.e., man-
made), some could justifiably argue that they are, in
many cases, intrinsic defects that are a result of the
resin chemistry. Because of the numerous sources 
of bubbles, as well as the controversy which sur-
rounds their source and importance to coating dura-
bility, it is worth discussing this type of defect in
more detail.

Bubbles form in organic coatings through a vari-
ety of mechanisms [3]. They can arise from me-
chanical action of the resin, release of trapped gases
from the substrate, evaporation of the solvent, or
chemical reactions (e.g., the reaction between car-
bonate pigments and an acidic environment), or the
reaction between the isocyanate group in a urethane
binder with water to liberate carbon dioxide. The in-
trinsic reaction between the binder chemistry and
water are what make bubbles an arguably intrinsic
defect in these cases.

How bubbles and voids impact the protective qual-
ities of the coating is controversial and may depend

on the origin and nature of the bubble. While a small
number of bubbles are said to not fill with electrolyte
and thus not affect the barrier properties of a coating
[3], this may depend on the origin and nature of the
bubble. Recent studies have shown that bubbles that
form in a manner in which they are in contact with the
substrate have a much more significant effect on the
propensity for electrochemical processes to occur
[4]. The fact that the presence of a void or bubble re-
duces the coating thickness at that point, coupled
with the exposed substrate in the case of a contacting
bubble, strongly implies that certain types of bubbles
will reduce the service life of a coating. Significant
bubbles in a coating will reduce coating strength
(e.g., shear and compressive strength), and distort pa-
rameters such as dry film thickness and additive con-
centrations (e.g., anti-foulants) [3].

But what if there are no apparent defects in the
coating? How then does electrolyte penetrate the
polymer? This forms the basis of studies directed at
the identification of intrinsic defects. Evidence that
supports the notion of heterogeneous transport
through coatings has come in many forms. Initial in-
vestigations of the origins of coating failure focused
on electrical and electrochemical characterizations
of dissected patches (1 cm2) of coatings [1,2]. These
investigations determined the existence of two gen-
eral types of behavior in epoxy materials (D- and I-
type behavior) and that eventual coating breakdown
was associated with specific regions of the coating
whose conductivity changed proportionally with the
conductivity of the electrolyte (D-type areas). These
D-type regions were proposed to provide the even-
tual locus of failure and have been attributed to fac-
tors such as retained solvent, high acid functionality,
poor cross-linking, and physical channels. In retro-
spect, these experiments were confounded by the
fact that the coatings were analyzed following cor-
rosion blister formation. The low pH beneath corro-
sion blisters could itself potentially alter the coating
permeability [5].

Subsequent to the experiments above, two diver-
gent theories have evolved for ionic transport
through contiguous organic films [6]. One theory
proposes that the flux of ions across the film is es-
tablished by small imperfections or pores, which ex-
tend through the thickness of the coating and have
cross-sections that are larger than the free space typ-
ically present between the molecular chains of the
matrix [7–9]. An alternate theory proposes that the
ions pass through the bulk matrix of the polymer
film [10], but that there are regional differences
within a single coating with regards to ion selectiv-
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ity [11]. The latter theory is more in alignment with
the D- and I-type behavior discussed above.

Evidence for local breakdown is also seen at early
stages of coating exposure when using traditional
electrochemical measurement methods. An exami-
nation of the time trajectory of certain electrochem-
ical parameters, such as the open circuit potential
and the pore resistance (a measure of the barrier
properties), obtained during global (surface aver-
aged) electrochemical impedance measurements,
reveals the presence of metastable events. For exam-
ple, the pore resistance unexpectedly decreases
several orders of magnitude for a short period of
time and then recovers within minutes or hours to 
the original value (or higher). This has been inter-
preted as the formation and healing of a local intrin-
sic defect. These metastable breakdown events may
be one of the sources of error when using traditional
barrier property measurements as a metric for the
prediction of long-term coating behavior. If a global
electrochemical impedance spectroscopy (EIS)
measurement is made on an immersed coating at an
instant in time in which one of these metastable
breakdown events occurs, the results may not be re-
flective of the long-term behavior of the coating.
This would lead to a skewed interpretation of the
projected properties of the test sample. 

In addition, the converse may occur. A coating
which demonstrates an excellent time trajectory of
barrier properties could suddenly develop a fatal
flaw (or ionic pathway) soon after it is given a bill of
good health. It is possible that the stochastic devel-
opment of intrinsic defects has been responsible for
the discrepancy between barrier property measure-
ments and the prediction of service life. Information
about intrinsic defects could provide the needed link
between short-term and long-term behavior.

The thought that ions penetrate through local
pathways also stems from the now standard termi-
nology of pore resistance used to describe the break-
down of barrier properties. The need to insert an-
other resistance into equivalent circuit analogues
used to describe the EIS results of immersed coat-
ings was recognized from a modeling standpoint [8].
This was later conceptualized from a phenomeno-
logical standpoint [7]. But the idea of coating poros-
ity may stem from the early recognition that some
coatings form structures that intrinsically possess
pores [12].

The local chemical and electrochemical condi-
tions that control these discrete and transient events
are not well understood. From a mechanistic stand-
point, further understanding of the nature and origin

of organic coating failure will require the use of lo-
calized electrochemical and chemical methods. A
local electrochemical probe and mapping method
that can systematically detect, locate, and character-
ize these defects will allow a more detailed analysis
of the factors that control these metastable events
that, in turn, ultimately control the function and ser-
vice life of organic coatings.

22.3 ELECTROCHEMICAL METHODS FOR
THE LOCAL CHARACTERIZATION 
OF COATINGS

Coating degradation and the establishment of under-
film corrosion requires ion transport and electro-
chemical reactions (i.e., oxidation and reduction) at
the metal interface. Thus, it has been logical to ap-
proach the investigation and quantification of coat-
ing degradation with electrical and electrochemical
methods. From the standpoint of global (i.e., surface
averaged) measurements, the AC-based method
Electrochemical Impedance Spectroscopy (EIS) has
proven to be an extremely valuable test method for
the characterization of organic coating degradation
in aqueous media [7,13–20]. As discussed, while a
global approach to the electrochemical assessment
of coatings has proven to be successful in the delin-
eation of general degradation kinetics, mechanistic
and technical questions remain as to where, why, or
how the coating has failed. One means of overcom-
ing the limitations of global electrochemical mea-
surements is to characterize the interface with local-
ized methods.

A variety of DC and AC methods have been de-
veloped in various fields of science for the in situ ex-
amination of local electrochemical events. Some of
these methods include: scanning reference electrode
techniques [21–23], scanning vibrating probes [24–
26], Kelvin probes [27–29], electrochemical mi-
croscopy [30–32], among other methods [33]. Each
of these methods is useful, depending on the inter-
face under study, the type of information desired,
and the measurement resolution required. There are
also topographic methods, such as atomic force mi-
croscopy, that can be used to investigate the surface
morphology as opposed to electrochemical informa-
tion (i.e., voltage and current). This method has been
applied to bare electrodes in solution [34], as well as
to the surfaces of organic coatings [35–37].

When considering the characterization of local
electrochemical events on coated metal substrates,
local electrochemical impedance techniques have
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FIGURE 22.1 Schematic of five-electrode system used
to measure the local electrochemical impedance. The two
micro-reference electrodes assess the local potential gra-
dient in solution above the surface. This potential is used
to determine the local current density, which is then com-
pared to the voltage excitation to determine the local im-
pedance.

been a logical option based upon: (i) the ability of 
an AC-based method to lower the impedance of a
dielectric-type interface (e.g., organically coated
metal) by the use of higher frequencies of excitation;
and (ii) the ability to more fully characterize a spe-
cific site by the application of a range of excitation
frequencies to develop a local impedance spectra
(LEIS—local electrochemical impedance spectro-
scopy). Local electrochemical impedance measure-
ments have been made extensively on uncoated (i.e.,
bare) metal substrates [38–41]. However, it has only
been recently that this method has been applied to
coated metals [42–44].

22.4 FINDINGS THROUGH THE USE OF
LEIM AND LEIS

22.4.1 LEIM and LEIS Methodology

Local electrochemical impedance measurements
have been made using a variety of approaches
[39–46], but all have employed the basic idea of
comparing the voltage excitation to the current re-
sponse on a local basis. One method that has been
used to help characterize local film breakdown phe-
nomenon employs a five-electrode arrangement
(shown in Figure 22.1), which is composed of a typ-
ical three-electrode arrangement (working elec-
trode, counter electrode, and reference electrode)
used to control the DC potential and excite the inter-
face potentiostatically with an AC signal, while two
micro-reference electrodes are used to detect the
local potential gradient in solution above the sample
surface. This design differs from the methods used
by others [45,46] in which a vibrating platinum elec-
trode is used to acquire the local potential and cur-
rent data. The vibrating platinum electrode approach
may have advantages from the standpoint of spatial
resolution and minimum corruption by frequency
dispersion effects [46]. However, this approach has
several drawbacks. It has a limitation of the excita-
tion frequency imposed by the electrode vibration
(or sampling) frequency selected. It suffers from the
inherent instability of a non-reference electrode ma-
terial (i.e., platinum), and it introduces solution con-
vection by the vibration of the electrode. The five-
electrode arrangement described utilizes real
micro-reference electrodes, compares the local cur-
rent to a local voltage, and has thus not shown fre-
quency dispersion effects. It has a higher frequency
capability, which is excellent for the characteriza-
tion of coated metals, and does not stir the elec-
trolyte when at site. 

A local electrochemical impedance map (LEIM)
can be obtained by holding the excitation frequency
to a fixed value and then rastering the probe over the
surface to determine the local impedance at dis-
crete sites. The admittance magnitude (reciprocal of
the impedance magnitude) is typically plotted so
that areas of low impedance can be visualized as a
peak rather than a trough. Local electrochemical im-
pedance spectra (LEIS) can be obtained by holding
the probe at a fixed site so that the excitation fre-
quency can be swept over a range to determine the
local impedance spectra at that site. The reader is di-
rected to the literature for further details on this
method [47].

22.4.2 Information Attained through the
Use of LEIM and LEIS

22.4.2.1 Applications to Sources of
Manufacturing Defects

One important example of how LEIM can provide
insight into the complex interactions between the
substrate, the coating, and the environment was seen
in the study of a coil-coated aluminum product [48].
Aluminum beverage can lids were examined via

Au counter electrode
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LEIM and shown to possess specific regions of cor-
rosion activity (increased admittance), and specific
regions of low activity. These regions occurred in
bands across the surface of the can lid. Following the
removal of the coating, microscopic examination of
the substrate surface revealed the presence of small
divots in the substrate surface. These divots existed
in bands having dimensions similar to the bands ob-
served via LEIM. The LEIM results and scanning
electron micrographs of the surface are shown in
Figs. 22.2 and 22.3.

The LEIM results informed the lid manufacturer
that there may be the potential for corrosion prob-
lems at a time when no problems in the field had
been reported. Further investigation into the source
of these divots determined that the manufacturing
procedure had been changed recently to increase the
production speed. The means for increasing the rate
of product feed through the stamping machines (i.e.,
roughening the feed-rollers) was also responsible for
the production of the substrate divots. The small
amount of plastic deformation caused by feed rollers
was sufficient to alter the local interaction of the
coating and substrate, and was sufficient to be de-

tected by LEIM. It was determined subsequent to
these laboratory tests that these products began to
fail in the field and that the small surface divots were
the source of product failure.

22.4.2.2 Different Types of Failure Sites
are Observed

It is of interest to understand the corrosion initiation
and growth process on coated aerospace alloys. A
typical aerospace alloy is the aluminum-copper-
magnesium system AA2024-T3. This alloy forms
intermetallics, which are good for mechanical rea-
sons, but introduces significant corrosion suscepti-
bility.

When this alloy is coated with epoxy resin (rep-
resentative of an aerospace primer material) or other
resin systems (e.g., polyurethane, vinyl, etc.) and
subjected to a sodium chloride-containing solution
(0.6 M NaCl), several types of corrosion sites can be
observed [5]. These sites differ in local electrochem-
ical behavior and in physical attributes.

In late stages, these local defects differ in their vi-
sual color. One type of defect was black in color,
round in shape, with a diameter of 1–2 mm attained
in two to seven days of exposure. Another type of de-
fect was red in color, irregular in shape, and attained
a size of 1–7 mm in one to two days of exposure.

LEIM of coated surfaces at very early times of
exposure and prior to the appearance of any visible
defect, revealed local sites in which high local ad-
mittance values were prevalent. In other sites, ad-
mittance peaks were observed, but the peaks were
significantly smaller in value. A high admittance
peak is indicative of greater ease for charge flow,
while the lower admittance peak indicates charge
flow greater than the surrounding bulk, but less than
the high peak areas. This behavior was further con-
firmed with local electrochemical impedance spec-
troscopy. Both the LEIM and LEIS results are shown
in Figs. 22.4 and 22.5, respectively. 

Of relevance is the fact that the high admittance
regions eventually formed the red-colored blister,
and the regions where lower magnitude peaks were
observed formed black-colored blisters. Subsequent
chemical analysis of these blisters indicated that the
pH within the red blisters was low (pH = 3–5), while
the pH inside of the black blisters was significantly
higher (pH = 8–11). Analysis of the ionic content of
red blisters revealed significant amounts of Cu2+,
Al3+, Mg2+, and Cl–, as well as acetate and formate
in the case of polyurethane coatings [5]. Thus, early
LEIM and LEIS results are predictive of the type of

FIGURE 22.2 Local electrochemical impedance con-
tour plot of a coil-coated aluminum beverage can lid in
0.6M NaCl. The dark regions are areas of increased elec-
trochemical activity. The dashed diagonal line demarks a
band of increased electrochemical activity (right of line)
from a band of lower activity (left of line).
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FIGURE 22.3 Optical (right) and scanning electron micrographs (left) of coil-coated aluminum beverage can lid (coat-
ing removed). Note the dull and shiny bands in optical image (right). The dull bands are a result of divots (top left) cre-
ated by feed rollers, which in turn, facilitate the localized underfilm corrosion process described in Figure 22.2.

defect site that eventually forms on the coated alu-
minum surface, and high admittance peaks predict a
more active corrosion site that is confirmed by the
low pH, high chloride content, high cation content,
and the evidence of resin hydrolysis (acetate from
hydrolysis of polyurethane). The presence of possi-
ble coating hydrolysis caused by the underfilm solu-
tion raises the possibility of a feedback mechanism
for coating degradation. The low pH created by the
electrochemistry at the interface causes coating
degradation, which allows further ingress of aggres-
sive ions (chloride), etc. It is also possible that the
initial ionic channel (if it exists) has an ion selective
nature that allows significant chlorides to enter and
elicit corrosion.

Because the experiments described above used an
engineering alloy that contains many types of inter-
metallic particles, these results do not exclude the
possibility that the localized electrochemical activity
may have resulted from the heterogeneities (i.e., in-
termetallic particles) at the substrate surface. The
presence of Cu2+, Al3+, and Mg2+ ions in the blister
solution, suggest the involvement of the S-phase, an
intermetallic known to initiate corrosion in this alloy

system [49]. Thus, the LEIM results suggest the pres-
ence of local ion channels within the coating, but are
not conclusive. There is some role of substrate het-
erogeneities in the local degradation of this system.

22.4.2.3 Different Regions of Activity
within a Single Defect

Continuous observation of a single red blister using
LEIM revealed that one or more lobes grew from the
original blister over time. These secondary lobes ap-
peared to have a darker color than the initiation site.
An LEIM map and corresponding optical image of a
multi-lobed blister is shown in Figure 22.6. The ini-
tial blister contained a high-admittance site within it,
possibly representing the site of initial electrolyte
ingress. The secondary lobes had a much lower ad-
mittance, and were thus less active. Local open cir-
cuit potential values acquired by the use of micro-
reference electrodes inserted beneath the coating
revealed that the initial lobe had a more active poten-
tial (–0.66 VSCE) than the secondary lobes (–0.58
VSCE). Subsequent autopsy of the sample, shown in
Figure 22.7, revealed that significant pitting occurred
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FIGURE 22.4 Local electrochemical impedance map
(LEIM) at an early stage of immersion of an epoxy coat-
ing on AA2024-T3 (aluminum aerospace alloy) showing
the increased admittance of a region that eventually forms
a red-colored blister (top) and a black-colored blister
(bottom).

FIGURE 22.5 Complex plane plot (real, Z,’ versus
imaginary, Z”) of local electrochemical impedance spec-
troscopy (LEIS) data from the defect areas described in
Figure 22. 4. The region that shows an increased admit-
tance in Figure 22.4 (red, top) also shows a reduced im-
pedance arc above. The region that shows a reduced ad-
mittance in Figure 22.4 (bottom, black) also shows an
increased impedance arc in the LEIS spectra.

beneath the initial lobe (higher admittance–more ac-
tive). Again, the LEIM system was able to document
unique electrochemical characteristics of the coating
breakdown process and, again, there is evidence of a
local pathway for ionic ingress. But, as before, the ev-
idence is not conclusive. It is possible that the in-
creased corrosion activity produced an increased
electric field above this region, which then yielded
the observed increased admittance.

22.4.2.4 Confirmation of a 
Growth/Death Cycle

In addition to locating defects in early stages of de-
velopment and identifying different types of defects,
LEIM has been used to monitor the time evolution of
an intrinsic defect in a 50/50 polyether/polyester
polyurethane-coated AA2024-T3 sample. Figure
22.8 shows the time course of a blister on poly-

urethane-coated AA2024-T3 from an early non-
visible stage (24 hours) to later stages of active cor-
rosion. Several interesting features are observed: (1)
the initial decrease in admittance in the earliest stage
of observation (to 24 hours); (2) a decrease in ad-
mittance of the blister seen by the lower peak at 48
hours; and (3) the rapid rise in peak height at 52
hours. These features provide insight into the evolu-
tion of underfilm corrosion events, assuming that the
data is not corrupted by artifact (e.g., instability of
the micro-reference electrodes, or sampling errors
caused by discrete sampling of the electric field).
Other than possibly the “troughing” around the base
of the large admittance peaks, artifactual sources of
the observed LEIM behavior can be ruled out
[50,51]. Hence, the observed changes in the LEIM
data are to be interpreted as changes that result from
changes in the materials and interface, and not to
measurement artifact. 

The changes in peak height are not a result of the
biphasic nature of water uptake in polymer films.
This is evidenced by the long-term nature of the ob-
served peak height changes, where changes in water
uptake occur within the first several hours of immer-
sion. It is believed that the changes in peak height
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FIGURE 22.6 LEIM (bottom right) of a multi-lobed red-type defect. Note the increased admittance (increased elec-
trochemical activity) of the right lobe. The right lobe also has a lower open circuit potential (–0.66 VSCE).

are a result of metastable electrochemical events as-
sociated with the blister defect.

The admittance dip upon initial observation, a
phenomenon observed in numerous experiments,
was unexpected since the ingress of water and ions
would be predicted to cause the admittance to in-
crease. Since we can now assume that the observed
LEIM behavior is real and reflective of the materials
and interface, three possible explanations for the ad-
mittance dip can be proposed [52]. First, tt is possi-
ble that a high impedance heterogeneity in the coat-
ing could be a site where corrosion initiates.
However, this idea is not considered plausible be-
cause the dip is preceded by flat (uneventful) admit-
tance behavior. An admittance dip due to an extrin-
sic coating heterogeneity resulting from application
or handling would likely be present from the onset of
LEIM measurements. Second, another possible
source for the admittance dip is the nucleation of
water on the substrate surface. Impedance values for
two different scenarios were calculated and shown
to be a possible cause for such an impedance (ad-
mittance) change [52]. Third, it is also possible that
the accumulation of corrosions product is the origin
of the decreased admittance. At this time, the accu-

mulation of a resistive corrosion product is consid-
ered the most plausible explanation of the admit-
tance dips.

22.4.2.5 Origins of Ionic Ingress 
through the Coating

It was initially considered that the presence of admit-
tance peaks in the early stages of chloride exposure
were proof positive that ionic pores existed in the
coating. However, more recent experiments using
various combinations of coating materials (epoxy,
vinyl, and polyurethane) on a variety of high-purity
substrate metals (Au, Pt, Al, Cu) indicate that an al-
ternate explanation for these admittance peaks is
plausible. These experiments have indicated that an
LEIM admittance peak observed on a coated alloy
could result from a substrate site of low interfacial im-
pedance covered by a coating whose general barrier
properties are also intrinsically and uniformly low,
but may have been further reduced by uniform water
and ion ingress. For example, the low interfacial im-
pedance of the substrate could arise from an inter-
metallic (e.g.,Al2CuMg) or actively corroding site. In
the presence of a low impedance coating (i.e., uni-
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FIGURE 22.7 Scanning electron micrograph of autopsied red blister from polyurethane-coated AA2024-T3. Note the
increased corrosion in the portion of the lobe that also showed an increased admittance peak in Figure 22.6.

formly hydrated, low barrier properties), the high ac-
tivity of the substrate region is seen as an admittance
peak. Thus, the definitive linkage of an LEIM admit-
tance peak to a coating pore that allows water and ion
ingress has not been conclusively established by these
experiments.

22.4.2.6 Summary of Local
Electrochemical Measurements
on Coated Substrates

The ability to observe local electrochemical break-
down events of a coated metallic material can be
beneficial from both a technological and mechanis-
tic standpoint. LEIM has provided a preview to pro-
duction-induced defects that would not otherwise
have been visualized. This method has also allowed
insight into the evolution of the coating breakdown

process. It has confirmed the metastable nature of
breakdown events. Local electrochemical measure-
ments have also shown that multiple types of corro-
sion defect sites can emerge, possibly as a result of
different types of coating heterogeneities. 

But these methods have also introduced addi-
tional questions. For example, why is the first ap-
pearance of a local electrochemical event seen as a
reduced admittance (increased admittance)? More
importantly, the idea that polymeric films possess
local ionic paths requires further proof. The con-
founding that results from electrochemical experi-
mentation on coated, heterogeneous, engineering al-
loys has not been offset by the scant amount of
information from coated pure metals. In addition,
there is always the possibility that a small imperfec-
tion in the “monolithic” substrate or a very subtle ex-
trinsic defect in the coating is the source for ion
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FIGURE 22.8 LEIM of polurethane-coated AA2024-T3 showing time evolution of underfilm electrochemical event
(defect). Note the initial stage appears as a reduced admittance (increased impedance) and that the final stage is a very in-
creased admittance. There are also defects in which the admittance decreases in the final stages.

ingress. To resolve the question of the existence of
ionic pathways or “pores,” a more definitive experi-
mental approach is required.

22.5 THE USE OF MOLECULAR PROBES

The definitive linkage of an LEIM admittance peak
to a coating pore that allows water and ion ingress,
thus acting as a locus of underfilm corrosion, has not
been conclusively made. Perhaps a more definitive
method for the identification of these ionic pathways
is through the use of methods that have been em-
ployed in the medical and biological sciences to
characterize the ultrastructure of cells and cell mem-
branes [53,54].

Moiety or ion specific chromophores have been
recently employed to help in the identification of
ionic pathways within organic materials [55]. These
chromophores are materials that have an altered flu-
orescence upon excitation when bound to a chemical
species of interest. Initial experimentation has exam-
ined epoxy coating materials on glass slides. Glass
slides have been employed as a substrate to eliminate

the confounding that occurs from the use of hetero-
geneous metallic substrates, as discussed previously.
Initial experiments using molecular probes have
exposed epoxy coatings on glass to sodium chloride
solutions, and utilized chloride-specific molecular
probes (e.g., MEQ, 6-methoxy-N-ethylquinolinium
iodide). MEQ is a fluorescing molecule with a mo-
lecular weight of 315.15 g/M. It has absorption and
emission wavelengths of 344 and 440 nm, respec-
tively, and is also sensitive to Br�, I�, and SCN�, but
insensitive to NO3

–, SO4
2�, cations and pH [56].

Steady-state fluorescence microscopy has been
used to visualize MEQ-tagged chloride ions within
and on the surface of the coating. Both bright field
and fluorescent field images are typically collected,
where the fluorescent field must utilize the appropri-
ate filters for the excitation light and emitted light.

Results from these initial experiments showed
that the exposure of epoxy coatings to chloride and
then to MEQ did indeed result in localized fluores-
cence. Figure 22.9 shows the bright field and fluo-
rescent field micrographs of epoxy after one and
three days of exposure to 0.1M NaCl solution at pH
2.5. Control experiments did not reveal these local-



THE ROLE OF INTRINSIC DEFECTS IN PROTECTIVE BEHAVIOR OF ORGANIC COATINGS 459

FIGURE 22.9 Fluorescent field (left) and bright field (right) of 10-µm-thick epoxy coating (on glass) following expo-
sure to 0.1M NaCl and MEQ, a chloride-specific fluorescent probe.

ized sites, and thus it was concluded that the exis-
tence of local ionic channels in polymeric coatings,
or at least the initial access to the material via ad-
sorption at local sites, had been proven. But an ex-
amination of how halide-specific probes actually
function would reopen the question regarding the
nature of these sites. 

Halide-specific probes such as MEQ actually
quench fluorescence upon collision with halide ions.
Therefore, MEQ would actually become dark when

bound to chloride, not bright as originally inter-
preted. The fluorescing sites observed in these initial
experiments described above do not indicate the
presence of chloride ions, but do indicate a material
change of some type that occurs only when the coat-
ing is exposed to some environment.

It has been recently determined that the phenom-
enon of auto-fluorescence is responsible for the ob-
served local fluorescence in epoxy coating materials
following exposure to aqueous environments. These

FIGURE 22.10 A chart summarizing the density of fluorescence sites observed on unexposed coatings, coatings ex-
posed to water, 0.1 M NaCl and 1 M NaCl
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auto-fluorescing spots can be observed after several
months of desiccation. Since neither the epoxy,
NaCl, or water are, by themselves, fluorescent mate-
rials, the auto-fluorescence is a result of some inter-
action of these materials. It is possible that hydration
has either facilitated the rearrangement of the poly-
mer chains, or has facilitated an interaction between
water and epoxy such that the electronic structure of
the local molecules in the epoxy have an enhanced
fluorescence. The auto-fluorescence is indeed a re-
sult of exposure to water, as shown by the increase in
spot density as a function of water activity. This is
shown in Figure 22.10.

The experiments described reveal that water starts
to influence the polymer in localized regions. This is
suggestive of ionic pores. However, more conclusive
experiments are underway. Since halide-specific
probes have a quench-when-bound character, exper-
iments are underway which utilize cationic probes.
Preliminary evidence for local uptake of ions has
been positive, with the use of these probe materials
and three-dimensional sectioning using scanning
laser confocal microscopy.

The use of molecular probe techniques is viewed
as a method that will not only provide insight into
the initiation sites for coating failure, but also as a
method that could provide a promising technique for
the quantitative laboratory characterization of the
quality of a coating material. These methods lend
themselves to the comparison of the barrier proper-
ties of polymers as a function of polymer chemistry,
exposure environment (temperature, pH, UV, ion
type, ion concentration, etc.), and time.
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23.1 INTRODUCTION

Materials used on exterior spacecraft surfaces are
subjected to many environmental threats which can
cause degradation. These threats include photon ra-
diation, charged particle radiation, temperature ef-
fects and thermal cycling, impacts from micromete-
oroids and debris, contamination, and low Earth
orbit atomic oxygen. Space environmental threats to
materials vary greatly, based on both the material
and its environment. Environmental variables in-
clude orbital parameters for the mission, mission du-
ration, the solar cycle and solar events, view angle of
spacecraft surfaces to the Sun, and orientation of
spacecraft surfaces with respect to the spacecraft ve-
locity vector in low Earth orbit. It is evident that each
mission has its own unique set of environmental ex-
posure conditions that must be well understood for
purposes of selecting durable spacecraft materials
and interpreting observed degradation.

Fundamentally important properties for exterior
spacecraft surfaces include structural integrity and
thermo-optical properties. Problems occur when
spacecraft materials become too thin or brittle to
support a required load, or when protective thermal
insulation film layers crack and peel away from the
spacecraft. Operating temperatures of spacecraft
systems rely on exterior surfaces possessing the re-
quired solar absorptance and thermal emittance val-
ues. Solar absorptance, αS, is the fraction of incident
solar energy that is absorbed by a surface. Thermal

emittance, ε, is the ratio of radiated energy emitted
from a surface to that which would be emitted from
a perfect (black body) emitting surface. Degradation
of these thermo-optical properties can cause an un-
desirable change in temperature of the spacecraft or
its components. Loss of transmittance through solar
cell coverglass materials, such as by contamination,
can result in decreased output of solar arrays, and,
therefore, a reduction in overall spacecraft power.
For electrical wiring and cables exterior to the
spacecraft, polymer insulation can become degraded
upon space radiation exposure.

Understanding the degradation of spacecraft ma-
terials can be determined through actual space-
exposures and ground laboratory studies. Each has
advantages and disadvantages. Opportunities for ex-
amining space flown materials, through retrieved
flight hardware or dedicated experiments, are rare.
Dedicated space flight experiments are expensive
and require long lead times from planning to flight.
Differences between the experiment environment,
the intended mission environment, and synergistic
environmental effects require cautious interpretation
of results. Where it is not possible to retrieve space-
craft hardware, data available from satellite opera-
tions, such as power output and spacecraft surface
temperatures, can also be used to assess material
performance to some extent. Where severe degrada-
tion is evident, however, it is often not possible to
conclusively identify the cause or mechanism of
degradation, since comprehensive analysis of mate-
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rials is not possible. Ground laboratory studies can
be used to examine individual environmental effects
or a combination of environmental effects. Labora-
tory tests can be conducted in a timely manner using
accelerated levels for some environmental effects,
but, due to the difficulties in exactly simulating the
space effects, complex calibrations and cautious in-
terpretation of the results are required. A combina-
tion of space exposures, ground laboratory studies
and computational modeling is most useful for as-
suring durability of spacecraft materials.

This chapter includes descriptions of specific
space environmental threats to exterior spacecraft
materials. The scope will be confined to effects on
exterior spacecraft surfaces, and will not, therefore,
address environmental effects on interior spacecraft
systems, such as electronics. Space exposure studies
and laboratory simulations of individual and com-
bined space environmental threats will be summa-
rized. A significant emphasis is placed on effects of
Earth orbit environments, because the majority of
space missions have been flown in Earth orbits
which have provided a significant amount of data on
materials effects. Issues associated with interpreting
materials degradation results will be discussed, and
deficiencies of ground testing will be identified.
Recommendations are provided on reducing or pre-

venting space environmental degradation through
appropriate materials selection.

23.2 ATOMIC OXYGEN EFFECTS

23.2.1 Environment Description

Atomic oxygen is formed in the low Earth orbital en-
vironment (LEO) by photo dissociation of diatomic
oxygen. Short wavelength (< 243 nm) solar radia-
tion has sufficient energy to break the 5.12 eV O2 di-
atomic bond [1] in an environment where the mean
free path is sufficiently long (~ 108 meters) that the
probability of reassociation or the formation of
ozone (O3) is small. As a consequence, between the
altitudes of 180–650 km, atomic oxygen is the most
abundant species (Figure 23.1) [2]. Although excited
states of atomic oxygen can be formed, their life-
times are sufficiently short that the 3P ground state
dominates the LEO atomic oxygen formation and is
dependent upon the diatomic oxygen density and
solar UV flux. Solar heating of the Earth’s atmo-
sphere causes an increase in the number density of
atoms at a given altitude as the Earth rotates from
sunrise toward solar noon. Because the atmosphere
co-rotates with the Earth, the solar heated bulge in
the atmosphere is pushed forward such that the peak

FIGURE 23.1 Density of atmospheric species as a function of altitude.
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of the atomic oxygen density occurs at approxi-
mately 3 p.m. rather than solar noon. As a conse-
quence, anti-solar facing surfaces, such as the back
side of solar arrays, receive 25% more atomic oxy-
gen fluence than the solar facing surfaces as the
spacecraft orbits the Earth [3]. 

Solar-caused variations in the ultraviolet radiation
impinging upon the LEO atmosphere can greatly
change the atomic oxygen production rate (and,
therefore, the arriving flux on spacecraft surfaces).
Periods of high and low solar activity can change the
arriving flux by a factor of up to 500, depending on
altitude (Figure 23.2 [2]). Thus, the atomic oxygen
flux cannot be accurately predicted due to uncer-
tainty in the solar activity. The average atomic oxy-
gen fluence per year varies as a result of the solar ac-
tivity consistent with the 11-year sun spot cycle, as
shown in Figure 23.3, for which data were calculated
using the MSIS-86 atmospheric model [4]. Atomic
oxygen can also be produced in other planetary envi-
ronments where oxygen is present. 

As a spacecraft orbits the Earth at velocities on
the order of 7.7 km/sec, it runs into the atomic oxy-
gen (hence the term “ram” atomic oxygen). If the
spacecraft is in an orbit that has zero inclination then
the average angle of attack of the atomic oxygen is

perpendicular to surfaces whose surface normal
points in the direction of travel. However, most
spacecraft have orbits which are inclined with re-
spect to the Earth’s equatorial plane. This causes the
average angle of attack of the arriving atomic oxy-
gen to sinusoidally vary around the orbit as a result
of the vectoral addition of the orbital spacecraft ve-
locity vector and the atmosphere’s co-rotation ve-
locity vector [5]. In addition, atomic oxygen atoms
have thermal velocities associated with their
Maxwell-Boltzman velocity distribution at the high
temperatures of LEO which are typically ~1,000 ºK
[2]. The high velocity tail of the Maxwell-Boltzman
distribution actually allows some atomic oxygen
atoms to catch up with the trailing surfaces of a LEO
spacecraft to produce a small flux which is orders of
magnitude lower than the ram flux. Thus, the ther-
mal velocities of the atomic oxygen associated with
their Maxwell-Boltzman velocity distribution con-
tributes as an additional component to the overall
impact velocity of the atomic oxygen. If one adds
the three vectoral components and averages over a
typical 400-km orbit at 28.5 degrees inclination,
then angular distribution of arriving atoms is as
shown in Figure 23.4, where the arrival distribution
in the horizontal plane is shown as a function of

FIGURE 23.2 Atomic oxygen flux versus altitude for solar minimum, nominal (standard atmosphere), and solar max-
imum conditions.
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FIGURE 23.3 Atomic oxygen fluence per year during a solar cycle, based on MSIS-86 atmospheric model [4].

FIGURE 23.4 Atomic oxygen arrival flux relative to the ram direction for a 400-km orbit at 28.5 degrees inclination
and 1,000 ºK thermosphere.
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FIGURE 23.5 Polar plot of relative atomic oxygen flux as a function of the angle between the ram direction and the
normal of the arrival surface for a LEO spacecraft in a 400-km orbit at 28.5 degrees inclination and 1,000 ºK thermo-
sphere.

FIGURE 23.6 Energy distribution of atomic oxygen
atoms as a function of altitude for a circular orbit at 28.5
degrees inclination and 1,000 ºK thermosphere.

incidence angle for surfaces normal to the ram di-
rection [6]. 

Atomic oxygen can arrive at angles beyond 90 de-
grees from the orbital direction. For example, Figure
23.5 shows that a surface whose normal is 90 de-
grees with respect to the ram direction receives ap-
proximately 4% of the flux that occurs for a surface
whose normal is parallel to the ram direction. 

The impact energy of arriving atomic oxygen
atoms also is dependent upon the following three
contributions to the resulting velocity vectors: the
orbital spacecraft velocity, the Earth’s atmosphere
co-rotation velocity, and atomic oxygen thermal ve-
locity. Figure 23.6 is a plot of the energy distribution
of atomic oxygen atoms as a function of altitude for
a circular orbit with 28.5 degrees inclination and
1,000 ºK thermosphere [7]. As can be seen, the aver-
age impact energy is 4.5 eV � 1 eV for a 400-km
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FIGURE 23.7 Low Earth orbital glow phenomena: (a)
Photograph of the Space Shuttle tail during daylight; (b)
Photograph of the Space Shuttle tail at night.

orbit and the impact energy decreases with altitude.
For highly elliptical orbits, the perigee ram impact
energy can be significantly higher than for circular
LEO orbits. Such elliptical orbits can also produce
high fluxes near perigee due to the low altitudes in-
volved. If a spacecraft is spinning with its axis of ro-
tation perpendicular to the Earth then the average
flux to any surface is simply 1/π of that of the ram
direction. 

23.2.2 Interaction with Materials

Although LEO atomic oxygen possesses sufficient
energy to break most organic polymer bonds and suf-
ficient flux to cause oxidative erosion of polymers,
there was little known or interest in atomic oxygen
interaction with materials until the start of Space
Shuttle missions. This is primarily because most
prior missions occupied high altitude orbits where
atomic oxygen densities are rather inconsequential.

One evidence of LEO environmental interaction
with materials is the glow phenomena that occurs
when atomic oxygen and other LEO atmospheric
species impact spacecraft surfaces causing the cre-
ation of short-lived excited state species that emit
visible radiation near the surfaces of spacecraft as
shown in Figure 23.7, where Figure 23.7(a) was
taken during the daylight and Figure 23.7(b) was
taken as a time exposure at night [8–10]. 

The reaction of atomic oxygen with spacecraft
materials has been a significant problem to LEO
spacecraft designers. Atomic oxygen can react with
polymers, carbon and many metals to form oxygen
bonds with atoms on the surface being exposed. For
most polymers hydrogen abstraction, oxygen addi-
tion or oxygen insertion can occur (Figure 23.8).
With continued atomic oxygen exposure, all oxygen
interaction pathways for hydrocarbons eventually
lead to volatile oxidation products accompanied by
the gradual erosion of hydrocarbon materials. Sur-
faces of polymers exposed to atomic oxygen also de-
velop an increase in oxygen content as shown in
Figure 23.9 [11]. 

The sensitivity of hydrocarbon materials to reac-
tion with atomic oxygen is quantified by the atomic
oxygen erosion yield of the material. The atomic
oxygen erosion yield is the volume of a material that
is removed (through oxidation) per incident oxygen
atom. The most well-characterized atomic oxygen
erosion yield is that of polyimide Kapton® H, which
has an erosion yield of 3.0 � 10–24 cm3/atom for
LEO 4.5 eV atomic oxygen [12,13]. Table 23.1
(14,15,16) lists the atomic oxygen erosion yields of

a wide variety of polymers, where many of the val-
ues were measured from space experiments and oth-
ers are predicted values. The predicted erosion yield
values (γ’mod-Correlation and 1/Oxygen Index (OI)
Correlation [16]) listed in Table 23.1 were made
based on predictive models, developed for the inter-
action of polymers with the LEO environment, and
using information about the chemical composition,
structure, and densities, as well as experimental data
for OI [17]. 

The most common technique for determining the
erosion yield of flight samples is through mass loss
measurements. These measurements are made by
obtaining mass measurements of the sample before
and after flight. The erosion yield of the sample, ES,
is calculated through the following equation:

, (23.1)ES �
¢MS

1ASrSF2
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FIGURE 23. 8 Atomic oxygen reaction pathways with polymers.

FIGURE 23.9 Surface oxygen content (measured
using XPS) for chlorotrifluoroethylene as a function of
atomic oxygen exposure level, where exposures were
conducted in ground facility RF air plasma.

where ES = erosion yield of flight sample
(cm3/atom)

∆Ms = mass loss of the flight sample (g)
As = surface area of the flight sample ex-

posed to atomic oxygen attack (cm2)
ρs = density of sample (g/cm3)
F = fluence of atomic oxygen

(atoms/cm2)

The atomic oxygen fluence, F, can be determined
through the mass loss of a Kapton® witness sample
because Kapton® has a well-characterized erosion
yield in the LEO environment. Therefore, the atomic
oxygen fluence can be calculated using the follow-
ing equation:

, (23.2)

where ∆MK = mass loss of Kapton® witness sam-
ple (g)

AK = surface area of Kapton® witness
sample exposed to atomic oxygen
(cm2)

ρK = density of Kapton® witness sample
(1.42 g/cm3)

EK = erosion yield of Kapton® witness
sample (3.0 � 10–24 cm3/atom).

Thus:

. (23.3)

One of the critical issues with obtaining accurate
erosion yield data from mass loss measurements is

ES � EK 
¢MSAKrK

¢MKASrS

F �
¢MK

1AKrKEK2
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TABLE 23.1 Atomic Oxygen Erosion Yields of Various Materials and Polymers

Predicted Erosion Yield in LEO by 
Different Correlations ReLEO (Ref. 16)

(�10–24 cm3/atom) 

γ’ mod-Correlation 1/OI Correlation

Acrylonitrile butadiene styrene ABS Cycolac; Lustran 2.3 3.1
Carbon 0.9–1.7 (Ref. 14)
Carbon (highly oriented py-

rolytic graphite)
HOPG Graphite 1.0 1.3 1.04–1.2 (Ref. 15); 1.2–1.7

(Ref. 16); 1.2 (Ref. 14) 
Carbon (pyrolytic polycrys-

talline)
PG Graphite 0.61–1.2 (Ref. 15); 1.2 

(Ref. 14)
Carbon (single crystal natural
Class IIA diamond)

Diamond 0.0000 � 0.000023 (Ref. 15);
0.021 (Ref. 14)

Cellulose acetate CA Cellidor; Tenite 
Acetate

6.8 3.2 (5.2)

Cellulose nitrate CN Celluloid; Xylonite 13.1
Crystalline polyvinylfluoride

w/white pigment
PVF White Tedlar 3.4 3.0 0.29 (Ref. 15); 3.2 (Ref. 16) 

Diallyl diglycol and triallyl
cyanurate

ADC CR-39 6.1 4.6 6.1 (Ref. 16) 

Epoxide or epoxy EP Epoxy resin 2.9 2.3 2.7 (Ref. 16) Epoxy Resin
5208; 1.7 (Ref. 14)

Ethylene vinyl acetate copoly-
mer

EVAC Elvax 3.9 3.5

Ethylene vinyl alcohol copoly-
mer

EVAL (EVOH) Eval 3.5 3.0

Ethylene/propylene/diene EPTR (EPDM) Nordel; Keltan 2.9 3.0
Fluorinated ethylene propylene FEP Teflon® FEP 0.0 n/a 0.337� 0.005* (Ref. 15); 0.35

(Ref. 15); 0.03–0.05 (Ref. 16);
0.037 (Ref. 15); 0.0–>0.05

(Ref. 14)
Halar ethylene-chlorotrifluo-
roethylene

ECTFE Halar 2.0 n/a 2.0–2.1 (Ref. 15); 1.9 
(Ref. 16)

Melamine formaldehyde resin MF Melmex; Melopas 3.4
Phenol formaldehyde resin PF Bakelite; Plenco;

Durex
2.3 2.5

Poly-(p-phenylene terephthala-
mide)

PPD-T (PPTA) Kevlar 29 2.5 2.9 1.5 � 0.5 Kevlar 29 (Ref. 15);
2.1–4.1 Kevlar 29 (Ref. 16); 

4.0 � 0.5 Kevlar 49 (Ref. 15);
2.1–4.1 Kevlar 49 (Ref. 16) 

Polyacrylonitrile PAN Acrilan; Barex; Orlon 2.5 4.5
Polyamide 6 or nylon 6 PA 6 Caprolan; Akulon K;

Ultramid
3.7 3.6 2.8 � 0.2 (Ref. 15); 4.2 (Ref.

16) 
Polyamide 66 or nylon 66 PA 66 Maranyl; Zytel;

Durethane
3.7 3.6 2.8 � 0.2 (Ref. 15) 

Polybenzimidazole PBI Celazole 1.9 1.8 1.5 (Ref. 16); 1.5 (Ref. 14)
Polycarbonate PC Lexan; Makrolon 2.9 3.2 2.9 (Ref. 16); 6.0 (Ref. 14)
Polychlorotrifluoroethylene PCTFE Kel-F; Aclar 1.0 n/a 1.97 � 0.12* (Ref. 15); 0.9

(Ref. 16) 
Polyetheretherkeytone PEEK Victrex PEEK;

Hostatec
2.3 2.1 3.7 � 1.0 (Ref. 15); 2.3 (Ref.

15); 3.2–4.5 (Ref. 16) 
Polyethylene PE Alathon; Lupolen;

Hostalen
3.0 4.2 3.97 � 0.23 (Ref. 15); 3.2–4.5

(Ref. 16); 3.3 (Ref. 14); 3.7
(Ref. 14)

Polyethylene oxide PEO Alkox; Polyox 7.1 5.8
Polyethylene terephthalate PET Mylar; Tenite 3.5 3.1 3.4–3.6 Mylar A (Ref. 15);

3.4–3.7 Mylar A (Ref. 14); 3.0
Mylar D (Ref. 15); 2.9–3.0
Mylar D (Ref. 14); 3.4–3.9
(Ref. 16); 1.5–3.9 (Ref. 14) 

Erosion Yield in LEO 
(�10–24 cm3/atom) 

and referencesMaterial Abbrev. Trade Names
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TABLE 23.1 (Continued)

Predicted Erosion Yield in LEO by 
Different Correlations ReLEO (Ref. 16)

(�10–24 cm3/atom) Erosion Yield in LEO 
(�10–24 cm3/atom) 

and referencesγ’ mod-Correlation 1/OI Correlation

Polyimide (PMDA) PI Kapton® HN 2.9 2.0 3.0 (Ref. 16); 3.0 (Ref. 14) 
Polyimide (PMDA) PI Kapton® H 2.9 2.0 3.0 (Ref. 15); 2.89 � 0.6 (Ref.

15); 3.0 (Ref. 16); 3.0 (Ref. 14)
1.5–3.1 (Ref. 14) 

Polyimide (PMDA) PI Black Kapton 1.4–2.2 (Ref. 14)
Polymethyl methacrylate PMMA Plexiglas; Lucite 5.1 4.5 6.3 � 0.3 (Ref. 15); 3.9–4.8

(Ref. 16); 3.1 (Ref. 14)
Polyoxymethylene; acetal;

polyformaldehyde
POM Delrin; Celcon; 

Acetal
8.0–12.0 5.0

Polyphenylene PPH 1.8
Polyphenylene isophthalate PPPA Nomex 2.5 2.9
Polypropylene PP Profax; Propathene 2.9 4.1 4.4 (Ref. 15)
Polystyrene PS Lustrex; Polystyrol;

Styron
2.1 6.0 4.17 � 0.17 (Ref. 15); 1.8 

(Ref. 16)
Polysulphone (Polysulfone) PSU Udel; Ultrason/S 2.5 2.4-3.0 2.3 (Ref. 15); 2.1 (Ref. 16); 

2.4 (Ref. 14) 
Polytetrafluoroethylene PTFE Fluon; Teflon; Halon 0.0 n/a 0.20 (Ref. 15); 0.37 � 0.06

(Ref. 15); 0.03–0.05 (Ref. 16);
0.0–0.2 (Ref. 14)

Polyvinyl acetate PVA Elvacet 6.2
Polyvinyl alcohol PVA(L) Elvanol 7.1 4.1
Polyvinyl fluoride PVF Tedlar 3.8 clear (Ref. 15); 1.3–3.2

clear (Ref. 14); 0.05–0.6 white
(Ref. 14)

Polyvinylidene chloride co-
polymers

PVDC Saran 5.1 n/a

Polyvinylidene fluoride PVDF Kynar 1.1 n/a 0.9–1.1 (Ref. 16); 0.6 (Ref. 14)
Polyxylylene PX Parilene; Parylene 2.1
Pyrone PR Pyrone 2.4 2.3 (Ref. 16); 2.5 (Ref. 14)
Tetrafluoroethylene-ethylene

copolymer
ETFE Tefzel ZM 1.1 n/a 1.2 (Ref. 16)

Urea formaldehyde UF Beetle; Avisco 5.1 3.0

* Corrected for LDEF ram fluence of 9.09�1021 atoms/cm2

Material Abbrev. Trade Names

making sure that dehydrated mass measurements are
taken. Many polymer materials, such as Kapton®,
are very hygroscopic (absorbing up to 2% of their
weight in moisture) and can fluctuate in mass signif-
icantly with humidity and temperature. Therefore,
for accurate mass loss measurements to be obtained,
it is necessary that the samples be fully dehydrated
(e.g., in a vacuum desiccator) prior to measuring the
mass, both pre-flight and post-flight.

There is a large variation in the erosion yield val-
ues for the space data provided in Table 23.1. This is
because some flight experiments were exposed to
low atomic oxygen fluences on-orbit, such as during
a Shuttle flight experiment. Variations in much of the
early LEO space data also occurred because some
erosion yield data were not determined based on de-
hydrated mass measurements, introducing large

error for hygroscopic materials, especially for low
fluence exposures or low erosion yield samples. The
erosion yield values listed in Table 23.1 from Refs.
15 and 16 represent more recent erosion yield values.

A LEO environment experiment called the
MISSE (Materials International Space Station Ex-
periment) PEACE (Polymers Erosion And Contam-
ination Experiment) Polymers contains 41 different
polymers for long-term atomic oxygen erosion de-
termination [18]. The MISSE PEACE Polymers
samples were placed on the outside the ISS Quest
Airlock in August, 2001 during shuttle mission STS-
105. The experiment is scheduled to be retrieved
during STS-114, more than three years after its in-
stallation on International Space Station (ISS). The
erosion yield data (to be obtained using dehydrated
pre- and post-mass measurements) from this long-
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FIGURE 23.10 Effect of LEO atomic oxygen exposure (fluence of 2.3�1020 atoms/cm2, Shuttle flight STS-46) on 
DC 93-500 silicone: (a) Photograph of unexposed DC 93-500 silicone, and (b) photograph of the same surface following
exposure.

FIGURE 23.11 Scanning electron microscope photo-
graph of DC 93-500 silicone showing cracking and sub-
sequent branch cracking after atomic oxygen exposure to
an effective fluence of 2.6�1021 atoms/cm2 in a plasma
asher facility.

(a) (b)

term ISS experiment will be directly compared with
the predictions provided in Table 23.1.

Atomic oxygen can also oxidize the surfaces of
metals to produce nonvolatile metal oxides. How-
ever, for most metals, the oxides tend to shield the
underlying metal from oxidation. Silver is one ex-
ception, because silver oxide tends to spall from the
underlying metal, thus allowing continued oxida-
tion. Such effects caused silver solar cell intercon-
nects to fail in LEO [13]. Atomic oxygen interaction
with silicones causes oxidation and removal of
methyl groups, and gradual conversion of the sur-
face of silicones to silica [19–21]. This frequently
results in shrinkage and crack formation in the ex-
posed silicones (Figures 23.10 and 23.11) as they are
transformed from low modulus polymers into the
higher modulus silica. 

Surfaces of materials with volatile oxidation prod-
ucts (such as hydrocarbon polymers) that are ori-
ented in a fixed position with respect to the ram di-
rection gradually develop left-standing cones, which
point in the direction of arriving atomic oxygen.
Thus, the microscopic roughness of the surfaces in-
creases with time. Because the predominant erosion
of one location is independent of any other location
and atomic oxygen arrives randomly, the develop-
ment of surface roughness obeys Poisson statistics.
This causes the surface roughness to increase as the
square root of the atomic oxygen fluence [22]. Figure

23.12 shows typical atomic oxygen textured surfaces
of Kapton® H polyimide, fluorinated ethylene propy-
lene and chlorotrifluoroethylene after fixed-orienta-
tion exposure to atomic oxygen in LEO [23,24]. In
addition to polymer thickness loss, such texturing
causes an increase in diffuse reflectance and a de-
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FIGURE 23.12 Scanning electron microscope photographs of LEO atomic oxygen textured polymers: (a) Kapton® H
polyimide (atomic oxygen fluence = 2.3�1020 atoms/cm2); (b) Fluorinated ethylene propylene (FEP) Teflon® (atomic
oxygen fluence = 7.78�1021 atoms/cm2); and (c) Chlorotrifluoroethylene (atomic oxygen fluence = 8.99�1021

atoms/cm2).

(a) (b)

(c)

crease in specular transmittance of polymers [25].
Atomic oxygen exposure of hydrocarbon or halocar-
bon polymers that are pigmented or filled with metal
oxide particles results in erosion of the polymeric
content, resulting in gradual exposure of an increas-
ing surface population of metal oxide particles that
are poorly attached to each other [26]. The metal
oxide particles, which become loosely attached, re-
main in contact and gradually shield the underlying
polymer content from atomic oxygen erosion Thus,
the erosion yield can gradually decrease with atomic
oxygen fluence. 

23.2.3 Mitigation Techniques

Atomic oxygen erosion of thin polymers in LEO has
represented a challenging spacecraft performance
and durability problem for many years. Three ap-
proaches have been taken in efforts to reduce or
eliminate atomic oxygen erosion of polymers. The
three approaches to achieve polymer durability to
atomic oxygen consist of: (1) the application of thin

film protective coatings made of atomic oxygen
durable materials; (2) the modification of the surface
of the polymers to make them more durable to
atomic oxygen; and (3) the use of alternative poly-
mers that contain metal atoms which develop a pro-
tective coating with atomic oxygen exposure.

The first and most widely used mitigation ap-
proach is the application of thin film metal, metal
oxide or fluoropolymer-filled metal oxide protective
coatings to polymers [27–31]. Thin film coatings of
SiO2, Al2O3, Indium Tin Oxide, Ge, Si, Al, and Au
with thickness ranging from a few hundred to more
than 100 nm are typically applied by sputter deposi-
tion or vapor deposition. For example, the SiO2 coat-
ings on Kapton® H polyimide for the solar array blan-
kets on the International Space Station are 130 nm
thick and applied by magnetron sputter deposition
[32]. Although metal oxide coatings as thin as ~5.0
nm can provide atomic oxygen protection on ultra
smooth surfaces, usually thicknesses of ~100 nm are
used to ensure complete coverage over irregularities
of debris, pits and rills on polymer surfaces. Coatings



476 INDUSTRIAL APPLICATIONS

FIGURE 23.13 Scanning electron microscope photographs of LEO atomic oxygen exposed Kapton® from LDEF at
sites of pinwindow and crack defects in a vacuum deposited aluminum protective coating: (a) Prior to removal of alu-
minized coating; (b) After chemical removal of protective coating.

which are factors thicker than 100 nm can more eas-
ily crack or spall due to either their intrinsic stress or
inability to conform with flexure compression or ex-
pansion at their polymer substrates. The addition of
fluoropolymer content to metal-oxide coatings al-
lows factors greater strain-to-failure in the coatings.
Such coatings can be deposited by co-sputter deposi-
tion of metal oxide and polytetrafluoroethylene
Teflon® [25,27)].

The atomic oxygen durability of polymers that
are protected by thin film coatings made of materials
(which are themselves atomic oxygen durable) is
largely dependent upon the number and size of pin-
window and scratch defects in the protective coat-
ings (Figure 23.13). The application of 130-nm SiO2
protective coatings on Kapton® polymide can fre-
quently reduce the rate of weight loss due to atomic
oxygen erosion of Kapton® to less than 1% of that of
unprotected Kapton® [32]. Atomic oxygen under-
cutting oxidation at sites of pin window and scratch
defects can ultimately lead to mechanical failure of
the polymer when a sufficient number of undercut
cavities connect [29]. The growth of undercut cavi-
ties has been studied for polymer films coated on
one side or both sides through the use of Monte
Carlo computational modeling [7,33–36]. 

One approach to reducing the number of pinwin-
dow and scratch defects in atomic oxygen protective
coatings is to apply a surface tension leveling coat-
ing to the material prior to applying the protective
coating. Studies have found the use of leveling coat-
ings successful for increasing the atomic oxygen
durability of protective coatings on composite mate-
rials based on decreasing defect densities [37,38].

For example, in one study a low viscosity epoxy was
applied to the surface of several composite coupons.
A protective layer of 1,000 Å of SiO2 was deposited
on top of the leveling coating, and the coupons were
exposed to an atomic oxygen environment in a
plasma asher. Pinhole populations per unit area were
estimated by counting the number of undercut sites
observed by scanning electron microscopy. Defect
density values of 180,000 defects/cm2 were reduced
to about 1,000 defects/cm2 as a result of the applied
leveling coating [37]. Leveling coatings have also
been found to improve the optical performance of
composite concentrator surfaces by improving the
specular reflectance [37,38].

The mitigation approach involving modification
to the surface of polymers to make them more
durable to atomic oxygen has primarily involved ei-
ther implantation of metal atoms into the surface of
the polymer [39] or chemical modification of the
surface of the polymer to incorporate silicon atoms
into the surface and near the surface. In both surface
modification approaches, the degree to which the
atomic oxygen erosion yield is reduced is dependent
upon the aerial density of metal atoms that can be
placed into the polymer surface.

The formation of alternative polymers that con-
tain inorganic atoms has been approached through a
variety of chemical formulations including the use
of silicone co-polymers [40], polysilsesquioxane
[41], cage coordination compound incorporation of
metal atoms [42], and phosphorous-containing poly-
mers [43]. As with the surface alteration approach,
the durability of the alternative polymer is depen-
dent upon the aerial density of inorganic atoms that



DEGRADATION OF SPACECRAFT MATERIALS 477

can be achieved. In addition, the alternative poly-
mers must achieve the durability to other space en-
vironmental threats, such as UV radiation and ioniz-
ing radiation, to be considered suitable. Other
properties, such as low solar absorbtance, may be re-
quired, depending on the application. A benefit of
some of the alternative polymers is lower solar ab-
sorbtance than Kapton® [43].

23.3 CONTAMINATION EFFECTS

23.3.1 Sources and Transport of
Spacecraft Contamination

Spacecraft contamination can be defined as molecu-
lar or particulate matter on or near a spacecraft sur-
face that is foreign to that surface. Sources of space-
craft contamination can include thruster propellants
and burn residue, outgassing of spacecraft materials,
vented gases from spacecraft systems, fluids re-
leased from the spacecraft by dumping or leakage,
micrometeoroids and orbital debris, and particles
generated or redistributed during spacecraft me-
chanical operations or astronaut extravehicular ac-
tivity (EVA) operations [44]. Comprehensive data
on outgassing of spacecraft materials is found in
Ref. 45. Space environment interactions with mate-
rials can also produce contaminants, such as volatile
products of atomic oxygen reactions and ultraviolet-
induced or radiation-induced chain scission prod-
ucts in polymer materials and residual non-oxidative
films left free-standing due to atomic oxygen ero-
sion of underlying material. Space environment ef-
fects, such as atomic oxygen, ultraviolet, and radia-
tion interactions, can further modify contaminant
species.

Spacecraft contaminants can either deposit onto
spacecraft surfaces or remain in the vicinity of the
spacecraft. Molecular contaminants can transport
from surface-to-surface through various mecha-
nisms, including line-of-sight transport, non-line-of-
sight transport through reflection or scattering, and
attraction of positively ionized contaminants to a
negatively charged, sunlit spacecraft surface [46],
These transport mechanisms can put critical space-
craft surfaces at risk for contamination effects.

23.3.2 Contamination Effects on
Spacecraft Surfaces

Buildup of molecular or particulate spacecraft con-
tamination can cause degradation in transmittance,
reflectance, solar absorptance, and thermal emit-

tance of surfaces. The impacts of this degradation
include reduced performance of solar arrays, radia-
tors, instrument optics, sensors, and other systems
[44].

Some particularly detrimental cases of space en-
vironment interactions with spacecraft contamina-
tion include atomic oxygen oxidation of outgassed
silicones to produce a non-eroding silica-based
layer, and ultraviolet or ionizing radiation interac-
tions with contaminants to produce a contaminant
film. Examples of these cases will be discussed
below.

23.3.2.1 Atomic Oxygen Interaction 
with Silicones

Almost all spacecraft have silicones on board in the
form of adhesives, potting compounds and lubri-
cants used in materials processing. Although most
LEO spacecraft designers make efforts to use only
silicones that are vacuum stripped to eliminate or re-
duce the amount of volatile short-chain content, sil-
icone fragments are often evolved in the vacuum en-
vironment in LEO, with the process being further
enhanced with atomic oxygen and/or radiation-
induced bond breaking. The resulting silicone frag-
ments can deposit on surfaces that are exposed to
atomic oxygen. If the surfaces are not receiving
atomic oxygen, then simple re-evaporation of the sil-
icone can occur, providing that the surfaces are the
same temperature or hotter than the source of the sil-
icone. Or, UV may interact with the silicone frag-
ments causing a polymerized contaminant layer to
build up, as will be discussed in Section 23.3.2.2.
With atomic oxygen arrival, oxidation reactions
cause the silicones to lose hydrocarbon content and
convert to a silica-based surface layer that is resis-
tant to atomic oxygen erosion. Such processes
occurred on the MIR Space Station, resulting in the
accumulation (over a ten-year duration) of a micro-
scopically rough coating on the solar array (Figure
23.14) which was up to 4.6 µm thick [19]. Such
coatings tend to be rather transparent. However, if
the silicone deposition is also accompanied by hy-
drocarbon deposition, a much more optically ab-
sorbing coating can result [47]. Figure 23.15 is 
a photograph of the anti-solar side of one of the 
MIR solar array solar cells. The contamination is
much more absorbing. It appears as a tan-colored
silica deposit formed by atomic oxygen reaction of
silicones that were arriving at the same time hydro-
carbons arrived from a polymer mesh behind the
array. This contaminant layer was ~ 1.24 µm thick. 
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(a)

(b)

FIGURE 23.14 MIR solar array sun facing surface after 10 years in LEO: (a) Photograph showing silica contamina-
tion as a diffuse white deposit on the front surface of the solar cells; (b) Scanning electron microscope photograph of ox-
idized silicone contamination layer.

23.3.2.2 Photochemical Deposition 
of Contaminants

In the presence of UV light, contaminants can form
a polymerized film on a spacecraft surface [46]. It
has also been stated that charged particles might
play a role in this polymerization process, either
separately or synergistically [44]. Even though out-
gassing rates decrease with time, subsequent con-

taminant deposition rates do not decrease at the
same rate. This is because photochemical contami-
nation processes have been found to continue even
when outgassing has subsided [44]. This can be a
significant concern on long-duration missions.

The Long Duration Exposure Facility (LDEF)
satellite, which was exposed for 69 months in the
LEO environment, provided an interesting study of
contamination processes as the leading edge re-
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b
FIGURE 23.15 Back surface of MIR solar cell after 10
years in LEO: (a) photograph of contamination on solar
cell back surface prior to “tape peel cleaning;” and (b)
photograph of the same solar cell back surface after “tape
peel cleaning” of the upper right corner to show a com-
parison of the contaminated and cleaned areas.

a

ceived a high fluence of directed ram atomic oxygen
along with solar exposure, and the trailing edge re-
ceived very little atomic oxygen along with similar
solar exposure. Molecular contamination processes
on LDEF surfaces varied from the leading edge to
the trailing edge. Surfaces on the leading edge expe-
rienced removal of hydrocarbon-based contami-
nants and oxidation of silicone fragments leading to
silica-rich, hydrocarbon-poor contaminant films.
Surfaces on the trailing edge experienced the
buildup of hydrocarbon contaminants and silicone
fragments which became UV-darkened hydrocar-
bon-rich, silicone contaminant films. 

23.3.3 Mitigation of Contamination Effects

Mitigation of spacecraft contamination effects is
achieved through careful selection of materials (par-

ticularly low outgassing materials), a spacecraft de-
sign which minimizes contamination risk for critical
components, and taking precautions for spacecraft
cleanliness during ground assembly and on-orbit op-
erations. Spacecraft materials outgassing data is
found in Ref. 45, and detailed guidelines for space-
craft contamination control can be found in Ref. 48.

23.4 SPACE RADIATION EFFECTS

23.4.1 Solar Ultraviolet Radiation

23.4.1.1 Environment Description

Earth’s atmosphere absorbs all ultraviolet radiation
from the Sun that is less than 0.3 microns in wave-
length [46]; however, spacecraft outside of the
Earth’s atmosphere and with a view of the Sun are
subject to the full solar spectrum. Additionally,
spacecraft surfaces without a direct view of the Sun,
but with a view of Earth, may still experience solar
ultraviolet effects due to Earth albedo, which is the
Sun’s energy (~31%) reflected back to space by the
Earth’s atmosphere [46]. The solar spectrum outside
the Earth’s atmosphere at one astronomical unit
from the Sun is referred to as the air mass zero
(AM0) solar spectrum. Figure 23.16(a) shows the
AMO solar spectrum in the wavelength range up to
250 nm and 23.16(b) shows the UV region of the
AMO solar spectrum [49]. In general, the ultraviolet
range is defined as the portion of the electromagnetic
spectrum including wavelengths between 4–400 nm
[50]. However, relevant to materials degradation in
space, it is convenient to examine only those wave-
lengths which are significant in the AM0 solar spec-
trum. Integrated solar irradiance in various wave-
length ranges are shown in Table 23.2 [49] along
with the portion of the solar constant represented by
each wavelength range. It is evident that wave-
lengths shorter than approximately 120 nm repre-
sent a negligible portion of the solar spectrum. Rel-
evant to the study of space environment effects on
materials, the ultraviolet range of wavelengths can
be conveniently divided into two bands: Near UV
(NUV) as the 200–400 nm range and vacuum UV
(VUV) as the 100–200 nm range. 

23.4.1.2 Effects on Materials

Polymers are particularly susceptible to ultraviolet
radiation degradation, because many types of bonds
in organic polymers are capable of absorbing UV
light, which can lead to photochemical reactions
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FIGURE 23.16 The air mass zero (AM0) solar spec-
trum: (a) the wavelength range up to 2,500 nm; (b) 
the UV portion of the AM0 solar spectrum from 100–
400 nm.

(a)

(b)

TABLE 23.2 Air Mass Zero Integrated Solar Irradiance [49]

Wavelength
Range 

Integrated solar 
irradiance in 

wavelength range 
(W/m2)

Percent of Solar
Constant within

wavelength range

λ ≤ 1000 µm 1,366.1 100
λ ≤ 400 nm 106.6 7.8
λ ≤ 200 nm 0.10 0.007
λ ≤ 120.5 nm 3.12�10–4 2.28�10–5

[46,51]. Additionally, impurities that are usually con-
tained in synthetic polymers are often more likely to
absorb UV light than the polymer itself, and can be
significant contributors to the photochemical reac-
tions within the polymer material [51]. Photochemi-
cal reactions within organic molecules may result in

effects such as discoloration of the material (increase
in solar absorptance) or loss of mechanical properties
due to chemical changes in the material. Important
considerations for polymer UV durability in space
are the wavelengths required to cause degradation,
the depth of degradation, and synergistic effects with
other environmental factors. It is generally thought
that most polymers absorb approximately 95% of in-
cident radiation below 250 nm within 0.3 µm from
the surface [52]. However, based on the data shown
in Figure 23.17, Teflon® FEP is an exception, as it
transmits a significant amount of ultraviolet radiation
through tens of micrometers in depth [53].

For polymer films whose thickness is significantly
greater than the UV attenuation depth (the depth
within which the majority of UV light as absorbed),
the undegraded portion of the polymer thickness pro-
vides support to a degraded surface. However, for ap-
plications using polymer films whose thickness is on
the order of the UV attenuation depth, the potential
for UV degradation resulting in cracking of the full
film thickness is significant. 

Glass and ceramic materials have been observed
to undergo ultraviolet radiation-induced darkening
[50,54], also referred to as solarization. UV light in-
teractions in glass and ceramic materials can cause
formation of electrons or holes that are trapped in
various defects. Some of these trapped species ab-
sorb light in specific wavelength ranges and are re-
ferred to as color centers [54]. UV-darkening can be
affected by purity of the material, particle shape and
size, surface chemistry and thermal history [55]. UV-
darkening can be detrimental to spacecraft materials
such as white paint coatings and solar cell cover
glass.

In order to understand effects of space ultraviolet
radiation on materials, it is useful to examine results
of laboratory testing reported in the literature. How-
ever, results should be cautiously interpreted, be-
cause there are a multitude of variables associated
with ultraviolet testing that make it difficult to com-
pare results directly from one test to another. These
variables include: wavelength range, spectral shape
and intensity of the UV source, and the nature of the
exposure environment (air, purge gas, or vacuum). It
is important to note that UV-induced degradation re-
actions in polymers are also influenced by oxygen,
where the quantum yield (i.e., number of scission
products per incident photon) is often greater for re-
actions in the presence of oxygen [51,56]. Even vac-
uum systems contain some amount of oxygen from
residual air in the system. For some materials, es-
pecially semiconductor pigmented paints, post-
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FIGURE 23.17 Transmittance as a function of FEP thickness.

irradiation exposure to air (as is often required for
post-exposure analysis) can cause reversal of the
UV-induced damage, sometimes referred to as “air
bleaching,” creating an additional complication for
interpreting test results [55].

23.4.1.2.1 Effects on Fluoropolymers. UV in-
teractions with fluoropolymers have been found to
cause loss of mechanical properties and loss of opti-
cal properties. Erosion, mass loss, and surface
roughness increases have been observed for Teflon®

fluorinated ethylene propylene (FEP) upon exposure
to a broad spectrum (> 115 nm) VUV deuterium
lamp providing wavelengths greater than 115 nm in
vacuum [57,58]. Erosion of FEP was also observed
upon exposure to monochromatic light of 147 nm
[58]. Broad spectrum VUV (> 115 nm) also caused
mechanical properties degradation for FEP [58].
One study [59] examined effects of broad spectrum
VUV light on FEP using windows to produce lower
cut-off wavelengths of 115 nm, 140 nm, and 155 nm.
All wavelength ranges were found to produce deg-
radation in the strength and elongation-to-failure 
of FEP, indicating that wavelengths greater than 
155 nm are capable of degrading FEP. In another
study, surface hardness of FEP was found to increase
as a function of increasing exposure to broad spec-
trum VUV (> 115 nm), where surface hardness 
was used as a measure of surface embrittlement. In
this test, surface hardness was analyzed using

atomic force microscopy (AFM) techniques 
[60]. Teflon® polytetrafluoroethylene (PTFE) was
found to be more susceptible to UV damage than
FEP [58].

Various synergistic effects were observed for flu-
oropolymers exposed to ultraviolet radiation during
heating or thermal cycling. Tensile strength and
elongation-to-failure were found to decrease for
PTFE polymers upon UV exposure in the 185–369-
nm wavelength range in vacuum or nitrogen at tem-
peratures of 21–315 °C, suggesting that chain scis-
sion occurs in PTFE polymers [61]. UV exposure of
FEP resulted in chain scission at ambient or slightly
higher temperatures, and cross-linking above 80 °C
[61]. VUV exposure (147-nm light) at temperatures
of 120 °C and 150 °C resulted in a significant de-
crease in tensile strength and elongation compared
to the negligible change observed for VUV alone
[58]. Compared to VUV irradiation with steady-
state heating at 100 °C, creep deformation increased
for VUV irradiation with thermal cycling, which
was attributed to FEP traversing between phases
during thermal cycling [62].

Tedlar® (polyvinyl fluoride) is found to undergo
loss of strength and elongation due to ultraviolet ex-
posure as reported in the literature for terrestrial uses
of Tedlar® [63]. Regarding testing for aerospace ap-
plications, Tedlar® materials were exposed to at least
2,500 equivalent sun hours in a facility that provided
VUV (> 115 nm) and NUV (~200–400 nm) to sim-
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ulate LEO and GEO solar conditions [64]. Results
from this test showed that solar absorptance for an
uncoated cloud white Tedlar® increased. Use of an
Optical Coating Laboratory, Inc. (OCLI) multi-layer
coating prevented a significant change in solar ab-
sorptance. The OCLI coating was thus found to per-
form well as a UV protective coating for white Ted-
lar®. However, another investigation showed that an
OCLI coating did not adhere well to FEP [60],
which will be described in Section 23.5.2.3. 

Whereas VUV radiation from a deuterium lamp
(λ > 115 nm) was found to cause mass loss of FEP,
no mass loss was observed for unpigmented Tedlar®

[65]. Lack of mass loss for Tedlar® was attributed to
the fact that, unlike FEP, Tedlar® contains CH bonds.
It was proposed that Tedlar® undergoes cross-link-
ing that modifies the surface layer.

As illustrated through the examples above, ultra-
violet radiation and synergistic effects with heating
or thermal cycling are well known to cause degrada-
tion of mechanical properties and optical properties
of fluoropolymers. The degree to which degradation
occurs depends upon irradiation wavelengths, expo-
sure temperatures, and the chemical nature of the
fluoropolymer.

It is important to note that the spectral mismatch
between the VUV deuterium lamp and the AM0 Sun
may produce degradation mechanisms that are dif-
ferent between space and laboratory exposures. For
example, the lamp’s peak at around 160 nm coin-
cides with a peak of Teflon® UV absorption [66].
There is no such peak in the solar spectrum. The
VUV lamp peak may result in enhanced surface re-
actions for Teflon® which would not occur to as
great an extent in space.

23.4.1.2.2 Effects on Polyimide Kapton®.
Polyimide Kapton® shows minor changes in proper-
ties upon VUV exposure. In one study [67], a sam-
ple of 25.4-µm Kapton® HN exposed to 1,100
equivalent VUV sun hours (115–200 nm VUV) did
not experience any statistically significant changes
in elongation or ultimate tensile strength. Minor
changes in the reflectance spectrum in the ultravio-
let-visible wavelengths due to this exposure may be
indicative of some changes in surface chemistry,
however. A minor increase in solar absorptance due
to this VUV exposure, from approximately 0.23 to
approximately 0.24, was also observed.

23.4.1.2.3 Effects on Epoxy Composites and
Adhesives. In one study, it was found that UV ex-
posure (220–300 nm wavelength range) of epoxy

resin caused degradation within the top 0.5–1.0 µm
layer) for exposure as little as 30 minutes of expo-
sure [68]. Weight loss of epoxy composite materials
was observed and was found to increase with in-
creased UV irradiation time for a test conducted
using an accelerated weathering tester consisting of
medium-wave UV (200–300 nm) lamps in a system
controlled at 50 °C [69]. Another test found that UV
irradiation from medium-wave (200–300 nm) UV
lamps initiated microcracks in graphite epoxy and
glass epoxy composites, which then propagated
upon thermal shock testing between 121 °C and liq-
uid nitrogen temperature (–196 °C) [69]. On the
Long Duration Exposure Facility (LDEF), which ex-
posed materials to the space environment for 69
months, Hysol 934 epoxy adhesive was found to dis-
color and Hysol EA 9628 was found to have a de-
creased shear strength following flight. These effects
were attributed to UV degradation [70].

23.4.1.2.4 Effects on White Paint Coatings.
Space-stable coatings with low solar absorptance
and high thermal emittance are important to space-
craft thermal control. Z93 and YB-71 paints, with
zinc oxide and zinc orthotitanate pigments, respec-
tively, in potassium silicate binders, have proven to
maintain their thermo-optical properties in the space
environment [55]. A paint formulation with zinc
oxide pigment in a methyl silicone binder, desig-
nated as S13G/LO, provides a more flexible option
for the white paint coating [55]. Development of
these three types of paints originated based on the
UV stability of the ZnO and Zn2TiO4 pigments.
Other pigments examined were found to undergo
significant UV degradation, including, zirconia, alu-
mina, and silica pigments [55]. Although Z93, YB-
71 and S13G/LO paints have shown appropriate
space stability, the S13G/LO material degrades in
UV somewhat faster than YB-71 or Z93, and, there-
fore, its use is limited to shorter duration missions.
For example, for 5,000 equivalent sun hours of UV
exposure, solar absorptance increases of ≈0.02,
0.03, and 0.06 are were observed for YB-71, Z93,
and S13G/LO, respectively [55].

23.4.2 Ionizing Radiation

The ionizing radiation environment of space in-
cludes energetic charged species such as electrons
and protons, and energetic photons such as x-rays
and gamma rays. These energetic particles and pho-
tons are considered ionizing radiation because they
ionize atoms as they move through a material. The
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extent of high energy particle interactions with ma-
terials depends upon the type of radiation, its energy
and the material. Details on the interactions of radi-
ation with matter are comprehensively addressed
elsewhere [71,72]. Materials degradation due to ion-
izing radiation can occur based on accumulation of
absorbed energy in the material, referred to as total
ionizing dose. Additionally, the rate at which the
energy is deposited, referred to as dose rate, may
also influence materials degradation. Radiation
dose, referred to in SI units of grays (Gy), is the
amount of radiation that deposits 1 J of energy per 
1 kg mass of material. Another commonly used unit
is the rad, which is 0.01 Gy. Sources of ionizing ra-
diation within the space environment are described
below.

23.4.2.1 Solar Flare X-ray 
Radiation Environment

Solar flares are releases of intense energy from the
Sun occurring over a short duration (minutes to
hours), observed as sudden brightening of the chro-
mosphere of the Sun and producing energy through-
out the electromagnetic spectrum from radio waves
to gamma rays [46,73]. During the approximately
11-year solar cycle, periods of high solar activity are
correlated with enhanced X-ray emission [46].

For spacecraft in Earth orbits, surfaces with a
view of the Sun during periods of solar flares will be
exposed to a significant flux of X-rays. The Geosyn-
chronous Operational Environmental Satellites
(GOES) have been monitoring the space solar X-ray
environment since 1986, from their location in geo-
synchronous orbit at an altitude of approximately
35,800 km. GOES solar X-ray flux data, available
through the National Oceanic and Atmospheric Ad-
ministration (NOAA) National Geophysical Data
Center (NGDC) [74] were used to estimate the solar
flare X-ray environment in wavelength regions of
0.1–0.8 nm, 0.05–0.4 nm, 0.0124–0.05 nm, and
0.0124–0.05 nm for the Hubble Space Telescope
(HST) mission in LEO [75]. These X-ray fluences
and estimated dose depth profiles for FEP are shown
in Figure 23.18(a). 

23.4.2.2 Charged Particle 
Radiation Environment

The three main sources of charged particle radiation
naturally occurring in space are galactic cosmic
rays, solar proton events, and the trapped radiation
belts. Galactic cosmic rays (GCRs) consist of low

flux ionized nuclei, mostly protons, generally pro-
viding a very low radiation dose rate, which is high-
est at solar minimum [46]. GCR radiation consists of
ions of all elements of the periodic table and is com-
posed of approximately 83% protons, 13% alpha
particles (4He ions), 3% electrons, and 1% of heav-
ier nuclei [76]. Energies of GCR particles range
from about 108–1019 eV [46]. Low altitude/inclina-
tion orbits are protected from some of the GCRs, be-
cause when a GCR approaches Earth in the plane of
the equator, Earth’s magnetic field bends the particle
back to space or to the polar regions, depending on
its initial direction and energy [46]. 

Solar proton events (SPEs) result from coronal
mass ejections producing significant proton flux
over short duration periods of, on average, one to
five days [46]. Some SPEs are heavy-ion-rich with
energies ranging from tens of MeV/per nucleon to
hundreds of GeV/per nucleon [76]. Spacecraft in
low Earth orbits, such as the Hubble Space Tele-
scope, are generally protected by the magnetosphere
from the majority of SPE proton flux, but SPEs are
hazardous to spacecraft in high inclination orbits
and geosynchronous orbit [75]. In the trapped radia-
tion belts, also called the Van Allen belts, energetic
electrons and protons are confined to gyrate around
Earth’s magnetic field lines. Trapped electrons have
energies up to tens of MeV and trapped protons 
and heavier ions have energies up to hundreds of
MeV [76]. Fluxes of protons and electrons in the
trapped radiation belts are a function of particle en-
ergy, altitude, inclination, and solar activity and can
increase during solar storms [46,76]. Peak fluxes of
both electrons and protons occur at around 3,000 km
and a second peak of electron flux occurs at around
25,000 km altitude [46]. Additional variables affect-
ing trapped radiation flux include effects of Earth’s
poles and the South Atlantic Anomaly. Spacecraft in
polar orbits experience greater charged particle dose
rates than spacecraft in equatorial orbits due to
Earth’s magnetic field funneling charged particles
into the polar regions [46]. An asymmetry in Earth’s
magnetic field lines causes charged particles to
reach lower altitudes (< 1000 km) in the South At-
lantic, so that spacecraft experience higher dose
rates during passage over this region [46,76].

Estimates of the trapped proton and electron flu-
ences have been obtained using NASA’s proton (AP-
8) and electron (AE-8) models [77,78]. The trapped
electrons and protons are considered to be omni-
directional by the AP-8 and AE-8 models, although
some degree of east-west asymmetry has been
observed by spacecraft measurements in the time



484 INDUSTRIAL APPLICATIONS

FIGURE 23.18 Dose-depth profiles for ionizing radiation in FEP for (a) solar flare x-ray exposure, and (b) trapped elec-
tron and proton radiation exposure for the Hubble Space Telescope environment.

(a)

(b)
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TABLE 23.3 Effect of Gamma Radiation Dose on Some Common Spacecraft Polymers [80]

Gamma Radiation Dose (rad)

Material Mild to Moderate Damage Moderate to Severe Damage

Teflon® fluorinated ethylene propylene (FEP) 1E6-8E6 8E6-2E7
Teflon® polytetrafluoroethylene (PTFE) 2E4-1E5 1E5-2E6
Kapton®, polyimide 1E8-1E10 1E10-1E11
Mylar, polyethylene terephthalate (PET) 4E6-1E8 1E8-1E9
Polyethylene 1E7-8E7 8E7-2E8
Polyurethane 1E9-5E9 5E9-2E10
Silicone 1E8-1E9 1E9-5E9
Epoxy 2E8-8E8 8E8-5E9
Nylon, polyamide 3E5-2E6 2E6-2E7
Polyvinyl chloride (PVC) 1E7-7E7 7E7-2E8

since these models were developed [77]. Because of
the approximately omni-directional nature of the
trapped radiation, all exterior spacecraft surfaces are
exposed to this radiation.

23.4.2.3 Space Ionizing Radiation Effects
on Materials

23.4.2.3.1 Polymers. Ionizing radiation inter-
acts with atomic nuclei and their surrounding elec-
tron clouds without specificity to particular chemi-
cal bonds, unlike ultraviolet radiation that is
absorbed by particular chemical bonds [79]. Poly-
mers can become degraded in physical and mechan-
ical properties due to accumulated total dose of ion-
izing radiation, which includes electrons, protons
and X-rays and GCRs.

Polymer films, such as FEP and Kapton®, are
commonly used on exterior spacecraft surfaces for
thermal control blankets and adhesively bonded ra-
diator surfaces, and, therefore, receive an unshielded
dose of space radiation. Embrittlement and loss of
strength are not significant concerns for radiator sur-
faces rigidly adhered to metal structures. However,
for polymer films that are not rigidly supported, such
as in multilayer insulation applications, degradation
in mechanical properties can result in cracking of the
exterior polymer film layers. Cracking in thermal
blanket layers can compromise the thermal protec-
tion of underlying equipment and may pose a con-
tamination risk if pieces of the cracked film become
dislodged. In addition to thermal insulation blankets,
other uses of polymers on spacecraft exterior sur-
faces include structural composites, adhesives, pot-
ting materials, and wiring/cable insulation.

As a guide to effects of radiation on spacecraft
polymers, Table 23.3 shows the ionizing radiation

doses that have been found to produce mild to mod-
erate and moderate to severe polymer degradation
[80]. 

Relative degradation data such as in Table 23.3,
which are found commonly in radiation effects ref-
erences and which vary slightly among references
(see also Refs. 46 and 81) can be used as a screening
tool for materials selection, but it is important to
consider that many other factors may play a role in
overall materials degradation in a space radiation
environment. For example, the uniquely low solar
absorptance and high thermal emittance of FEP have
led to its wide use for spacecraft thermal control, de-
spite its susceptibility to radiation degradation.

Whereas the data in Table 23.3 are for polymers
exposed to gamma radiation in air, it is generally
found that irradiation in oxygen or air produces
more severe degradation of polymers than irradia-
tion in vacuum. For example, air or oxygen is known
to significantly affect the radiation-induced degrada-
tion of PTFE, which undergoes scission at a much
higher yield in air than in vacuum [79]. A similar
finding was reported for x-ray irradiated Teflon®

FEP, which experienced an increase in the degrada-
tion of mechanical properties after air exposure [82].
Also, many polymers which predominantly cross-
link when irradiated in vacuum will undergo main
chain scission when irradiated in air, indicating that
not just the extent of degradation is affected by the
exposure environment, but the mechanism of degra-
dation as well [79].

Table 23.3 does not account for dose rate effects
or synergistic effects of radiation and temperature.
One report summarized that long-duration low dose
rate exposures produced greater degradation of FEP
than short duration high dose rate exposure, indica-
tive of a possible dose rate effect. However, this ap-
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parent dose rate effect was attributed to time spent at
elevated temperatures rather than to dose rate alone
[61]. This report stated that accelerated ground test-
ing for ionizing radiation degradation to FEP may
underpredict in-space damage by factors of three to
10, as a crude guideline. Further synergistic consid-
erations for radiation and temperature are discussed
in Section 23.5.2.3.

Newer applications for polymer films on space-
craft require large, lightweight, deployable and/or
inflatable spacecraft structures, requiring signifi-
cantly thinner materials than used in thermal blanket
applications. Decreasing the thickness of a polymer
increases the risk for radiation damage effects. This
is because space ionizing radiation deposits a de-
creasing dose at increasing depths within a material,
so that the greatest damage to a polymer film is at 
the surface and the damage decreases with increas-
ing depth. An example of dose versus depth in 
FEP, a widely used and radiation-vulnerable mate-
rial is shown in Figure 23.18 for solar flare x-rays
and trapped electron and proton radiation on HST
[75]. When ionizing radiation degradation is com-
bined with ultraviolet degradation (another effect
that diminishes with increased polymer thickness), it
is evident that ultra-thin polymer films, such as gos-
samer structures, are at great risk of radiation-in-
duced degradation. Because of the greater radiation
sensitivity for thinner polymer films, accurate mod-
eling of the space environment and associated dose-
depth profiles for polymer films is critically impor-
tant to predicting the durability of thin polymer films
for use on large spacecraft structures for long-dura-
tion missions. Methods of modeling the space envi-
ronment are described in Refs. 80 and 81, and meth-
ods for developing appropriate dose-depth profiles
and space radiation simulation tests are described in 
Ref. 81.

Some newer polymer film materials have been
studied for radiation durability applicable to use in
deployable and inflatable spacecraft structures. Two
studies [83,84] examined effects of electron and pro-
ton radiation, in some cases with ultraviolet radia-
tion as well, on aromatic polyimide films to simulate
exposure near the Earth-Sun Lagrangian points 1
and 2. Films tested included Kapton® HN, Kapton®

E, Upilex® S, CP-1, CP-2 and either TOR-RC [83]
or TOR-LM [84]. All materials were found to un-
dergo increased solar absorptance due to the radia-
tion exposure.

In addition to polymer mechanical degradation,
electrical properties of polymers may also be com-
promised due to radiation. This is a particularly im-

portant effect for polymers used for electrical insu-
lation, such as wiring or cable insulation. Ionizing
radiation has been found to induce conductivity in
polymer films [85]. This induced conductivity has
been found to be material-dependent and dose rate-
dependent, but independent of the type of ionizing
radiation [85]. One study examined radiation-
induced conductivity in various polymers upon ex-
posure to gamma rays up to 106 Gy [86]. This study
found increases in conductivity for polyethylene and
polystyrene of two to three orders of magnitude, less
than an order of magnitude increase for Teflon®, and
negligible increases in conductivity for nylon,
epoxy, and polyvinyl chloride. This induced con-
ductivity has been found to be temporary, however.
Once the radiation exposure was discontinued, those
materials which experienced radiation-induced con-
ductivity recovered to near-initial conductivity
within seconds to hours [86].

One complication of accelerated rate charged par-
ticle radiation testing of polymer materials is the
possibility for charging of insulating polymer sur-
faces. PTFE, for example, is an excellent electrical
insulator. On-orbit, the low current and dose rates
permit continuous discharge of exposed PTFE mate-
rials. However, in ground laboratory accelerated
tests, electrostatic charging of the PTFE target in
high current/dose-rate laboratory electron beams
can lead to deceleration and deflection of the inci-
dent electron beam, especially for lower energy
electrons [87]. This effect needs to be considered
when evaluating accelerated rate space simulation
test results for insulating materials.

23.4.2.3.2 White Paint Thermal Control Coat-
ings. Many satellite systems have used white 
paint thermal control coatings Z-93, YB-71, and
S13GLO-1. As a result of a change in manufacturer
of the potassium silicate binder/encapsulant material
used in all three paints, extensive requalification
testing examined radiation stability of the newly re-
formulated versions of these paints, Z-93P, YB-71P,
and S13GPLO-1, along with comparison to their
predecessors [55,88]. In one of the tests [88], sam-
ples were exposed to approximately 2,600 equiva-
lent UV sun hours along with 40 keV electrons at a
flux of 6�109 electrons/m2s  for a total fluence of
3�1016 electrons/m2. Table 23.4 shows solar ab-
sorptance changes for original and reformulated
white paints due to this testing. 

This study proved a very important point regard-
ing spacecraft materials degradation. Even seem-
ingly minor changes in a material can produce
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TABLE 23.4 Solar Absorptance of Original and Reformulated White Paints Before and After Exposure to 2,600 Equivalent Sun
Hours UV and 3�1016 electrons/m2 at 40 keV Energy (Calculated from Original Data in Ref. 88)

White Paint Type Number of Samples
Avg. Solar Absorptance

(pristine)
Avg. Solar Absorptance 

(post-test)
Avg. Solar Absorptance

Increase

Z-93 6 0.118 � 0.014 0.155 � 0.013 0.037
Z-93P 6 0.109 � 0.001 0.152 � 0.019 0.043
S13GLO-1 6 0.166 � 0.010 0.287 � 0.014 0.121
S13GPLO-1 7 0.150 � 0.009 0.377 � 0.087 0.227
YB-71 7 0.103 � 0.021 0.238 � 0.054 0.135
YB-71P 9 0.091 � 0.013 0.345 � 0.037 0.254

significantly different vulnerability to radiation deg-
radation. Radiation degradation of the white paint
materials is very sensitive to impurity levels and pro-
cessing conditions, so that even an “equivalent”
chemical substitute for the potassium silicate binder
did not produce a material with equivalent radiation
durability. In fact, the YB-71P was found to be inad-
equately radiation stable to be space qualified,
whereas Z-93P, using the same binder, was found to
have adequate radiation stability to be considered
space qualified [88].

23.4.3 Mitigation of 
Radiation Degradation

In general, mitigation of radiation degradation of
spacecraft external materials is accomplished
through careful material selection based on under-
standing radiation conditions for the mission and
space ultraviolet and ionizing radiation durability of
materials being considered. Where UV-vulnerable
materials are necessary, some materials may be able
to be protected through the use of protective coatings,
such as the OCLI coating used on Tedlar® described
in Section 23.4.1.2.1. Although the OCLI coating
was successfully used on Tedlar®, adhesion issues
were observed when an OCLI coating was used on
FEP, which will be described in Section 23.5.2.3, so
protection for one material may not be a guarantee of
successful protection application for another. Metal-
lic coatings, such as vapor deposited aluminum
(VDA), can generally protect vulnerable polymers
from ultraviolet degradation, but processing defects,
especially scratches or other types of line-shaped de-
fects, may lead to local UV degradation. Addition-
ally, metallic coatings and oxide coatings cannot
provide significant protection from high energy ion-
izing radiation. In most cases, vulnerable materials,
even with protective coatings, should be tested to the

most conservative conditions to estimate their life-
time at mission conditions. It must be considered that
radiation effects are often synergistic with thermal
effects, which will be described in Section 23.5, and
ground laboratory evaluations should consider all as-
pects of the space environment together.

23.5 THERMAL AND THERMAL 
CYCLING EFFECTS 

23.5.1 Environment Description

Earth orbital environments are capable of producing
significant temperature variations as the spacecraft
passes from sunlight to shadow. The number of ther-
mal cycles expected for a mission depends upon the
orbit. For example, spacecraft in LEO complete one
orbit approximately every 90 minutes and spacecraft
in geosynchronous orbit complete one orbit each
Earth day (24 hours). The range of temperature
which a material experiences during thermal cycling
depends upon its thermo-optical properties (solar
absorptance and thermal emittance), its view of the
Sun, its view of the Earth, its view of other surfaces
of the spacecraft, durations of time in sun and in
shadow, and the influence of equipment or compo-
nents that produce heat.

23.5.2 Effects on Materials

On-orbit temperatures and thermal cycling pose a
threat to materials durability for various reasons.
First, for inhomogeneous materials in intimate con-
tact with one another, such as in composites or
coated materials, a mismatch in coefficients of ther-
mal expansion may lead to cracking or delamination
when the material experiences significant tempera-
ture excursions. Second, mechanical properties of
polymer materials can be a strong function of tem-
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FIGURE 23.19 Backscattered electron micrograph
showing thermal cycle-induced microcracks in an Al/Cr
coated graphite epoxy sample that was located on the
leading edge of LDEF.

perature [89]. Therefore, during the course of on-
orbit thermal cycling, a polymer may experience
temperatures at which it has decreased strength or
ductility, making it more vulnerable to damage. Be-
cause radiation damage is generally more concen-
trated at the exposed surface of a material and di-
minishes through the thickness, one can consider
that a radiation-damaged polymer no longer has ho-
mogenous properties through its thickness, making
it vulnerable to effects of a mismatch in coefficient
of thermal expansion (CTE).

23.5.2.1 Effects on Composites

One report described results of an in-depth study 
of the effects of thermal cycling on composites 
for space applications including a carbon fiber-
reinforced epoxy (ERL1962) and carbon fiber-
reinforced cyanate ester (RS3) [90]. Variables in the
study included thermal cycling temperature range,
composite layer thickness, matrix type, and fiber
type. It was found that cyanate ester matrix compos-
ites are more resistant to thermal cycling-induced
microcracking than epoxy matrix composites. For
carbon fiber epoxy matrix composites, the number
of microcracks induced by thermal cycling reaches a
saturation level as early as several hundred cycles,
with many microcracks being observed after only a
few thermal cycles. However, cyanate ester matrix
composites show a threshold effect such that for less
severe temperatures, thermal cycling does not cause
any significant microcracking, and, for temperature
ranges that do cause microcracking, a saturation
level may be in the thousands of cycles. Also, com-
posites with thinner laminate layers (50.8 µm) were
found to be more susceptible to microcracking than
composites with thicker layers (127 µm).

The Long Duration Exposure Facility provided
opportunities to examine materials degradation due
to space exposure in low Earth orbit for 69 months.
Figure 23.19 shows an example of an apparent space
thermal cycling-induced crack in an aluminum-
chromium coating on a graphite epoxy panel that
was located on the leading edge of LDEF [91].
Atomic oxygen erosion of the graphite epoxy is also
evident in the cracked area. 

23.5.2.2 Effects on Spacecraft 
Paint Coatings

Z-93, a zinc oxide pigment/potassium silicate binder
white paint applied to aluminum substrates, has been

observed to microcrack upon thermal cycling [92].
This is an expected result of the CTE mismatch be-
tween the coating and the substrate. However, with
proper substrate surface preparations, delamination
and spalling are prevented, so, despite a “mud-tiled”
appearance due to microcracking, the painted sur-
faces exhibit durability to orbital thermal cycling.
Anodized aluminum substrates can provide a less
severe CTE mismatch for Z-93 and minimize the de-
gree of microcracking [92].

23.5.2.3 Synergistic Thermal, Thermal
Cycling and Radiation Effects on
Uncoated and Coated Teflon® FEP

Z93 white paint, applied to aluminum substrates, has
been observed to microcrack upon thermal cycling
[92]. In one test, thermal cycling was found to cause
delamination and spalling of protective oxide coat-
ings on FEP [60]. In this study, coatings examined in-
cluded SiOx (where x ~ 2) and a coating consisting of
alternating layers of SiO2, TiO2, and Ta2O3 de-
veloped by OCLI. Samples were exposed to 5 kGy of
1 MeV electron radiation followed by thermal
cycling, nominally from –115 °C to +90 °C. Whereas
some OCLI-coated samples that were unexposed to
radiation and thermal cycling showed signs of minor
coating adhesion problems, such as cracking and 
loss of coating in bent areas, spalling and delamina-
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FIGURE 23.20 Sample of 2-mil-thick FEP with OCLI
oxide coating (total coating thickness in range of
700–1,400 nm) following electron radiation exposure and
thermal cycling. Dark regions indicate areas where coat-
ing is missing. 

FIGURE 23.21 Large cracks in outer layer of solar fac-
ing MLI on HST as observed during SM2, after 6.8 years
in space.

tion were observed only for samples which had been
exposed to thermal cycling following radiation. An
example of the effects of electron radiation and ther-
mal cycling on the OCLI/FEP is shown in Figure
23.20. Severity of delamination and spalling was
found to be worse for thicker coatings. 

The VDA-coated 127-µm-thick FEP outermost
layer of the multilayer insulation blankets on the
Hubble Space Telescope has become embrittled, re-
sulting in severe on-orbit cracking as shown in Fig-
ure 23.21. A sample of FEP retrieved during the sec-
ond servicing mission (SM2), after 6.8 years in
space, was significantly more embrittled than the
same thickness FEP retrieved during the third ser-
vicing mission (SM3A), after 9.7 years in space.
One of the differences in the environmental expo-
sures between these samples was the maximum tem-
perature exposure during thermal cycling. The re-
trieved SM2 insulation section curled after cracking,
exposing the lower emittance back-surface alu-
minum to space. It was estimated that this extremely
embrittled piece of insulation reached approxi-
mately 200 °C on-orbit, 150 °C higher than the nom-
inal temperature extreme (–100 °C to +50 °C for
solar facing FEP on HST). A review board that in-
vestigated the severe FEP degradation on HST con-
cluded that electron and proton radiation combined
with on-orbit thermal cycling was necessary to cause

the observed cracking of FEP on HST at areas of
stress concentrations [93]. Several studies have been
conducted to investigate the space environmental
factors responsible for the degradation of FEP on the
HST, including examinations of the combined ef-
fects of radiation and temperature or temperature
cycling. 

One study examined the differences in degrada-
tion produced by the space environment and ground
testing intended to replicate exposure conditions for
FEP on the Hubble Space Telescope [94]. Samples
of 127-µm FEP film were exposed to 0.5 MeV elec-
trons and 1 MeV protons to provide fluences equiv-
alent to those of various HST exposure durations up
to 20 years. This radiation exposure was followed by
thermal cycling in the temperature range of –100 °C
to +50 °C, the nominal range for the FEP exterior
layer of thermal insulation on HST. Thermal cycling
was conducted in a nitrogen purged chamber at a
nominal rate of four cycles per minute. Effects of
these exposures compared to HST exposures on
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FIGURE 23.22 Charged particle radiation and radia-
tion with sequential thermal cycling effects on mechani-
cal properties of 5-mil Teflon® FEP with comparison to
FEP retrieved from HST during SM1 (3.6 years in space)
and during SM2 (6.8 years in space): (a) ultimate tensile
strength, and (b) elongation at failure.

(a)

(b)

FIGURE 23.23 Percent elongation at failure of pris-
tine, ground laboratory x-ray exposed and retrieved HST
FEP as a function of vacuum heat treatment temperature.

strength and elongation of FEP are shown in Figure
23.22. It is evident that laboratory testing severely
underpredicted the on-orbit degradation caused by
HST exposure of FEP for even 3.6 years, where lab-
oratory exposures equivalent to 20–40 years in space
were required for similar degradation. The data
point for SM2 (6.8 yr) in Figure 23.22, near zero
elongation, is shown for reference; however, as de-
scribed above, this FEP sample was exposed to an
upper temperature limit of ~ 200 °C, much higher
than the nominal FEP materials on HST, which
reach 50 °C. 

Research has been conducted to determine the ef-
fects of heating on irradiated FEP in order to better

understand the effect of temperature on the rate of
degradation, and on the mechanism of degradation of
FEP insulation in the LEO environment. In one study,
samples of pristine FEP, x-ray irradiated FEP, and
FEP retrieved from HST were heated from 50 °C to
200 °C at 25 °C intervals in a high vacuum furnace
and evaluated for changes in tensile properties and
density [95]. Even though the ground laboratory x-
ray exposure (conducted at room temperature) pro-
vided an areal dose (D, the total energy absorbed per
unit area integrated through the full thickness in FEP)
that was orders of magnitude higher than the HST on-
orbit areal dose, it did not produce the extent of dam-
age observed for the HST-exposed FEP. However, the
laboratory exposure provided sufficient degradation
to show the effects of subsequent heating on irradi-
ated FEP. This study found that heating did not em-
brittle non-irradiated FEP Teflon®; however, there
was a significant dependence of the embrittlement of
irradiated FEP on heating temperature, with near
complete loss of elongation at failure at 100 °C and
higher. These results are shown in Figure 23.23.

This and other studies [96] support the conclusion
that radiation (solar, x-ray, particle radiation) in-
duced chain scission is the primary mechanism of
embrittlement of FEP on HST, and indicate the
significant impact of the on-orbit temperature of
FEP with respect to its degradation in the space
environment.

One study examined candidate materials to re-
place the degrading outer layer of aluminized FEP
on HST. Candidate materials that were considered
are indicated in Table 23.5. Various sets of these
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TABLE 23.5 HST Thermal Control Candidate Replacement Materials

Material Sample Id. Candidate Material

1 B1.1 and M2.1 10 mil FEP/Ag/Inconel/adhesive/Nomex® (polyphenylene isophthalate) scrim 
2 B1.2 and M2.2 5 mil FEP/Ag/Inconel/adhesive/fiberglass scrim/adhesive/2 mil Kapton®

3 B1.3 and M2.3 10 mil FEP/Al/adhesive/Nomex® scrim
4 B1.4 and M2.4 5 mil FEP/A1/adhesive/fiberglass scrim/adhesive/2 mil Kapton®

5 B1.5 and M2.5 5 mil FEP/Ag/Inconel/adhesive/Nomex® scrim
6 B1.6 and M2.6 5 mil FEP/A1/adhesive/Nomex® scrim
7 B1.7 and M2.7 OCLI multi-layer oxide UV blocker/2 mil white Tedlar®

8 B1.8 and M2.8 5 mil FEP/Al (current HST material)
9 B1.9 and M2.9 SiO2/Al2O3/Ag/Al2O3/4 mil stainless steel
10 B1.0 and M2.0 Proprietary Teflon® FEP/AZ93 White Paint/Kapton®

candidate replacement materials were exposed to
combinations of electron/proton radiation, atomic
oxygen, soft x-rays, thermal cycling and near-ultra-
violet radiation at various facilities in order to eval-
uate their HST on-orbit durability [97,98]. Two sets
of samples (B1 and M2) previously exposed to
charged particle radiation were exposed to soft x-
rays, and one sample set (B1) was also thermal cy-
cled under load. Thermal cycling temperatures
ranged between –100 °C to +50 °C and spring load-
ing provided stress on each sample of approximately
12.4 MPa. Samples received 1,000 thermal cycles.
Thermal cycled samples are shown in Figure 23.24.
Metallized 5-mil-thick FEP samples B1.2 and B1.4,
shown in Figure 23.24(a), with fiberglass scrims and
Kapton® substrates, tore in half during thermal cy-
cling under load [97]. This may be attributed to the
low tear resistance of Kapton®. These samples per-
formed worse than Sample B1.8, shown in Figure
23.24(b), the current HST MLI material (5-mil-thick
aluminized-FEP), which tore about 90% of the
width during thermal cycling. Tear propagation of
the B1 samples was attributed to thermal cycling
under a high load. The prior radiation exposures did
not appear to have an additional effect on tearing,
and no tearing occurred due to mechanical load cy-
cling. Following the evaluation of all test results,
5-mil FEP/Al/adhesive/Nomex® scrim was recom-
mended as replacement material for the outer ther-
mal blanket layer for HST [98]. 

Ground-based environmental durability tests,
such as that discussed in Ref. 94, indicate that ex-
posing materials in accelerated tests to environmen-
tal models predicted spacecraft mission exposures of
UV and/or ionizing radiation sources does not simu-
late the extent of damage that occurs in the space en-

vironment. One approach to overcoming the diffi-
culties in simulating the space environment using
ground-based testing is to calibrate the facility using
data from actual space-exposed materials to deter-
mine exposure levels required to replicate degraded
properties observed in space. Reference 99 de-
scribes a ground-to-space correlation method that
uses a multiple-step process to determine the dura-
bility of expanded-polytetrafluoroethylene (ePTFE)
for International Space Station (ISS) applications,
based on ground-based x-ray irradiation and heating
exposure that simulates bulk embrittlement as oc-
curs in fluorinated ethylene propylene (FEP) thermal
insulation covering the Hubble Space Telescope.
This method was designed to damage the back-
surface of equivalent thickness ePTFE to the same
amount of scission damage as occurred in HST FEP
(based on elongation data), and then correct for dif-
ferences in ground test ionizing radiation versus
space radiation effects, temperature variations,
space ionizing radiation environment variations
(spacecraft altitude, inclination and duration), and
thickness variations.

23.6 MICROMETEOROID AND ORBITAL
DEBRIS EFFECTS

23.6.1 Environment Description 

Micrometeoroids are of extraterrestrial origin and,
as such, will have a flux which is reasonably con-
stant with time. Their velocity is typically in the 
4–51 km/sec range [100,101], with an average ve-
locity near 20 km/sec. As shown in Figure 23.25, as
micrometeoroid particle size decreases, the flux of



492 INDUSTRIAL APPLICATIONS

(a)

(b)

FIGURE 23.24 Candidate Hubble Space Telescope MLI under tension in the Rapid Thermal Cycling Facility after
1,000 thermal cycles. (a) samples B1.1 - B1.4 and (b) samples B1.5-B1.8. 

particles increases. Orbital debris is of man-made
origin as a result of spent solid rocket booster ex-
haust, satellite breakups or other man-caused origins.
Orbital debris has an average velocity of 8.7 km/sec
[102]. Because of the man-made origin and atmo-
spheric drag, orbital debris flux is highly dependent
upon the world’s spacecraft launch frequency and oc-

currences of orbital breakups. The orbital debris size
distribution can also be seen in Figure 23.25. The Mi-
crometeoroid Flux Model shown in Figure 23.25 was
developed based on the Cour-Palais model [103], and
the Debris Flux Model was developed based on the
Kessler model [104]. For a spacecraft with a fixed
orientation relative to the ram velocity direction, the



combined occurrence of micrometeoroid and orbital
debris impacts is non-uniform around the spacecraft.
This is the case for LDEF, which was in LEO for 69
months. Figure 23.26 shows a polar plot of the num-
ber of impacts around LDEF [105]. Row 9 was fac-
ing the ram direction (the leading edge), and row 3
was the trailing edge.

23.6.2 Interactions with Materials

The impact of micrometeoroid or orbital debris with
spacecraft materials is usually sufficiently energetic
to cause vaporization of the impacting particle, as
well as produce an impact crater of volume an order
of magnitude greater than the impacting particle. For
example, the kinetic energy of an aluminum particle
traveling at 6 km/sec is sufficient to vaporize alu-
minum to form a crater that is roughly five times the
diameter of the incoming particle [106]. Figure
23.27 shows scanning electron microscope photo-
graphs of typical hypervelocity impact craters in
aluminum and fluorinated ethylene propylene (FEP)
Teflon® from the LDEF spacecraft [107]. The vio-
lence of the microscopic explosive vaporization can
cause delamination in layered materials as shown in
Figure 23.28, which shows a layered structure of
FEP, silver, and Z306 black paint flown on LDEF

that was delaminated over a diameter an order of
magnitude greater than the impacting particle, fol-
lowed by subsequent atomic oxygen oxidation of the
underlying silver [108]. The ejection of impact
crater material can be a source of spacecraft self-
contamination. Large particle impacts, although rare
in occurrence, have the potential to penetrate pres-
sure vessels or cause structural damage. The largest
impact crater on the LDEF spacecraft was 5.7 mm in
diameter [109]. 

23.6.3 Mitigation Techniques 

Localized damage caused by micrometeoroid or or-
bital debris impacts on spacecraft surfaces can be
mission-threatening if the impact occurs on electri-
cal wires, power cables or pressure vessels. Reduc-
tion in the probability of catastrophic loss in an elec-
trical power conductor can be achieved through use
of a ladder-configured conductor rather than a single
conductor. The concept is that one would divide the
current into two smaller conductors that are sepa-
rated with occasional rung conductors that could
carry current back and forth across the two main
long conductors in case one conductor was severed
by hypervelocity impact. Only a short length of sin-
gle conductor between the rungs on either side of
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FIGURE 23.25 Micrometeoroid and debris particle flux, versus diameter for low Earth orbit (500 km).
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impact breakage site would have to carry twice the
normal current.

Mitigation techniques for power cables can sim-
ply be the use of redundant separated cables so that
the probability of all cables failing is acceptably
small. The same technique is applicable to electrical
signal conductors. Such techniques are simple to ac-
complish in flat ribbon conductors that are laminated
with polymer insulation.

Because one micrometeoroid or debris impact
can cause total loss in pressure of a tank or container
that can fail a mission or cause loss of life for
manned missions, mitigation techniques are impor-
tant. The technique used to prevent penetration of
pressure vessels has been to add an outer thin wall,
often called a “Whipple shield,” to cause the impact-
ing particle to break up upon impact [110,111]. The
debris from the impact then spreads over a large area
on the surface of the pressure vessel, which is spaced
concentrically inside the shield material. Because
the debris is spread over a large area, its ability to
penetrate the inner critical chamber is greatly re-
duced. Variants of this concept for structured projec-

tion of tubular structures include filling the space be-
tween two sides of a tubular structure with low den-
sity ceramic fiber fill, which also acts to absorb the
energy of the broken up primary impact debris
[111]. Damage to the back wall of the structure is
prevented by the energy-absorbing fill material.

23.7 CONCLUDING REMARKS 

Spacecraft materials exposed to low Earth orbit en-
vironments have been found to undergo degradation
or damage due to environmental threats including
atomic oxygen, contamination, radiation, tempera-
ture effects and temperature cycling, and microme-
teoroids and orbital debris. The degree to which the
space environment degrades or damages materials
depends upon the unique conditions of an individual
spacecraft environment and the susceptibility of the
material to being altered by these environmental ex-
posures. As has been shown in this chapter, space en-
vironment interactions with materials are complex,
often producing combined or synergistic effects. Ac-

FIGURE 23.26 Angular dependence of impacts around the LDEF spacecraft.
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FIGURE 23.27 Scanning electron microscope photographs of impact craters on the LDEF spacecraft: (a) In aluminum;
(b) In fluorinated ethylene propylene (FEP) Teflon.

(a)

(b)

curately predicting the behavior of materials in these
complex space environments is important to the suc-
cess of space missions, yet can be difficult to ac-
complish.

Since the first Space Shuttle flights, significant
advancements have been made in understanding

atomic oxygen effects on materials, namely: (1) in
quantifying atomic oxygen degradation for many
polymers; (2) in development of coatings to prevent
atomic oxygen degradation; (3) in development of
calibrated laboratory simulation methods; and (4) in
development of modeling tools to predict in-space
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FIGURE 23.28 Photograph of impact site on Fluori-
nated ethylene propylene (FEP) Teflon® that was backed
with silver and Z 306 paint.

degradation. However, for radiation effects and syn-
ergistic effects with temperature, accelerated testing
in the laboratory using individual or combined envi-
ronments to estimated mission exposure fluences or
doses has been generally unable to accurately repli-
cate damage observed in space. Furthermore, com-
plex differences between the space and laboratory
environments require cautious interpretation of re-
sults. These complications of predicting durability
of spacecraft materials have led to efforts in devel-
oping ground-to-space correlation methods for radi-
ation durability testing (for example, exposing Tef-
lon® materials to exposures based on the dose of
radiation that produces reduction in FEP mechanical
properties equivalent to that observed in space,
rather than to actual mission fluence exposures).

As space missions are becoming longer in dura-
tion and require lighter-weight materials with
specially tailored properties, it is critical that ad-
vancements continue in understanding material deg-
radation mechanisms and in the development of sim-
ulation laboratory durability testing and modeling
capabilities. This is crucially dependent on the
retrieval and subsequent testing of long duration
space-exposed materials, such as the MISSE flight
experiment. These advancements will ensure accu-
racy in predicting long-term material durability in
the space environment for future missions.
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24.1 FUNDAMENTALS

24.1.1 Principle

Pipelines are exposed to aggressive soil, varying cli-
matic conditions, microorganism and stray currents
that initiate corrosion processes. The research car-
ried out in the last several decades indicated that ca-
thodic protection is the most promising method for
protecting pipelines.1–3 Basic information on ca-
thodic protection is well-documented in several text-
books and handbooks.4–10

Sir Humphrey Davy11 reported in 1824 that cop-
per could be successfully protected against corro-
sion by coupling it to iron or zinc. In the 1920s, ca-
thodic protection was used for the first time to
protect buried pipelines carrying oil and gases. In the
successive decades, there were immense develop-
ments in cathodic protection systems. Since the be-
ginning of this century, thousands of miles of buried
pipelines and cables have been effectively protected
by cathodic protection. Cathodic protection is also
applied to storage tanks, ships, offshore drilling
structures, condensers and concrete bridges.

Cathodic protection is defined as reduction or
elimination of corrosion by making the metal a cath-
ode by means of an impressed current or attachment
to a sacrificial anode (usually magnesium, alu-
minum or zinc).12 This is an electrochemical method
that uses cathodic polarization to control the kinetics
of the electrode processes occurring on the metal/

electrolyte interface. The principle of cathodic pro-
tection can be explained by the Wagner Traud mixed
potential theory.6,13

For iron corroding in an aerated neutral elec-
trolyte, the following reactions take place:

Fe → Fe2+ + 2e- (24.1)

O2 + 2H2O + 4 e- → 4OH– (24.2)

According to mixed potential theory, any electro-
chemical or corrosion process can be divided into
two or more oxidation [(Eq. (24.1)] and reduction
[(Eq. (24.2)] partial reactions with no net accumula-
tion of electric charge during the process. The corro-
sion will start only when both the cathodic reaction
and the anodic reaction occur simultaneously. The
total rate of oxidation must equal to the total rate of
reduction. The relationship between the anodic and
cathodic partial currents for the above system is pre-
sented in Figure 24.1. In this figure, the mixed po-
tential theory and kinetic equations were used to ex-
plain the corrosion of iron. Iron interfaced with
electrolyte starts to dissolve (anodic reaction) with
the reduction of oxygen to form OH- ions. As a re-
sult of corrosion, an equilibrium state is established.
Under equilibrium conditions, the rate of the reduc-
tion reaction (cathodic) equals the rate of the oxida-
tion (anodic) reaction. The only point in the system
(Figure 24.1) where the total rates of oxidation and
reduction are equal is at the intersection represented
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FIGURE 24.1 Evans Diagram—principle of cathodic protection.

as a mixed or corrosion potential, (Ecorr). The current
density corresponding to the corrosion potential is
called corrosion current density (icorr). At Ecorr, the
rate of iron dissolution is equal to the rate of oxygen
reduction. Four electrons are provided by the anodic
reaction [(Eq. 24.1)] to reduce one oxygen molecule
to four hydroxide anions. The difference between
the corrosion potential (Ecorr) and the reversible po-
tential (Eeq,Fe) of the corroding metal is the driving
force for the corrosion processes. Thus, if the slopes
of both polarization curves and the exchange current
densities are known, it is possible to predict the cor-
rosion rate of iron from electrochemical data. As il-
lustrated in Figure 24.1, by cathodically polarizing
the cathode in a negative direction from the corro-
sion potential, the corrosion rate decreases. By po-
larizing the system from Ecorr to E�corr with a known
applied current (Iapp), the corrosion current de-
creases from Icorr to I�corr. For a complete inhibition
of the corrosion processes, it is necessary, as shown
in Figure 24.2, to polarize the metal to its reversible
potential EFe/Fe2+. The applied current at this point is
known as a protection current iprotection. 

24.1.2 Types of Cathodic Protection (CP)

Based on the type of the polarization used to protect
the structure, CP systems are divided into sacrificial
anode or impressed current systems.

24.1.2.1 Sacrificial Anode 
Cathodic Protection

In this system, the corrosion protection is accom-
plished by coupling a less noble (i.e., more elec-
tronegative) metal in the Galvanic Series with the
pipeline. A schematic of sacrificial CPs is given 
in Figure 24.3.8 The more noble pipeline in this
galvanic couple is cathodically polarized, while 
the less noble metal is anodically dissolved. Sac-
rificial anodes serve as a source of electrical en-
ergy. High purity anodes (zinc, aluminum or mag-
nesium) are required to avoid significant anode
polarization and accumulation of insulating reaction
products. 

The anode is packaged in a backfill consisting of
75% gypsum, 20% betonite and 5% sodium sulfate.
The purpose of the backfill is to absorb corrosion
products and water from the soil to keep the anodes
active. The sacrificial anodes are coupled to the
pipeline at regular intervals, based on the current re-
quirements needed to protect the pipeline.

Sacrificial anodes do not require an outside power
source; rather, they provide their own power and
need minimum maintenance. Sacrificial coatings are
recommended for use with a well-coated structure
with minimum chance of being damaged during its
useful life. Requirements for a “good sacrificial
anode” are as follows:
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FIGURE 24.2 Evans Diagram showing the protection current for a corroding Fe system in acidic environment.

FIGURE 24.3 Protection of an underground pipeline
with a magnesium anode.

1. The potential between the anode and the corrod-
ing structure must be large to overcome the for-
mation of anode cathode cells on the corroding
structure.

2. When drawing current, the anode should not be
polarized to a large extent.

3. The anode must have high anode efficiency (i.e.,
the current produced by the metal dissolution
must be readily available for cathodic protection).

Magnesium and zinc are the most often used gal-
vanic anodes for the cathodic protection of
pipelines.14–16 The corrosion potential difference of
magnesium with respect to steel is 1 V, which limits
the length of the pipeline that can be protected by
one anode. Economic considerations have led to the
use of aluminum and its alloys. However, aluminum
passivates easily, thus decreasing the current output.
To avoid the passivation process, aluminum is al-
loyed with tin, indium, mercury or gallium. The
electrochemical properties of these alloys, such as
the theoretical and the actual output, the consump-
tion rate, efficiency, and the open circuit (corrosion)
potential, are given in Table 24.1.17

24.1.2.2 Impressed Current CP

As shown in Figure 24.4,8 in this system the external
DC current is supplied from a power source such as
rectifier. The external DC current is used cathodi-
cally to polarize the pipeline. Impressed current sys-
tems can be used to protect bare and poorly coated
pipelines because of high current capacity. The an-
odes are made of durable materials that resist wear
or dissolution. Iron with 14% silicon, carbon and
graphite are some of commonly used anodes for pro-
tection of pipelines.18–20 All impressed current CPs
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TABLE 24.1 Galvanic Anode Characteristics 

Consumption

Material
Theoretical Output 

(A-h/kg)
Actual Output 

(A-h/kg) Eff. Rate (kg/A-year) Potential to CSEb

Zinc Type I 860 781 90% 11 1.06
Zinc Type II 816 739 90% 12 1.10
Magnesium H-1 alloy 2,205 551–1,279 25–58% 6.8–16 1.40–1.60
Magnesium High Potential 2,205 992–1,191 45–54% 7.3–8.6 1.70–1.80
Al/Zn/Hg 2,977 2,822 95% 3.1 1.06
Al/Zn/In 2,977 2,591 87% 3.3 1.11

[Source: From J .H. Fritzgerald, III, Uhlig’s Corrosion Handbook, R. Winston Revie, Ed. Reprinted by permission, John Wiley & Sons, Inc.]

FIGURE 24.4 Schematic of cathodic protection system using impressed current.

require routine maintenance because they involve a
power supply and more electrical connections than
sacrificial systems. 

24.1.3 Selection of CPs

When selecting the type of cathodic protection sys-
tem, the designer should consider the size of the
structure to be protected and past project experience
in operating and maintaining both types of systems.

24.1.3.1 Basis for Selecting a Sacrificial
Anode System

Advantages:
1. External power source is not required
2. Installation is less complex

3. Uniform distribution of current
4. Minimum maintenance
5. Minimum cathodic interference

Limitations:
1. Current output is limited. It has limited driving

potential, therefore the protection for the bare
steel area is limited for each anode.

2. Poorly coated structures need more anodes
3. Ineffectiveness in high resistive environments

24.1.3.2 Basis for Selecting an Impressed
Current System

Advantages:
1. Applicable for wider range of voltage and current

requirements
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TABLE 24.2 Criteria for Cathodic Protection

Criterion Measurement Condition Comments

1. Potential less than –0.85 V versus Cu-saturated
CuO4 for steel

Current on 
(IRΩ present)

2. Cathodic polarization more than 300 mV active to
corrosion potential of structure

Current on 
(IRΩ present)

Uncertain due to interferences from IRΩ

3. Cathodic polarization more than 100 mV active to
corrosion potential of structure

Current interrupted 
(IRΩ absent)

Interruption techniques difficult to implement

4. Cathodic polarization to a potential where Tafel
behavior achieved

Current variable 
(IRΩ present)

Difficult to determine in presence of IRΩ

5. Net protective current flows from electrolyte into
the structure surface

Unspecified Correct in theory Difficult to determine in practice

[Source: From D. A. Jones, Principles and Prevention of Corrosion. Reprinted by permission, Prentice Hall]

Meaningful in some environments Uncertain due to
IRΩ

2. High current can be impressed with a single
ground bed

3. Single installation can protect larger surface of
the metallic structure

4. Uncoated and poorly coated structures can be ef-
fectively protected

5. Voltage and current can be varied to meet the
pipeline changing conditions with time

Limitations:
1. Overprotection leads to coating damage and hy-

drogen embrittlement
2. The system is affected by interference problems
3. External power is necessary, thus the system is

vulnerable to power failure

24.2 CATHODIC PROTECTION CRITERIA

24.2.1 Potential Criteria

R. J. Kuhn first postulated in 1933 that the potential
needed to stop corrosion is probably in the neigh-
borhood of –0.85 V versus Cu/CuSO4.21–23 Over the
years, after extensive study on cathodic protec-
tion,24–29 the criteria for cathodic protection has
been documented by National Association of Corro-
sion Engineers (NACE).30 NACE RP-01-69 speci-
fies: “A negative (cathodic) potential of at least 850
mV versus Cu/CuSO4 should be applied to protect
the structure.”30,31 However, in the presence of sul-
fides, bacteria, elevated temperatures, acid environ-
ments and dissimilar metals, the criteria of –850 mV
may not be sufficient.32–35 According to NACE, one
should also take into account the IR drop at the
metal/soil interface, which is included in most prac-

tical measurements; it is of uncertain value, depend-
ing on the electrolyte (soil) resistance.

For other metals such as aluminum and copper
piping, NACE RP-01-69 suggests a minimum of 100
mV cathodic polarization between the structure sur-
face and a stable reference electrolyte contacting the
electrolyte. Some of the other criteria suggested by
NACE RP-01-69 and Gummow22 are summarized in
Table 24.2.6

24.2.2 IR Drop Considerations

The IR drop is caused by the current flow through
the soil, the pipe coating, and the metallic path.36 All
cathodic protection potential measurements contain
an IR drop component when a CP current or inter-
ference current is present.37 The measured potential
(Em) is the sum of the polarized potential (Ep) mea-
sured near the cathode electrolyte interface and the
IR drop along the path. On a new pipeline that has a
high performance coating, a large IR drop is pro-
duced due to extremely high dielectric resistance of
the coating. When the current direction is toward the
structure, the polarity of the IR drop is additive and,
hence, the measured potential (Em) is greater than
Ep. This contributes to the structure appearing to be
better protected than it really is. When the current di-
rection is opposite (away) from the structure, as in
the case of stray current, the IR drop subtracts from
the Ep and makes the structure appear to be less pro-
tected than it really is. When the IR drop is high,
both effects could be detrimental. Measuring the IR
drop is crucial in evaluating the correct polarized po-
tential. Gummow summarizes several methods that
have been developed to measure the IR drop,38

namely:
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TABLE 24.3 Classification of Soil Corrosivity Based on
Soil Resistivity 

Resistivity Range Ωcm Corrosivity

0–1,000 Very severe
1,001–2,000 Severe
2,001–5,000 Moderate
5,001–10,000 Mild
10,001 + Very mild

[Source: Adapted from J. D. Palmer, Materials Performance, 13(1), 41,
1974]

1. Extrapolation of potential measurements taken
with the reference electrode placed at increasing
distances from the pipe

2. Extrapolation using a stepwise current reduction
technique

3. Interruption of the current with the measurement
of an “instant off” potential

Current interruption is considered to be the best
IR drop correction technique. However, current in-
terruption technique is very difficult to conduct for
large structures such as pipelines, and that is why
use of the IR coupons technique (see Section
24.4.1.3) to estimate the IR drop has been imple-
mented worldwide. 

24.2.3 Electrochemical Basis 
for CP Criteria

At the reversible potential/half cell potential, the rate
of anodic reaction (Fe → Fe2+� + 2e�) is equal to the
rate of cathodic reaction while the net current flow is
zero.39,40 Thus, when polarized to the reversible po-
tential, the corrosion rate of the metal is equal to
zero. The reversible potential of the system can be
calculated from the Nernst equation,41 as follows:

(24.3)

The activity of Fe 2+ in equilibrium is determined by
the solubility of the covering layer of Fe(OH)2.

aFe2+ = solubility product / (OH�)2 (24.4)

The concentration of (OH�) can be estimated, as-
suming that its concentration at equilibrium is twice
that of (Fe2+) according to Fe(OH)2 = Fe2+ + 20H�.
The calculated potential is –0.59 V versus SHE,
(�0.91 V versus Cu/CuSO4 reference electrode).
The value of this potential is in agreement with the
empirical value of �0.85 V versus Cu/CuSO4 dis-
cussed earlier.

24.3 FIELD DATA AND DESIGN ASPECTS 

Successful application of cathodic protection de-
pends upon the selection, design, installation and
maintenance of the system. Before designing ca-
thodic protection, adequate field data must be col-
lected, analyzed and evaluated. The nature and

EFe>Fe2� � �0.44 �
0.059

2
 log1Fe2�2

conditions of the soil are reflected by field measure-
ments like soil resistance, hydrogen ion activity
(pH) and the redox potential. To understand the na-
ture of the pipeline, potential measurements, coating
resistance and meaningful design current require-
ment tests must be conducted. 

24.3.1 Soil Resistance

The soil resistance is one of the most important fac-
tors in selecting a ground bed location. The type of
anode and the number of anodes required,42 the
length and diameter of the backfill column, the volt-
age rating of the rectifier, and power cost are all in-
fluenced by the soil resistance.43 Marshy soils have
low resistance, while rocky soils may have resis-
tance of several thousands of ohms.44 The corrosion
activity is always an inverse function of the soil re-
sistance. The current drastically increases in low re-
sistive soils, which contributes the dissolution of the
anode to increase.45 The corrosion activity of steel
exposed to soils of varying activity is given in Table
24.3. 45 The soil resistance can be estimated by using
the methods described below. 

24.3.1.1 Wenner Four Pin Method

This is the most commonly used method for meas-
uring soil resistance. In this method, as shown in
Figure 24.5, four pins are placed at equal distances,
a. A current is then sent through the two outer pins
(C1 and C2).46,47 By measuring the voltage across the
two inner pins, the soil resistance can be calculated
using Ohm’s Law (V=IR). Soil resistance (ρ) can be
determined using the equation:

ρ = 191.5�R�L Ω cm. (24.5)
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FIGURE 24.5 Wenner four pin method for measuring
soil resistance. 

where R is resistance in ohms and L is the length 
of the pin spacing. This method gives an average in
situ resistance at a depth equal to the pin spacing.
Foreign buried structures may interfere with the
measurements when using the Wenner method.
Therefore, it is important to position the pins per-
pendicular to the underground pipeline.48 Placing
the pins parallel to the pipeline results in resistance
values that would be lower than the actual resis-
tance. If the specific soil resistance varies vertically
with the depth t, an apparent specific resistance can
be obtained from a combination of the resistances of
the upper and lower layers. It is recognized that the
influence of the lower soil layer is only significant
when a>t.49. 

24.3.1.2 Soil Box Method

This method is based on the same principle as the
Wenner four pin test method. There are four points
of electrical contact with the soil; the current is
driven through the two outer points and the voltage
drop is measured across the two inner points. In the
soil box, however, the outer points are the metal end
plates of the box, rather than pins. The inner points
are pins, just as in the Wenner four pin method. The
resistance is calculated by using Ohm’s Law. The re-
sistance (ρ) is given by

, (24.6)

where W, D and L are the soil box dimensions. The
soil box method gives very accurate results for flu-
ids. However, the value measured for soil samples

r � R 
WD

L

may differ from those measured at actual sites due to
variations of natural conditions including moisture,
compaction, void ratio, particle size, etc. If the soil
resistance varies with depth, the samples must be
taken from an accurate map of soil resistance in the
area. This method is more time-consuming than the
Wenner four pin method.  

24.3.2 Hydrogen Ion Activity (pH)

The soil pH is a measure of the hydrogen ion
activity:

pH = –log10 [aH+], (24.7)

where aH+ corresponds to the activity of hydrogen
ions. pH of soils may vary in range between 3.5–10.
The metal corrosion rates increase with a decrease of
the soil pH. It is well known that iron passivates at
pH higher than 9.8 The soil pH can be determined by
testing the underground water in the area of interest.
In the absence of any underground water, the pH can
be measured by mixing one volume of soil with one
volume of distilled water. Antimony and copper/
copper sulfate electrodes can be used to obtain in
situ soil pH values.

24.3.3 Microbiological Activity and 
Redox Potential

Soils may become more aggressive in the presence
of microbiological activity. Commonly observed
bacteria present in the soils are the sulfate-reducing
type (Desulpho Vibrio desulpharicans). This bac-
terium consumes hydrogen and reduces sulfates to
sulfide.50–52

. (24.8)

The product formed is hydrogen sulfide, which re-
acts with steel and produces black FeS. Under anaer-
obic conditions the reaction is:

. (24.9)

It is explicit that hydrogen is consumed and H2S is
formed. The corrosion acceleration by bacteria is
two-fold. The hydrogen consumption accelerates
corrosion by decreasing the cathodic polarization.
Also, iron sulfide formation increases the corrosion
rate by forming a galvanic couple with the bare
steel.53,54 Bacteria survive by consuming certain

FeS � 2OH�
Fe � SO2�

4 � 4H2O S 3FeS1OH22 �

SO2�
4 � 4H2 S  S2� � 4H2O
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TABLE 24.4 Classification of Soil Resistance Based on
Oxidation-Reduction Potential 

Redox potential volts versus SCE Anaerobic condition

Below 0.100 Severe
0.100 to 0.200 Moderate
0.200 to 0.400 Slight
Over 0.400 None

[Source: Adapted from R. L. Starkey and K. M. Wight. Anaerobic Cor-
rosion of Iron in Soil. American Gas Association Monograph, New York,
1945]

types of adhesives. The conditions favorable for
prompting bacteriological activity include a temper-
ature range of about 35–400 ºC and a pH range be-
tween 5.5–8.5.

The presence of bacterial activity can be qualita-
tively established by placing a few drops of hy-
drochloric acid on the corrosion products. The evo-
lution of H2S indicates the existence of anaerobic
bacteriological activity. Bacteriological existence
can be also established by measuring the redox po-
tential. This can be done by placing a redox probe
into freshly dug soil at the pipeline depth. The po-
tential is measured between a clean platinum surface
and a saturated calomel reference electrode.55–58 The
redox potential measurement data and the tentative
anticipated bacteriological activity are shown in
Table 24.4.59

Besides sulfate-reducing bacteria, sulfur-oxidiz-
ing bacteria (Thiobacillus, thioxidants) can also
exist in aerated environments. During their meta-
bolic activity, these bacteria consume oxygen and
oxidate sulfides to sulfuric acid (H2SO4). They can
produce sulfuric acids with concentrations as high as
10% (i.e., pH 0.5).60 In general, microbiological ac-
tivity can increase the corrosion rate by:

1. Depolarizing the cathodes
2. Creating corrosion products that can be effective

cathodes
3. Causing damage to coatings and exposing struc-

ture to environments

24.3.4 Coating Resistance

Cathodic protection is always applied as a comple-
mentary protection to the coating. The coating
reduces the amount of current necessary to be im-
pressed for cathodic protection. Current require-
ments or current density measurements are related to

the coating conductance/resistance.61,62 The coat-
ings that are used to protect pipelines include: (i)
coal tar and asphalt enamels, (ii) mastics, (iii) waxes,
(iv) poly vinyl chloride, (v) polyethylene tapes, (vi)
thermosetting epoxy resins, and (vii) epoxy coat-
ings. A perfect coating has a coating resistance in the
order of 1010 Ω cm2. Unfortunately, the coatings 
are not perfect; they develop holidays and deterio-
rate with time. Coating damages are caused by
chemicals present in soil, bacteriological activity,
penetration by tree roots, and thermal and mechani-
cal stress.63,64

24.3.4.1 Determination of 
Coating Resistance

Effective coating resistance can be determined at
any section of the pipeline by applying a cathodic
current.59,62 The temporary current should be inter-
rupted at defined time intervals (40 seconds, with 20
seconds off). The current-induced difference may be
found out at two different locations of the pipeline.
Once the difference in pipeline current I = (Ion – Ioff)
and the difference in potential [E = Eon – Eoff] are
known at two locations, the coating resistance can be
estimated by using the expression:

, (24.10)

where E1 and E2 are the differences in the remote
electrode potential in volts, and I1 and I2 are the dif-
ferences in pipeline current in amperes. The effec-
tive coating resistance can be estimated by multiply-
ing with the surface area (Ω cm2). 

24.3.5 Required Current Density

A critical part of design calculations for cathodic
protection systems is the amount of current density
(protection current) required to change the struc-
ture’s potential to –0.85 V versus Cu/CuSO4. The
current density required for complete protection de-
pends on the metal that is protected and on the envi-
ronment. This current can be estimated from the
Evans plots that are shown in Figs. 24.1 and 24.2.
However, since these measurements are based on
theoretical values and laboratory experiments, when
applied to pipelines they might result in significant
errors. To estimate the current necessary to protect
the pipeline in service, one should perform a field
test. The field test is performed by applying a test

Rc � E1 �
E2

21I1 � I22
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TABLE 24.5 Current Requirements for Cathodic Protection
of Bare Steel 

Environment mA/m2

Neutral soil 4.5–16.0
Well aerated neutral soil 21.5–32.0
Highly acid soil 32.0–160.0
Soil supporting sulfate-reducing bacteria 65.0–450.0
Heated soil 32.0–270.0
Stationary fresh water 11.0–65.0
Moving, oxygenated fresh water 54.0–160.0
Seawater 32.0–110.0

[Source: From U.S. Air Force Manual 88-9, Corrosion Control, p. 203]

current to the structure; the resultant change of the
structure to soil potential is measured. From these
data, the current requirement can be estimated.62–65

For a new pipeline installation, the current density
requirements are usually estimated from the previ-
ous estimates, such as those presented in Table
24.5.66 For coated pipelines, the amount of the ex-
posed steel depends on the quality of the coating. An
arbitrary coating efficiency of 90–95% (10–5% bare
steel) is assumed in current requirement calcula-
tions. Current density requirements for soils, seawa-
ter and a variety of other aqueous environments are
available.67–70

The total current requirements (Ic) in mA is thus
the total area Ac in m2 of the pipe multiplied by the
percent of bare metal and the current density re-
quired (Ireq), or:

, (24.11)

where Ic is the total current requirements in mil-
liamperes (mA), Ac is the total area of the pipeline 
in square meters (m2), and fc is the fraction of the ex-
ternal pipe surface exposed at coating defects and
bare metal areas.

24.4 MONITORING METHODS

The effectiveness of the cathodic protection can be
determined by monitoring the pipeline potential
using the Close Interval Potential Survey (CIPS)
method, or by using Direct Current Voltage Gradient
(DCVG) or IR coupons techniques. Also, physical
and electrochemical methods can be used to esti-
mate the corrosion rates of cathodically protected
systems.

Ic � Ac. fc.ic Ireq

24.4.1 Potential Surveys

Measuring the pipeline potential with reference to a
non-polarized reference electrode (e.g., Cu/CuS04)
is one of the most commonly used methods for po-
tential surveys of pipelines. This method is based on
the potential criteria listed in the previous section.
Presently, inexpensive battery-operated light (50
MOhm or higher) internal resistance voltmeters with
a resolution of 1mV are widely available. Also,
micro-processor digital recorders (called data log-
gers) are more frequently used for monitoring pipe-
line potential.

24.4.1.1 CIPS Technique

The CIPS method is based on connecting a thin,
strong cable to a monitored pipeline and performing
frequent potential readings along the route.71 The
operator carries a battery-operated portable com-
puter in a field backup, while walking the line. Wire
connected to a terminal point is reeled out through a
distance counter. The potential of the buried surface
is measured through a walking stick reference elec-
trode thrust in to the earth at about 1-m intervals. Po-
tential versus distance readings are automatically
logged into the computer. Special software is used
for processing the data.72

24.4.1.2 DCVG Method

The DCVG method technique provides evaluation
of CP effectiveness and detection of defects in insu-
lation by determining the zones of inflow or outflow
of polarizing current.73–76 When the impressed ca-
thodic protection current reaches theinsulation de-
fects, it causes a drop of voltage in the soil. This po-
tential difference can be detected between the two
electrodes placed on the ground, using a sensitive
mV meter. The center point of the defect area can be
located by means of two perpendicular measure-
ments series. The size of the insulation defect is
characterized by a relative number, the so-called %
IR number obtained from the potential gradient
graphs and soil resistance measurements. A distinc-
tive feature of this technique is that even small de-
fects can be located accurately, with a claimed accu-
racy of about 10 cm. With the DCVG method,
parallel pipelines can be inspected at the same time.
It does not require extra current input. Noises from
other current sources can be eliminated easily. This
method is also effective in the case of pipelines with-
out cathodic protection, by using temporary anodes
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and CP stations. In recent years, there have been im-
provements in this method contributing to more pre-
cise monitoring of pipelines.77

Combined methods are also used to monitor the
cathodic protection efficiency. In the intensive mea-
surement described by Wessling,78 both CIPS and
DCVG methods are used. The worker walks along
the pipeline route and records the distance and the
“switch on” and “switch off” potential changes ver-
sus the portable reference electrode, at small inter-
vals. The measurements are supplemented with
ON/OFF potential gradients in one or two directions
perpendicular to the pipeline. The measured (real)
values serve as the basis for calculation of the insu-
lation defects (% IR). Other technique such as the
Intensive Holiday Detection (IHD) method can be
used to detect the coating defects in pipelines. Im-
plementation of the above methods has led to a con-
siderable decrease in the number of breakdowns of
underground pipelines.

24.4.1.3 IR Coupons/ Simulation Probes

Coupons have been used extensively for years in the
laboratory and in field environments to determine
the corrosion rate of metals under various condi-
tions.79 They were used specifically to test the effec-
tiveness of the –850 mV (versus Cu/CuSO4 elec-
trode) and the –100 mV polarization potential shift
cathodic protection criteria.

Coupons have been used to monitor cathodic pro-
tection systems in Europe since 1960.80 Most of
these coupons have been installed since 1975.
Coupons are used in the form of steel electrodes of a
strictly determined shape and surface area, protected
by cathodic protection together with the structure. A
schematic of the coupon installation on a pipeline is
shown in the Figure 24.6.81 Disconnecting the
coupon momentarily from the pipe interrupts the
coupon current and provides an opportunity to mea-
sure the “instant off” potential. Further remnants of
IR drop can be eliminated by fixing the reference
electrode near the coupon or by using an electrolytic
bridge.82,83 Using these coupons, the IR free poten-
tial can be measured without interrupting the ca-
thodic protection to the pipeline.81 A distinctive fea-
ture of the use of coupons is that the effects of
steady-state and DC transit stray currents84–86 can be
measured accurately. 

In 1994, B. A. Martin reported on the use of
coupons to monitor the impressed current cathodic
protection system at river crossings on a pipeline in
Papua, New Guinea.87 More than 400 probes have

been installed on the Trans-Alaska pipeline system
since 1994.88 Use of coupons has proven to be very
effective for measuring the level of cathodic polar-
ization and for detection of holidays.

24.4.2 Corrosion Rate Measurements

The most widely used potential monitoring mea-
surements are based on the protection potential cri-
teria. Despite the improvements in these methods,
they only indicate if the pipeline is protected, under-
protected or overprotected. These methods are not
capable of estimating the corrosion rates or predict-
ing the life expectancy of the system. A more advan-
tageous solution would be introduction of a kinetic
CP criterion that would allow maintaining the metal
structure corrosion rate at a given level depending on
actual requirements.

Several electrochemical and physical methods
can be used to measure the corrosion rate of the sys-
tem. Some of the commonly used methods are listed
in Table 24.6. The use of these electrochemical tools
in monitoring the corrosion rate of cathodically pro-
tected structures was reviewed by several re-
searchers.89–93 More information, and the scope of
corrosion rate measurements of cathodically polar-
ized metal structures by electrochemical techniques,
can be obtained in the reviews by Janowski.94,95

24.5 DESIGN OF CATHODIC 
PROTECTION SYSTEMS

The ideal design for a cathodic protection system is
one which will provide the desired degree of protec-
tion at the minimum total annual cost over the pro-

FIGURE 24.6 Coupon simulator circuit to determine
IR drop. 
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TABLE 24.6 Physical and Electrochemical Methods for
Corrosion Rate Measurements

Physical Methods Electrochemical Methods

Gravimetry Tafel polarization
Electrical resistance Linear polarization
Radiography Electrochemical impedance spectroscopy
Ultrasonic Harmonic synthesis
Eddy currents Electrochemical noise

FIGURE 24.7 Cathodic protection requirement test:
(a) DC power source; (b) ammeter; (c) buried structure;
(d) high resistance voltmeter; (e) remote CuS04 reference
electrode.

jected life of the structure. Design of cathodic pro-
tection systems for pipelines has been extensively
researched and several standards have evolved over
the decades of its application.62,96–113 A detailed de-
scription has been illustrated in the work of A. W.
Peabody and others.62 The basic procedure involved
in the design of cathodic protection is summarized
below.

24.5.1 Choice of the CP System

It is essential to make an important decision on the
selection of the CP system to be installed. The
choice of the CP system is based on the environment
in which the pipeline is operated, with the merits of
each system as illustrated in Section 24.1.3. Sacrifi-
cial protection is generally employed in environ-
ments with low soil resistance (10,000 Ωcm) with a
relatively low protective current requirement be-
cause of the low driving voltage. Well-coated and
isolated pipelines favor the installation of a sacrifi-
cial system in highly resistive soils. On the other
hand, impressed current systems are usually in-
stalled in conditions where the current requirements
are higher, and for pipelines which are bare or poorly
coated. In all cases, the final decision is based on the
total installation and annual maintenance costs of
the systems.

24.5.2 Design of Sacrificial 
Protection Systems

The basic design of sacrificial CP system includes
calculation of cathodic protection circuit resistance,
potential difference between the anode and the struc-
ture, anode output, number of anodes, and the anode
life expectancy. A schematic of the cathodic protec-
tion test is given in Figure 24.7. To estimate current
requirements, a test is needed to determine the cur-

rent (ic) needed to provide adequate protection for
the pipeline. This can be done by applying current
using a temporary test setup as shown in Figure 24.7,
and adjusting the current from the rectifier until the
cathodic protection criteria are reached. 

24.5.2.1 Cathodic Protection 
Circuit Resistance

The cathodic protection circuit resistance includes
the anode to soil resistance, resistance of the
wire/cable, and the structure to soil resistance.

24.5.2.1.1 Anode Resistance. The anode resis-
tance has a significant role in determining the
amount of the anode material to be used.96 The an-
odes used in the sacrificial cathodic protection sys-
tem are of three types, namely, vertical anodes, hor-
izontal anodes, and grouped anodes. Typical
graphite anode-vertical and horizontal installation is
shown in Figs. 24.8 and 24.9, respectively. The re-
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FIGURE 24.8 Typical graphite anode—vertical installation.

FIGURE 24.9 Typical graphite anode—horizontal installation.

sistance of the vertical anode to earth is calculated
using the Dwight formula97:

, (24.12)

where Rv is the resistance to earth in ohms (Ω), ρ is
the soil resistance in ohm centimeters (Ωcm), L is
the anode length in centimeters, and d is the anode
diameter in centimeters. 

If horizontal anodes are used, the resistance to
earth (s) given by a modified Dwight formula 101,102:

, (24.13)� 
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where Rh is the resistance of anode to earth in ohms
(Ω), L is the anode length in centimeters, d is the
anode diameter in centimeters, and h is depth below
the surface to the center of the anode, in centimeters.

In case of grouped anodes, the resistance to earth
is given by the Sunde equation62,103:

, (24.14)

where Rn is the resistance of anodes to earth in ohms,
L is the anode length in centimeters, d is the anode di-
ameter in centimeters, N is number of anodes, and S
is center-to-center spacing of anodes, in centimeters.

24.5.2.2 Cable Resistance. The anode and the
structure are interconnected by copper cables. The
copper cables have an inherent resistance (Rw) to
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r

2pNL
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8L

d
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S
 ln 0.656Nb
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TABLE 24.7 Resistance and Current Capacity Data for
Copper Cable 

Size 
AWG

Dc Resistance 
20°C, W/meter

Max dc. Current
Capacity (A)

14 8.4650 15
12 5.3152 20
10 3.3466 30
8 2.0998 45
6 1.3222 65
4 0.8334 85
3 0.6595 100
2 0.5217 115
1 0.4134 130
1/0 0.3281 150
2/0 0.2608 175
3/0 0.2070 200
4/0 0.1641 230
250 MCM 0.1388 255

[Source: From J .H. Fritzgerald, III, Uhlig’s Corrosion Handbook, R.
Winston Revie, Ed. Reprinted by permission, John Wiley & Sons, Inc.]

current flow. Table 24.7 presents the resistance of
copper cable data.107

24.5.2.3 Structure to Electrolyte Resistance.
The structure to electrolyte resistance is not very sig-
nificant. Detailed information on calculating struc-
ture to electrolyte resistance can be obtained in the
work of A. W. Peabody.

24.5.2.4 Total Circuit Resistance. The total ca-
thodic protection circuit resistance, Rt (W), is given
by:

, (24.15)

where Ra is the anode resistance, Rw is wire resis-
tance, and Rsoil represents the soil resistance. 

24.5.2.5 Anode Output. The anode output de-
pends on the anode circuit resistance and potential
difference between the anode and the pipeline. The
anode output is directly proportional to the potential
difference between the open circuit potential of the
anode (φa) and the cathodically polarized potential
of the pipeline (Ep). The current output, Ia in mil-
liamperes, is then calculated from Ohm’s Law:

. (24.16)Ia �
1Ep � fa2

Ra

 1000

Rt � Ra � Rw � Rsoil

24.5.2.6 Number of Anodes and Anode Life.
The number of anodes is calculated from the anode
output and the current density requirements. The
number of anodes (N) required is given by:

, (24.17)

where Ac is the area of structure to be protected 
and ic is the cathodic current density required for
protection.

The life of the anode is given by the formula110:

, (24.18)

where L is life in years, Th is the theoretical A-h/kg
output (Table 24.1), W is the anode weight in kilo-
grams, E is current efficiency (Table 24.2), UF is the
utilization factor, h is hours per year (8,766), and Ia
is the anode output in amperes. The utilization factor
is usually chosen as 0.85 (85%). This means that
once the anode is 85 % consumed its resistance to
earth begins to increase to the point where its output
is reduced significantly.

24.5.3 Design of Impressed 
Current Systems

Design of impressed current systems primary in-
volves the anode selection, rectifier selection,
ground-bed selection and calculation of the 
I-ground-bed resistance and other main parameters.

24.5.3.1 Current and Potential
Distributions of the 
Protected Structure

An analytical approach to determine the current and
potential distribution as a function of distance x
along a coated pipeline of infinite length are given
by these attenuation equations 111:

, (24.19)

where Eo and io are the potential and current at the
point of connection to the anode (also known as the
drainage point), and α is the attenuation coefficient.

(24.20)

Rs is the longitudinal resistance pipe resistance per
unit length and Rk = (Rs RL)1/2, and

a �
Rs

Rk

Ex � Eo exp1�ax2

ix � io exp1�ax2
r

L �
Th.W.E.UF

h.Ia

N �
ic.Ac

Ia
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FIGURE 24.10 Theoretical attenuation of potential between two drainage points on a pipeline.

, (24.21)

where RL is defined as the leakage resistance of the
pipeline, and Ex–Eo is the ohmic potential drop
along the coating. The attenuation equations be-
tween two drainage points separated by a distance
2d are:

. (24.22)

The variation of potential with distance, along
with the cathodic protection criteria, is given in Fig-
ure 24.10. Attenuation curves with driving potential
(∆E) and polarization potential (∆Ep) are given in
Figure 24.11. Driving potential is defined as a dif-
ference between the “on” potential and “off” poten-
tial, while polarization potential is defined as the dif-
ference between the “off” potential and the open
circuit potential at each point. 

24.5.3.2 Anode Selection

Selection of the anode in the case of an impressed
current CP system is primarily based on the dissipa-
tion rate of the anode. Low resistance to current

Ex �
Eo cosh a1d � x2

cosh ad

ix �
io sinh a1d � x2

sinh ad

t

RL � 1Ex � E02> 1Ix � I02 flow, low dissipation rate, physical robustness, fabri-
cability, and minimal cost are the desirable proper-
ties of candidate anode materials. High silicon,
chromium-bearing cast iron has a low dissipation
rate. Dissipation rate varies with the environment;
however, 0.5 kg/A-year is a typical requirement for
the impressed current CP of pipelines.

24.5.3.3 Anode Requirements

In this case of a cathodic protection system, the
weight and number of anodes to be used is calcu-
lated from the desired life of the system. Prolonged
life of the anode is essential to decrease the mainte-
nance cost of the impressed current cathodic protec-
tion system. Dissipation rate of the anode is a mea-
sure of the life of the anode. For a high silicon,
chromium-bearing cast iron, the dissipation rate is
0.5 kg/A-year. The weight of the anode is given by:

, (24.23)

where Dr is the dissipation rate in kg-A/year, Ic is the
current required in amperes, L is the desired life in
years, and Wt is the total weight of the anode in kilo-
grams. The number of anodes required is given by
the ratio of total weight to individual anode weight.

Wt � Dr . Ic . L
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FIGURE 24.11 Attenuation Curves: Driving Voltage (∆E) and Polarization Potential (∆Ep) as a function of distance
along the line.

24.5.3.4 Ground Bed Resistance

The ground bed resistance is similar to that of the
total circuit resistance calculated for the design of
sacrificial system (Section 5.2.1). In this case, mul-
tiple anodes are used and the resistance of anode to
ground is calculated from the Sunde equation.103

24.5.3.5 Rectifier Selection

Over the years, the quality of the coating decreases,
leading to exposure of the bare steel. The current re-
quirements increase with time for accomplishing a
complete cathodic protection. Hence, the required
driving voltage determined by Ohm’s Law is scaled
up by 1.5 times to that required normally for a newer
pipeline.

(24.24)

24.5.3.6 Ground Bed Selection

The anodes are usually arranged horizontally or ver-
tically, depending on the nature of the soil and the
proximity of nearby structures. Deep vertical ground

E �
Ireq

Rt

 X 1.5

beds six to 12 inches in diameter and up to 100 me-
ters deep are used for pipelines, where the surface
soil is dry and non-conductive and long distances
must be protected.108 Other instances where deep
ground beds are necessary include sites where the
right-of-way for surface ground beds cannot be ob-
tained. Figure 24.12 shows a deep anode bed. Deep
ground beds are conventionally backfilled with coke
breeze for improved electrical contact to the soil,
or with lubricated fluidizable coke, which can be
pumped out later when the anode needs replace-
ment.110

24.6 COMPUTER-AIDED DESIGN OF
CATHODIC PROTECTION 

The last decade has seen immense development in
the use of computer modeling techniques for the
design of cathodic protection. Large pipelines of
complex design are being installed on land and 
in offshore environments, all of which require ca-
thodic protection for corrosion prevention. Model-
ing CP systems has been useful for troubleshooting
existing structures, design analysis of sacrificial and

Length (m)
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FIGURE 24.12 Impressed current cathodic protection using a deep anode ground bed.

impressed current systems, checking for interfer-
ence effects, attenuation, and prediction of life of the
systems.12–118 Several numerical methods are used
for the modeling of the CP systems, including: (i)
the boundary element method, (ii) the finite differ-
ence method, (iii) the finite element method, and 
(iv) the integral equation method.119,120 All of these
methods involve the numerical solution of the
Laplace equation:

�2 E = 0. (24.25)

The above equation is derived from the electroneu-
trality law for homogenous environments and is the
governing equation to be solved for determining the
potential distribution. To solve this equation, appro-
priate boundary conditions need to be specified. Fi-
nite element methods divide the three-dimensional
electrolyte volume into a network of finite “nodes”
whose electrical properties are connected to one an-
other by linear equations. Finite element methods
yield potential and current distributions within the
electrolyte volume. Incorporation of the polarization
at the anode and cathode surfaces is difficult at vol-
ume boundaries. The Boundary Element Method
(BEM) has shown considerable promise in address-
ing this problem. The electrode surface is divided
into discrete boundary elements, which are solved
numerically. Unlike the finite difference methods, in
the BEM only the electrode surfaces are divided into

discrete elements, not the entire volume; this leads to
decreased computation power.

With steady development in the modeling meth-
ods and computational techniques, this approach 
is expected to rule the future of cathodic protec-
tion design. Development of models has led to a
widespread increase in the theoretical understanding
of these systems. In the future, it is expected to 
play a wide role in the development of new designs
with out wasting money on field experimental
projects. 
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25.1 INTRODUCTION

The transportation of fuel and liquid chemicals is of
strategic importance to international commerce. The
energy and manufacturing sectors of modern civi-
lization rely on the uninterrupted flow of these com-
modities. The result of expanding economies in both
the developed and developing worlds and the uni-
form global distribution of fuel and chemical pro-
duction sites have encouraged the use of extremely
large tankers and has demanded an extended service
life for many tankers.

As of October, 2003 there were approximately
3,578 oil tankers in service, totaling about
301,400,000 dwt [1]. Roughly 58% of them are
double-hulled tankers. Tankers are commonly cate-
gorized based on their sizes as: Handy size
(10,000–60,000 dwt), Panamax size (60,000–80,000
dwt), Aframax (80,000–120,000 dwt), Suezmax
(120,000–200,000 dwt), and Very Large Crude Oil
Carriers or VLCC (200,000 dwt and above). Figure
25.1 shows an oil tanker in service. 

25.1.1 An Example of a Marine Incident
Caused by Corrosion

On passage in the western Mediterranean with a full
load of gasoline, the 30,577 dwt (deadweight tone)
tanker, M. V. Castor encountered deteriorating
weather conditions on December 26, 2000. During
the night of December 30, the officer of the watch

reported a strong smell of gasoline. Daybreak con-
firmed that the vessel had suffered severe structural
damage to the deck plating. When the weather
abated, a close-up visual inspection was made dur-
ing daylight hours on December 31, which con-
firmed that a series of cracks in the deck plating at
the forward end of the three No. 4 tanks had spread
an estimated 22 meters in length, which was almost
the entire breadth of the vessel. The vessel’s course
was altered to bring the vessel to a port of refuge. It
arrived at the port of Nador, Morocco on January 1,
2001.

The American Bureau of Shipping, which issued
the safety certificates to the vessel following inter-

FIGURE 25.1 An oil tanker.
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national regulations and design and inspection stan-
dards, released a technical report on this incident [2],
and concluded that the near-disaster was largely at-
tributable to severe corrosion in the deck area. The
deck plates and the supporting members, deck lon-
gitudinals and deck girders suffered various degrees
of corrosion. In some locations, the web plate of
some deck longitudinals was totally wasted away.
This situation caused loss of support of deck plates
from deck longitudinals. The unsupported span of
the deck plate increased, with a corresponding de-
crease in buckling strength. In heavy seas, buckling
repeatedly occurred under the action of the cyclic

wave loads. Plastic deformation accumulated and
eventually cracks appeared.

Figure 25.2 shows schematic of the M. V. Castor
and damage location. Figure 25.3 shows the damage
deck of the M . V. Castor. Clearly, the damage is ac-
companied by heavy corrosion and severe buckling
deformation. Figure 25.4 shows the heavily cor-
roded under-deck area. The structures internal to the
tanks suffered a variety of corrosion wastage, which
triggered the structural failure of the deck. 

The severe loss of thickness of many structural
members in not very accessible areas, due to aggres-
sive corrosion, was the primary cause of the failure

FIGURE 25.2 Schematic of M. V. Castor and location of damage [2].
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FIGURE 25.3 Cracked deck of M. V. Castor [2].

FIGURE 25.4 Heavily corroded under-deck area of M.
V. Castor [2].

of the M. V. Castor [2]. Heavy corrosion was associ-
ated with the breakdown of protective coatings of
many interior parts of the tanks, especially the
under-deck portion. After the coating breakdown, a
combination of several factors, such as dynamic
loading and cyclic stresses, repeatedly spalled the
protective rust layer of the steel surface, resulting in
a faster corrosion rate than that found in static struc-
tures where the products of corrosion are allowed to
accumulate. Corrosion continued to compromise the
thickness of the structural members, leading to initi-
ation of the structural flexing. At this point, when
flexing caused frequent spalling of the rust layer, the
corrosion rate would accelerate and approach a
value corresponding to that of free steel surface. The
loss of thickness resulted in a loss of stiffness, and
up to an extreme condition, a loss in load-bearing ca-
pacity. Eventually, this situation led to crack initiat-
ing and propagating across the deck at mid-section
due to high stress-low cycle fatigue.

After the incident, the M. V. Castor was deemed
totaled, and eventually scrapped. Repair of the ves-

sel having this extent of damage was not considered
economically feasible, and even if repaired, it would
be risky to use it again.

Transportation of oil using tankers is a business
having very high liability. The M. V. Castor and M. V.
Nakhodka incidents directly demonstrate the severe
threat of corrosion to safety and the sea environment.

25.1.2 Economic Considerations

The primary cost of corrosion protection in tankers
can be divided into two major categories [1,3]:

1. The cost as part of the new construction of the
ships. These costs include corrosion-resistant ma-
terials, coatings, and cathodic protection systems
installed during construction.

2. The cost of repairs and maintenance. These costs
include the replacement of ship hull plates, the re-
moval and reapplication of coatings, and the cost
of the additional cathodic protection application.
The downtime cost due to corrosion maintenance
is included according to the revenue lost due to
the ship being out of service while repairs and
maintenance are being performed.

The majority of the corrosion prevention costs on
new ship construction results from the application of
coatings to the hulls, decks, and, most importantly,
the ballast and storage tanks. The actual cost of ap-
plying a coating is relatively more than the cost of
the coating materials themselves. The biggest por-
tion of the cost of coating application comes from
the surface preparation needed to prepare for coat-
ing. Most modern coatings require extensive surface
grit blasting to remove all of the corrosion, scale,
and other products on the steel. Without the proper
surface preparation, the coating will not properly ad-
here to the steel surface and corrosion problems will
be much more likely. Another large portion of the
application cost of a coating is in the labor needed to
properly apply the coating. The coating must be
hand-applied to corners and other areas to ensure
coverage of the edges when the coating shrinks
while drying.

It has been estimated that for most ships, the cost
of applying the coatings to a ship is 7% of the total
building cost. While the cost of applying a proper
coating is high, it was four to 14 times more expen-
sive to replace corroded steel than to apply a coating
during construction and then maintain that coating
[4]. The cost for the coatings applied for oil carriers
is slightly higher, at 10% of a ship’s construction
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cost. Oil tankers require better coatings than most of
the industry due to the corrosive nature of the chem-
icals transported, such as the hydrogen sulfide pres-
ent in crude oils. The cost of coatings for cruise ships
is also approximately 10%. Some of this expense for
cruise ships results from the need for better coatings
for tanks that hold the wastewater. An estimate was
made that cathodic protection systems and corro-
sion-resistant materials add an additional 3% to the
building cost. For most classes of ships, the total cost
of corrosion protection for a new construction can be
estimated at 10% of the total construction cost, with
oil tankers and cruise ships having slightly higher
corrosion protection expenditures, 13%. The excep-
tion to this general range of numbers is the class of
chemical tankers, because the storage tanks in these
ships are made of stainless steel in order to be resis-
tant to the chemicals that they transport. Because of
this need, the literature estimates that the cost of cor-
rosion protection for a chemical tanker is 30% of the
new build cost.

To estimate the total cost of corrosion for new
ship construction, data on the number of ships in the
world were combined with an estimate of the aver-
age cost of a vessel for each type of ship and the per-
centage of the construction cost attributable to cor-
rosion protection. This information is reported in
Table 25.1. To calculate an average cost per year, the
number of ships was multiplied by the estimated
vessel cost and the percentage of the vessel cost at-
tributable to corrosion. The sale prices of several
new and used vessels of various ages were used to
estimate the average cost for each class of ship. This
resulting value was then divided by 25 years, which
is the average life of ships, to obtain an average cost

per year. As indicated in the table, the world cost of
corrosion from new ship construction is approxi-
mately $7.5 billion per year. If 15% of the world cost
is attributable to the United States, the annual cost of
corrosion from new ship construction in the United
States is estimated at $1.12 billion. 

The second portion of the cost of corrosion in the
shipping industry is the cost of corrosion repairs and
maintenance, as well as the downtime needed to per-
form these repairs. Table 25.2, based on literature
and discussions with industry experts, shows the av-
erage estimated cost of annual repairs for each class
of ship, including the cost of downtime associated
with the cost of the repairs. To calculate the total
costs, the number of ships of each type was multi-
plied by the repair and downtime estimates. The
total cost for repairs for the world shipping sector
was calculated at $5.4 billion per year, while the cost
of downtime was estimated at $5.2 billion per year.
The U.S. portion of these annual costs would be es-
timated at $810 million for repairs and $785 million
for downtime. 

From the cost estimates of new construction and
repair maintenance, the total cost of corrosion in the
shipping industry can be estimated. The yearly cost
of increased corrosion resistance in new ship con-
struction in the United States was estimated at $1.12
billion, and the cost of repairs and maintenance was
estimated at $810 million, with the cost of downtime
at $785 million. Therefore, the total cost of corro-
sion for the U.S. shipping industry is estimated at
$2.7 billion per year. Such costs warrant the explo-
ration of advanced nondestructive methods for the
detection and measurement of corrosion and
wastage associated with ships.

TABLE 25.1 Average Corrosion Cost per Year Due to New Construction for Each of the Major Types of Ships [3]

Type of Ship
Number of Investigated

Ships
% Cost of Construction

Due to Corrosion
Average Cost per Vessel

($x million)
Average Corrosion Cost

per Year ($x million)

Oil tankers 6,920 13 50 1,799
Chemical tankers 2,471 30 50 1,483
Bulk dry 6,252 10 20 500
Cargo/Roll on-off 18,611 10 15 1,117
Fishing 23,711 10 5 474
Supply/Tugs 12,954 10 11 570
Refrigerated cargo 1,441 10 6 35
Cruise 337 13 20 350
Passenger/Ferry 5,386 10 24 517
Others 7,724 10 20 618

World Total $7,463
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TABLE 25.2 Estimated Average Corrosion Cost per Year Due to Maintenance, Repairs, and Downtime for Each of the Major
Types of Ships [3]

Type of Ship
Number of 

Investigated Ships

Average Corrosion 
Repair Cost per 

Ship ($x thousand)

Total Yearly 
Repair Cost 
($x million)

Average Corrosion 
Downtime Cost per 
Ship ($x thousand)

Total Yearly 
Downtime Cost 

($x million)

Oil tankers 6,920 200 1,384 140 969
Chemical tankers 2,471 300 741 140 346
Bulk dry 6,252 50 313 56 350
Cargo/Roll on-off 18,611 50 931 73 1,303
Fishing 23,711 25 593 20 474
Supply/Tugs 12,954 50 648 50 648
Refrigerated cargo 1,441 50 72 50 72
Cruise 337 200 67 1,000 337
Passenger/Ferry 5,386 50 269 56 302
Others 7,724 50 386 56 433

World Total $5,404 World Total $5,234

25.2 TANKER STRUCTURES

The structure of tankers is complex. The hull struc-
tures are designed to have adequate strength against
failures of yielding, buckling and fatigue. Corrosion
has always been identified as being important both
for the integrity and economic concern for commer-
cial tankers. Corrosion can cause wastage of the hull
plates, reducing load-bearing capacity of structural
members. Even though there are numerous methods
for corrosion mitigation and protection which in-
clude coatings, cathodic protection, and use of
corrosion resistance materials, there is always the
continuous loss of materials, demanding steel re-
placement under some circumstances.

25.2.1 Double-Hull Tankers

The majority of tankers are single-hulled, where
there is only one layer of steel separating the carried
oil and sea water. The schematics of a single-hull
tanker are shown in Figure 25.5.

On March 24, 1989, the Exxon Valdez ran
aground in Prince William Sound, Alaska, causing
42 million liters (11 million gallons) of crude oil to
be spilled. The clean-up cost was in billions of dol-
lars. To avoid similar accidents in the future, the U.S.
Congress passed the Oil Pollution Act in 1990
(OPA90). This law required all new tankers operat-
ing in the United States to be built with a double
hull. OPA90 is followed by the International Mar-
itime Organization (IMO), a United Nations organi-
zation that is devoted to safety at sea. Now all oil
carriers are built with a double hull [6].

A double-hulled ship is built with an additional
inner hull. The space between the inner and outer
hulls is not used for cargo, but can be used for bal-
last, so if the outer hull is penetrated, the cargo
would still be protected within the inner hull, avoid-
ing pollution from spilled cargo oil. A schematic of
double-hulled ship structure is illustrated in Figure
25.6.

Though all new construction of tankers are dou-
ble hulls, single-hull tankers are the dominant ves-
sels transporting oil around the world. The latest
tanker accidents, such as M. V. Castor and M. V.
Erika, have caused heightened concerns over the
safety of tankers, and more and more countries are
moving forward to accelerate the phasing-out of
single-hull tankers.

The experience with double-hulled tankers is lim-
ited. Most double-hulled tankers were built in the
1990s and have had less than 10 years of service.
Some double-hulled tankers have experienced cor-
rosion much earlier than would be expected from
single hulls. Causes are being investigated, but are
not fully understood.

The additional layer of steel of the double-hulled
increases the size, weight, and amount of steel
needed to build a ship that will carry the same
amount of oil. Because of the increased volume and
weight, naval architects often decided to use more
high-tensile strength (HT) steel in the design of new
double-hulled tankers. By using HT steel, thinner
steel plates can be used, while still satisfying the
scantling requirements of the various classification
societies. The combined effect of double-hull design
and increased use of HT steel results in a reduction
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FIGURE 25.5 Illustration of the complex internal structures of a single-hull tanker [5].

FIGURE 25.6 Schematic of double-hull ship structure [5].
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of about 20% in plating thickness in certain areas
(for example, see the statistics of structural scant-
lings of oil tankers by Wang and Spong [7]). There-
fore, the hull will flex more with wave motion and
movement of the cargo within the tanks. Areas such
as the deck, inner skin, inner bottom, and bottom
shell may be subject to increased deflections. This
movement could particularly accelerate corrosion
on under-deck surfaces, thereby loosening scale and
rust and exposing a new layer of steel to corrosion
environment. This greater flexing of the thinner
scantling can be considered the “dynamic accelera-
tor” in the corrosion process.

Beyond the dimensional differences between sin-
gle and double-hulled tankers, differences between
the environments in the cargo tanks have also been
found. The cargo tanks in double-hulled tankers are
usually warmer due to the thermos effect. When the
oil is loaded into a tanker, it generally cools down to
the temperature of the surrounding water within a
couple of days for a single-hulled tanker. However,
for double-hulled tanker, it may take much longer to
reach sea temperature because the outer hull creates
an interspace which acts as an insulator. The tem-
perature may never reach sea temperature on short
voyages. Following an Arrhenius behavior, the cor-
rosion rate doubles for every 10 °C increase in tem-
perature; therefore, if the average temperature of the
tank is 20 °C warmer, then the average corrosion rate
is quadrupled. Furthermore, many of the coatings,
particularly tar epoxies, do not handle high temper-
atures well and will degrade more rapidly.

25.2.2 Floating Production, Storage, and
Offloading (FPSO) Vessels

Because of the length of time and high cost of trans-
porting oil and gas from reservoir to production fa-
cilities on land, oil and gas industries try to minimize
these costs by using facility platforms and Floating
Production, Storage and Offloading (FPSO) sys-
tems. A FPSO system is an offshore production fa-
cility that is typically ship-shaped and stores crude
oil in tanks. The crude oil is periodically offloaded to
shuttle tankers for transport to shore. FPSOs may be
used as production facilities to develop marginal oil
fields or fields in deep-water areas remote from the
existing OCS pipeline infrastructure. Additional in-
formation about FPSOs can be found in references
8, 9, and 10. There are approximately 85 FPSOs cur-
rently operating around the world. There are ap-
proximately 10 FPSO units coming on line per year
worldwide, and 80 or more FPSOs are planned or

under study for future field developments [11]. Of
this fleet of FPSOs, approximately 65% are con-
verted from trading tankers, primarily older vintage
single-hull tankers. Figure 25.7 shows the Terra
Nova FPSO and Figure 25.8 illustrates the schematic
of an FPSO with upper deck modules. 

Compared to the trading tankers, FPSOs have
very limited corrosion experience, with an estimated
total cumulative operating experience in the range of
only 500–600 years [7]. This experience is com-
pared to other offshore installations such as fixed
platforms, which have well over 100,000 combined
operating years of experience, with many platforms
still in operation 10–20 years after their 20-year de-
signed life. In comparison, FPSO installations tend
to be in their infancy, with only 15% of the fleet hav-
ing been in operation for more than 10 years. Be-
cause of this situation, there is a lack of systematic
experience-based data for conceptual and prelimi-
nary design, or for the evaluation of the long-term
performance specific to ship-shaped FPSOs. At the
same time, there is an increasing interest in their ap-
plication, and the number of FPSOs is growing. This
combination makes the development of relevant de-
sign data both necessary and very useful. Because of
the obvious similarity between tankers and FPSOs,
the tankers experiences are heavily relied upon. Al-
most all the design and inspection standards for
FPSOs are based on those standards for tankers.

25.3 CORROSION MECHANISMS 
IN TANKERS

25.3.1 Types of Corrosion in Tankers

Three types of corrosion have been found to com-
monly exist within ships [13,14]: general, pitting
and grooving corrosion.

25.3.1.1 General Corrosion

General corrosion is the most common type of
corrosion in ship structures. The corrosion product
appears as a non-protective rust which can uni-
formly occur on uncoated internal surfaces of a ship.
The rust scale continually breaks off and exposes
fresh metal to the corrosive environment. The rust
scale also appears to have a constant thickness and
similar consistency over the surface. The mecha-
nism of general corrosion is demonstrated in Figure
25.9. 

There are micro-cathodic and anodic areas caused
by variations in grain structure, impurities in the
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FIGURE 25.7 Photograph of Floating Production, Storage and Offloading (FPSO) vessel [12].

FIGURE 25.8 Schematic of Floating Production, Storage and Offloading (FPSO) Vessel [12].
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FIGURE 25.9 General corrosion [14].

metal, alloying elements, and other inhomogeneities.
For general corrosion, the cathodic and anodic areas
constantly switch back and forth due to a difference
in potential or degree of polarization, thus account-
ing for the uniform corrosion of the surface.

25.3.1.2 Pitting Corrosion

Pitting corrosion is a localized corrosion that occurs
on bottom plating, other horizontal surfaces, and at
structural details that trap water. This damage is a
very serious type of corrosion—the attack produces
deep and relatively small-diameter pits that can lead
to hull penetration in isolated random places with
the consequent pollution risk. Pitting is often de-
scribed as cavities whose sites of corrosive attack are
relatively small compared to the overall exposed sur-
face. It is a localized form of corrosion and usually
grows in the direction of gravity. It is also self-
generating (i.e., autocatalytic), starting from impuri-
ties in the metal, scale or other deposits, or some in-
homogeneity in the metal. Figure 25.10 illustrates
the progressive pit being formed. Pitting requires the
breakdown of the protective film. 

25.3.1.3 Grooving Corrosion

Grooving corrosion is a specialized form of erosion
corrosion which also occurs frequently within ships.
This corrosion, sometimes referred to as “in-line pit-

ting attack,” is a linear corrosion occurring at struc-
tural intersections where water collects or flows.
Grooving can also occur on vertical members and
flush sides of bulkheads.

All metals, even stainless steel, may incur corro-
sion from microbiologically-influenced corrosion
(MIC). Corrosive bacteria thrive in low oxygen or
oxygen-free environments and require some type of
food source. Most of these types of bacteria convert
sulfur to H2S, which is an active reagent to promote
an acid corrosive environment. In an ideal environ-
ment, microbes might double their mass every 20
minutes [15], but such condition rarely exist on
board vessels. On board ships, microbes can thrive
in the water layer at the bottom of oil cargo tanks and
in the sediment in ballast tanks. Once bacteria be-
come established, they become difficult to control
and may corrode steel up to 1.6–3.2 mm per year.

25.3.2 Major Corrosion Mechanisms in
Different Locations

Generally stated, marine corrosion of structural steel
will occur wherever salt water is present. However,
corrosion also occurs in areas of the ship that are not
directly exposed to salt water. Many factors, associ-
ated with the cargo as well as ship operations, often
combine to create corrosive environments within
ships.

All cargo ships experience corrosion; the extent
and severity depend on such factors as cargo, tem-
perature, humidity, and protection system. Ballast
tanks in all ships will have similar corrosive patterns
but dry cargo compartments will not suffer the same
amount of corrosion wastage as liquid cargo com-
partments. The majority of internal structures within
a ship usually experience corrosion to a certain ex-
tent. Horizontal structural members encounter the

FIGURE 25.10 Pitting corrosion [14].
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greatest corrosive attack, simply because they col-
lect and trap water, which facilitates pit growth. 

Locations where corrosion will most likely affect
structural integrity are described in the following
sections. 

25.3.2.1 Bottom Plating

The bottom plating within a ship typically experi-
ences the greatest amount of corrosion wastage due
to collection of water on the bottom plate, result-
ing in pitting, grooving, and general wastage. For
coated plating, wastage will take the form of local-
ized pitting and grooving by way of coating failure.
For inorganic zinc coatings, the wastage will tend 
to be patches of scaly areas with only minimal
thickness loss. For coal tar epoxy-coated plating,
wastage will tend to be deep pits of limited area that
present a definite risk of bottom penetration if not
repaired.

For uncoated tanks, bottom wastage is more gen-
eral; the higher velocity flow paths of the drainage
patterns are affected to a greater extent than stagnant
areas. Thus, wastage is highest by way of cutouts in
transverse web frames and bottom longitudinals,
and lowest just forward and aft of web frames out-
side the line of the cutouts. Figure 25.11 illustrates
an example of this loss pattern. Bottom wastage gen-

erally increases from forward to aft, most likely due
to water wedges caused by the normal trim patterns
by the stern, both in full load and ballast. However,
this characteristic can be reversed on some ships
where the tendency is to trim slightly by the bow in
the full load condition. The water wedges are a com-
bination of unstrippable ballast water and water set-
tling out from cargo within certain compartments.
Thus, aft bays of liquid cargo and ballast tanks can
experience corrosion almost continuously. Grooving
of the welds of bilge longitudinals as well as thin-
ning and cracking at the toes of longitudinal girder
brackets also occur on bottom plating and often on
other typical areas of bottom structure. 

The bottom structure is an important area to sur-
vey because it is where corrosion is most prevalent
and it is a location critical to structural integrity.

25.3.2.2 Side Shell and 
Bulkhead Stiffeners

Wastage patterns on the side shell and the stiffened
sides of bulkheads are usually limited to the hori-
zontal webs of the stiffening. In coated tanks,
wastage occurs by way of coating failures which
generally start at welds, cutouts and sharp edges. In
uncoated tanks, wastage is more general and usually
increases toward the bottom of the tank. Deep pitting

FIGURE 25.11 Schematic of steel degradation in ship bottom plate [14].
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is often found on lower stiffening, usually near web
frames. On ships with fabricated longitudinals
where the flat face extends above the web, wastage
can be rather severe due to the trapping of water on
the web.

25.3.2.3 Under Deck Areas

Corrosion wastage may occur at connections of deck
longitudinals to deck plating by way of coating fail-
ure. Uncoated compartments suffer more uniform
corrosion both when empty and when full of either
liquid cargo or ballast. When the compartment is
empty, the area is subject to a highly corrosive,
moist, salt-laden atmosphere. Oxygen is readily
available high in the compartment from hatches,
vents and deck openings, and contributes greatly to
the uniform corrosion process. When a compartment
is full of ballast or liquid cargo, general wastage re-
sults from the same courses in this ullage space area
because the deckhead is not protected by an oil film.
Deck platings are important structural locations to
survey because these structural members are the
most critical to the structural integrity of the hull as
a whole.

25.3.2.4 Special Locations

There are other special locations that should be sur-
veyed where local corrosion is prevalent. Wastage
can occur in high stress areas where coatings break
down and corrosion attack begins. These locations
include longitudinal cutouts in frames. The plating
under bellmouths is vulnerable to general wastage in
both coated and uncoated tanks due to the added ef-
fects of high velocity during ballast discharge. Other
special locations should be surveyed where struc-
tural integrity is reduced or in areas where watertight
integrity is reduced.

25.3.3 Corrosive Environments in Tankers

Different ship types have different corrosion mecha-
nisms. Various corrosion mechanisms can exist in
any particular location. For example, the under-deck
area is subjected to “sweet” CO2 corrosion and
“sour” H2S or sulfur corrosion.

There are many factors that influence corrosion.
These factors may include [16–19]:

• Coating: Coating type and longevity, surface
preparation and coating application, coating
breakdown

• Cathodic protection
• Corrosion environment: Composition and proper-

ties of cargo, humidity, temperature, acidity, sa-
linity, presence of oxygen

• Operation: Time in ballast, trading route, tank
washings, inert gas

• Microbial-induced corrosion
• Structural designs

These factors make up only a partial list. Many
factors interact with others, complicating the prob-
lem further. The itemized factors discussed hereafter
pertain mostly to the mechanisms of corrosion in
marine structures and tankers [21].

25.3.3.1 Diffusion

Corrosion rates are controlled by diffusion of reac-
tants to and from the metal surface. Exposed bare
steel surfaces will corrode at a greater rate than those
surfaces covered with a coating or a compact layer
of rust. The corrosion is also controlled by the diffu-
sion of oxygen through the water to the surface.
High flow areas such as in the vicinity of bellmouths
will corrode at high rates because of the increase in
oxygen concentration. Areas covered by a thin, con-
ducting, moisture film such as in a ballast tank or the
ullage space at the top of the tank (where air is
trapped) tend to corrode the steel faster than the sub-
merged areas where there is a lower oxygen level.

25.3.3.2 Temperature

As corrosion rates are controlled by the diffusion of
reagent and chemical reactions, both chemical reac-
tions and diffusion are a strong function of tempera-
ture. The higher the temperature, the faster the cor-
rosion rate will be obtained. The corrosion will be
more complex in double-hulled tankers due to the
difference of inner and outer shell and heat transfer
concerns.

25.3.3.3 Conductivity

The corrosion rates will increase as the conductivity
of the medium increases due to the presence of more
ions in the solution. Aqueous corrosion requires an
electrical circuit between anodic and cathodic sur-
faces within an electrolyte. The corrosion rate of
steel reaches maximum at close to the normal ionic
content of sea water (approximately 3 mol.pct).
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25.3.3.4 Type of Ions

There are some types of ions in sea water or in car-
goes that affect corrosion. For example, chloride
ions are the most destructive, while sulphate and
other sulfur-containing ions also represent a major
problem.

25.3.3.5 Acidity and Alkalinity (pH)

The corrosion rate varies due to changes in the ca-
thodic reduction reaction. In the intermediate pH of
4–10 range, the corrosion rate is nearly constant
where a passive oxide or hydroxide film is stable.
Many of the common constructional metals, such as
copper, iron and nickel, have increased corrosion in
low pH solutions due to the higher availability of ox-
idizing H+ and solubility of oxides.

25.4 CORROSION STATISTICS

Statistics reveal that corrosion is the number one
cause of marine casualties in old ships [22]. Damage

to ships due to corrosion is very likely, and the like-
lihood increases with the aging of ships.

25.4.1 Collective Data

The Tanker Structure Co-operative Forum (TSCF)
publications [19] are widely referred to and gener-
ally regarded as the best source of information on
corrosion in tankers. The information is based on the
inputs from the TSCF members, including the major
oil companies and leading classification societies.
The collective data of TSCF has influenced the de-
sign, maintenance and inspection of tankers since its
inception. In addition to TSCF, there have been
some other similar studies in the last 10 years (e.g.,
Paik et al., 2003 [17], Wang et al., 2003 [21], Harada
et al., 2001 [22]).   

The common finding from the review of corro-
sion measurement data has been that ballast tanks
experience the highest corrosion rate, as seen in
Table 25.3. This finding is due to the greater expo-
sure of metal to salt water, increasing the corrosion
rate. However, a recent statistical study [18,23]

TABLE 25.3 Corrosion Rate for Various Structural Members [19,23] 

Wang et al. (2003)

Structure Tank Mean Deviation Maximum Range

Dk pl Cargo 0.066 0.069 0.580 0.03–0.10
Ballast 0.055 0.042 0.277 0.10–0.50

Dk long web Cargo 0.055 0.055 0.807 0.03–0.10
Ballast 0.047 0.051 0.444 0.25–1.00

Dk long fl Cargo 0.037 0.030 0.243 —
Ballast 0.044 0.041 0.175 —

Side shell Cargo 0.044 0.046 0.547 0.03
Ballast 0.043 0.038 0.573 0.06–0.10

Side long web Cargo 0.040 0.034 0.567 0.03
Ballast 0.042 0.042 0.800 0.10–0.25

Side long fl Cargo 0.033 0.021 0.171 —
Ballast 0.032 0.030 0.482 —

Btm shell Cargo 0.085 0.076 0.690 0.04–0.30
Ballast 0.049 0.051 0.320 0.04–0.10

Btm long web Cargo 0.032 0.022 0.207 0.03
Ballast 0.027 0.020 0.117 —

Btm long fl Cargo 0.047 0.062 0.730 —
Ballast 0.045 0.066 0.700 —

Long bhd pl Btw cargo 0.049 0.059 0.654 0.03
Others 0.051 0.046 0.470 0.10–0.30

Bhd long web Cargo 0.038 0.031 0.411 0.03
Ballast — — — 0.20–1.20

Bhd long fl Cargo 0.045 0.044 0.782 —
Ballast — — — 0.20–0.60

[Unit: mm/year] Abbreviations: btw = between, bhd = bulkhead, dk = deck, fl = flange, long = longitudinal, pl = plate.

TSCF (1992)
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shows a different trend: Corrosion wastage in cargo
oil tanks is found to be much more severe than that
of ballast tanks. This trend may be attributed to the
fact that ballast tanks are now coated while cargo oil
tanks are not required to be coated. 

25.4.2 Corrosion Rate Studies

Figure 25.12 shows schematically the available
models for corrosion wastage published to date.
These models are used for assessing structural con-
ditions resulting from corrosion and to clarify the
nature of corrosion behavior. They do not address
the mechanics of corrosion. 

Typically, it is assumed that corrosion does not
take place when a coated structure is first placed in
service. Usually, this service experience is the period
before the coating breaks down and loses its effec-
tiveness in protecting the steel. After that, corrosion
begins and wastage increases over time.

For the second stage of corrosion, there are three
types of models for corrosion progress:

• Corrosion wastage linearly increases with time
(line a). This behavior is perhaps the most com-
mon and most widely used assumption in struc-
tural strength analyses. It assumes that the corro-
sion is a general attack and that the resulting
corrosion product does not serve as protecting
barrier for the corrosive reagents. It suggests that
the chemical reaction at the interface between the
metal and the corrosive media is the rate-control-
ling mechanism. This mechanism of corrosion is
activation-controlled. Examples are TSCF [19]
and Paik et al., 2003 [17].

• Corrosion increases and accelerates over time
(line b). This behavior occurs when rust buildup
is disturbed as a structure flexes under the wave
action [19,24]. This behavior causes the degrada-
tion of the protective coating. When the coating is
no longer a barrier, then the rate potentially
achieves the high and fairly constant value of the
chemical attack on a free metal surface.

• The rate of corrosion wastage slows down with
time (line c). This occurs when the steel is gradu-
ally covered by scale and rust, preventing further
exposure of new steel to corrosive environment.
This scale indicates some degree of hindrance to
the transport of corrosive reagent through the
scale. As the scale grows, the rate parabolically
reduces in time. This mechanism of corrosion is
diffusion-controlled. Sometimes a paralinear be-
havior is achieved where both the interfaces
(metal-scale and scale-corrosive fluid) exhibit
loss behavior. Here the corrosion rate starts out
parabolically with time and changes to a linear
rate. An example may be found in Yamamoto and
Ikegami 1998 [25].

• As a variation of line c, corrosion wastage even-
tually approaches a constant linear rate (paralin-
ear behavior). Paralinear behavior suggests two
moving boundaries. The metal is corroding at the
metal/scale interface and the thick scale is exfoli-
ating at the scale/liquid interface. An example
may be found in Guedes Soares and Garbatov
1996 [26].     

The corrosion rate is the slope of the lines in Fig-
ure 25.12. Obviously, the corrosion rate in existing
models can be linear, parabolic and paralinear.
These models offer some interpretation to the corro-
sion attack. They may be useful for some situations,
but not all situations. The nature of a marine envi-
ronment, with its continuously varying parameters,
makes developing mechanistic modeling difficult.
Statistical analysis with a parabolistic interpretation
offers the best predictions. Such analysis requires a
larger data set of corrosion measurements.

25.4.3 High Corrosion Rates for Flexing
Structural Members

The corrosion rate of steel in sea water in terms of
exposure time is illustrated in Figure 25.13. It can be
seen that the initial corrosion rate is very high for
carbon steel in sea water. As the ship ages and thins
in many different areas, some of which are hard to
coat and difficult to monitor, the thinner members

FIGURE 25.12 Existing models for corrosion
progress.
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FIGURE 25.13 Corrosion rate prediction of ship steel in sea water with and without flexing [24].

are more prone to flexing in heavy seas. During reg-
ular sea conditions, corrosion of steel members will
have formed a partial protective barrier of rust. This
rust layer is the reason why laboratory corrosion
coupon tests in stationary sea water report a reduc-
ing corrosion rate with exposure time. But during
heavy sea conditions, the flexing of these members
will detach the rust barrier, allowing accelerated cor-
rosion of unprotected steel. Older ships, which have
often gone without significant maintenance or re-
placement of corroded structural sections, some-
times exhibit the extremely high corrosion rates, as
suggested in Figure 25.13. The flexing initiates the
detachment of coatings that subsequently leads to
accelerated corrosion of bare steel.  

25.5 CORROSION RISK TO 
STRUCTURAL INTEGRITY

Corrosion is a major cause of marine structural fail-
ures. Corrosion results in a loss of structural strength
at local and global levels, and leads to fatigue failure
and stress corrosion cracking. Some recent marine
incidents with tankers have been directly linked to
accelerated corrosion.

The risks of corrosion wastage to aging ships’
structural integrity have been assessed using the ob-
servations of the corrosion wastage database [17,18,
26,27]. The investigated risks are loss of local struc-

tural member’s strength, loss of global hull girder
strength, and shortened maintenance intervals.

25.5.1 Corrosion Causes Loss of Strength
of Individual Structural Members

Some recent oil tanker incidents took place when
ships were loaded in a sagging condition. Deck
plates were under compression and, as a result,
buckling and ultimate strength were reduced due to
reduced plate thickness, which led to catastrophic
failure.

Table 25.4 shows the loss of buckling strength of
deck plates assuming that they are 20 years old and
have different levels of corrosion wastage. The
plates are compressed at the shorter edges from lon-

TABLE 25.4 Buckling Strength of Deck Plates for Different
Levels of Corrosion Wastage [18]

Ship Corrosion Thick (mm) Buckling/yield

SHT As-built 24.0 0.832
Slight 23.4 0.824

Moderate 22.9 0.816
Severe 20.5 0.770

DHT As-built 19.0 0.788
Slight 18.4 0.774

Moderate 17.9 0.761
Severe 15.5 0.677
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gitudinal bending of the hull girder. The slight, mod-
erate and severe corrosion levels are corresponding
to the 50th, 75th and 95th percentiles of collective
databases of corrosion measurements. They may be
regarded as the results of different maintenance
practices, though other factors such as coating con-
dition may also play a role. 

In the case of severe corrosion, the buckling
strength of a deck plate is reduced by about 7% for
the single-hull tanker (SHT), and by 14% for the
double-hulled tanker (DHT). Combined with the re-
duced hull girder strength, the deck plates may
buckle under heavy seas.

25.5.2 Corrosion Causes Loss of Hull
Girder Strength

Hull girder section modulus is a well-accepted pa-
rameter measuring the longitudinal bending strength
of ships. This modulus is perhaps the single most
important design parameter describing hull girder
strength. Hull girder section modulus to the deck
often determines the bending strength of the entire
hull girder.

Table 25.5 shows the loss of hull girder section
modulus to deck as a result of different levels of cor-
rosion wastage. When every structural member is se-
verely corroded, the single-hull tanker (SHT) has an
11.5% reduction in hull girder strength, and the dou-
ble-hulled tanker (DHT) has a 12.7% reduction [18]. 

25.5.3 Severe Corrosion Requires 
More Frequent Inspection 
or Maintenance

Figure 25.14 is the estimated time-dependent annual
reliability index of a stiffened plane at the bottom of
a cargo hold of a single-hull tanker 232 meters in
length. This bottom panel is acted upon by in-plane
compression due to longitudinal bending, and by lat-
eral loads due to water pressure. The ultimate
strength of the panel is calculated and compared
with the external loads. It is assumed that plates are
replaced at special surveys when wasted by 20%. If
corrosion remains slight, inspections at five-year in-
tervals will be sufficient, and no plate renewals are
needed for more than 30 years. When experiencing a
moderate level of corrosion, inspections at five-year
intervals seem sufficient for maintaining the reliabil-
ity index at reasonable levels, though plate renewals
are expected after 30 years in service. When experi-

TABLE 25.5 Hull Girder Section Strength for Different
Levels of Corrosion Wastage for both Single Hull Tankers
(SHT) and Double-Hulled Tankers (DHT) [18]

Ship SHT DHT

As-built 100.0% 100.0%
Slight 97.0% 96.7%
Moderate 94.5% 94.0%
Severe 88.5% 87.3%

FIGURE 25.14 Annual reliability index of a stiffened panel at a tanker’s bottom for different corrosion levels [18].
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encing a severe level of corrosion, inspections at
five-year intervals cannot prevent the reliability
index from becoming too low. 

25.6 MEASUREMENT AND MONITORING
OF CORROSION DEGRADATION

Visual methods for ship inspection have been ac-
cepted for a long time. Different devices and tech-
niques have been developed. Charge-coupled de-
vices are relatively inexpensive, using optical
scanning devices to record the images and then
process them by computer. This technique can scan
large areas such as ships but is limited to exposed
surfaces only [28].

Ultrasonic thickness measurement is the primary
means of detecting the remaining thickness of struc-
tural members. Ultrasonic waves have been used for
the detection of a variety of material defects. By
sending ultrasonic waves through substrates and
measuring reflection and transmission amplitudes,
traveling time, and attenuation, the discontinuities or
internal defects can be detected and the plate thick-
ness can be calculated. Time consumed to thor-
oughly test a large structure is the major disadvan-
tage of ultrasonic measurement because of the need
for point-by-point examination [29].

Furthermore, preparation of the surface and cou-
pling media are required. For large area inspection,
ultrasonic guided waves have been used. Now, ultra-
sonic thickness measurements are being used and
accepted by many organizations and societies. The
average plate thickness of a ship’s hull can be deter-
mined. The new trends of measurement are concen-
trated on the measure of the thickness or corrosion
wastage of the area or structure that affects the
strength of the entire structure, or the area that has
more risk of corrosion than the entire area of the ves-
sel. The advantage of guided waves is the ability to
travel along the surface and make measurements
faster than with the use of bulk waves [30–32]. 

Marine structures are particularly challenging to
assess for corrosion. Further investigation into this
area is important because the corrosion damage is
costly. Many new nondestructive evaluation tech-
niques are being developed [24,33]. There are two
categories of nondestructive methodologies that can
be used to evaluate corrosion wastage in marine
structures:

Active sensors: The sensors that are used to mea-
sure the corrosion features and location by way of
active inspection are active sensors. The active

measurement should provide accurate data, clearly
demonstrate characteristics of damage, and take a
short time, appropriate to a limited maintenance
time interval.

Passive methods: Passive methods include the
sensors that have been set up to monitor the in situ
condition of the inspected structure or provide con-
tinuous measurements. Passive sensors are often
used for early warning, and active measurement is
used after early warning or during the maintenance
intervals.

Active and passive corrosion sensing and moni-
toring have been developed in several applications
such as in aircraft, vessels, pipelines and offshore
platforms. Varieties of techniques are used. The ma-
rine industry will experience more technical transfer
of these advanced methods to improve its ability to
predict time and location for plate replacement and
repair.

25.7 PREVENTION AND MITIGATION 

There are several ways to protect marine structures
from corrosion damages, such as coatings, cathodic
protection, or using corrosion resistant materials.
Steel is often coated with paint, and sacrificial anodes
are fitted at some locations. These practices serve to
reduce and, in some instances, effectively deter cor-
rosion and mitigate corrosion consequences.

25.7.1 Coatings

Coating is the most commonly used method for com-
bating corrosion and is the best protective device for
marine structures, whether high above water, at the
splash line, or in immersed areas. It works on the
principle of completely separating the metal from 
the corrodent or slowing down the reaction that may
occur between the metal to be protected and the cor-
rodent. Detection of coating degradation and dam-
ages are indications of corrosion-damaged sites. A
summary of paint and coating is provided by the
guidance notes on the application and maintenance
of marine coating systems [15].

Paint can be described as a liquid material capa-
ble of being applied or spread over a solid surface on
which it subsequently dries or hardens to form a
continuous, adherent film. Paints basically consist of
three major components and many additives, which
are included in minor quantities. The major compo-
nents are:

• Binder (also called vehicle, medium, resin, film,
or polymer)
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FIGURE 25.15 Schematic of cathodic protection in
ship [21].

• Pigment and extender
• Solvent

Of these components, only the first two compo-
nents are in the final dry paint film. Solvent is used
to dissolve and transport the other components to
form the initial film, but inevitably, some solvent is
always retained in practice, depending upon the
level of ventilation. The paint is meant to make the
path for the corrosive environment highly resistive
and tortuous.

Surface preparation is the most important of the
coating practices. The optimum performance of the
best coating materials cannot be obtained over a
poorly prepared surface. If contaminants such as
grease, oil, salt and dirt are not removed, adhesion
will be compromised and osmotic blistering may
occur. Loose rust left on the surface will cause loos-
ening of the coating. The standard of surface prepa-
ration may include nonabrasive and abrasive blast
cleaning. Further details can be obtained from refer-
ences 15 and 19.

25.7.2 Cathodic Protection

Cathodic protection is one of the most reliable meth-
ods that are currently used in marine application. By
using this method, corrosion can be reduced to vir-
tually zero [34].

Considering the electrochemical reactions be-
tween a metal and an acid, two kinds of electro-
chemical half-cell reactions occur:

Oxidation: M → M2+ + 2e� (25.1)

Reduction: 2H+ + 2e� → H2 (25.2)

The metal loses its own electrons as it oxidizes,
and is thus corroded. On the other hand, H+ from the
acid will receive electrons from the metal and is dis-
charged as hydrogen gas.

With cathodic protection, the metal structure to be
protected will be connected to a more anodic metal,
a sacrificial anode, as shown in Figure 25.15 In the
tanker, the reaction between ferrous alloys and water
is:

Fe → Fe2+ + 2e� (25.3)

O2 + 2H2O + 4e� → 4OH� (25.4)

Cathodic protection can reduce corrosion rates by
using a sacrificial anode such as zinc to connect with

ferrous alloys. Electrons flow from a sacrificial
anode to cathode (ferrous alloys). These electrons
not only reduce the rate of half cell reaction [Eq.
(25.3)] but also increase the rate of oxygen reduction
[Eq. (25.4)]. Therefore ferrous alloys will be pro-
tected from corrosion. Also, cathodic protection will
increase pH at the surface of ferrous alloys because
it generates alkaline hydroxyl ions (OH�) during the
reaction. When OH– reacts with calcium and mag-
nesium in seawater, it will generate calcareous dep-
osition, as seen in Figure 25.16.

These calcareous depositions can help to decrease
current, which is why they are used in cathodic pro-

FIGURE 25.16 Calcareous deposits in tanker [21].
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tection and keep the steel surface passive. Therefore,
the surface of ferrous alloys is protected even if their
coatings are destroyed. Also, with the help of this
residual passive film, tankers will be protected from
dampness when they are empty because cathodic
protection cannot work at those times. Conse-
quently, the efficiency of cathodic protection can be
evaluated by considering the condition of the anode
and the quantity of calcareous deposits which cover
the tankers.    

The Galvanic Series in Table 25.6 is a list of cor-
rosion potentials. To select a metal to be a sacrificial
anode, one considers the more active metals. The ex-
amples of sacrificial anodes are magnesium, zinc,
and aluminum. Generally, zinc and aluminum are
selected for high-efficiency sacrificial anodes in sea-
water applications, as they produce electron poten-
tials of less than–1,000 mV. Also, magnesium an-
odes, being the most aggressive anodic material, are

not recommended for ballast tanks because hydro-
gen generated from the magnesium can destroy the
coating of ballast tanks. 

25.8 RELATED REQUIREMENTS IN
MARINE INDUSTRIES

Shipping is perhaps the most international of all the
world’s great industries and one of the most danger-
ous. It has always been recognized that the best way
of improving safety at sea is by developing general
requirements that everyone will follow.

25.8.1 Classification Societies and IACS

Classification societies were established to act as
neutral third parties, undertaking ship surveys in
support of insurers [35]. The standards applied 
did not stem from governmental authorities but,
rather, were established by the industry itself. The
process that emerged has long served as a model of
self-regulation.

Classification societies are the primary means by
which the shipping industry regulates itself and ver-
ifies the maintenance of ship safety. Classification
societies establish standards, usually called classifi-
cation rules, regulating design and maintenance of
ships, and conduct periodic surveys to implement
these standards.

In additional to the classification rules, govern-
mental administrations codify safety standards for
ships on the basis of international conventions or
laws enacted on their own authority. The classifica-
tion societies undertake statutory surveys on behalf
of flag administrations because they are usually the
only organizations with the technical capability and
expertise to do so. Classification societies, however,
are private entities, and class surveyors are not a sub-
stitute for governmental officials who have enforce-
ment powers.

The International Society of Classification Soci-
eties (IACS) [35] was formed by seven leading soci-
eties on September 11, 1968. With 90% of world
cargo-carrying tonnage covered by the rules of IACS
members, IACS plays a vital role in improving the
standards of the maritime industry.

The value of their combined and unique level of
knowledge and experience was quickly recognized.
In 1969, IACS was given consultative status with the
International Maritime Organization (IMO) [36],
with the first Permanent Representative appointed in
1976. It remains the only non-governmental organi-
zation with Observer status which is able to develop
and apply rules.

TABLE 25.6 The Galvanic Series of Metals [34]
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25.8.2 International Maritime
Organization (IMO)

Because of the international nature of the shipping
industry, it has long been recognized that action to
improve safety in maritime operations would be
more effective if carried out at an international level
rather than by individual countries acting unilater-
ally and without coordination with others. Although
a number of important international agreements had
already been adopted, many nations believed that
there was a need for a permanent body which would
be able to coordinate and promote additional mea-
sures on a more regular basis.

It was against this background that a conference
held by the United Nations in 1948 adopted a con-
vention establishing the International Maritime Or-
ganization (IMO) as the first-ever international body
devoted exclusively to maritime matters [36].

The purposes of the organization, as summarized
by Article 1(a) of the Convention, are “to provide
machinery for cooperation among governments in
the field of governmental regulation and practices
relating to technical matters of all kinds affecting
shipping engaged in international trade; to encour-
age and facilitate the general adoption of the highest
practicable standards in matters concerning mar-
itime safety, efficiency of navigation and prevention
and control of marine pollution from ships.” The or-
ganization is also empowered to deal with adminis-
trative and legal matters related to these purposes.
IMO is the United Nations’ specialized agency re-
sponsible for improving maritime safety and pre-
venting pollution from ships.

IMO is a technical organization and most of its
work is carried out in a number of committees and
subcommittees. IMO has promoted the adoption of
some 40 conventions and protocols and adopted well
over 800 codes and recommendations concerning
maritime safety, the prevention of pollution and re-
lated matters.

Measures introduced by IMO have helped ensure
that the majority of oil tankers are safely built and
operated and are constructed to reduce the amount of
oil spilled in the event of an accident. Operational
pollution, such as from routine tank cleaning opera-
tions, has also been cut.

The most important regulations for preventing
pollution by oil from ships are contained in Annex I
of the International Convention for the Prevention of
Pollution from Ships, 1973, as modified by the Pro-
tocol of 1978 relating thereto (MARPOL 73/78).
The International Convention for the Safety of Life
at Sea (SOLAS), 1974, also includes special re-
quirements for tankers.

25.8.3 Consideration of Corrosion in
Design and Maintenance

Classification societies have set safety standards re-
quiring that structural scantlings of ships be designed
with a certain allowance for corrosion wastage. This
design allowance is normally known as “corrosion
addition” (Figure 25.17). Generally, an additional
thickness is added to the nominal plate thickness that
is determined according to the expected loads and
permissible resultant stresses. Corrosion additions
provide a safety margin for avoiding an undue in-
crease of working stresses, and a means for avoiding
unnecessary frequent steel renewals. 

Ships in service are periodically surveyed and in-
spected. While deemed necessary according to de-
fined criteria (i.e., the wastage allowances shown in
Figure 25.17), wasted plates are recommended for
replacement. Corrosion wastage allowances for in-
dividual structural members have been generally
given as percentages of as-built scantlings. Cur-
rently, IACS is trying to establish a direct relation-
ship between the corrosion additions and corrosion
wastage allowances [38,39]. Classification societies
advise their surveyors and vessel owners of maxi-
mum corrosion wastage allowances. Under some
circumstances, the hull girder strength has to be as-
sessed before steel renewals are requested. Criteria
pertaining to whether a structure has to be replaced
or may remain in place are established based on
judgments about possible consequences of failures,
the materials, corrosion types (pitting or general cor-
rosion), and many other factors.

FIGURE 25.17 Schematic of corrosion addition and
corrosion wastage allowance [19].
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25.8.4 Surveys

Classification societies’ surveys confirm the condi-
tion of a vessel through a process of overall exami-
nations, close-up examinations, and thickness mea-
surements. Surveys are typically of the following
types, according to the Steel Vessel Rules of Ameri-
can Bureau of Shipping [37]:

1. Annual Surveys are carried out each year to en-
sure that the hull structure and piping are main-
tained in satisfactory condition. An annual survey
typically takes one to two days. Usually, the sur-
vey includes the externally accessible hull and
piping surfaces.

2. Intermediate Surveys are carried out at the mid-
point of the five-year special survey/certificate
cycle, and consists of the same inspection of ex-
ternal hull and piping surfaces as the annual sur-
veys plus an examination of ballast tanks and
cargo tanks. The aim of the intermediate surveys
is to verify that conditions have not deteriorated at
a rate greater than that assumed during the pre-
ceding special survey. For vessels that are older
than 10 years, the extent of survey is increased.
Thickness measurements may be required. Inter-
mediate surveys take about three to four days to
complete.

3. Special Surveys are carried out every five years in
order to provide an in-depth examination of the
structural condition of the vessel. All compart-
ments are subjected to survey and the vessel is
dry-docked. Special surveys take about one to
two weeks, and their extent increases with the age
of the ship.

As part of the Special Survey, an overall exami-
nation is carried out in all cargo tanks, ballast tanks,
pump rooms, pipe tunnels, cofferdams and void
spaces. This examination is supplemented by thick-
ness measurements and testing as deemed necessary,
to ensure that the structural integrity remains effec-
tive. The examination is structured to be sufficient to
discover substantial corrosion, significant deforma-
tion, fractures, damages or other structural deterio-
ration. For tankers and bulk carriers aged 15 years
and older, the Intermediate Survey has been en-
hanced to the scope of a Special Survey.

In addition to overall examination, close-up ex-
amination is carried out on representative structural
members, with requirements based on age and type
of vessel. Tanks and structural members are selected
for close-up examination that will provide the best
representative samplings of areas likely to be most
exposed to the effects of corrosion, sloshing and
stress concentration.

The hull classification surveys consist of overall
surveys supplemented by a sampling process of
close-up examinations and thickness measurements.
The specified examinations are based on age and
type of vessel. Sampling locations are chosen by the
Surveyor to be representative of areas likely to be
most exposed to corrosion effects. The locations se-
lected for sampling are based on the conditions
found at time of that survey as well as conditions
documented in past surveys, particularly the previ-
ous Special Survey.

25.8.5 Thickness Measurement
Requirements and Procedures

The purpose of thickness measurements by classifi-
cation societies is to establish, in conjunction with a
visual examination, that the condition of the existing
structure is fit for continued service during the sub-
sequent survey interval, assuming that the vessel is
properly operated and maintained [2,37]. Thickness
measurements are used as a criterion to assess a ship
structure, not a standalone method of inspection.
Thickness measurements are a confirmation of con-
ditions cited by the Surveyor.

The thickness measurement requirements and lo-
cations for Annual and Intermediate Surveys are
based on the conditions found at the time of that sur-
vey as well as conditions documented at the previous
Special Survey. The specified thickness measure-
ments for a Special Survey are based on age and type
of vessel.

The transverse sections of thickness measure-
ments are usually where the greatest reductions are
suspected to occur. The Surveyor will indicate the lo-
cations to be measured, preferably after carrying out
an overall examination of all tanks. The Surveyor will
specify additional thickness measurements in areas
of known or suspected wastage. During the thickness
measurement process, the Surveyor will also advise
if any additional readings are to be taken to confirm
questionable readings or marginal conditions.

In summary, the thickness measurement process
is a sampling process used by the Surveyor to assess
the ship structure. It is not a standalone inspection
technique. Thickness measurement locations should
be chosen from areas likely to be most exposed to
corrosion effects. The process requires the Surveyor
to monitor the thickness measurement results to in-
crease density of thickness measurement readings to
confirm questionable readings or marginal condi-
tions in order to ascertain corrosion patterns.

25.8.6 Wastage Allowance

Individual plates or structural members that are
wasted in excess of allowable limits are to be cropped
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and renewed. The primary concerns in assessing
overall wastage are the hull girder strength and the
local buckling strength. The wastage allowance es-
tablished by classification societies consists of three
limits:

1. Maximum permissible wastage of individual
plates, usually expressed as a percentage of the
as-built scantling

2. Buckling limits to individual plates, usually ex-
pressed as the limits to the ratio of width over

TABLE 25.7 Individual Wastage Allowances, Conventional Vessels 90 M and Over, Built to ABS Class 
(See Notes 11, 12 and 13) [37]

Ordinary and High Strength Steel

BUILT 
1962 OR 
LATER

Long’ly framed vessels built prior to 1962.
Transv’ly framed vessels of all ages 

(See Note 9). Dry cargo barges 90 meters and
over. Tank barges 90–122 meters 

(295–400 ft) (See Note 10). 

Single 
Bottom 
Tankers

Bulkers, OBOs,
Double Bottom Tankers,

and Containerships

Strength Deck Plating 20% 20% 
Continuous Long’l Hatch Coamings and Above Deck Box-Girders — 20% 
Deck Plates within Line of Hatches and at Ends.  30% 30%
Forecastle, Poop and Bridge Deck Plates; Superstructure End 

Bulkheads 
30% 30%

Tween Deck Plates — 30%
Sheer Strake Plates 20% 20% 
Side Shell Plates 25% 25%
Bilge Strake Plates 20% 25%
Bottom Plates 20% 25% 
Keel Plates (See Note 4) 
Outermost Strake of Inner Bottom (See Note 5) — 20% 
Other Plates of Inner Bottom (See Note 5) — 25% 
Top Strake of Longitudinal Bulkheads and Top Strake of Topside 

Tank Sloping Plating 
20% 20% 

Bottom Strake of Longitudinal Bulkheads 20% 25% 
Other Plates of Longitudinal Bulkheads, Topside Tank Sloping Plating,

Hopper Tank Sloping Plating and Transverse Bulkheads 
(See Notes 6 and 7) 

25% 25%

Internals including Longitudinals, Girders, Transverses, Struts,
Bulkhead Webs and Stringers, Brackets and Hatch Side Girders 

25% 25% 

Plates in way of Top of Tanks 30% 30%
Underdeck Box Girders (Long’l or Transverse) — 20%
Hatch Covers (See Note 8). Hatch coamings and brackets 30% 30%

Notes: 1. Internals included in longitudinal strength must be continuous or be effectively developed at ends, throughout amidships 0.4L.
2. Structure must meet individual member thickness and average wastage requirements.
3. If design was originally approved on basis of engineering analysis (such as car carriers and other specialized vessels), or if owner specially requests,
the wastage may be assessed on engineering basis (i.e., acceptable stress levels and structural stability).
4. Keel plates are to be renewed when they reach the minimum allowed thickness for adjacent bottom plating.
5. 30% for bulk carriers and OBOs.
6. Bulk Carriers for which IACS UR S19 applies: the corrugated transverse watertight bulkhead between cargo holds 1 and 2 are to be assessed in ac-
cordance with S19 for initial compliance and subsequent continued compliance at each Intermediate Survey and Special Periodic Survey–Hull.
7. Bulk carriers for which UR S18 applies: the corrugated transverse W.T. bulkheads are to comply with the steel renewal provisions of S18.
8. The hatch covers of bulk carriers to which IACS UR S21 applies are to comply with the steel renewal provisions of S21.
9. Wastage allowances in column 2 (Bulkers, OBOs, etc.) apply to vessels with a combination of transverse and longitudinal framing.
10. Wastage allowances in column 1 or 2, depending on the barge’s construction, apply to tank barges over 122 m (400 ft) in length.
11. The individual wastage allowances are acceptable provided the SM is not less than 90% of the greater SM required: (a) at the time of new con-
struction, or (b) by 3-2-1/3.7.1(b).
12. For tankers 130 m in length and above and over 10 years of age, sectional area calculations are to be carried out by a Technical Officer.
13. For vessels built to other society rules, the Technical Office carrying out the initial plan review is to be contacted for wastage allowances.
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thickness for plates, depending on the location in
the structure

3. Minimum acceptable global hull girder strength,
usually expressed as the percentage of as-built
section modulus of the hull girder, or approxi-
mately measured as a minimum allowable areas
of deck or bottom sectional areas.
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26.1 INTRODUCTION

Plastic packaging materials offer toughness, lighter
weight and a level of design flexibility that glass and
metal cannot meet. On the other hand, they are per-
meable to gases, vapors and liquids and this limits
their use to products that do not require the highest
barrier protection. There are, however, ways to im-
prove their barrier properties and to make them com-
petitive with glass and metal. No other material
group offers the same huge range in permeability as
polymers do. The oxygen permeability of poly(tri-
methyl silyl propyne) is 10 million times higher than
for a typical liquid crystalline polymer. The success
in obtaining a packaging material with optimal bar-
rier properties requires knowledge on all levels,
from atomistic details to converting and handling
properties (Figure 26.1). It is important to under-
stand how the introduction of new molecular groups
affects the molecular rigidity, the material crys-
tallinity, the interlayer adhesion and the folding/
sealing properties. All these parameters have an im-
pact on the final packaging barrier properties. The
important factors that determine and enhance the
barrier properties are described below, with practical
examples in packaging. The focus is on gas, vapor
and liquid barrier properties, but UV protection will
also be addressed. In the last part of this chapter, the
problems associated with selecting packaging mate-
rials for food, one of the largest packaging areas, are
discussed.

26.2 FACTORS DETERMINING 
THE BARRIER PROPERTIES 
OF POLYMERS

Figure 26.2 illustrates an attempt to generalize and
categorize the factors that influence the barrier prop-
erties. It should be mentioned that the factors are
often linked together (e.g., the generation of a more

FIGURE 26.1 From molecular details to converting
behavior, know-how on all levels is a prerequisite for op-
timal barrier performance. From left to right: an atomistic
model of poly(vinyl alcohol) chain; the semi-crystalline
structure of polyethylene as revealed by transmission
electron microscopy; oxygen diffusion in a polymer lam-
inate film and a converted package.
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FIGURE 26.2 A chart categorizing the factors that af-
fect the barrier performance.

FIGURE 26.3 The blocking of a diffusing oxygen mol-
ecule caused by hydrogen bonds.

closely packed molecular system often triggers an
increase in crystallinity). Nevertheless, by experi-
menting with these factors in a controlled and sys-
tematic way, the engineer should be able to meet
specific packaging requirements. In the following
sections, the different factors will be discussed and
illustrated. 

26.2.1 Polarity

Hydrogen or dipolar bonds lower the mobility of the
polymer chains. Hydrogen bonds between neighbor-
ing chains increase the energy associated with their
separation. Consequently, hydrogen or dipolar
bonds make it more difficult for the solute molecule
to penetrate the polymer network (Figure 26.3). 

The most popular barrier polymer today is
poly(ethylene-co-vinyl alcohol). It is preferentially
made from poly(ethylene-co-vinyl acetate) (EVAc)
through a saponification procedure [1]. First, the
vinyl acetate monomer is blended in an autoclave

with a solvent (e.g., a dialkyl sulfoxide, DMSO) and
a radical initiator (e.g., 2,2′-Azobisisobutyronitrile
AIBN). The autoclave is then pressurized with ethyl-
ene gas at 60 °C and the polymerization is initiated.
EVAc polymer is obtained after precipitation in
water. The washed EVAc is subsequently dissolved
in methanol and saponification is initiated by adding
sodium hydroxide at 60 °C. After the precipitation,
dehydration, purification, drying and pulverisation
steps, the final EVOH polymer is obtained. Depend-
ing on the requirements, it is possible to vary the eth-
ylene content in EVOH. Typical contents are 25–45
mol% ethylene [1]. A high ethylene content makes
EVOH less moisture sensitive. In fact, EVOH may be
used without external protection if the ethylene con-
tent is high (as in the case of a EVOH/HDPE lami-
nate bottle for mustard). A high ethylene content re-
duces the amount of hydrogen bonds and the degree
of crystallinity, both leading to lower gas barrier
properties. Thus, when hydrogen bonds are the main
barrier mechanism, a compromise has to be made be-
tween moisture sensitivity and gas barrier properties. 

To illustrate the effect of hydrogen bond content
and moisture sensitivity, we measured the oxygen
permeability of LDPE/EVOH/LDPE laminates in
our own laboratory. In dry conditions the permeabil-
ity was reduced by almost eight times by reducing
the ethylene content in EVOH from 44 mol% to 32
mol%. At 50–75 % relative humidity (RH), the im-
provement was only by a factor of four, due to larger
reduction in gas barrier properties at moist condi-
tions of the 32 mol% ethylene material. A problem
which must be considered when retorting packag-
ings is that the polar and hydrogen-bonding barrier
polymers lose many of their protective properties at
elevated temperature and humidity. Since they are
normally layered between less hygroscopic layers, it
might take a long time before they regain their orig-
inal barrier properties. For example, PP/EVOH/PP
and PP/PA6/PP films showed oxygen permeabilities
three days after retorting which were, respectively,
50–100 times and two to four times higher than
those of the original films [2]. The high gas barrier
properties of poly(ethylene-co-vinyl alcohol),
poly(vinyl alcohol), polyketone and poly(acryloni-
trile) are due mainly to their hydrogen bonds (Figure
26.3, Table 26.1). Poly(acrylonitrile) is known as
Barex and is used for its good barrier properties in,
for example, toothpaste [3] and fruit juice [4] pack-
agings.

In a system of polyvinyl alcohol and water, it has
been recently shown that the hydrogen bonds be-
tween neighbouring chains are more effective in re-
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TABLE 26.1 Oxygen Diffusivity and Permeability of
Several Polymers at 25 °C

Polymer D (cm2/s)
P (cm3 cm/
cm2 s Pa)

PVOH (23 °C)a 0.00005.10–13

PANa 0.00015.10–13

PA6 (30 °C)a 0.0285.10–13

Polyaminoetherb 0.00032.10–13

Poly(acrylonitrile-co-acrylate)b 0.012.10–13

Polyketonec 0.0054.10–13

Natural rubbera 17.6.10–13

LDPEa 2.2.10–13

HDPEa 0.3.10–13

Vectra A950d 0.00023.10–13

Vectra RD501d 0.00016.10–13

PETP (amorphous)a 0.04.10–13

PEN, orientede 0.008.10–13

Butyl rubbera 0.977.10–13

Poly(vinylidene chloride)a 0.004.10–13

Polyimidef 1 (a.u.)
Polyimide-7.5% Montmoril-

lonitef
<0.2 (relative

to pure 
polyimide)

Oriented PETPg 0.037.10–13

Notes: (a) [42]; (b) [8]; (c) [43]; (d) [44,45]; (e) [46] based on 4.9
times lower permeability then PETP at 30 °C; (f) [47]; (g) [48]

1.73.10–6

4.6.10–7

1.7.10–7

1.2.10–9

7.3.10–10

4.5.10–9

8.1.10–8

3.1.10–10

TABLE 26.2 Water Vapor Permeability of Some Selected
Biodegradable Polymers and Polyethylenes

Material

WVTR (23 °C
100%RH) 

gmm/m2 day

WVTR (38 °C
100%RH) 

gmm/m2 day

Bioplast GF 102 (starch and 
polycaprolactone)

69 60

Skygreen (Aliphatic polyester) 108 300
Bionolle 1001 (Aliphatic 

homopolyester) 
58 161

Bionolle 3001 (Aliphatic 
copolyester)

98 248

HDPE 0.06 0.16
LDPE 0.14 0.41
VLDPE 0.27 0.78

[Source: These are unpublished data from our lab.]

FIGURE 26.4 Coffee bags made of oriented PP and co-
extruded PE/EVOH/PE (Sengewald Verpackungen).
[Source: Photo reprinted by permission of Packaging
World, Summit Publishing Co.]

FIGURE 26.5 Deli foods in NatureWorks™ PLA from
Cargill Dow, LLC. [Source: Photo reprinted by permis-
sion of Packaging World, Summit Publishing Co.]

ducing solute motion than the hydrogen bonds that
are formed between the polymer and the polar solute
(water) [5]. However, as the concentration of the
polar solute increases, more and more polymer-
polymer hydrogen bonds are broken. This leads to a
plasticized polymer with inferior barrier properties.
Table 26.2 shows that the polar or hydrogen bonding

polymers are significantly more permeable to water
than unpolar polyethylene. 

Renewable polymeric gas barriers are usually rich
in polar and/or hydrogen bonding groups. Those in-
clude starch-based and protein based materials, in-
cluding polylactic acid and corn zein. Polylactic acid
is a good aroma barrier most suitable for retail con-
tainers (Figure 26.5). This, plus its better oxygen
barrier properties compared to polyethylene, are due
to its content of polar groups [6]. The fact that the
polymer can be used in contact with relatively moist
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food without deteriorating is probably due to the fact
that its crystallinity is enhanced through biaxial ori-
entation [7]. Poly(acrylonitrile-co-acrylate) (Figure
26.6), poly(glutarimide-co-methacrylate), poly(xy-
lylene adipamide) and poly(hexamethylene tereph-
talamide) are other examples of barrier polymers
where the hydrogen bonds play important roles. 

A particularly interesting new group of polymers
with excellent barrier properties are the thermoplas-
tic epoxies, phenoxies, and among these, especially
the poly(amino ethers) are desirable because of their
low price [8]. The poly(amino ether) in Figure 26.7
has one of the lowest oxygen permeabilities reported
for a 100% amorphous polymer. Its oxygen perme-
ability is at least 125 times lower than that of PETP
(see Table 26.1). It is interesting to note that the

combination of hydrogen bonds and a stiff moiety
(benzene ring) is especially effective in enhancing
the gas barrier properties. An excellent example is
the aromatic polyamide MXD6. Both chain stiffness
and MXD6 will be discussed in a later section. 

Apart from being excellent barrier materials, they
offer high clarity, good mechanical properties and
they are easy to process. They exist as either semi-
crystalline or amorphous materials. They can be
compression- and injection-molded, co-extruded,
thermoformed and blow molded. In contrast to most
other polar polymers, the phenoxies do not lose their
barrier properties in humid environments [8]. In fact,
some of these polymers improve their barrier prop-
erties in moist conditions. It is suggested, based on
density and positron annihilation measurements,
that water occupies free volume and also increases
the interchain hydrogen bond strength. 

The effect of pendant functionality on the oxygen
permeability is illustrated for the poly(amino ether)
in Figure 26.8. By replacing –X from –OH to –CH3
or –O–CH3, the oxygen permeability increases al-
most one order of magnitude, whereas it is un-
changed if –X is –NH–CO–CH3 [8]. Within the
same “group” of polymers, there is normally a clear
correlation between the barrier properties and the
glass transition temperature. Enhanced intermolecu-
lar bond strength and chain stiffness yield high glass
transition temperature and good barrier properties.
In the same way as hydrogen bonds provide gas bar-
rier properties, the absence of these and other polar
interactions provides good barrier properties toward
polar vapors and liquids. Therefore, polyolefins and
fluoropolymers are normally excellent moisture bar-
riers. 

26.2.2 Crystallinity

Polymer crystals are impenetrable to most solutes.
Consequently, the solute solubility, diffusivity and

FIGURE 26.6 Poly(acrylonitrile-co-acrylate).

FIGURE 26.7 A poly(amino ether) based on
ethanolamine.

FIGURE 26.8 Pendant functionality (–X) on a polyaminoether.



BARRIER PACKAGING MATERIALS 551

FIGURE 26.11 A map of oxygen and water vapor per-
meability for several polymers. [Source: Courtesy of
Superex, Inc. and drawn from Ref. [54]. Copyright
©2004, Wiley Interscience. Reprinted by permission of
John Wiley & Sons, Inc.]

FIGURE 26.12 Typical structure of the random liquid
crystalline co-polyester, Vectra®. B and N correspond,
respectively, to the monomers: p-Hydroxy benzoic acid
(HBA) and 2-Hydroxy-6-naphthoic acid (HNA). [Cour-
tesy of Göran Flodberg, STFI-Packforsk]

FIGURE 26.9 Water vapor transmission rate as a func-
tion of polyethylene density. [Source: Drawn after data of
Shah et al. [53].]

FIGURE 26.10 PVDC are often used in blisters. The
blister packaging above is not necessarily of PVDC, it
merely serves as an illustration of a blister. 

permeability decrease with increasing crystallinity
(see Figure 26.9 and compare natural rubber, LDPE
and HDPE in Table 26.1). The best polymeric barrier
material is a 100% crystalline polymer. Paraffins
(i.e., polyethylene of very low molar mass) have a
crystallinity close to 100%. Unfortunately, in this
case, the high crystallinity is accompanied by ex-
treme brittleness.

Even though the polymer contains dipoles, a high
crystallinity can prevent moisture sensitivity. Exam-
ples are poly(vinylidene chloride) (PVDC) and
polychlorotrifluoroethylene (PCTFE) with the
tradenames Saran® and Aclar®, which are used, for
example, as blister materials (Figure 26.10). Aclar
films have a water vapor transmission rate that is
more than 10 times less than that of PVC [9]. PVDC
has a water vapor transmission rate that is 10–100
times lower than that of PVC [10]. 

26.2.3 Liquid Crystallinity

Polymers possessing liquid crystalline molecular
order (i.e., liquid crystalline polymers (LCPs as
shown in Table 26.1) are today the best polymer bar-
rier materials, especially in humid conditions (Fig-
ure 26.11). The liquid crystalline state, characterized
by a relatively mobile close-packed molecular struc-
ture, is obtained by using rod-like chains. These are
obtained by polymerizing with one or several types
of aromatic monomers (Figure 26.12).

The advantage of these polymers compared to
100% crystalline polymers is that the former do not

lose their mechanical properties even at 100% liquid
crystallinity. The general picture is that the stiff
polymer chains are ordered locally in domains. The
degree of molecular packing within each domain is
high and it is believed that the domains are impene-
trable to most chemically inert solutes. At domain
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FIGURE 26.14 The molecular structures of PETP and
PEN together with PEN bottles [12]. [Source: Photo
reprinted with permission of Gardner Publications, Inc.]

boundaries the degree of molecular order and, con-
sequently, the degree of packing is low. It is believed
that solute molecules penetrate the material through
these boundaries (disclinations) (Figure 26.13).
Hence, if the number of disclinations is lowered, the
barrier properties of the liquid crystalline polymers
are improved and the permeability should approach
that of a 100% crystalline polymer. The number of
disclinations can be reduced by annealing at high
temperature or by orienting the material. The ab-
sence or limited use of these polymers as barrier ma-
terials today is due to their high price and the fact
that they are difficult to process; these factors might
possibly be overcome in the near future. For exam-
ple, LCP is believed to replace polyimide in micro-
electronic equipment where moisture absorption
must be minimized [11]. 

26.2.4 Stiff Molecules

The energy required to separate chain segments in a
polymer increases with the stiffness of the polymer.
The effect of placing the stiff terephthalic unit on a
flexible chain is illustrated by comparing the oxygen
permeability of PETP and natural rubber. The PETP
oxygen permeability is 440 times lower than that of
natural rubber (Table 26.1). Replacing the benzene
ring with a naphthoic unit (Figure 26.14), lowers the
oxygen permeability a further five times (compare
PETP and PEN in Table 26.1). 

An example where chain stiffness, in combina-
tion with non-polarity, provides excellent moisture
resistance is the cyclo-olefin co-polymer family
(COC). These co-polymers can be formed by first re-
acting ethylene with cyclopentadiene to form 2-nor-
bornene. This is subsequently co-polymerized with

ethylene using a metallocene catalyst to yield the
COC (Figure 26.15). The copolymerization with 
2-norbornene leads to a state where crystallinity is
suppressed and chain stiffness enhanced. The loss in
crystallinity (which provides good clarity) is thus
compensated for by the enhanced chain stiffness,
leading to unchanged or enhanced barrier properties. 

The clarity, high moisture resistance and inertness
make the COCs suitable as blister materials, high-
resolution CD-ROMs and flexible packagings [12,
13]. For example, the Topas® COC polymer is cur-
rently used in laminates with polyolefins in blister

FIGURE 26.13 An oxygen molecule diffusing through
the disclinations of a liquid crystalline polymer.
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FIGURE 26.15 The molecular structure of the nor-
bornene- (x) ethylene (y) copolymer (COC).

FIGURE 26.16 Butyl rubber gloves. [Source: Photo
reprinted by permission of CitizenSafe.]

FIGURE 26.17 Butyl rubber molecule.

packagings for aspirin tablets [12]. Interestingly, the
oxygen permeability is less than a factor of two
times higher than high density polyethylene for a
COC which has a glass transition as high as 140 °C,
corresponding to a norbornene content of 51 mol%
[14]. Polystyrene (Tg = 105 °C) has a six times
higher oxygen permeability compared to high den-
sity polyethylene. The relatively low oxygen perme-
ability of COC is due to its low oxygen diffusivity as
compared to both polyethylene and polystyrene,
which in turn must be due to its high chain rigidity
(compare the Tgs of polystyrene and COC). The ef-
fect of the presence of 2-norbornene is obvious. The
oxygen diffusivity of the COC with 52 mol% 2-
norbornene is two orders of magnitude lower (D =
1.10-8 cm2/s) than that of the analogue with only eth-
ylene units (“amorphous polyethylene”), taken here
as natural rubber (see Table 26.1).

26.2.5 Close packing

Molecular close packing leads to high intermolecu-
lar friction and a decrease in segmental mobility.
Stereoregular molecular architecture favors close
packing. Butyl rubber is unique with respect to its
high barrier and high damping properties (Table
26.1 and Figure 26.16). The symmetrically placed
methyl groups on the isobutylene monomer, shown
within brackets in the butyl rubber chain in Figure
26.17, provide a high degree of chain packing and a
large intermolecular contact area. 

Physical aging and antiplasticization lead to en-
hanced molecular packing and, thus, better barrier
properties. On the contrary, plasticizing solutes low-
ers the barrier efficiency. The solute molecules force
the polymer chains apart, leading to smaller interac-
tions between the polymer chains and, thus, an over-
all higher mobility and free volume of the system.
Hydrophilic polymers, including polyamides, poly-

saccharides, proteins and poly(vinyl alcohol), lose,
to various degrees, their barrier efficiency in polar
environments (e.g., water, ethanol). In a similar way,
hydrophobic polymers, including polyethylene,
polypropylene and poly(tetrafluoroethylene), lose
their barrier efficiency in non-polar media (e.g., fats
and oils). The oxygen permeability of HDPE films
increases more than 30% when exposed to fer-
mented milk (1.5% fat), and the oxygen permeabil-
ity of PVOH increases 2,500 times when the relative
humidity goes from 0% RH to 100% RH [15].

26.2.6 Chemical Cross-links

Chemical cross-links shorten the “flexible” length of
a polymer molecule. Thus, the molecular mobility of
the polymer chain segments is reduced and the mo-
bility of the diffusing solute molecule will therefore
also be reduced. Ebonite (highly cross-linked natural
rubber) is a better barrier compared to “normal”
loosely cross-linked natural rubber. Cross-linked
polyethylene is a better barrier than uncross-linked
polyethylene of similar crystallinity (Table 26.3).
The effect of cross-linking is greater for larger
solutes, since they require the redistribution of larger
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TABLE 26.3 The Effects of γ-ray Cross-linking on the Gas
Permeabilities in Polyethylene [49]

P*1010 (35 °C)a

Molecule 0 Mrad 50 Mrad % change in P

He 9.4 8.8 6.4
N2 1.95 1.45 25.6
CH4 5.1 3.7 27.4
C2H6 8.7 6.25 28.2
C2H8 14.5 8.6 40.7

a) in cm3(STP) cm (torr s cm2)–1

FIGURE 26.19 Performance of PEN and uncoated,
laminated and Bairocade coated PET bottles. [Source:
Photo reprinted by permission of PPG Industries, Inc.]

polymer segments in order to jump into new posi-
tions, as compared to smaller solutes. The PPG In-
dustries, Inc.  has developed a methodology whereby
PET bottles are coated with cross-linked epoxy-
amine-based coatings (Bairocade®, Figures 26.18
and 26.19) [16]. The shelf life is increased approxi-
mately 10 times when the PET bottles are coated
(Figure 26.19). 

The epoxy-amines are made from diglycidyl
ethers from, respectively, 2,2’-bis(4-hydroxyphenyl)
propane (bisfenol A), bis(4-hydroxyphenyl) methane
(bisfenol F) and butanediol, which are reacted with
an amine (triethylene tetramine or tetraethylene
pentamine) (Figure 26.20) [17,18]. The diglycidyl
ethers are referred to as, respectively, DGEBA (or
BADGE), DGEBF and DGEBD. The best barrier
properties are obtained if an excess of the amine is
used. Furthermore, a large number of hydrogen
bonds (hydroxyl and amine groups) and a low con-
tent of pendant methyl groups favors good gas barrier
properties [18]. The barrier coatings, in the form of
either solvent or aqueous solutions, are applied,

preferably by spraying or rolling techniques. Dip-
ping and brushing are other possible techniques [17]. 

26.2.7 Fillers and Blends

Fillers that are impenetrable to solute molecules
serve as obstacles and decrease the permeability of
the polymer. This effect is enhanced if the fillers are
flake-like and if the flakes are oriented in the plane
of the film. The flake-like fillers are usually of inor-
ganic origin but they can also consist of, for exam-
ple, a high barrier polymer. Flake-like fillers with a
high surface area combined with proper surface
coating are favorable in terms of obtaining high bar-
rier properties. By bonding to the surrounding poly-
mer matrix, the particles will not only act as physi-
cal obstacles, they will lower the flexibility of the
adjacent polymer chains and, thus, enhance the
polymer matrix barrier properties in the region close
to the particles (Figure 26.21). These phenomena,
provided the particles are dispersed evenly, lead to
only a small amount of filler, typically less than 
5 w%, being needed to obtain enhanced strength,
stiffness and barrier properties. The small amount
and the small particle thicknesses (on the orders of
nanometers) ensure that the toughness and trans-
parency are not severely altered in the presence 
of the particles. Flake-like fillers with nanometer
thicknesses include silicates, e.g., montmorillonite
[19]. Montmorillonite clay particles have a thickness
of 1 nm and a width of several microns (Figure
26.22).

FIGURE 26.18 Bairocade coated PET bottles.
[Source: Photo reprinted with permission of PPG Indus-
tries, Inc. and Gardner Publications, Inc.]
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FIGURE 26.20 The molecular structure of (1) DGEBA, (2) DGEBF, (3) DGEBD, (4) triethylene tetramine, and (5)
tetraethylene pentamine.

FIGURE 26.21 The polymer matrix region (grey area)
bonded to a montmorillonite particle.

FIGURE 26.22 13% montmorillonite particles (black)
dispersed in a polyester (BAK®) matrix [19]. The scale
bar corresponds to 500 nm. [Source: Reprinted with per-
mission of Society of Plastics Engineers, Inc.]

By injection or stretch-blow molding, it is possi-
ble to “flatten” out droplets of a dispersed high bar-
rier polymer in a host polymer matrix. Provided the
inter-component adhesion is good, the barrier prop-
erties of the laminate are significantly improved.
Figure 26.23 shows stretched out LCP particles in an
LCP/polyethylene injection molded blend. Figure
26.24 shows the decrease in oxygen permeability for
the same blend as a function of LCP-content. To il-
lustrate the similarity between the effects of incor-
porating inorganic flake fillers and having polymer
flake particles present, the decrease in oxygen per-
meability for an injection molded montmoril-
lonite/BAK system is also shown. 

Honeywell, Inc. produces polyamide-6 montmo-
rillonite nanocomposites (Aegis®) which, in combi-
nation with an oxygen scavenger, is used in a three-
layer PET-bottle for beer by Anchor Brewing in San

Francisco [16]. The nanocomposites are preferably
made in situ during polyamide polymerization to en-
sure proper filler exfoliation. At 3.5% of bottle
weight, the nanocomposite extends the shelf life
from nine to 16 weeks. The power of the nanocom-
posite is due to the combined effect of the 2% mont-
morillonite fillers and the oxygen scavenger. Com-
pared to pure polyamide, the fillers lower the oxygen
and the carbon-dioxide permeabilities by, respec-
tively, four and three times, and the oxygen scav-



556 INDUSTRIAL APPLICATIONS

FIGURE 26.23 Scanning electron micrograph of a
freeze-polished 9 vol.% LCP (Vectra RD501)/polyethyl-
ene blend taken 30 mm from the center of the injection
molded disc. The stretched-out LCP particles (9 vol%) lie
in the direction perpendicular to the disc thickness [55].
[Source: Reprinted with permission of Society of Plastics
Engineers, Inc.]

FIGURE 26.24 The oxygen permeability relative to the
value of the permeable matrix for an injection molded
Montmorillonite/BAK blend (�) (unpublished data ob-
tained in our lab) and LCP/polyethylene blends (A950 (λ)
and RD501 (µ)) [55].

FIGURE 26.25 Single-serve Aran jars made by a 60/40
PET/PEN blend. [Source: Photo reprinted by permission
of BP Chemicals.]

enger provides a 100-times-better oxygen barrier
during a limited time period [20].

Examples of commercially available polymer
blends for packaging include PET/PEN, PA6/PA-
MDX6 and PE/COC. Although these blends are not
perfectly miscible, they do not form the typical
filler-matrix morphology shown for LCP/PE above.

Aran (Scotland) has introduced small single serve
injection/stretch-blow molded light-weight jam jars

made of PET/PEN blends, rather than PET, in order
to be able to hot fill jam at 85 °C (Figure 26.25)
[21,22]. The blend components are immiscible, but
transesterification reactions during mixing enhances
miscibility and yields a system that is clear and has
a single glass transition. Tg is higher than for PET;
90–95 °C for a 60/40 PET/PEN blend. It is observed
that the oxygen permeability is lower for the mixture
than predicted by the simple rule of mixing. 

Blending techniques have also been developed to
lower the gas permeability of polyamide-6, espe-
cially at moist conditions. For example, PA6 is
blended with the polyarylamide PA-MDX6 (Figure
26.26), a product of the polymerization of adipinic
acid and m-xylylene diamine. Figure 26.27 shows
that the oxygen transmission rate decreases non-
linearly with the content of PA-MDX6. The film
stiffness and the hot tack strength of polyethylene is
improved by blending it with a COC polymer [12].
This will allow for a downgauging of packaging
thickness and better economy. 

26.2.8 Orientation

Molecular orientation reduces the polymer frac-
tional free volume and the molecular mobility, and
induces crystallinity. This leads to low solute per-
meability. Consequently, biaxially and uniaxially
stretched films of polypropylene, polyamide and

FIGURE 26.26 Polyamide-MDX6.
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FIGURE 26.27 Oxygen transmission rate at 60% RH
and 23°C for polyamide-6/polyamide MXD6 blends.
[Source: Redrawn from [56].]

PET are popular in barrier applications. Oriented
PET has at least one order of magnitude lower oxy-
gen diffusivity than the corresponding unoriented
film (Table 26.1). A polyamide-6 film stretched bi-
axially two times its original length at 100 °C, cor-
responding to a 76% molecular orientation, experi-
enced a tripled enhancement in oxygen barrier [23].
Interestingly, its fracture strain was reduced by the
same factor (~3). The yield strength increased mod-
erately (~1.5 times).

Oriented PP is used for water resistant labels on
bottles [24] and as food wraps [25]. Figure 26.28
shows candy pops wrapped with a biaxially oriented
polypropylene (BOPP) film coated on one side with
an acrylic that provides an aroma barrier and a
glossy appearance to improve product presentation. 

Uni-axial orientation may sometimes yield suffi-
cient film properties. Figure 26.29 shows how the

permeabilities of some gases and water decrease
with increasing degree of orientation for uni-axially
oriented polyketone. 

26.2.9 External Shielding and Lamination
(Including UV-protection)

In many applications, it has turned out that the best
combination of packaging properties, including bar-
rier protection, is obtained by using laminated struc-
tures. It is not uncommon that packaging films are
made up of more than five layers. The Heinz condi-
ment pouches in Figure 26.30 are made up of an
eight-layer structure with, from the outside to the in-
side, lacquer/print/PVDC/PET/Aluminum/PVDC/
adhesive/LDPE [26]. The lacquer protects the print
and the adhesive joins LDPE to the rest of the film.
The vacuum-deposited aluminum layer provides ex-
cellent oxygen and moisture barrier properties and
light protection. The PVDC copolymer provides
extra oxygen and moisture protection, and LDPE
serves as a fat and moisture barrier. PET provides
mechanical integrity and flex crack resistance. The
LDPE and PVDC layers provide sealability. 

There are different reasons for lamination. As
shown above, the hygroscopic barrier materials usu-
ally need to be protected from the surrounding mois-
ture. Figure 26.31 shows an early (1974) Japanese
ketchup bottle that illustrates this [27]. PP and EVAc
limits the ingress of moisture to the EVOH barrier.
The external PC layer was added to provide a dust-

FIGURE 26.28 Candy pops wrapped by an acrylic
coated BOPP film [25]. [Source: Photo reprinted by per-
mission of Packaging World, Summit Publishing Co.]

FIGURE 26.29 Permeability to O2 (0% RH) (�), O2
(50% RH) (�), CO2 (0% RH) (�) and H2O (85% RH)
(�), normalized with respect to the value for the undrawn
specimen, as a function of draw ratio. [Source: Drawn
from Ref. [57]. Copyright©2004, Wiley Periodicals, Inc.
Reprinted by permission of John Wiley & Sons, Inc.]
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FIGURE 26.31 The packaging structure of the ketchup
bottle from 1974 [27]. [Source: The bottle is reprinted
with permission from Reed Business.]

FIGURE 26.32 The layer structure in the modern
ketchup bottle (within the frame) and the reaction of
maleated PP with water at higher temperature to yield
polar hydroxyl groups that enhances compatibility with
the EVOH component.

free glossy look. In later versions of the ketchup 
bottle, EVOH is still protected with PP (MPP) and
the adhesion is obtained by the use of maleated PP.
For enhanced efficiency, a regrind layer is included
(Figure 26.32).

SiOx plasma deposition has become an attractive
alternative to aluminium as a barrier component. It
offers gas barrier protection and transparency. How-
ever, it needs a support and it is scratch sensitive and
brittle [28]. Scratch sensitivity can be overcome by
coating bottles on the inside (Figure 26.33) [29]. The
thickness of the glass layer, typically around 10–100
nm, is chosen based on the combination of barrier
efficiency and toughness [30]. Both brittleness 
and barrier efficiency increase with increasing 
glass thickness. The quality of the SiOx coating is
usually better when deposited on stiffer polymers
(e.g., PET) rather than on softer ones (e.g., LDPE)

FIGURE 26.33 Swedish beer in a GlaskinTM PET bot-
tle. The SiOx coating is located on the inside of the bottle
wall and consists of an imperfect silicon tetrahedral three-
dimensional structure (shown next the the bottle).
[Source: The bottle is reprinted with permission of
Spendrups.]

FIGURE 26.30 The Heinz condiment pouches. A 2-mil
structure of: lacquer/print/Mylar® MC2 PET/adhesive/
LDPE [26]. The Mylar® MC2 PET layer consists of a
laminate of PVDC/Clear PET/Aluminum/PVDC.
[Source: With permission of Dupont.]
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[28]. Improvements in gas barrier protection by a
factor of 100 is not unrealistic when using the SiOx
deposition. 

Other ceramic or similar options that are available
as barrier coatings are “amorphous carbon” and
Al2O3. In 2000, Kronenbourg beer introduced their
PET beer bottles that were coated on the inside with
amorphous carbon using the Sidels ActisTM concept
[31]. This coating is obtained through the generation
of a cold plasma of acetylene gas. The amorphous
carbon coating, with a thickness of typically 150 nm,
lowers the oxygen and carbon dioxide permeability
by, respectively, 30 and seven times [31,32].

The good properties, in combination with a lower
price than SiOx, makes Al2O3 an interesting choice
[33]. Besides having enhanced gas and water vapor
barrier properties, aluminium oxide-coated poly-
esters are thermally stable, possess excellent clarity,
can be combined with any sealant and, in some
cases, are even autoclavable. Other examples of ce-
ramic coatings that have been considered for barrier
improvement of plastics include SiN and ZnO [30].

Where transparency and microwavability are not
critical, aluminium-based barriers are probably the
ultimate choice for long shelf life (Figure 26.34).

Aluminium can be incorporated as a foil, which is
laminated with the adjacent materials, or it can be
applied as a metallized layer. Foil thicknesses nor-
mally range between 6–200 µm [34]. It is easy to un-
derstand that with a thickness of 6 µm the weight of
aluminium in, for example, an aseptic one-litre milk
carton is only 1.5 g. Foils are laminated by various
lamination techniques, including “hot melt” and
“heat and pressure” lamination onto, for example,
paper, paperboard, PETP, LDPE, LLDPE and HDPE
[35]. 

Metallizing involves evaporation of aluminium at
1,400 °C onto a plastic film in vacuum. Typical thick-
nesses are on the order of less than 15 nm [30] to a
few tenths of a nanometer (Figure 26.34). At these
thicknesses, pinholes may be critical and metallized
films are therefore normally laminated further to pro-
tect the metal layer. Although the improvement could
be as high as 100 times, the metallized films are not
as tight as the thicker foils, which may show, at a
thickness of 25 µm, undetectably small values.

So far, we have dealt exclusively with protection
against gases, vapors and liquids. However, for com-
pleteness, UV-barrier properties will now be ad-
dressed. A major cause of photo-oxidation of photo-
sensitive products (including fats, beer, juice, and
milk) is near-ultraviolet light (300–400 nm) [36].
The problem is that common transparent plastics are
poor UV-barriers. PETP transmits light above 310
nm [36]. There are, however, ways to improve the
UV-barrier efficiency. Black ink [37] and carbon
black [38] are efficient but they also reduce the
transmission of visible light. Organic UV absorbers
(e.g., benzotriazole) or modified polymers can be
used. However, these may cause problems in terms
of cost, recyclability and safety [36]. By reducing
the size of inorganic particles (e.g., TiO2 and ZnO)
to levels below where visible light is not scattered, it
is possible to maintain polymer clarity. It is impor-
tant here that the particles do not form aggregates.
To further extend the UV absorption capability, the
inorganic particles can be doped with iron ions. Ele-
mental silicon, aluminium, chromium, nickel and
copper are all efficient UV blockers [39]. These may
be layered on plastics by the use of sputtering or var-
ious vapor deposition techniques, including anodic
arc evaporative and plasma vapor deposition. These
typically 50-nm-thick layers should be protected by
the use of some top-coating. A patent describes the
dipping of a Si-layered PETP-bottle in an aqueous
low-molar mass carboxy-methyl cellulose solution
to obtain the top coating [39].

FIGURE 26.34 A polypropylene bag metallized on the
inside with a 30-nm-thick aluminium layer. 
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FIGURE 26.35 Effect of moisture on the growth of A,
mold; B, yeast; and C, bacteria. [Source: Redrawn from
ref. [50]. With kind permission of Kluwer Academic Pub-
lishers.]

26.3 FOOD PACKAGING

26.3.1 Introduction

Food products are usually complex systems that re-
quire a complex type of protection for prolonged
shelf life. Living food-stuff that produce CO2 (e.g.,
fermented milk) require a packaging which is per-
meable to CO2 [40]. At the same time, water loss
must be kept low, which in turn requires a high water
barrier. The product also needs to be protected from
oxygen and light that will eventually oxidize the fat.

The shelf life of a food product is dependent on
time, temperature, moisture, light, gases, pressure,
and types of biochemical and microbiological sys-
tems present. In the following section, some of these
factors will be discussed, and it will conclude with a
brief summary of polymers used in packaging. The
topic is important since the packaging industry is the
major consumer of plastics (37% by weight) [41].

26.3.2 Effects of Temperature and Time

Temperature control is one of the most important pa-
rameters to limit growth of micro-organisms. Bacte-
rial growth at freezing temperatures is prohibited
and growth increases drastically above 20–35 °C. At
higher temperatures bacterial growth is slowed
down again and bacteria may be completely de-
stroyed. Pasteurization occurs at approximately 
80 °C and sterilization is obtained at approximately
120 °C. After preservation, the time until renewed
bacterial growth occurs depends on the heat sensi-
tivity of the various bacteria.

26.3.3 Effects of Moisture

An important function for food packaging materials
is to delay the water vapor transport into or out of the
food. Meats and milks must not lose too much water.
Fresh vegetables lose their texture if water activity is
too low. To keep the activity of microorganisms to a
minimum in dry foods, it is important to minimize
the inflow of water. Note that because even dry foods
(e.g., dried meals and soups) contain water (30–
40%RH), little additional water would therefore be
needed to raise the moisture content to hazardous
values. Figure 26.35 shows the relative humidity re-
gion where the different microorganisms grow.
Above 80% RH, food-stuff is considered to be mi-
crobiologically active. Drying is the cheapest way of
preserving food for a six-month period (i.e., without
the onset of mold growth). 

To select a packaging material for a food product,
it is important to know the range in water activity
(aw) or moisture content that is necessary to preserve
the food quality. Figure 26.36 shows the acceptable
ranges for some selected food-stuff. Above or below
these values, the food-stuff is spoiled.

Interestingly, it has been shown that many food
products are spoiled when the food moisture content
is above the Brunauer-Emmett-Teller (BET) mois-
ture level, which corresponds to a monolayer of
water molecules (aw = 0.2–0.3). Moreover, the rate
of chemical and enzyme reactions that leads to dete-
rioration increases drastically for every 0.1 aw in-
crease above the BET value.

FIGURE 26.36 Water activity and moisture content for
some foods. [Source: Redrawn from ref. [50]. With kind
permission of Kluwer Academic Publishers.]



BARRIER PACKAGING MATERIALS 561

TABLE 26.4 Requirements for Preserving the Food Quality
During a Year (25 °C)a

Food or beverage

Maximum estimated
acceptable oxygen

gain (ppm)

Maximum 
acceptable water
gain or loss (%)

Canned milk, meats 
and fish

1–5 3, loss

Poultry
Canned vegetables
Soups
Sauces
Canned fruits 5–15 3, loss
Nuts, snacks 5, gain
Dried foods 1, gain
Fruit juices, soft 

drinks
10–40 3, loss

Carbonated soft 
drinks

Oils, fats, shorten-
ings

50–200 10, gain

Salad dressings
Pickles 3, loss
Preserves

(a) From ref. [50]

26.3.4 Effects of Oxygen

Fresh vegetables are usually picked before they
ripen fully. During storage they are therefore in need
of oxygen to respire. A packaging material with
moderate oxygen permeability is suitable here. Veg-
etable and animal fats react with oxygen in the pres-
ence of light. Aldehydes are formed that make the fat
rancid, leading to bad taste and flavor. This is espe-
cially critical for moist oil. These substances require
a high-oxygen and light-barrier packaging material.

The fat in both fresh and cured meat is suscepti-
ble to oxidation in the presence of air. It is, however,
not a good solution in the short term to avoid oxy-
gen, since anaerobic microbes may then grow on the
fresh meat. It is also important, for aesthetic reasons,
that fresh meat is red while displayed on the shelf in
the store. Fresh cut meat is purple due to myoglobin.
It becomes red when the meat is exposed to oxygen,
because myoglobin turns into oxymyoglobin. Oxy-
myoglobin is not stable and turns into metmyoglo-
bin that yields a brown color. Thus, if the oxygen
source is cut off the meat turns brown.

Modified atmosphere packagings (MAP) are used
for several food-stuffs, including fresh meat, bacon,
sausages, liver, and salads; it has been shown that
MAP can extend the shelf life for several days for a
fresh product (e.g., for fresh meat, an atmosphere of

20% CO2 and 80% oxygen is used). The basic idea
of many MAP packaging for fresh produce is to have
an atmosphere that reduces the respiration rate of the
food stuff and thereby prolongs its freshness.

26.3.5 Specific Requirements for Food
and Material Selection

It is complicated to estimate the maximum tolerated
uptake of different gases and vapors before the food
product is spoiled. The reason is that many food
products consist of several different food compo-
nents. An empirical and general guideline is, how-
ever, given in Table 26.4 for some food products.

TABLE 26.5 Calculated Upper Limits of Oxygen
Permeabilities Needed for Preserving the Food Quality during
One Year and One Week

Permeability 
O2 (Barrer)

Maximum O2 Perm 
(Barrer)

1 Year 1 Week

FOOD OR BEVERAGE
Canned milk, meats 0.0004–0.002 0.02–0.1
Baby food

Beer, ale, wine
Instant coffee
Canned vegetables, Soups,

spaghetti
Canned fruits 0.002–0.006 0.1–0.3 
Nuts, snacks 
Dried foods
Fruit juices, drinks 0.004–0.016 0.2–0.8
Carbonated soft drinks
Oils, shortenings 0.021–0.084 1.1–4.4
Salad dressings
Jams, pickles, Vinegars
Liquors
Peanut butter

POLYMERS
LDPE 2.9a

HDPE 0.4a

APET 0.06a

Poly(lactic acid) 0.6b

Polyesteramide 0.3c

Poly-ε-caprolac-
tone

0.5d

PA-6 0.018a

Nitrile barrier 
resin

0.0055a

PVdC 0.00034–0.0010a

EVOH 0.00014a

Notes: (a) [42]; (b) [51], co-polymer; (c) [19]; (d) [52]
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From Table 26.4 it is possible to calculate the
upper limit of acceptable permeability. This is possi-
ble by assuming that there is a steady-state gas flow
into or out of the product and packaging during the
entire shelf life. It is also possible to calculate the
upper limit of acceptable permeability if the product
is to be stored for only a week, for example. Here it
is assumed that the same oxygen uptake or water
gain/loss limits hold also for shorter shelf lives. The
calculated oxygen permeabilities are given in Table
26.5, together with oxygen permeabilities for a few
selected polymers. 

As observed in Table 26.5, the demands are high
for most oxygen sensitive products, and not many
polymers can meet the requirements for a one 
year shelf life. EVOH is, of course, a good candi-
date and is also frequently used in food packaging ap-
plications.
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27.1 INTRODUCTION

A typical chemical process can include many differ-
ent types of equipment. For example, a chemical
process could include one or more:

• Reaction vessels
• Mixing vessels
• Heat exchangers
• Storage tanks
• Pumps
• Valves
• Transfer pipelines

One can imagine that numerous different metals
and alloys are used to fabricate the different types of
equipment that are part of a chemical process. In-
deed, the number of different metals and alloys
available for the chemical process industry is exten-
sive, and often mind-boggling, particularly when
one is responsible for specifying the most corrosion
resistant materials for each type of equipment, while
trying to minimize the total cost of the equipment for
the chemical process.

Almost all metals are oxides in their natural state,
and considerable energy is required to transform
these oxides into metals. Unfortunately, metals and
their alloys have a very strong tendency to corrode
and thus return to their stable oxide form. Indeed,
metal alloys often have an even stronger tendency to

corrode than their constituent metal components.
For example, in certain situations pure iron is signif-
icantly more resistant to corrosion than low carbon
steel.

This chapter will focus on the major methods for
preventing or controlling chemical process equip-
ment corrosion. I will not be so brash as to claim that
reading this chapter will transform the reader into an
expert on corrosion prevention and control. Such a
claim is irresponsible. However, this chapter will
provide the reader with a background on:

• How to identify the more common forms of
chemical processing equipment corrosion

• The different ways that chemical processing
equipment corrosion can be prevented or con-
trolled

• How to effectively communicate with corrosion
professionals in those instances when a consult-
ant is needed to help solve a processing equip-
ment (or system) corrosion problem

27.2 DIFFERENT TYPES OF CORROSION

Many different types of corrosion could shorten pro-
cessing equipment service lifetime. One important
method for preventing and controlling corrosion is
being able to identify the type of corrosion that is de-
grading your processing equipment. As you can
imagine, there are many different types of corrosion.
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Some types of corrosion are typically a nuisance,
such as uniform rusting, and some types of corro-
sion, such as pitting and stress corrosion cracking,
can lead to catastrophic equipment failure or failure
of the entire chemical process.

Each type of corrosion is initiated in a different
way, and the methods for preventing and controlling
each type of corrosion can be significantly different.
Corrosion types can be broadly categorized as:

1. Uniform or general corrosion
2. Localized corrosion

The basics of corrosion engineering and science
are discussed in another chapter in this handbook, so
let us briefly review how general and localized cor-
rosion are different, and how you can recognize each
type.

27.2.1 Uniform or General Corrosion

Uniform or general corrosion occurs over most (if not
all) of a piece of chemical processing equipment,
hence the name uniform or general corrosion. Figure
27.1 is a photograph of general corrosion on the gate
from a gate valve used in a chemical transfer pipeline.

The solution being transferred through the valve was
an aqueous solution that caused extensive uniform
corrosion. The corrosion also reduced the thickness
of the pin that attached the gate to the valve shaft so
that the pin was too thin to support the gate’s weight
and it fell into the bottom of the valve body. 

Even though general corrosion is often referred to
as uniform corrosion, the depth of corrosion on the
metal surface is actually not totally uniform, as can
be seen in Figure 27.1. Indeed, there are typically
peaks and valleys over the metal surface when gen-
eral corrosion attacks a metal. However, corrosion is
considered to be general when there are no small
deep corroded areas on the metal.

27.2.2 Localized Corrosion

Localized corrosion (in contrast to general corro-
sion) is observed in small local areas on chemical
processing equipment. Figure 27.2 contains an ex-
ample of pitting corrosion in a chemical transfer
pipeline. Localized corrosion, such as that shown in
Figure 27.2, penetrates the metal very rapidly. In-
deed, localized corrosion rates are often several or-
ders of magnitude greater than the corrosion rates
for general corrosion. 

27.2.3 Estimating Processing Equipment
Service Lifetime from Corrosion
Rate Data

Corrosion rates are typically recorded in mils per
year (1 mil = 0.001 inches). The service lifetime of

FIGURE 27.1 General (uniform) corrosion on a low
carbon steel gate valve.

FIGURE 27.2 Pitting corrosion perforated this section
of a stainless steel chemical transfer pipeline. The perfo-
ration is well outside of the weld heat affected zone, so the
pitting corrosion was not caused by weld sensitization.
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FIGURE 27.3 The important elements in a comprehen-
sive corrosion prevention and control program.

chemical equipment can be estimated by dividing
the corrosion rate into the wall thickness of the
equipment:

Estimated service lifetime =

(27.1)

For example, if the corrosion rate is 5 mils per year
(5 mpy) and the processing equipment has a 1/8-
inch-thick wall (125 mils), then the estimated ser-
vice lifetime is:

Estimated Service Lifetime = 

= 25 years 

One should keep in mind that equipment which is
bearing a load or under pressure needs a minimum
wall thickness to prevent equipment failure. Thus,
Eq.(27. 1) could be modified for load-bearing or
pressurized equipment as follows:

Estimated Service Lifetime =

(27.2)

The corrosion rates used with Eqs. (27.1) and
(27.2) could be either the general or localized corro-
sion rates. I recommend that both rates be used with
Eqs. (27.1) and (27.2) because the service lifetime
for general corrosion is most often significantly
longer than the service lifetime for localized corro-
sion rates.

27.3 PREVENTING AND 
CONTROLLING CORROSION

There are a number of ways to prevent and control
corrosion, and the diagram in Figure 27.3 summa-
rizes the important elements of a comprehensive
corrosion prevention and control program. Let us
briefly discuss each element in Figure 27.3.

27.3.1 Experience and Knowledge

How do we know which corrosion prevention and
control program to use for new chemicals, chemical
streams or new chemical processes? The obvious an-
swer is through experience and knowledge. But how
is that experience and knowledge acquired? Experts
in the field of Continuing Professional Education
refer to knowing-in-action (experience) and reflec-

minimum equipment wall thickness

Corrosion rate

125 mils

5 mpy

equipment wall thickness

Corrosion rate

tion-in-action (knowledge) as the ways that pro-
fessionals perform professional practice, such as
selecting and implementing a program for prevent-
ing and controlling chemical processing equipment
corrosion.

Professionals analyze and codify expert practices,
in particular, knowledge gained from experience,
examples, observations, corrosion problems, de-
scriptions, experiments and networking [1]. This
practical knowledge (i.e., experience) must be
integrated into a framework that includes pertinent
explanatory theories and applied theories (i.e.,
knowledge).

Knowledge without practical experience, or expe-
rience without theoretical frameworks, are incom-
plete and will not result in useful, predictive profes-
sional practice. In other words, experience and
knowledge are complementary. Thus, using special-
ized corrosion knowledge (e.g., from published or
company corrosion databases) and everyday experi-
ence (e.g., talking with experienced personnel about
your corrosion problem) yields useful and action-
able corrosion prevention and control measures for
chemical processing equipment.

Experience combined with knowledge allows one
to avoid repeating past mistakes and, thus, projects
are completed more efficiently. For example, one
would not use UNS Type S30400 stainless steel to
construct a pipeline for transferring hydrochloric
acid based on the experience of others, the specifica-
tions for this type of stainless steel, and published
corrosion rate information for stainless steel in hy-
drochloric acid.

Technical associations have knowledge bases that
are available to members and can be purchased. For
example, the National Association of Engineers
(NACE) (www.nace.org) publishes the corrosion
rates for numerous metals and alloys in a wide range
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FIGURE 27.4 The surface of this stainless steel part
was cleaned with steel wool. The resulting contaminated
surface rusted while the part was in use.

of chemical streams [2]. ASM International (www
.asm-intl.org) also publishes numerous books on a
variety of materials used to fabricate chemical
process equipment.

27.3.2 Recognizing the Different Types of
Corrosion that Can Degrade
Process Equipment Performance
and Equipment Service Lifetime

The types of corrosion are so numerous that they
cannot be completely covered in a single chapter, or
even a single book. For, example, The Nalco Chem-
ical Company publishes a book that is devoted to
only identifying corrosion failures of the boiler
equipment used to provide steam to chemical pro-
cessing plants [3].

However, this section provides a brief overview
of the more common types of chemical processing
equipment corrosion so that the reader can visually
identify corrosion. Identifying the type of corrosion
is the first step toward preventing and controlling the
corrosion of your chemical process equipment.

27.3.2.1 Recognizing Chemical 
Processing Equipment General
(Uniform) Corrosion

This section discusses three types of general (uni-
form) corrosion:

1. Surface corrosion
2. Cavitation corrosion
3. Erosion corrosion

Surface Corrosion. Figure 27.4 contains a photo-
graph of a stainless steel component removed from
equipment used to process food. Notice the exten-
sive general (uniform) corrosion on the face of the
C-shaped portion of the component.

Maintenance personnel cleaned the food process-
ing equipment between production runs with steel
wool. Steel is softer than stainless steel and will
smear, contaminating the stainless steel surface with
iron. The iron contamination rapidly corrodes, as
seen in Figure 27.4. 

A stainless steel wire brush should be used to
clean stainless steel if abrading is the cleaning
method of choice. Soap solutions could also be used
to clean stainless steel parts. Stainless steel can also
be cleaned with acid solutions. The National Associ-
ation of Corrosion Engineers TM0169-76 standard

test method contains a table of acid solutions for
cleaning various metal alloys [4].

Cavitation Corrosion. Cavitation occurs in
pumps when the inlet of the pump does not supply
the pump with fluid fast enough to match the amount
of fluid that is discharged from the pump outlet. Gas
bubbles form inside the pump under these condi-
tions and subsequently collapse under pressure.
High-speed fluid strikes the metal when the bubbles
collapse at the metal surface. Cavitation and corro-
sion work to cause more rapid equipment degrada-
tion than would occur with either corrosion or cavi-
tation alone because:

• Metal corrosion forms metal oxides and metal hy-
droxides on the metal surface

• The high-speed fluid (caused by cavitation) im-
pinges on the metal and removes the metal oxides
and metal hydroxides, exposing fresh metal

• The fresh metal corrodes

The above cycle repeats until the metal component
fails.

Strictly speaking, the sample shown in Figure
27.5 is not from a chemical process. However, this
example is one of the most pronounced examples of
cavitation corrosion that I have seen, so I included it
as an example in this chapter. Propellers with simi-
lar shapes to that in Figure 27.5 are also used in
chemical mixing kettles. Notice the grooves in the
metal in Figure 27.5. Cavitation can be avoided by
proper design of the piping system, proper sizing of
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FIGURE 27.6 Erosion corrosion of a brass water
pump. (Top) Photograph showing all of the corroded
pump impellers. (Bottom) Close-up of the erosion corro-
sion on one of the pump impellers.

FIGURE 27.5 Cavitation corrosion of a stainless steel
propeller.

fluid pumps, and proper design of the propellers
used in mixing kettles. 

Erosion Corrosion. Erosion corrosion is similar
to cavitation corrosion in that fluid movement re-
moves corrosion from the metal surface, thus expos-
ing fresh metal for further corrosion. The difference
between cavitation corrosion and erosion corrosion
is that fluid movement over the corroded metal sur-
face enhances corrosion instead of high-speed fluid
impinging on the metal surface. Erosion corrosion
follows a basic pattern of:

• Metal corrosion forms metal oxides and metal hy-
droxides on the metal surface

• Fluid moving over the metal removes the oxides
and hydroxides, exposing fresh metal

• The fresh metal corrodes

This process continues to cycle from beginning to
end until the metal component fails.

Figure 27.6 contains a photograph of an impeller
removed from a failed brass water pump, and a
close-up photograph of one of the corroded impeller
blades. The erosion-corrosion process continued
until the pump no longer pumped water. A chemical
corrosion inhibitor or selection of a more corrosion
resistant brass would have prevented this failure. 

27.3.2.2 Recognizing Localized Corrosion

This section discusses seven types of localized
corrosion:

1. Pitting corrosion under deposits
2. Pitting corrosion in crevices
3. Stress corrosion cracking
4. Microbial-induced corrosion
5. Galvanic corrosion
6. Tuberculation corrosion
7. Exfoliation corrosion

Pitting Corrosion under Deposits. Several al-
loys, such as stainless steels and nickel alloys, form
thin transparent passive oxide layers on their sur-
faces. This passive layer is usually a protective bar-
rier between the base metal and the chemical stream.
However, the chemical stream could interact with
the passive layer. The layer would be degraded by
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FIGURE 27.8 The deposits baked on by hot spots on
the pipe surface created corrosion and perforation under
the deposits. This photograph is an enlargement for one of
the deposits seen in Figure 27.7. 

FIGURE 27.7 The heat tape was attached along length instead of wound around the pipe.

the chemical stream and the layer would quickly re-
form with oxygen or other oxidizing chemicals dis-
solved in the chemical stream.

Non-porous deposits on metal surfaces can re-
strict or even prevent oxygen (or other oxidizing
chemicals) from reaching the metal surface, and thus
prevent reforming of the passive oxide layer. This
type of situation could produce pitting corrosion
under the deposit.

Figure 27.7 contains a photograph of a section of
stainless steel pipe that was used to transfer a vis-
cous liquid from a mixing kettle to equipment that
filled the liquid into plastic bottles. The pipeline was
traced with electrical heating tape to maintain the
temperature so that the liquid viscosity was low
enough to be able to pump the liquid from the kettle
to the filling equipment. The section of pipeline in
Figure 27.7 was located in an area of the factory that
was difficult to access. Thus, the contractor attached
the heating tape linearly across the pipe (the dashed
lines in Figure 27.7) instead of spirally winding the
tape around the pipe. 

Notice the three elliptical rings above the arrows
in Figure 27.7. These rings are the remnants of dark
brown deposits that formed under the heat tape in-
side the pipe. The pipeline perforated under these
deposits, as can be seen in the close-up photograph
in Figure 27.8.

Investigation of the deposits revealed that they
were formed when the material in the pipeline was
charred at hot spots under the heat tape. Charring oc-
curred during processing downtimes when the
pipeline was full. The charred material formed non-
porous deposits on the pipe wall that deprived the
stainless steel of oxygen (to replenish its passive
layer) and caused rapid pitting corrosion.

This pipeline failure could have been avoided by
spirally winding the heat tape around the pipeline to
provide more uniform heating. Temperature probes
could also have been installed at various locations
along the pipeline so that the amount of heat could
have been reduced during downtimes, and thus
avoided baking deposits on the pipe surface.

Pitting Corrosion in Crevices. Crevices are very
small gaps between two surfaces. Crevices are
formed when two layers of materials overlap, or
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FIGURE 27.9 Crevices created under the gasket for
this sanitary pipe caused severe crevice corrosion in the
form of deep pits under the gasket.

where fasteners are used to join two components.
The movement of the chemical stream into and 
out of crevices is restricted, creating an extremely
corrosive micro-environment inside of the crevice.
Crevice corrosion is characterized by very rapid
general corrosion in conjunction with pitting corro-
sion inside of the crevice.

Figure 27.9 contains a photograph of a section of
sanitary pipe that was removed from the bottom of a
stainless steel storage tank. The arrows indicate the
locations of extensive crevice corrosion along the
edge of the piece. Overtightening of the gasket dis-
torted it and raised the gasket away from the flange
face to form crevices between the gasket and the
metal at several areas along the flange face. The
chemical stream diffused into the crevices and caused
the severe crevice corrosion seen in Figure 27.9.
Proper tightening of the gasket would have avoided
creating crevices between the gasket and the flange
face, and thus avoided the severe crevice corrosion.

Stress Corrosion Cracking. Pitting corrosion can
also lead to cracking of the metal. Residual stresses
or stresses created by thermal loads, external me-
chanical loads, or internal pressure create a very
high stress at the bottom of the pit that can lead to
metal cracking.

Figure 27.10 contains photographs of two stain-
less steel tubes that were removed from a shell-and-
tube heat exchanger. The top tube is the water side of
the tube, and the bottom tube is a cross-section of the
product side of the heat exchanger tube. The two ar-
rows on the bottom tube locate a crack in the tube.
This crack penetrated through the tube in several
places along the crack length, allowing water to
spray into the hot product stream. 

Notice the hard water deposits on the top tube in
Figure 27.10. The heat exchanger was not sized
properly, so water at the heat exchanger outlet was
hotter than the inlet water, causing calcium and
magnesium compounds to precipitate on the tube
surfaces next to the exchanger outlet. Pitting corro-
sion initiated under these deposits (or precipitates),
and chloride ions migrated into the pits, producing
the appropriate chemistry to cause cracking. 

This problem could have been avoided in several
ways:

• The heat exchanger could have been specified to
prevent calcium and magnesium precipitates
from depositing on the tube surfaces

• Softened, deionized, or deionized-reverse osmo-
sis water could have been used instead of tap
water to avoid precipitating calcium and magne-
sium

• Scale-preventing chemicals and corrosion in-
hibitors could have been added to the cooling
water

Microbial-Induced Corrosion. Figure 27.11
contains an example of microbial-induced corrosion
on stainless steel. This section of pipe is a sanitary
pipe elbow that was removed from the bottom of a
mixing kettle. Notice the water-staining on the pipe
at the top of the photograph in Figure 27.11 (inside
the dashed lines). Notice also the clusters of large
pits at the bottom of the photograph (indicated by
the multiple dark arrows), next to the area where the
gasket seals against the pipe flange. 

The elbow in Figure 27.11 was overtightened
(like the sanitary pipe in Figure 27.9), causing the
gasket to extrude above the flange into the interior of
the elbow. The extruded gasket formed a wall that
produced a small reservoir of product when the ket-
tle was drained. The dashed lines in Figure 27.11 in-
dicate the approximate boundary of the fluid reser-
voir, and the two arrows inside the dashed lines
locate the water-staining. Bacteria grew in this reser-
voir, nourished by the residual product. Bacteria ex-
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FIGURE 27.10 Stress corrosion cracking of a stainless steel heat exchanger.

crete organic acids as they grow and multiply, so the
fluid under the bacteria colonies had a low pH, plus
oxygen was restricted from reaching the metal under
the colonies. The low pH and restricted oxygen ac-
cess produced the pitting corrosion under the bacte-
ria colonies.

The localized corrosion in Figure 27.11 was al-
most halfway through the pipe wall after a few days.
This elbow would have quickly perforated had it not
been removed for a routine maintenance. This corro-
sion could have been avoided by: (a) not overtight-
ening the gasket, and (b) thoroughly rinsing the ket-
tle with water after it was drained.

Galvanic Corrosion. Metals develop measurable
electrical potentials (or a potential difference be-
tween the metal and a reference electrode) when
submerged in a solution. These potentials are re-
ferred to as open circuit potentials or corrosion po-
tentials [5].

The composition of the chemical stream deter-
mines the open circuit potential of a given metal or
alloy. For example, steel has one open circuit poten-
tial in tap water, and an entirely different open cir-
cuit potential in hydrochloric acid. Thus, metal and
alloy open circuit potentials are a reaction of the
metal or alloy to its environment and are not an in-
trinsic property of the metal or alloy.

A large potential difference between two different
metals can cause galvanic corrosion between the two
metals. The metal with the smallest open circuit po-
tential will corrode and is referred to as the anode.
The metal with the largest open circuit potential will
not corrode and is referred to as the cathode.

There are three conditions needed for galvanic
corrosion to occur between two different metals:

1. The two metals have significantly different open
circuit potentials

2. The two metals are in electrical contact with each
other (e.g., they are directly touching each other)

3. There is an electrolyte covering the contact area
between the two metals

The magnitude of galvanic current is determined
in part by the ratio of the cathode and anode areas
[6].

Galvanic rate = (Anode base corrosion rate)

(27.3)

The galvanic corrosion rate in Eq. (27.3) in-
creases as the area of the anode (the metal with the
smaller open circuit potential) becomes smaller. Let
us look at two examples of galvanic corrosion.

a1 � ` cathode area

anode area
` b
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FIGURE 27.11 The gasket on this section of sanitary pipe created a fluid reservoir. Water and residual product created
conditions for growth of bacterial colonies and subsequent microbial-induced corrosion. This section of sanitary pipe was
located at the bottom of a large mixing kettle.

Large anode in contact with a small cathode. The
photograph in Figure 27.12 shows a small cathode (a
zinc-coated steel sheet metal screw) in contact with
a large anode, UNS Type A1100 aluminum sheet
metal. Notice that the aluminum is black and the
steel screw is only slightly white. The white material
on the screw and the white halo around the screw is
most likely zinc oxide, so the aluminum sheet metal
is essentially protecting the steel from corroding. In-
deed, the screw would be completely covered with
rust if it was not in (electrical) contact with the alu-
minum sheet metal. 

Small anode in contact with a large cathode. The
photograph in Figure 27.13 contains a small anode
(a zinc-coated steel screw) in contact with a large
cathode, a piece of UNS Type S30400 stainless steel

sheet metal. Notice that the screw is severely cor-
roded in this case. Indeed, the fluid contained by the
sheet metal leaked around the screw shaft. The small
rust-halo around the screw is steel corrosion from
the screw that precipitated from solution onto the
stainless steel. Galvanic corrosion between the
stainless steel and the screw accelerated the corro-
sion of the zinc-coated screw. 

Fastening together or overlapping two different
metals should be avoided whenever possible. How-
ever, if you cannot avoid fastening together or over-
lapping two different metals, then select the two
metals such that you have a large anode in contact
with a small cathode.

Tuberculation in a hot water pipeline. Figure
27.14 contains an example of a section of UNS Type
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FIGURE 27.12 Galvanic corrosion where a large
anode area is in contact with a small cathode area.

FIGURE 27.13 Galvanic corrosion where a small
anode area is in contact with a large cathode area.

FIGURE 27.14 Tuberculation corrosion inside of a
stainless steel pipeline used to transfer 180 °F hot water
for heating mixing vessels.

S31600 stainless steel pipe removed from a hot
water transfer pipeline. Notice the dark brown nod-
ules that look somewhat like tubercles found on
structures and boats exposed to sea water. Deep pits
are under with each tubercle, and these pits caused
perforation and cracking (at the pits) of the hot water
pipeline. 

This type of problem can be avoided by adding
chemical corrosion inhibitors to the hot water stream
to prevent formation of tubercles. Choosing a more
corrosion resistant metal alloy for the transfer piping
could also have prevented this problem from occur-
ring. Periodic pigging of the pipeline might also

have stopped pitting and cracking by removing the
tubercles. However, periodic pigging is not as effec-
tive in preventing and controlling tuberculation cor-
rosion as is the other two methods.

Exfoliation corrosion. Aluminum components
are often extruded into shape instead of being cast or
forged. Extruding metals can, in some instances
cause it to form a laminated microstructure. Corro-
sion between the laminate layers produces flakes of
metals. The corroded metal in this case often has the
appearance of a pile of leaves, hence the name exfo-
liation corrosion. Figure 27.15 contains an example
of exfoliation of an aluminum component from
equipment used to produce medical saline solutions.
An alternate material of construction was chosen to
replace the extruded aluminum components in this
case. 

27.3.3 Corrosion Inhibitors

Corrosion inhibitors are chemicals that are added 
to a chemical stream to prevent corrosion, or lower
the rate of corrosion so that the processing equip-
ment will have a suitable service lifetime. Corro-
sion inhibitors are often the most costeffective way
to prevent or control corrosion because they allow
one to use less expensive metals for a corrosive
environment.
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FIGURE 27.15 Exfoliation corrosion of an extruded aluminum part removed from medical saline solution manufac-
turing equipment.

There are literally thousands of corrosion in-
hibitors [7]. Consequently, the process of selecting a
corrosion inhibitor is often overwhelming, particu-
larly when one is assigned to select a corrosion in-
hibitor for the first time. The process of selecting a
corrosion inhibitor can be made less daunting by:

• Engaging a consultant who is NACE-certified in
the use of corrosion inhibitor development. See
www.nace.org/nace/content/education/certifica-
tion/CertSearch.asp

• Reading one or more of the books that discuss 
the fundamentals of corrosion inhibition. See
www.nace.org/nacestore/deptnopage.asp?Cat%
5FID=17608web%5Fname=Books (Enter inhib-
itors or corrosion inhibitors in the search box on
this page and you will obtain a list of numerous
publications on corrosion inhibitors.) See also
www.Snyapseinfo.com 

• Searching patents for corrosion inhibitors 

Please remember that the corrosion inhibitors
listed in patents are protected by patent laws, and
using patented inhibitors without the inventor’s per-
mission could result in costly litigation.

Results from corrosion inhibitor research (that is
not patented or proprietary) is published in corrosion
journals, such as:

• Corrosion (www.nace.org)
• Journal of the Electrochemical Society (www

.electrochem.org)
• Corrosion Engineering and Science (published

by www.maney.co.uk) 

27.4 SELECTING CORROSION
RESISTANT MATERIALS 
FOR CHEMICAL 
PROCESSING EQUIPMENT

Corrosion can also be prevented or controlled by
selecting metal alloys that are corrosion resistant. 
I avoid using the term corrosion proof because 
there is always a chemical stream that will cause 
a given alloy to corrode. For example, gold is re-
sistant to a very wide variety of corrosive liquids,
but will corrode rapidly in hydrogen cyanide. Silver
is also a very corrosion resistant material that cor-
rodes in chemical streams containing sulfurous
chemicals.

27.4.1 Low Carbon Steels

Low carbon steels are suitable for use with anhy-
drous liquids, such as hydrocarbon solvents, or
chemical streams that have a low amount of water
(e.g., on the order of 1 ppm or less). Low carbon
steels are typically unsuitable for use with aqueous
chemical streams unless a corrosion inhibitor is in-
corporated in the stream. There are also situations
where suitable service lifetimes are obtained with
low carbon steels in aqueous streams by increasing
the equipment wall thickness (not this author’s first
choice, however).

Consulting a table of corrosion resistances [2] or
conducting corrosion testing is always recom-
mended when considering the use of low carbon
steels with a chemical stream that contains, or could
be contaminated with, water.
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27.4.2 Stainless Steels

There are numerous types of stainless steels, and one
should keep in mind that a given type of stainless
steel was originally formulated to provide corrosion
resistance for a specific environment. For example,
UNS Type S20910 stainless steel was originally for-
mulated to resist corrosion by sulfuric acid. While
this stainless steel has been successfully used for
many other applications, it has also failed when used
with low pH, high chloride chemical streams.

Specifications for each type of stainless steel are
available from the supplier, and these specifications
often list chemicals and chemical streams for which
the type of stainless steel is resistant to corrosion. I
strongly recommend conducting corrosion tests
when considering using any type of stainless steel
for a chemical or a chemical stream that is not listed
in its specifications.

27.4.3 Copper and its Alloys

Copper and brass (i.e., copper alloys) are often used
for water service. However, variations in water
chemistry could cause pitting corrosion and failure
of copper and alloys (e.g., brass). Unfortunately, the
data on how various water chemistries lead to corro-
sion of copper and its alloys is dispersed throughout
numerous technical journals and books, or in propri-
etary company data bases.

Thus, it is strongly recommended that one either
conduct an extensive search of the technical litera-
ture, or conduct corrosion testing when considering
the use of a new copper alloy for water service. Leid-
heiser’s book [8] contains a good review of copper
alloy corrosion for those interested in gaining more
knowledge about the corrosion behavior of these
materials.

27.4.4 Nickel Alloys

Nickel alloys such as Hastelloys (e.g., UNS
N10276), and Incoloys (e.g., UNS N08800)—often
referred to as super-alloys—are often used for very
corrosive environments and high temperature corro-
sive environments. The companies that supply these
materials often provide tables that list the corrosion
resistance of the material for a number of different
environments. The International Nickel Association
(http://www.nidi.org/index.cfm/ci_id/11930.htm)
also has an extensive database on the corrosion re-
sistance of various nickel alloys in a variety of chem-
ical streams.

Please keep in mind that these materials will also
corrode in certain chemical process streams. For ex-
ample, I once observed a sample of Hastelloy C-276
(UNS N10276) rapidly corrod (very deep pits within
one month) in a hair conditioner that never went to
market because of its corrosivity.

One should always conduct corrosion tests when
the chemical stream is not listed by the supplier as
being one for which the nickel alloy is corrosion
resistant.

27.4.5 Titanium

Titanium alloys are light-weight and very corrosion
resistant for environments containing large amounts
of chlorides (e.g., sea water). However, titanium
often rapidly corrodes in high pH aqueous chemical
streams. Suppliers of titanium alloys often provide
corrosion resistance tables, and corrosion testing is
recommended for chemicals and chemical streams
that are not listed in these tables.

27.4.6 Aluminum Alloys

Aluminum alloys are corrosion resistant in atmo-
sphere, but often have poor corrosion resistance
when submerged in aqueous environments. Alu-
minum corrosion resistance is also often only high in
a restricted range of pH. For example, data has been
published [6] that shows aluminum corrosion rates
are very low when the chemical stream pH is between
approximately 4 and 7, but the corrosion rates are
very high when the pH is either below 4 or above 7.

Aluminum suppliers also provide corrosion resis-
tance tables, and corrosion testing is strongly rec-
ommended when your chemicals and chemical
streams are not listed in these tables.

27.4.7 Coatings for Preventing and
Controlling Corrosion

Coating metals is another means of protecting metal
equipment from corrosion. Coating inexpensive
metals, such as low carbon steels, often allows these
metals to be used for corrosive environments. Coat-
ings can be:

• Latex and acrylic paints
• High temperature cured acrylic or epoxy coatings
• Electrodeposited metal coatings
• Metal clad coatings 
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FIGURE 27.16 The GEN4 Multi-Cell for electrochem-
ical corrosion testing. [Source: Photograph provided by
Greatglas, Inc. (www.greatglas.com).]

• Glass linings 
• High temperature Teflon®

Corrosion testing of these materials should be
conducted with your chemical stream, unless there is
extensive corrosion data on the coated metal and
your chemical stream.

27.5 CORROSION PREVENTION 
AND CONTROL THROUGH
CORROSION TESTING

Corrosion testing is an important element of a com-
prehensive corrosion prevention and control pro-
gram. Corrosion testing is used to:

• Determine if a metal or a coated metal will cor-
rode in a given chemical stream

• Select corrosion resistant metals and alloys for a
given chemical 

• Select chemical corrosion inhibitors so that less
expensive materials can be used with a corrosive
chemical stream 

• Select coatings to protect your chemical process
equipment from corrosion 

There are many different types of corrosion tests,
and corrosion testing is discussed more completely
in another chapter of this handbook. However, two
types of electrochemical tests, (1) direct current po-
larization methods, and (2) electrochemical imped-
ance spectroscopy, merit a brief discussion in this
chapter because they provide reliable corrosion data
in a short time-frame. A book written by this author
is listed in the Reference section of this chapter for
those who would like a more in-depth discussion on
electrochemical corrosion test methods.

27.5.1 Direct Current 
Polarization Methods

Samples of the metal or the alloy being considered
for the equipment, or several samples of metals and
alloys, are placed in a test cell such as the GEN4
Multi-Cell shown in Figure 27.16. Figure 27.17
shows a sample of welded UNS S31600 stainless
steel used with the GEN4 Multi-Cell. The dotted
white circle in the middle of the sample shows the
approximate area that is exposed to the environment. 

Samples of various alloys being considered for
your processing equipment are sealed under the test

cell glass body with a gasket, and the cell is partially
filled with the chemical stream in question. The test
samples are equilibrated, and then the test cell is
connected to electrochemical test equipment.

Figure 27.18 contains an example of cyclic polar-
ization data collected on a metal sample, such as that
in Figure 27.17. The applied potential is plotted on the
Y-axis in Figure 27.18, and the current is plotted on
the X-axis as the absolute log values of the current. A
portion of the curve in Figure 27.18 is due entirely to
localized corrosion on the sample. Figure 27.19 pro-
vides two examples of samples that had curves like
that in Figure 27.18. Notice in both samples that the
localized corrosion, be it pitting or crevicing, is ex-
tensive and deep. Thus, the type of curve in Figure
27.18 is indicative of metal equipment that will pre-
maturely fail from localized corrosion. 

The cyclic polarization method is useful for de-
termining:

• What materials will resist crevice and pitting
corrosion 
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FIGURE 27.17 A welded stainless steel sample used
for corrosion testing with the GEN4 Multi-Cell in Figure
27.16.

FIGURE 27.18 Cyclic polarization data with extensive positive hysteresis.

• What corrosion inhibitors will prevent pitting cor-
rosion 

• Pitting corrosion rates for estimating equipment
service lifetime using Eqs. (27.1) and (27.2)

Direct current polarization methods are not useful
for samples that have a high electrical resistance,
such as coated metals, or for chemical streams 

that have low electrical solution conductivity (i.e.,
low ionic conductivity), such as solvents contami-
nated with low amounts of water. Electrochemical
impedance spectroscopy is used for these types of
situations.

27.5.2 Electrochemical Impedance
Spectroscopy

Electrochemical impedance spectroscopy uses the
same type of test cell that is shown in Figure 27.16.
A sample of the coated metal is cut into a shape sim-
ilar to that shown in Figure 27.17 and placed under
the glass body of the test cell. Figure 27.20 contains
an example of EIS data collected on a corroding
coated metal. Electrochemical impedance spec-
troscopy method is useful for determining:

• What coating will protect the equipment form
corrosion 

• What is the coated metal service lifetime
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FIGURE 27.19 Two types of localized corrosion that produce positive hysteresis in cyclic polarization data. (Left) Ex-
tensive pitting corrosion (the pits appear to be white spots in this photograph). (Right) Extensive crevice corrosion under
the test cell gasket.

FIGURE 27.20 Electrochemical impedance spectroscopy data for a corroding coated metal.
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27.5.3 Databases for Controlling and
Preventing Chemical Process
Equipment Corrosion

Experience becomes knowledge when it is repro-
ducible, verifiable, and recorded. Databases take on
a wide variety of formats and contain numerical and
descriptive information, referred to as metafiles.
Metafiles give the numbers in the data base meaning
and thus make the numbers useful. A database could
consist of the following:

• The rate of corrosion (number)
• The ultimate equipment service lifetime (num-

ber)
• The type of metal used to fabricate the processing

equipment (metafile)
• A diagram or a description of the process

(metafile)
• The chemical composition of the process stream

(metafile)

Databases allow experience to become knowl-
edge and provide this knowledge in an accessible
format for future applications. Building and using a
database is perhaps one of the most efficient ways to
prevent and control processing equipment corrosion.

27.6 CHAPTER SUMMARY

There are numerous ways to prevent and control pro-
cessing equipment corrosion:

• Accurately identify the type of corrosion so that
an appropriate corrosion prevention and control
measure can be selected, or so that future corro-
sion problems can be avoided

• Use corrosion testing with your specific chemi-
cals and chemical streams to select corrosion re-
sistant metals and alloys for your chemical pro-
cessing equipment 

• Use corrosion testing with your specific chemi-
cals and chemical streams to select coatings to
prevent and control chemical process equipment 

• Select a chemical corrosion inhibitor to prevent
and control processing equipment corrosion

• Use the experience in your company to help avoid
corrosion problems and to find effective ways to
prevent and control corrosion 

• Use the knowledge in public domain databases to
guide the selection of the metals and alloys for
fabricating your chemical processing equipment 

• Build, maintain and use a company corrosion
data- base to guide the design and development
of future chemical processing equipment and
processes 

In closing, I would like to thank Dr. Susan Whit-
worth-Tait for her extensive help in writing Section
27.3.1 on experience and knowledge. 

27.7 SOURCES OF 
FURTHER INFORMATION

This chapter in the Handbook of Environmental
Degradation of Materials is intended to provide in-
formation to those accountable for preventing and
controlling chemical processing equipment corro-
sion. Normally I would provide an extensive list of
references for this type of chapter. However, I am
deviating from my normal practice and providing a
few references plus a list of books that contain in-
formation and data that will assist the reader with
preventing and controlling corrosion of metals used
to fabricate chemical processing equipment.
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     thermal spray coatings and 419 421     
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     thermal spraying and 414      
AES (Auger Electron Spectroscopy) 110 115 327    
AET (Acoustic Emission Technique) 110      
AFM (atomic force microscopy) 326      
Agricultural production, cost of corrosion and 16 18     
Air plasma spray (APS) 334      
Alcohol distillery failure analysis case study 42      
Alcohol vapor 39 40 41 42   
Alkalis, wood degradation and 300      
Alkyd resins 372      
Alkylammonium compound (AAC) 290      
Alloy oxidation 122 123 124 125 126 127
 128 129 130 131 132  
     commercial alloys and 128 129 130 131 132  
     multi-component alloys and 125 126 127 128   
Alloys       
     chemical process equipment corrosion and 565 567 568 569   
 574 575 576 577   
     corrosion-resistant 8 575     
     corrosion-resistant coatings/paints for 367 371     
     scaling of in sulfur dioxide-containing atmospheres 138 139 140 141   
     thermal spraying and 410      
Alodine® surface treatment 330 359     
Aluminum       
     as alloying element 122 124     
     exfoliation corrosion and 574      
     interaction with chromates 330      
     packagings and 559      
Aluminum alloys       
     corrosion-resistant coatings and 371      
     protective coatings for  345-366      
     surface pretreatment and 348 349 350 351 352  
Ammoniacal copper quat (ACQ) 290 314     
Ammoniacal copper zinc arsenate (ACZA) 313      
Anaerobic microorganisms 187 188 190    
Analyses 29      
     at low conversion 73      
     See also Testing       
Anode materials, impressed cathodic protection and 237      
Anodic protection       
     corrosion costs and 9      
     thermal spray coatings corrosion control and 416      
Anodic reaction 85      
Anodizing 352 353 354 372   
Ants, wood degradation and 305      
Appearance testing, for coatings 402      
Appliances (home appliances), cost of corrosion and 17 18     
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APS (air plasma spray) 334      
Aqueous corrosion 322      
Aramids fibers, thermal protective clothing and 262      
Architectural structures, coatings and 382      
Arrhenius analysis 69 71     
ASM International, chemical process equipment and 568      
ASTM standards       
     cabinet tests and 54      
     concrete coating bonding tests and 426 428     
     concrete coating pinhole tests and 428 433     
     electrochemical tests and 57      
     immersion tests and 50      
     laboratory testing and 49 50 51 52   
     weathering/appearance tests and 399      
Atomic force microscopy (AFM) 326      
Atomic oxygen 466 467 468 469 470 471
 472 473 474 475 476 477
Attrition milling (thermal spraying) 412      
Auger Electron Spectroscopy (AES) 110 115 327    
Austenitic stainless steels 32 129     
CSCC and 42      
Auto-oxidation 373      
Automotive industry, coatings and 382 421     
       

B       
       
Bacteria 53      
     biofouling and  179-206      
     chemotaxis of 180      
     failure analysis and 39      
     sulfate-reducing 509      
     sulfur-oxidizing 510      
     wood degradation and 301      
Bairocade® coating 554      
Ballast tanks, corrosion rates and 534      
Barrier materials, for packagings  547-563      
Barrier protection 368      
Bases, wood degradation and 300      
BC (bob and cup) testing geometry 69      
BCB (benzocyclobutenes),  physical aging and 161      
BEA (Bureau of Economic Analysis) industry categories 5      
Bees, wood degradation and 305      
Beetles, wood degradation and 304      
BEM (Boundary Element Method) 518      
Benzocyclobutenes (BCB), physical aging and 161      
Biocides 311 389     
Biofilms  179-196 323     
Biofouling  179-206      
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Biotic agents, wood degradation and 300      
Bismaleimides (BMI)-based composites, physical aging and 160      
Bisphenol A diglycidyl ether 72 73     
Bisphenol A epoxy, physical aging and 160      
Bisphenol A polycarbonate, physical aging and 158      
Blending (thermal spraying) 411      
Blends, polymers and  554 555 556    
Blistering 377      
     coated concrete and 425 429 430 431 432 433
BMI (bismaleimides)-based composites, physical aging and 160      
Bob and cup (BC) testing geometry 69      
Bonding tests, for coated concrete 426      
Boron 314 315     
Bottom plating, corrosion and 531 532     
Boucherie process (wood protection) 309      
Boundary Element Method (BEM) 518      
BPA-PC 71      
Bridges, cost of corrosion and 11 18     
Brittle failure, of plastics 73      
Brominated flame retardants 244 246     
Brown rot fungi, wood degradation and 302      
Brushing (wood protection) 308      
Buckling deformation 524 536 543    
Bulkhead stiffeners, corrosion and 532      
Bureau of Economic Analysis (BEA) industry categories 5      
       

C       
       
C-276 (nickel-base alloy) 38      
Cabinet tests 53 54 55    
Cables, spacecraft and 493      
Cabrera-Mott model 115 117     
Calorimeter-type sensors 270      
Carbides, thermal spraying and 410      
Carbon arc light sources, for artificial accelerated weathering 
tests 396      
Carbon fiber reinforced polymer (CFRP) composites       
     accelerating testing methodology for 67      
     thermal cycling and 488      
     thermogravimetric analysis and 72      
Carbon fiber, thermal protective clothing and 262      
Carbon nanotubes, aging and 162      
Carbon steel 27      
     corrosion-resistant coatings and 371      
     oxidation behaviors and 128      
     in sea water, corrosion rates for 535      
Carbonation corrosion 166      
Cast iron, as anode material 237 238     
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Castor (M. V.), marine incident and 523 524 525    
Cathodic protection (CP)  229-241 370     
     coating resistance and 510      
     concrete and 171      
     corrosion costs and 9      
     defined 230 503     
     field data and design for 508 509 510 511 512 513
 514 515 516 517 518  
     internal surfaces and 240      
     marine applications and 539      
     monitoring methods for 511      
     pipelines and  503-521      
     thermal spray coatings corrosion control and 417      
     types of 504 505 506 507   
Cathodic reaction 85      
CCA (chromated copper arsenate) 289 313 314    
CCC (chromate conversion coatings) 330 354 355 356 357  
     SNAP coatings and 337      
CE (counter electrode) 56      
Cellulose       
     photodegradation of 279      
     physical aging and 157      
     thermogravimetric analysis and 72      
Cement concrete, coatings for  423-447      
Ceramic fiber fill 494      
Ceramics       
     thermal spraying and 410 413     
     ultraviolet radiation and 480      
Cerium-based conversion coating 357      
Cermets 410      
CFD (Computational Fluid Dynamics) 223      
CFRP (carbon fiber reinforced polymer) composites       
     accelerating testing methodology for 67      
     thermal cycling and 488      
     thermogravimetric analysis and 72      
Charged particle radiation 483      
Chemical aging of plastics 153      
Chemical cladding (thermal spraying) 411      
Chemical cross-links 553      
Chemical etch 349      
Chemical industry       
     cost of corrosion and 16 17 18 19   
     oxidation and 132      
Chemical kinetics 69 70 71    
Chemical process equipment       
     corrosion prevention/control and  565-581      
     corrosion-resistant materials and 575 576 577    
     failure analysis in  27-45      
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Chemical repellents 183      
Chemical tankers. See Tankers       
Chemical vapor deposition (CVD) 335      
Chemicals       
     coating degradation and 377      
     inorganic, wood protection and 288      
     laboratory tests and 49      
Chemotaxis of bacteria 180      
Chloride diffusion coefficient, chloride ingress and 172      
Chloride ingress       
     chloride diffusion coefficient and 172      
     into concrete 165 166 167 168 169 170
Chloride ions, tanker corrosion and 534      
Chloride stress corrosion cracking (CSCC) 41      
Chloride threshold values 166      
Chlorides, failure analysis and 43 44 45    
Chlorinated rubber coatings 374      
Chloropicrin 316      
Chromate conversion coatings (CCC) 330 354 355 356 357  
     SNAP coatings and 337      
Chromated copper arsenate (CCA) 289 313 314    
Chromates 384      
     interaction with aluminum 330      
Chromium       
     as alloying element 122      
     chromated copper arsenate and 313      
     oxidation and 119      
Chromium-bearing high silicon cast iron, as anode material 238      
Chromium trioxide, wood protection and 288      
Chromophores, organic coatings and 458      
CI (corrosion intensity) 94 95 96    
CICs (corrosion inhibiting compounds) 360      
CIGMAT CT-1 test, for concrete coating pinhole tests 428 433     
       
CIGMAT CT-2/CIGMAT CT-3 tests, for coated concrete       
     bonding 426 428     
CIPS (Close Interval Potential Survey) 511      
Classification societies 540 541 542    
Clearance control coatings 414      
Climate, coating degradation and 390      
Close Interval Potential Survey (CIPS) 511      
Close packing 553      
Clothing, thermal protection and  261-275      
Co-polymers 552      
Coal power plants, high-temperature corrosion and  149     
Coatings       
     for aluminum alloys  345-366      
     anodic 416      
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     cathodic protection and. See Cathodic protection       
     composite paint 332 333 334    
     for concrete  423-447      
     conversion 330 337 352 353 354 355
 356 357 358    
     corrosion costs and 6      
     corrosion-resistant  367-385      
          characteristics/uses of 372 373 374 375 376  
          chemical process equipment and 576      
          degradation of 376 377 378 379 380 381
          industrial applications and 381 382 383 384   
     flame retardants in 219      
     lot variations and 346      
     microbial biofilms and 194      
     neutral 417      
     tanker protection and 538      
     thermal spray  405-422      
     weathering tests for  387-404      
     for wood 287 288 289 290 291 292
 293      
Cobalt, oxidation and 119      
COCs (cyclo-olefin co-polymers) 552      
Coefficient of thermal expansion (CTE) 488      
Coke deposition 35      
Coleoptera (beetles), wood degradation and 304      
Combustion turbines, high-temperature corrosion and 150      
Combustion, heat release rates and 222      
Combustors, industrial gas turbines and 415      
Composite laminates, physical aging and 160      
Composite paint coatings 332 333 334    
Compression stress-relaxation (CSR) testing 71      
Computational Fluid Dynamics (CFD) 223      
Computer modeling       
     material flammability and 223      
     pipeline cathodic protection and 517      
     surface engineering and 337 338 339    
Concrete       
     coatings for  423-447      
     failure of  429-433 430 431 432 433  
     liquid transport into  433-446      
     testing  424-433      
     reinforced, environmental degradation of  165-177      
Conductivity, tanker corrosion rates and 533      
Constant strain rate (CSR), master curves and 67      
Conversion coatings 330 337 352 353 354 355
 356 357 358    
Copper       
     aluminum alloys and 345      
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     chromated copper arsenate and 313      
Copper azole 290 314     
Copper HDO 314      
Copper monoethanolamine (Cu-MEA) 290      
Copper naphthenate 312 313     
Copper-8-quinolinolate (oxine copper) 313      
Corrosion       
     chloride stress corrosion cracking and 41      
     control methods/services and 6 7 8 9 10  
     cost of  3-24 47     
          extrapolations and 20      
          methodologies for determining 4 5 6    
          microbial corrosion 185      
          as percentage of GDP 4 6     
          steel in concrete 165      
     defined 47 229     
     electrochemical  81-103      
     forms of 47      
     industry sector analysis and 10 11 12 13 14 15
 16 17 18 19 20  
     initiation/propagation and 376      
     microbial 185 186 187 188 189 190
 191 192     
     of metallic material in liquid 81      
     prevention of. See Prevention       
     testing. See Testing       
     under deposit 44 569     
     See also Oxidation       
Corrosion current (Icorr) 97 98 99 100 101  
Corrosion inhibiting compounds (CICs) 360      
Corrosion inhibiting pigments 372      
Corrosion inhibitors       
     chemical process equipment and 575      
     concrete and 170      
     corrosion costs and 8      
Corrosion intensity (CI) 94 95 96    
Corrosion penetration rate (CPR) 94 96     
Corrosion rates 47 48 49 50 55 56
 57 58 59 60   
     chemical process equipment and 566      
     equation for 49 58     
     hot corrosion and 143      
     measuring 512      
     tankers and 533 535     
Corrosion-resistant alloys (CRAs)       
     chemical process equipment and 575      
     corrosion costs and 8      
Corrosion-resistant coatings/paints  367-385      
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     chemical process equipment and 576      
     degradation of 376 377 378 379 380 381
     industrial applications and 381 382 383 384   
Counter electrode (CE) 56      
Coupons 511 512     
CP. See Cathodic protection       
CPR (corrosion penetration rate) 94 96     
Cracking       
     coated concrete and 425 429 431    
     of plastics, mechanical testing and 73      
     stress corrosion and 47 571     
CRAs (corrosion-resistant alloys)       
     chemical process equipment and 575      
     corrosion costs and 8      
Crazing 154      
Creep 34 74     
     adhesive failure and 75      
Creosote 312      
Crevice corrosion 47 570     
Cross-linking 553      
Crushing (thermal spraying) 412      
Crystallinity, barrier properties and 550 551 552    
CSCC (chloride stress corrosion cracking) 41      
CSR (compression stress-relaxation) testing 71      
CSR (constant strain rate), master curves and 67      
CTE (coefficient of thermal expansion) 488      
Cu-MEA (copper monoethanolamine) 290      
Current density, cathodic protection and 510      
CVD (chemical vapor deposition) 335      
Cyclic-anodic-polarization behavior 101      
Cyclic oxidation tests 110      
Cyclic polarization 59      
Cyclo-olefin co-polymers (COCs) 552      
       
D       
       
Dazomet 316      
DBDPO (decabromodiphenyl oxide) 246 247 248    
DCVG (Direct Current Voltage Gradient) 511      
De-smutting 350      
Decabromodiphenyl oxide (DBDPO) 246 247 248    
Deck of ships, corrosion in areas beneath 533      
Defect structure, oxide scales and 110 111 112    
Degradation       
     analyzing 326 327 328 329   
     of coatings/paints 376 377 378 379 380 381
 387 388 389 390 391 392
 393      
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     of plastics 153 154 155 156 157 158
 159 160 161 162 163  
     by radioactivity 326      
     of spacecraft materials  465-501      
     tribological 324      
     types of  79-225      
     UV/humidity 324      
Degradation of ortho-methyl phthalate ester (DMPE) 195      
Denture lining materials, testing of 76      
Deoxidation 350      
Department of Defense (DoD), cost of corrosion and 17 18     
Department of Energy (DoE), cost of corrosion and 17      
Dependability 321 334     
Deposit corrosion 142 143 144 145   
     testing methods for 144      
Design considerations       
     shipping industry and 541      
     surface engineering and 322 323 324 325 326 339
Detonation thermal spraying 406 408     
DHTs (double-hull tankers) 527 528 529    
     structural integrity risk and 537      
Differential scanning calorimetry (DSC) 75      
Diffusion       
     determining mechanism of 113      
     oxide scales and 110 111 112    
Diglycidyl ether of bisphenol A 72 73     
Dioxins 246 249 250 251 252 253
 254 255     
     combustion/incineration and 253      
Dipping (wood protection) 308      
Direct current polarization methods 577      
Direct Current Voltage Gradient (DCVG) 511      
DMA (dynamic mechanical analysis) 66      
     adhesive fatigue testing and 75      
DMPE (degradation of ortho-methyl phthalate ester) 195      
DoD (Department of Defense), cost of corrosion and 17 18     
DoE (Department of Energy), cost of corrosion and 17      
Double-hull tankers (DHTs) 527 528 529    
     structural integrity risk and 537      
Drainage current, impressed cathodic protection and 240      
Drinking water, cost of corrosion and 13 18     
DSC (differential scanning calorimetry) 75      
Dynamic mechanical analysis (DMA) 66      
     adhesive fatigue testing and 75      
       
E       
       
EDAX (Energy Dispersive X-ray Analysis) 110      
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Education and training, corrosion control and 9      
E-glass/vinyl ester composites, physical aging and 159      
EHC (electroplated hard chromium) 335      
EIS. See Electrochemical Impedance Spectroscopy       
Elastomers, aging and 162      
Electrical utilities, cost of corrosion and 13 18 19 20   
Electrical wires, spacecraft and 493      
Electrochemical cell 82 83 84 85   
     corrosion calculations and 86      
Electrochemical corrosion  81-103      
     measurements and 98 99 100 101 102  
Electrochemical equilibrium 87 88 89 90 91 92
Electrochemical Impedance Spectroscopy (EIS) 60      
     chemical process equipment testing and 578      
     corrosion-resistant paints and 368      
     organic coating degradation and 381 451     
Electrochemical kinetics 92 93 94 95 96 97
Electrochemical noise (EN) measurements 61      
Electrochemical tests 55 56 57 58 59 60
 61 62 577 578 579  
     for coatings 380      
     for organic coatings 451 452 453 454 455 456
 457 458     
Electrochemical thermodynamics 81 82 83 84 85 86
 87 88 89 90 91 92
Electron Spectroscopy for Chemical Analysis (ESCA) 110      
Electron spin resonance (ESR) 115 403     
Electron tunneling 117      
Electronic insulating materials, biodeterioration of 192      
Electronic packagings, thermal spray coatings and 421      
Electronics, cost of corrosion and 16 18     
Electroplated hard chromium (EHC) 335      
Ellingham diagrams 106      
Embedded thermocouple sensor 270      
EMMA test 392      
EMMAQUA test 392      
Empty cell process (wood protection) 310      
EN (electrochemical noise) measurements 61      
Energy Dispersive X-ray Analysis (EDAX) 110      
Engineering alloys, corrosion-resistant coatings and 371      
Environment       
     coatings and 384      
     flame retardants and 244 245 246 247 248 249
 250 251 252 253 254 255
 256 257     
     metallic materials failure analysis and  27-45      
     wood treatments and 311      
     See also Pollution       
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Environmental SEMs (ESEM) 326      
Environmental stress cracking (ESC) 154      
Environmentally assisted cracking 47 48 49 51   
EPDM (ethylene-propylenediene monomer) 71      
Epoxy composites, ultraviolet radiation and 482      
Epoxy formulations, physical aging and 159      
Epoxy resins 373      
Equatorial Mounted Mirrors for Acceleration tests 392      
Equilibrium half-cell potentials 83 86 89 91   
Erosive wear, thermal spray coatings and 417      
ESC (environmental stress cracking) 154      
ESCA (Electron Spectroscopy for Chemical Analysis) 110      
ESEM (Environmental SEMs) 326      
ESR (electron spin resonance) 115 403     
Etching 349      
Ethylene-propylenediene monomer (EPDM) 71      
Evaluating       
     coating degradation 378 379 380 381   
     primer performance 361      
     skin burns 271      
     See also Testing       
EVOH polymer 548 557 562    
Exfoliation corrosion 47 574     
Experience, chemical process equipment corrosion prevention/       
     control and 567      
Experiments. See Testing       
Exposure conditions, coating degradation and 390      
Exxon Valdez 527      
       

F       

       
Factor-jump thermogravimetry 73      
Failure analysis       
     of metallic materials  27-45      
     reports and 29      
Faraday’s law 94 95 96    
Farming, production, cost of corrosion and 16 18     
Feed preheater, failure analysis case study and 29 30 31 32   
FEP (fluorinated ethylene propylene) 480 481 482 483 484 485
 486 487 488 489 490 491
     thermal and radiation effects on 488 489 490 491   
Fertilizer plant failure analysis case studies 29 30 31 32 33 34
 35      
FGM (functionally gradient material) 334      
     Fiber-reinforced polymeric composite materials (FRPCMs),       
          biodeterioration of 193      
Filiform corrosion 378      
Fillers, polymers and 554 555 556    
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Film-forming finishes, for wood 287      
Fire. See Material flammability       
First-order reactions 69 70     
Flame retardants 217 218 219    
     defined 243      
     exposure levels and 255      
     for clothing 261      
     how they work 243 244 245 246   
     polymeric  243-259      
     regulatory controls and 256      
Flame spray powder/wire thermal spraying 406 408     
Flame spread 220      
Floating Production, Storage and Offloading (FPSO) systems 529      
Flow rate, laboratory tests and 49      
Fluid flow, effect on corrosion 62      
Fluorescent light sources, for artificial accelerated       
     weathering tests 395      
Fluoride 314 315     
Fluorinated ethylene propylene (FEP) 480 481 482 483 484 485
 486 487 488 489 490 491
     thermal and radiation effects on 488 489 490 491   
Fluoropolymers, ultraviolet radiation and 481      
Food       
     packaging materials and 560 561 562    
     processing, cost of corrosion and 16 18     
     storage, acrylonitrile/styrene migration and 76      
Food products, release coatings and 421      
Force measurements 71      
Fourier transform infrared spectroscopy (FTIR) 327 328 329    
     coating weatherability testing and 403      
FPSO (Floating Production, Storage and Offloading)       
     systems 529      
Freezing, wood weathering and 280      
Fretting wear, thermal spray coatings and 418 419     
FRPCMs (fiber-reinforced polymeric composite materials)       
     biodeterioration of 193      
FTIR (Fourier transform infrared spectroscopy) 327 328 329    
     coating weatherability testing and 403      
Full cell process (wood protection) 310      
Fumigants, wood protection and 316      
Functionality 321      
Functionalized nanostructures coatings 336      
Functionally gradient material (FGM) 334      
Fungi, wood degradation and  301     
Fusing (thermal spraying) 412      
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G       

       
Galactic cosmic rays (GCRs) 483      
Galvanic cathodic protection 230 231 232 233 234 235
 236 237     
Galvanic corrosion 572      
Galvanic Series 540      
Galvanized steels, corrosion-resistant coatings and 372      
Galvanizing, corrosion costs and 7      
Galvanodynamic polarization 59      
Galvanostatic polarization 59      
Garment flammability 261      
Gas cluster ion beam (GCIB) 335      
Gas environments, oxidation in mixed environments and 132 133 134 135 136 137
Gas industry, cost of corrosion and 12 17 18 19 20  
Gas phase corrosion 151      
Gas pipelines, cost of corrosion and 11 18     
Gas turbines 412 413 414 415 416  
superalloys and 131      
ternary alloy oxidation and 141      
Gas/water atomization (thermal spraying) 411      
Gasification property, heat release rates and 222      
GCIB (gas cluster ion beam) 335      
GCRs (galactic cosmic rays) 483      
GDP (gross domestic product)       
BEA industry categories and 5      
     corrosion costs as percentage of 4 6     
     cost of corrosion and 17 18     
Generalized electrochemical cell reaction 83 84 85    
Gibb’s free energy 82 83 84 85   
Glass       
     thermal protective clothing and 262      
     ultraviolet radiation and 480      
Glass fiber epoxy composites, physical aging and 160      
Glass fiber-reinforced polyester (GRP), heat release       
     rates and 221      
Government agencies, cost of corrosion and 17 18     
Graphite, as anode material 237      
Gravimetric method 109      
Grooving corrosion, ships and 531      
Gross domestic product. See GDP    507 515  
Ground bed 229 233 234 235 236 237
 238 239 240 241   
GRP (glass fiber-reinforced polyester), heat release rates and 221      
       

H       
       
Hafnium, oxidation and  118 119    
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Half-cell potentials 82 83 84 85 86 87
 88 89 91    
Halide concentration testing 49      
Halide-specific probes, organic coatings and 459      
Halogen-containing flame-retardants 219 243     
Halogenated dibenzo-p-dioxins. See Dioxins       
HALS (hindered amine light stabilizers)       
     coating degradation and 388 403     
     wood protection and 292      
Hard anodizing 352 353 354    
Hazardous materials storage, cost of corrosion and 12 18     
Hazardous materials transport, cost of corrosion and 15 18     
HBCD (hexabromocyclododecane) 249      
Heartwood, durability of 307      
Heat exchanger tubes, failure analysis and 39 40 41 42   
Heat insulation, thermal spraying applications and 414      
Heat release rates 220 221 222 223   
Heat, wood degradation and 280 300     
Hemicelluloses 286      
     heat damage and 300      
Henriques Damage Integral burn model 271      
Hexabromocyclododecane (HBCD) 249      
High-alloy stainless steel tubes, failure analysis case study and 32 33 34 35   
High-nickel alloys, failure analysis case study and 35 36 37 38   
High-temperature oxidation. See Oxidation       
High-tensile strength (HT) steel, tankers and 527      
High-velocity oxygen fuel (HVOF) thermal spraying 406 407 408 334   
Highways, cost of corrosion and 11 18     
Hindered amine light stabilizers (HALS)       
     coating degradation and 388 403     
     wood protection and 292      
Hindered phenolic antioxidants 292      
Holidays. See Pinholes       
Home appliances, cost of corrosion and 17 18     
Hot corrosion 142 143 144 145   
     testing methods for 144      
     thermal spraying applications and 415      
Hot-dip galvanizing, corrosion costs and  7     
HST (Hubble Space Telescope) 483      
     FEP degradation and 489 490 491    
HT (high-tensile strength) steel, tankers and  527     
Hubble Space Telescope (HST) 483      
     FEP degradation and 489 490 491    
Hull girder strength, corrosion and 537 541 543    
HVOF (high-velocity oxygen fuel) thermal spraying 334 406 407 408   
Hydrogen embrittlement 47      
Hydrogen-induced cracking 47      
Hydrogen ion activity 509      
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Hydrostatic testing, coated concrete and 424 425 426    
Hymenoptera, wood degradation and 305      
       
I       
       
IACS (International Society of Classification Societies) 540      
IBAD (ion beam assisted deposition) 334      
Icorr (corrosion current) 97 98 99 100 101  
Ignition properties 219      
IGTs (industrial gas turbines) 412 413 414 415 416  
     superalloys and 131      
     ternary alloy oxidation and 141      
IHD (Intensive Holiday Detection) 512      
Immersion tests 48 49 50 51 52 53
IMO (International Maritime Organization) 541      
Impressed current cathodic protection 237 505     
     choosing 513      
     designing 515 516 517    
Impurities, in oxides 111      
Incinerators, high-temperature corrosion and 150      
Industrial gas turbines (IGTs) 412 413 414 415 416  
     superalloys and 131      
     ternary alloy oxidation and 141      
Industry sectors, corrosion costs and 5 10 11 12 13 14
 15 16 17 18 19 20
Infrared (IR) 115      
Infrastructure, cost of corrosion and 11 18     
Initial oxidation 115 116 117 118   
Inorganic additives, in paints 332 336     
Inorganic compounds, wood protection and 289      
Inorganic hydroxides 219      
Insects, wood degradation and 303 304 305    
Intensive Holiday Detection (IHD) 512      
Intergranular corrosion 47      
Internal resistance 233 235     
International Convention for the Prevention of Pollution       
     from Ships 541      
International Convention for the Safety of Life at Sea (SOLAS) 541      
International Maritime Organization (IMO) 541      
International Society of Classification Societies (IACS) 540      
Interstitials, in oxides 111      
Invertebrate settlement 181 182 183 184 185  
Ion beam treatment techniques 334      
Ion ingress 449 456     
Ionizing radiation, spacecraft materials degradation and 482 483 484 485 486 487
IR (infrared) 115      
IR coupons 511 512     
IR drop, cathodic protection and 507      
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Iron       
     aluminum alloys and 345      
     oxidation and 119      
ISO standards, weathering/appearance tests and 399      
Isoconversional diagnostic plots 73      
Isoptera (termites), wood degradation and 303      
Isothermal oxidation 110      
       

K       

       
Kamal method 73      
Kapton® 470 471 472 473 474 475
 476 477 485    
Kevlar® 261 262     
     chemical aging and 153      
Kinetics       
     chemical 69 70 71    
     galvanic systems and 232 233 234    
     oxidation and 106 107 108 109   
Kissinger method 72 73     
Knowledge, chemical process equipment corrosion prevention/       
          control and 567      
       

L       

       
Lamination, packaging and 557 558 559    
Lanthanides 357      
Laser ablation 335      
Lattice defects 112      
LDEF (Long Duration Exposure Facility) satellite       
     contamination processes and 478      
     epoxy adhesives and 482      
     impact craters and 493      
Lead paint 384      
Lectins 181 182 183    
LEED 115      
LEIM (local electrochemical impedance map) 452 453 454 455 456 457
 458      
LEIS (local electrochemical impedance spectra) 452 453 454 455 456 457
 458      
LEO atomic oxygen 466 467 468 469 470 471
 472 473 474 475 476 477
Life-cycle modeling, concrete and 171 173     
Light       
     coating degradation and 377 389     
     wood weathering and 277 278 279 280 281  
Light organic solvent systems (LOSP) 313      
Limnoria, wood degradation and 305      
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Linear polarization resistance (LPR) 58      
Linear rate law 108      
Liquid crystallinity 551      
Liquid hydrochloric acid, nickel-based alloys and 37      
Liquid transmission pipelines, cost of corrosion and 11 18     
Local electrochemical impedance map (LEIM) 452 453 454 455 456 457
 458      
Local electrochemical impedance spectra (LEIS) 452 453 454 455 456 457
 458      
Localized corrosion 47 48 49 50 51 52
 53 54 57 58 59 60
     chemical process equipment and 566 469 570 571 572 573
 574      
     cyclic-anodic-polarization behavior and 101      
Logarithmic Law, Mott theory of 117      
Logarithmic oxidation 106 107 108    
Long Duration Exposure Facility (LDEF) satellite       
     contamination processes and 478      
     epoxy adhesives and 482      
     impact craters and 493      
LOSP (light organic solvent systems) 313      
Low-alloy ferritic steels, oxidation behaviors and 128      
Low-alloy steel pipes, failure analysis case study and 29 30 31 32   
Low permeability concrete 169      
Low-pressure plasma spraying (LPPS) 410      
Low-temperature oxidation 115      
Lowry process (wood protection) 311      
LPPS (low-pressure plasma spraying) 410      
LPR (linear polarization resistance) 58      
       

M       

       
M. V. Castor, marine incident and 523 524 525    
M. V. Nakhodka, marine incident and 525      
Macrofouling 179      
Magnesium alloys, corrosion-resistant coatings and 372      
Magnesium anodes, vs. zinc anodes 235      
Magnesium, aluminum alloys and 346      
Maintainability 321      
Manganese       
     aluminum alloys and 346      
     improved alloy mechanical properties and 128      
Manufacturing, cost of corrosion and 15 18 20    
MAP (modified atmosphere packagings) 561      
Marine corrosion 531 532 533    
Marine industry, coatings and 381      
Marine organisms 381      
     wood degradation and 305      



 
This page has been reformatted by Knovel to provide easier navigation. 

Index Terms Links      
       
Marker technique 113      
Mass balance test 114      
Master curves 66 67 68 69   
Material flammability  207-225      
     flame retardants and 217 218 219    
     flammability properties and 219 220 221 222 223  
     tests and 210 211 212 213 214  
 215 216 217    
Mechanical cladding (thermal spraying) 411      
Mechanical testing       
     of coatings/paints 403      
     of plastics 73 74 75    
Mell and Lawson burn model 274      
Membranes, for concrete 169      
Mercury/saturated-mercurous-chloride half-cell 83      
Metal conditioner, vinyl butyral as 374      
Metal dusting 148      
Metallic coatings       
     corrosion costs and 6      
     polymer protection and 487      
Metallic materials       
     atomic oxygen and 474      
     chemical process equipment corrosion and  565-581      
     corrosion costs and  3-24      
     corrosion equation for 55      
     corrosion of. See Oxidation       
     corrosion-resistant coatings/paints for  367-385      
     failure analysis of  27-45      
     Pourbaix diagrams and 87 88 89 90 91 92
 230      
     surface pretreatment and 348 349 350 351 352  
     testing, vs. plastics 65      
     thermal spray coatings and  405-422      
Metalorganic CVD (MOCVD) 335      
Metalworking industry, thermal spray coatings and 421      
Metam sodium 316      
Methylisothiocyanate (MITC) 316   323   
Microbial-induced corrosion (MIC) 53 185 186 187 188 189
 190 191 192    
     ships and 531      
     chemical process equipment and 571      
Microbiological activity, pipelines and 509      
Microfouling 179      
Micrometeoroids 491 492 493 494   
Microorganisms 53 323     
     biofouling and  179-206      
     coating degradation and 389      
     failure analysis and 39      
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     ships and 531      
     wood weathering and 277 281     
Microscopy techniques 326      
Migration of acrylonitrile and styrene 76      
Military aircraft, coatings and 383      
Military vehicles, coatings and 362      
Mining, cost of corrosion and 16 18     
MISSE PEACE polymers experiment 473      
MITC (methylisothiocyanate) 316      
Mixed gas environments, oxidation and 132 133 134 135 136 137
MOCVD (metalorganic CVD) 335      
Modified atmosphere packagings (MAP) 561      
Modulus 66 67 68    
Moisture. See Water       
Mold fungi, wood degradation and 302      
Molecular probes, organic coatings and 458 459 460    
Molecular spectroscopies 327      
Motor vehicles, cost of corrosion and 13 18     
Mott Theory of Direct Logarithmic Law 117      
Municipal incinerators, high-temperature corrosion and 150      
       

N       
       
n-type oxides 112      
NACE (National Association of Engineers)       
     cathodic protection criteria and 507      
     corrosion rates and 567      
NACE International 5      
corrosion control services and 9      
Nakhodka (M. V.), marine incident and 525      
Nanostructured coatings 336      
Nanotubes, aging and 162      
National Association of Engineers. See NACE       
Natural gas (NG), failure analysis case study 29 30 31 32   
Near UV (NUV) 479 481     
Negative chemotaxis 181      
Nernst equation 86 230 241    
Neutral coatings 417      
NG (natural gas), failure analysis case study 29 30 31 32   
Nickel       
     as alloying element 122      
     oxidation and 118      
Nickel-based alloys 27 124 129    
     corrosion-resistant alloys and 8      
     failure analysis case study and 38      
Niobium, oxidation and 119      
Noble metals       
     cathodic protection and 231 504     
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     chemical etch and 350      
     oxidation and 118 119 120 121 122  
     thermal spraying and 410      
Nomex® 261      
nth-order reactions 69 70     
Nuclear waste storage, cost of corrosion and 17 18     
NUV (near UV) 479 481     
Nylon 11, physical aging and 158      
Nylon 1212, thermogravimetric analysis and 72      
Nylon 66, physical aging and 158      
       

O       
       
OBDPO (octabromodiphenyl oxide) 248      
OCLI coating 482 487 489    
Octabromodiphenyl oxide (OBDPO) 248      
ODS (oxide dispersion-strengthened) alloys 132      
Oil exploration/production, cost of corrosion and 15 18     
Oil Pollution Act of 1990 527      
Oil tankers. See Tankers       
Oilborne preservatives 312      
Optical sensors 270      
Orbital debris 491 492 493 494   
Organic chloride 35 36 37 38   
Organic coatings 374 375 376 377 378 379
 380 381     
     corrosion costs and 6      
     extrinsic defects in 450      
     intrinsic defects in 449 450 451 452 453 454
 455 456 457 458 459 460
 461      
          growth/death cycle of 455      
Organic flame retardants 244      
Organic primers 348      
Organisols 374      
Orientation, barrier properties and 556      
Outdoor exposure, of coatings/paints 389 390 391 392 393  
Over coatings 348 358     
Overprotection 241      
Oxidation  105-152 229     
     alloys and 122 123 124 125 126 127
 128 129 130 131 132  
          commercial alloys 128 129 130 131 132  
          multi-component alloys 125 126 127 128   
     criteria of 106      
     industrial examples of 148 149 150 151   
     initial 115 116 117 118   
     isothermal 110      
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     logarithmic 106 107 108    
     low-temperature 115      
     measurement techniques for 108 109 110    
     microbial 185 186 187 188 189 190
 191 192     
     parabolic 108      
     pure metals and 118 119 120 121 122  
     vs. sulfidation 134 135 136    
     thick layer 117      
     thin layer 106 108 115 116 117 118
     See also Corrosion       
Oxidation kinetics 106 107 108 109   
Oxidation resistance, thermal spraying applications and 415      
Oxide dispersion-strengthened (ODS) alloys 132      
Oxide scale spallation 145      
Oxides       
     chemical process equipment corrosion and 565      
     n-type 112      
     p-type 112      
Oxine copper (copper-8-quinolinolate) 313      
Oxygen       
     food packagings and 561      
     with sulfur dioxide, ternary alloy oxidation and 141      
     wood protection and 306      
Oxygen tracer technique 113      
Ozawa-Flynn-Wall method 72 73     
       

P       
       
p-type oxides 112      
Package boiler tubes, failure analysis and 42      
Packaging, barrier materials for  547-563      
Paints  387-404      
     composite 332 333 334    
     corrosion-resistant  367-385      
          characteristics/uses of 372 373 374 375 376  
          chemical process equipment and 576      
          degradation of 376 377 378 379 380 381
          industrial applications and 381 382 383 384   
     tanker protection and 538      
     weathering tests for 387 388 389 390 391 392
 393 394 395 396 397 398
 399 400 401 402 403 404
     white thermal control 482 486 488    
     See also Coatings       
Paper industry       
     cost of corrosion and 16 17 18 19 20  
     thermal spray coatings and 421      
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Paper, physical aging and 157      
Parabolic oxidation 108      
Passivation 90 91 92    
Passive corrosion rates 58      
PBBEs (polybrominated biphenyl ethers) 245      
PBBs (polybrominated biphenyls) 244 245 246 247   
     regulatory controls and 257      
PBDDs (polybrominated dibenzodioxins) 244      
PBDFs (polybrominated dibenzofurans) 244      
PBDPO flame retardants 245 246 247 248 249  
PBI (polybenzimidazole) 261 263     
PBO (polyphenylene-benzobisozazole) 263      
PBR (Pilling Bedworth Ratio) 145      
PCBs (polychlorinated biphenyls) 246 247 248    
PE (polyethylene)       
     biodeterioration of packaging materials and 193      
     cross-linked 553      
PeBDPO (pentabromodiphenyl oxide) 248      
PEGs (polyethylene glycols) 315      
PEI (polyether imide) 72      
PEN bottles 552 554 556    
Penetrating finishes for wood 287      
Penetration, wood protection and  308     
Pennes burn model 272      
Pentabromodiphenyl oxide (PeBDPO) 248      
Pentachlorophenol 312 313     
PET bottles 554 555 556 557   
Petrochemical industry 152      
     cost of corrosion and 16 17 18 19   
     oxidation and 132      
Petrochemical plant failure analysis case studies 35 36 37 38 39 40
 41 42     
Petroleum refining 152      
     cost of corrosion and 16 18     
pH       
     of concrete 165      
     laboratory tests and 49      
     of soil 509      
     tanker corrosion and 534      
Pharmaceutical industry       
     cost of corrosion and 16 17 18 19   
     oxidation and 132      
Phase stability diagrams 137      
PHE (plate-type heat exchanger), failure analysis case study and 38      
Phenolic resins 375      
Pholads, wood degradation and  305     
Phosphate surface treatments 331      
Phosphorous-containing flame retardants 219      
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Photodegradation 65      
Photothermodegradation 65      
Phthalate acids 195      
Phthalate esters 195      
Physical aging of plastics 154 155 156 157 158 159
 160 161 162    
     role of water in 161      
Physical vapor deposition (PVD) 335      
PI (polyimide) 263      
Pickling 350      
Pigments, in coatings/paints 369      
     corrosion inhibiting 372      
Pilling Bedworth Ratio (PBR) 145      
Pinholes 171 369     
     concrete coatings and 424 428     
Pipelines       
     buried, coatings and 383      
     cathodic protection of  503-521      
          impressed cathodic protection and 237      
          monitoring methods for 511      
     ground bed spacing and 238 239 240 241   
     hot water, tuberculation in 573      
     microbial corrosion and 185 186 187 188 189 190
 191 192     
 509      
     protection of, soil resistance and 508      
     stray current corrosion and 241      
Pitting corrosion 42 47     
     chemical process equipment and 569 570 571    
     concrete and 167 168 169 170   
     cyclic-anodic polarization behavior and 101      
     tankers and 531      
Plasma densification (thermal spraying) 411      
Plasma thermal spraying 334 406 410    
Plastic deformation 34      
Plasticizers, biodeterioration and 195      
Plastics 65      
     chemical/physical aging of 153 154 155 156 157 158
 159 160 161 162 163  
     corrosion costs and 8      
     lifetime predictions of 65 66 67 68 69 70
 71 72 73 74 75 76
 77      
     packaging materials and  547-563      
     release coatings and 421      
     as waste material, degrading 65      
Plastisols 374      
Plate-plate (PP) testing geometry 69      
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Plate-type heat exchanger (PHE), failure analysis case study and 38      
PLC (polymer liquid crystal), creep behavior and 74      
PLD (pulsed laser deposition) 335      
Polarity, barrier properties and 548 549 550    
Polarization 59 89 90 91 92 93
 94 95 96 97 98 99
 100 101 102    
     polarization curves and 96 97 98 99   
Pollution       
     coating degradation and 389      
     ships/tanks and 527 541     
     wood weathering and 281      
     See also Environment       
Poly(ethyl acrylates), physical aging and 157      
Poly(ethyl methacrylates), physical aging and 157      
Polyamide 11, physical aging and 158      
Polybenzimidazole (PBI) 261 263     
Polybrominated biphenyl ethers (PBBEs) 245      
Polybrominated biphenyls (PBBs) 244 245 246 247 248  
regulatory controls and 257      
Polybrominated dibenzodioxins (PBDDs) 244      
Polybrominated dibenzofurans (PBDFs) 244      
Polychlorinated biphenyls (PCBs) 246 247 248    
Polyester resins 372      
Polyether imide (PEI) 72      
Polyethylene (PE)       
     biodeterioration of packaging materials and 193      
     cross-linked 553      
Polyethylene glycols (PEGs) 315      
Polyimide (PI) 263      
Polyimide gas separation membranes, physical aging and 159      
Polyimide Kapton® 470 482     
Polyimides, biodeterioration of 192 193 194 195   
Polyisocyanurate foam, physical aging and 158      
Polymer liquid crystal (PLC), creep behavior and 74      
Polymer-modified asphalt, master curves and 68      
Polymeric wastes, nonisothermal kinetic testing and 72      
       
Polymers       
     atomic oxygen exposure and 470      
     mitigation techniques for 475 476 477    
     barrier packaging materials and  547-563      
     biodeterioration of 192 193 194 195   
     concrete coatings and 424      
     corrosion costs and 8      
     fillers/blends and 554 555 556    
     flame retardancy and  243-259      
     ionizing radiation and 485      
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     material flammability and  207-225      
     MISSE PEACE experiment and 473      
     space radiation and, mitigation techniques for 487      
     thermal decomposition of 208      
     thermal spraying and 411      
     thermal variations and 487      
     ultraviolet radiation and 479      
Polyolefins, environmental stress cracking and 154      
Polyphenylene ether (PPE) composites, physical aging and  157      
Polyphenylene sulfide (PPS) 263      
     thermal decomposition testing and 73      
Polyphenylene-benzobisozazole (PBO) 263      
Polypropylene, thermogravimetric analysis and 72      
Polystyrene, physical aging and 157      
Polysulfone, mechanical testing and 74      
Polytetrafluoroethylene (PTFE) 263 486     
Polyurethane foam, physical aging and 158      
Polyurethanes 375      
Polyvinyl chloride (PVC), physical aging and 155      
Polyvinylidene fluoride (PVDF), physical aging and 156      
Polyvinylpyrrolidone (PVP), physical aging and 158      
Pore space 376      
Ports, cost of corrosion and 12 18     
Potential criteria, cathodic protection and 507      
Potential surveys, for pipelines 511      
Potentiodynamic polarization 59      
Potentiostatic polarization 58      
Potentiostats 56      
Pourbaix diagrams 87 88 89 90 91 92
     cathodic protection and 230      
Powder coatings 360      
Powder thermal spraying 406 408     
Power cables, spacecraft and 493      
Power plants, oxidation and 132 149     
PP (plate-plate) testing geometry 69      
PPE (polyphenylene ether) composites, physical aging and 157      
PPS (polyphenylene sulfide) 263      
     thermal decomposition testing and 73      
Premature failures 27      
Preservatives, wood treatments and 311 312 313 314 315  
Pressure processes (wood protection) 310      
Pressure vessels 493      
Pressure, laboratory tests and 49      
Prevention 21  227-317  565-581    
     See also Coatings       
Primers 358 359 360 361   
     evaluating performance of 361      
Printing industry, thermal spray coatings and 421      
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Production, cost of corrosion and 15 18 20    
Proof testing, for coatings 380      
Protective coatings. See Coatings       
Protective measures  227-317  565-581     
     See also Coatings       
PTFE (polytetrafluoroethylene) 263 486     
Pulp industry, cost of corrosion and 16 17 18 19 20  
Pulsed laser deposition (PLD) 335      
Pure metals. See Noble metals       
PVC (polyvinyl chloride), physical aging and 155      
PVD (physical vapor deposition) 335      
PVDF (polyvinylidene fluoride), physical aging and 156      
PVP (polyvinylpyrrolidone), physical aging and 158      
Pyrocal sensor 269      
Pyrolysis       
     computer modeling and 223      
     flame retardants and 244      
Pyroman System 267      
       

R       
       
Radiant coils, failure analysis case study and 35 36 37 38   
Radiant Panel System 267      
Radiant Protective Performance (RPP) 266      
Radioactivity damage 326      
Radiolysis 326      
Railroads, cost of corrosion and 12 14 18    
Ram atomic oxygen 467 479     
Raman spectroscopy 327      
Rare earth-based conversion coating 357      
Rare earth elements, improved oxidation behavior and 128      
RE (reference electrode) 56      
Reaction order 69      
Reaction to fire. See Material flammability       
Rebar coatings, concrete and 171      
Red cedar, heat release rates and 221      
Redox potential, pipelines and 509      
Reference electrode (RE) 56      
Reformer tubes, failure analysis case study 32 33 34 35   
Regulatory controls       
     fire safety code testing 210 211 212 213 214  
     flame retardants and 256      
     See also Standards       
Reinforced concrete       
     chloride ingress and 165 166 167 168 169 170
     environmental degradation of 165 166 167 168 169 170
 171 172 173 174 175 176
 177      
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     protection systems for 169 170 171 172   
Release coatings 421      
Reliability 321      
Research and development 9      
     material flammability testing and 214 215 216 217   
     thermal protective clothing and 261      
Resins 372 373 374 375 376  
Resistance calculations, galvanic cathodic protection and 234      
Restoration, thermal spray coatings and 417      
Retention, wood protection and 308      
Reversible electrical work 82      
Rigid thermoplastic polyurethane (RTPU) materials, 
environmental       
          stress cracking and 154      
Rinsing, metal surface pretreatment and 351      
Rotating airfoils, industrial gas turbines and 416      
RPP (Radiant Protective Performance) 266      
RTPU (rigid thermoplastic polyurethane) materials, environmental       
     stress cracking and 154      
Rubber       
     aging and 162      
     release coatings and 421      
Rueping process (wood protection) 311      
Rutile 120      
       

S       

       
S13G/LO paint 482 486     
Sacrificial anodes, corrosion costs and 9      
Sacrificial cathodic protection 370 504     
     choosing/designing 513 514 515    
SAE standards       
     metal alloy decontamination and 349      
     weathering/appearance tests and 399      
Salt, wood degradation and 300      
SAMPE (Society for the Advancement of Material and       
          Process Engineering) 76      
Saturated calomel electrode (SCE) 56 83 101    
Scale spallation 145      
Scales 110 111 112    
     multi-component alloys and 125 126 127 128   
Scanning electron microscopy (SEM) 110 326     
Scanning electron microscopy/energy dispersive analysis       
          by X-rays (SEM/EDAX) 328      
Scanning optical microscopy 326      
Scanning reference electrode techniques (SRET) 354      
Scanning vibrating electrode techniques (SVET) 354      
SCE (saturated calomel electrode) 56 83 101    
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SCF (supercritical fluid) treatments, for wood 311      
Scrap steel, as anode material 237      
Sealers, for concrete 169      
Sealing 354      
Second-order reactions 69 70     
Secondary Ion Mass Spectrometry (SIMS) 110 113 327    
Self-assembled, nano-phase particle (SNAP) coatings 337      
Self-fluxing alloys/blends 410      
Self-healing coatings 334 369     
SEM (scanning electron microscopy) 110 326     
SEM/EDAX (scanning electron microscopy/energy dispersive       
     analysis by X-rays) 328      
Sensing devices, skin burns and  268     
SET (stored energy test) 267      
Sewer systems, cost of corrosion and  13 18    
Shawbury-Wallace relaxometer 71      
SHE (standard hydrogen electrode) 83      
Shipping industry       
     cost of corrosion and 14 18     
     standards and 540      
Ships       
     beneath deck corrosion and 533      
     grooving corrosion and 531      
     microbial-induced corrosion and 531      
     wood protection and 307 316     
     Shipworms, wood degradation and 305      
     Shroud casings, IGTs and 416      
     SHTs (single-hull tankers) 527 528 529    
     structural integrity risk and 537      
Side shell, corrosion and 532      
Silicon       
     as alloying element 122 125     
     aluminum alloys and 346      
Silicones, atomic oxygen and 474 477     
Silver corrosion 87      
Silver-silver chloride electrode (SSE) 56      
SIMS (Secondary Ion Mass Spectrometry) 110 113 327    
Simulated service exposure testing, for coatings 378      
Single-hull tankers (SHTs) 527 528 529    
structural integrity risk and 537      
Sintering (thermal spraying) 411      
SiOx coating 488      
Site visits 28      
Skin burns       
     evaluating 271      
     sensing devices and 268      
Sliding wear, thermal spray coatings and 419      
Smoke, material flammability and 207 213 222    
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Smut 350      
SNAP (self-assembled, nano-phase particle) coatings 337      
Soaking (wood protection) 308      
Society for the Advancement of Material and Process       
          Engineering (SAMPE) 76      
Soft rot fungi, wood degradation and 303      
Soil box method, for soil resistance measurement 508      
Soil pH 509      
Soil resistance 233 235     
     cathodic protection and 508      
Solar flare x-ray radiation 483      
Solar proton events (SPEs) 483      
Solar radiation       
     wood coatings and 287      
     wood weathering and 277      
Solar ultraviolet radiation, spacecraft materials degradation and 479 480 481 482   
Solarization 480      
SOLAS (International Convention for the Safety of Life at Sea) 541      
Solvent washing 349      
Solventborne primers 359      
Spacecraft materials, degradation of  465-501      
     interactions with atomic oxygen 470 471 472 473 474 475
     space radiation and 479 480 481 482 483 484
 485 486 487    
     spacecraft contamination and 477 478 479    
Specific Technology Groups (STGs) 5      
Spectral power distribution 393 394 395    
SPEs (solar proton events) 483      
Spray drying (thermal spraying) 411      
SRET (scanning reference electrode techniques) 354      
SSE (silver-silver chloride electrode) 56      
Stain fungi, wood degradation and 302      
Stainless steel 27      
     concrete and 171      
     corrosion-resistant alloys and 8      
     failure analysis and 39 40 41 42   
     immersion tests and 49      
     oxidation resistance of 129      
Standard hydrogen electrode (SHE) 83      
Standards       
     cabinet tests and 54      
     concrete coating bonding tests and 426 428     
     concrete coating pinhole tests and 428 433     
     electrochemical tests and 57      
     immersion tests and 50      
     laboratory testing and 49 50 51 52   
     metal alloy decontamination and 349      
     shipping industry and 540      
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     weathering/appearance tests and 399      
     wood protection and 311      
Stationary airfoils, IGTs and 416      
Stern-Geary method 100      
STGs (Specific Technology Groups) 5      
Stiff molecules, barrier properties and 552      
Stiffeners of bulkheads, corrosion and 532      
Stoll Curve burn model 271      
Stored energy test (SET) 267      
Strain, measuring in plastics 66      
Stray current corrosion 241      
Stress       
     measuring in plastics 66      
     thermal cycling and 145 146 147 148   
Stress corrosion cracking 47 571     
Styrene, migration of 76      
Sulfate-reducing bacteria 509      
Sulfidation       
     of alloys 136      
     high-temperature 31      
     vs. oxidation 134 135 136    
Sulfur dioxide, ternary alloy oxidation and 141      
Sulfur dioxide-containing atmospheres, scaling of alloys and 138 139 140 141   
Sulfur-oxidizing bacteria, pipelines and 510      
Sulfur, metal dusting and 149      
Sulfuric acid plant case study 38      
Superalloys 131      
Supercritical fluid (SCF) treatments, for wood 311      
Surface engineering       
     design considerations and 322 323 324 325 326 339
     technologies for 329 330 331 332 333 334
 335 336 337    
          advantages/disadvantages of 338      
     See also Coatings; Protective measures       
SVET (scanning vibrating electrode techniques) 354      
Synchrotron techniques 327 329     
       

T       
       
Tafel extrapolation 99      
Tafel polarization behavior 93 94 98    
Tankers, corrosion and  523-545      
     measuring/monitoring 538 542     
     preventing/mitigating 538 539 540 541   
     protection costs and 525 526 527    
     structural integrity risk 536 537 538    
     types of corrosion 529 530 531    
Tantalum, oxidation and 118 119     
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TB (torsion bar) testing geometry 69      
TBCs (thermal barrier coatings) 413      
Technora® 263      
Tedlar®, ultraviolet radiation and 481      
TEF (toxicity equivalence factor) 250 252     
Teflon® 263 486     
Teflon® FEP       
     impact craters and 493      
     thermal and radiation effects on 488 489 490 491   
     ultraviolet radiation and 480 481     
Telecommunications, cost of corrosion and 13 18     
Temperature       
     coating degradation and 377 388     
     food packagings and 560      
     laboratory tests and 49      
     spacecraft materials degradation and 487 488 489 490 491  
     tanker degradation and 533      
     wood protection and 306      
TEQs (Toxicity Equivalents) 253 254 255 256   
Termites, wood degradation and 303      
Test cycles, for accelerated weathering 398 399 400 401   
Testing  47-63  387-404     
     cabinet 53 54 55    
     chemical process equipment and 577 578 579 580   
     coatings  387-404      
     concrete coatings 424 425 426 427 428 429
 430 431 432 433   
     electrochemical 55 56 57 58 59 60
 61 62     
     failure analysis and 29      
     hot corrosion and 144      
     immersion 48 49 50 51 52 53
     material flammability and 210 211 212 213 214 215
 216 217     
          fire safety code testing 210 211 212 213 214  
          research and development testing 214 215 216 217   
     plastics 65 66 67 68 69 70
 71 72 73 74 75 76
     post-exposure, for coatings 402      
     thermal protective clothing 265 266 267 268   
     See also Evaluating       
Testing geometries 68      
Textile products, thermal protection and 261 262 263 264 265 266
 267 268 269 270 271 272
 273 274 275    
Thermal barrier coatings (TBCs) 413      
Thermal cycling       
     spacecraft materials degradation and 487 488 489 490 491  
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     stresses and 145 146 147 148   
Thermal decomposition testing 71 72 73    
Thermal protective clothing (TPC) 261 262 263 264 265 266
 267 268 269 270 271 272
 273 274 275    
Thermal Protective Performance (TPP) 265 269     
Thermal spray coatings 334  405-422     
     selection considerations and 421      
Thermal spray wires 411      
Thermal spraying, industrial applications and 412 413 414 415 416 417
 418 419 420 421   
Thermal treatments, for wood 309      
Thermobalance 110      
Thermochemical stability diagrams 137      
Thermocouple-type sensors 270      
Thermogage™ 270      
Thermogravimetric analysis 72 109     
Thermoset polyurethanes 362      
Thick layer oxidation 117      
Thin layer oxidation 106 108 15 116 117 118
Throwing power 240      
Time-temperature superimposition (TTS) 66      
Titanium alloys, corrosion-resistant alloys and 8      
Titanium, oxidation and 118 119 120    
Topcoatings 348 361 362 363   
Torsion bar (TB) testing geometry 69      
Torvi burn model 273      
Toxic products       
     chromates and 384      
     dioxins and 246 249 250 251 252 253
 254 255     
     material flammability and 207 213 222    
     organic flame retardants and 244      
     PBDPO flame retardants and 246 247 248 249   
     VOC emissions and 332 370 384    
Toxicity equivalence factor (TEF) 250 252     
Toxicity Equivalents (TEQs) 253 254 255 256   
TPC (thermal protective clothing) 261 262 263 264 265 266
 267 268 269 270 271 272
 273 274 275    
TPP (Thermal Protective Performance) 265 269     
Traction coatings 421      
Transition ducts, industrial gas turbines and 415      
Transportation, cost of corrosion and 13 18     
Trapped radiation belts 483      
Tribological damage 324      
TTS (time-temperature superimposition) 66      
Tuberculation, in hot water pipelines 573      
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Two-stage dip diffusion (wood protection) 309      
       

U       

       
Uhlig report/method 3 6     
Ultraviolet light. See UV light       
Under deposit corrosion 44      
Under-film corrosion 451      
Undercoating corrosion 377      
Unicoatings 363      
UNS N08811 (high-nickel alloy) 35 36 37    
UNS N10276 (nickel-base alloy) 38      
Utilities, cost of corrosion and 12 18     
UV absorbers (UVAs)       
     barrier packaging materials and 559      
     coating degradation and 388      
     coating weatherability and 403      
     wood protection and 292      
UV/humidity damage 324      
UV impingement, composite paint coatings and 333      
UV light       
     barrier packaging materials and 559      
     coating degradation and 387      
     spacecraft materials degradation and 478 479 480 481 482  
     wood weathering and 278 279 280 281   
UVAs. See UV absorbers       
       

V       

       
Vacancies, in oxides 111      
Vacuum plasma spray (VPS) 410      
Vacuum processes (wood protection) 310      
Vacuum UV (VUV) 479 481     
Vapor deposited aluminum (VDA) 487      
Vapor phase treatments, for wood 311      
Varied heating rate 73      
VDA (vapor deposited aluminum) 487      
Vickers micro-indentation 75      
Vinyl butyral 374      
Vinyl resins 374      
Volatile organic compounds (VOCs) 384      
     composite paint coatings and 332      
     waterborne paints and 370      
Volume defects 111 112     
VPS (vacuum plasma spray) 410      
VUV (vacuum UV) 479 481     
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Wagner Hauffe rules 112      
Wagner’s theory of thick layer oxidation 117      
Wash primer, vinyl butyral as 374      
Wasps, wood degradation and 305      
Wastage allowances 541 542 543 544   
Wastewater industry, concrete coatings and 423      
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