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## Preface

This book studies the global propagation of the regular nonlinear hyperbolic wave described by first-order quasilinear hyperbolic systems in the one-spacedimensioned case. Via the concept of weak linear degeneracy and the method of (generalized) normalized coordinates, a systematic theory is established on the global existence and the blow-up mechanism of the regular nonlinear hyperbolic wave with small amplitude not only for the Cauchy problem, but also for some other important problems such as the Cauchy problem on a semibounded initial data, the one-sided mixed initial-boundary value problem, the generalized Riemann problem, and the generalized nonlinear initialboundary Riemann problem, etc, as well as not only for the direct problem, but also for inverse problems such as the inverse generalized Riemann problem and the inverse piston problem. Most of the material contained in this book is based on the results the authors obtained in recent years. Some material that was previously published has been revised and updated.
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## Chapter I <br> Introduction

### 1.1 Cauchy Problem

In this monograph we shall consider the nonlinear hyperbolic waves described by the following first-order quasilinear hyperbolic system:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=0 \tag{1.1.1}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$ is the unknown vector function of $(t, x)$ and $A(u)=\left(a_{i j}(u)\right)$ is an $n \times n$ matrix with suitably smooth entries $a_{i j}(u)$ $(i, j=1, \ldots, n)$.

By the definition of hyperbolicity, for any given $u$ on the domain under consideration, the matrix $A(u)$ possesses $n$ real eigenvalues $\lambda_{1}(u), \ldots, \lambda_{n}(u)$ and a complete set of left (resp. right) eigenvectors $l_{1}(u), \ldots, l_{n}(u)$ [resp. $\left.r_{1}(u), \ldots, r_{n}(u)\right]$ : For $i=1, \ldots, n$,

$$
\begin{equation*}
l_{i}(u) A(u)=\lambda_{i}(u) l_{i}(u) \quad\left[\text { resp. } A(u) r_{i}(u)=\lambda_{i}(u) r_{i}(u)\right] \tag{1.1.2}
\end{equation*}
$$

Without loss of generality, we assume that

$$
\begin{equation*}
l_{i}(u) r_{j}(u) \equiv \delta_{i j} \quad(i=1, \ldots, n) \tag{1.1.3}
\end{equation*}
$$

where $\delta_{i j}$ stands for Kronecker's delta.
In particular, if the matrix $A(u)$ possesses $n$ distinct real eigenvalues

$$
\begin{equation*}
\lambda_{1}(u)<\lambda_{2}(u)<\cdots<\lambda_{n}(u) \tag{1.1.4}
\end{equation*}
$$

system (1.1.1) is said to be strictly hyperbolic.
We first consider the Cauchy problem for system (1.1.1) with the initial condition

$$
\begin{equation*}
t=0: u=\phi(x), \tag{1.1.5}
\end{equation*}
$$

where $\phi(x)=\left(\phi_{1}(x), \ldots, \phi_{n}(x)\right)^{T}$ is a $C^{1}$ vector function of $x$ with bounded $C^{1}$ norm.

If the matrix $A$ is independent of $u$, we meet linear hyperbolic waves given by

$$
\begin{equation*}
\frac{\partial u}{\partial t}+A \frac{\partial u}{\partial x}=0 \tag{1.1.6}
\end{equation*}
$$

with (1.1.5). The acoustic wave is a typical example of linear hyperbolic waves. In the scalar case, we have, for instance, the Cauchy problem

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+\frac{\partial u}{\partial x}=0  \tag{1.1.7}\\
t=0: u=\phi(x)
\end{array}\right.
$$

where $\phi(x)$ is a $C^{1}$ function of $x$ with bounded $C^{1}$ norm. The wave speed is constant: $d x / d t=1$ and the wave always keeps its shape in the course of propagation. In the general case, there are $n$ linear waves given by (1.1.6) and (1.1.5) with constant speeds

$$
\begin{equation*}
\frac{d x}{d t}=\lambda_{i} \quad(i=1, \ldots, n) \tag{1.1.8}
\end{equation*}
$$

respectively. Each wave keeps its shape in the propagation, and the interaction among waves is only a linear superposition. It is the reason that we can hear and distinguish many persons speaking at the same time. Otherwise, our life would be very complicated.

The situation for nonlinear hyperbolic waves is totally different. In the scalar case, let us consider, for instance, the Cauchy problem for Burger's equation:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}=0  \tag{1.1.9}\\
t=0: u=\phi(x)
\end{array}\right.
$$

The wave speed depends on $u: d x / d t=u$ and then the wave cannot keep its shape in the course of propagation. Generically speaking, there will be a distortion of wave shape, such that the wave steepens and finally blows up in a finite amount of time. In the general case, there are $n$ nonlinear hyperbolic waves given by (1.1.1) and (1.1.5) with speeds

$$
\begin{equation*}
\frac{d x}{d t}=\lambda_{i}(u) \quad(i=1, \ldots, n) \tag{1.1.10}
\end{equation*}
$$

respectively, and there are nonlinear interactions among these waves, so that the situation is much more complicated.

As a conclusion, the Cauchy problem (1.1.1) and (1.1.5) always admits a unique $C^{1}$ solution $u=u(t, x)$ at least for a short time $0 \leq t \leq \delta$ (cf. [72] and the references therein); however, generically speaking, the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (1.1.1) and (1.1.5) exists only locally in
time and the singularity may occur in a finite time, i.e., there exists $t_{0}>0$ such that

$$
\begin{equation*}
\|u(t, .)\|_{0}+\left\|u_{x}(t, .)\right\|_{0} \text { becomes unbounded as } t \uparrow t_{0} \tag{1.1.11}
\end{equation*}
$$

no matter how smooth and how small the initial data are, where $\|\cdot\|_{0}$ stands for the $C^{0}$ norm (cf. [50] and the references therein).

Therefore, it is of great importance in both theory and applications to study the following two problems:

1. Under what conditions does the problem under consideration (the Cauchy problem, the mixed initial-boundary value problem, etc.) admit a unique global $C^{1}$ solution $u=u(t, x)$ in time?
2. Under what conditions does the $C^{1}$ solution to the problem under consideration blow up in a finite time? What is the sharp estimate on the life span of the $C^{1}$ solution, i.e., on the maximum length of existence of the $t$ interval? What is the mechanism of the formation of singularities and what is the character of singularity?

When $n=1$ or 2 , the answer to these two problems is relatively simple (cf. [50] and the references therein).

For the general hyperbolic system (1.1.1) of $n$ equations, the first result in this direction was given by John [38]. Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$, system (1.1.1) is strictly hyperbolic and genuinely nonlinear (GN) in the sense of Lax: For $i=1, \ldots, n$,

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \neq 0 \tag{1.1.12}
\end{equation*}
$$

Suppose furthermore that $\phi(x) \in C^{2}$ has a compact support:

$$
\begin{equation*}
\operatorname{Supp} \phi \subseteq\left[\alpha_{0}, \beta_{0}\right] . \tag{1.1.13}
\end{equation*}
$$

John proved that if

$$
\begin{equation*}
\theta \stackrel{\text { def. }}{=}\left(\beta_{0}-\alpha_{0}\right)^{2} \sup _{x \in \mathbb{R}}\left|\phi^{\prime \prime}(x)\right| \tag{1.1.14}
\end{equation*}
$$

is small enough, then the first-order derivative $u_{x}$ of the $C^{2}$ solution $u=u(t, x)$ to the Cauchy problem (1.1.1) and (1.1.5) must blow up in a finite time.

Liu [77] generalized John's result to the case that in a neighbourhood of $u=0$, a nonempty part of characteristics is GN, while the other part of characteristics is linearly degenerate (LD) in the sense of Lax: For the corresponding indices $i$,

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \equiv 0 \tag{1.1.15}
\end{equation*}
$$

Under the additional hypothesis "linear waves do not generate nonlinear waves," he got the same result as in John [38] for a quite large class of initial
data. His result can be applied to the system of one-dimensional gas dynamics with convexity.

Hörmander [32],[33] reproved John's result and, when $\phi(x)=\varepsilon \psi(x)$, where $\varepsilon>0$ is a small parameter, he got the following asymptotic behaviour of the life span $\tilde{T}(\varepsilon)$ :

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}\{\varepsilon \tilde{T}(\varepsilon)\}=M_{0} \tag{1.1.16}
\end{equation*}
$$

where $M_{0}$ is a positive constant independent of $\varepsilon$, defined by

$$
\begin{equation*}
M_{0}=\left(\max _{i=1, \ldots, n} \sup _{x \in \mathbb{R}}\left\{-\left(\nabla \lambda_{i}(0) r_{i}(0)\right) l_{i}(0) \psi^{\prime}(x)\right\}\right)^{-1} \tag{1.1.17}
\end{equation*}
$$

Thus, there exist two positive constants $c$ and $C$ independent of $\varepsilon$, such that the life span $\tilde{T}(\varepsilon)$ satisfies the following optimal estimate:

$$
\begin{equation*}
c \varepsilon^{-1} \leq \tilde{T}(\varepsilon) \leq C \varepsilon^{-1} \tag{1.1.18}
\end{equation*}
$$

denoted by

$$
\begin{equation*}
\tilde{T}(\varepsilon) \approx \varepsilon^{-1} \tag{1.1.19}
\end{equation*}
$$

On the other hand, Bressan [9] gave a result on the global existence of the classical solution as follows: Suppose that system (1.1.1) is strictly hyperbolic and LD in the sense of Lax: Equation (1.1.15) holds for $i=1, \ldots, n$. Suppose furthermore that the initial data $\phi$ have a compact support. If the total variation of $\phi$ is small enough,

$$
\begin{equation*}
\operatorname{TV}\{\phi\} \ll 1 \tag{1.1.20}
\end{equation*}
$$

then the Cauchy problem (1.1.1) and (1.1.5) admits a unique global classical solution $u=u(t, x)$ for all $t \in \mathbb{R}$.

All the previous results are obtained under the following three hypotheses on system (1.1.1):

1. The system is strictly hyperbolic.
2. a. The system is GN, i.e., all the characteristics are GN; or
b. A nonempty part of characteristics is GN, while the other part of the characteristics is LD.
c. The system is LD, i.e., all the characteristics are LD.
3. In case 2 b , "linear waves do not generate nonlinear waves."

In order to explain that these three hypotheses restrict the applications, we can see the examples given in Section 1.3.

Actually, many authors have pointed out the necessity of studying the quasilinear hyperbolic system with general characteristics. For instance, Majda proposed in [81] the open problem "investigate shock formation in non-GN systems for initial data of compact support." He also mentioned two especially interesting systems in nonlinear elasticity, namely, examples given in Sections 1.3.5 and 1.3.6.

One aim of this monograph is to establish a complete theory on both the global existence of and blow-up phenomenon of the $C^{1}$ solution to the Cauchy problem for general quasilinear hyperbolic system with small initial data with compact support or, more generally, with small and decaying initial data.
Remark 1.1.1 In this monograph the weak entropy solution to quasilinear hyperbolic systems of conservation laws will be discussed in Chapters 7-10 only for the piecewise smooth solution to the generalized Riemann problem and to the piston problem in gas dynamics. The general theory on the weak entropy solution to the Cauchy problem in one dimension has been extensively studied by many authors, including Bianchini, Bressan, Chen, Glimm, LeFloch, Liu, Yang, etc. (for instance, see [5], [6], [10]-[14], [16], [17], [27], [43], [44], [78], [79]).

Moreover, under some special hypotheses on the quasilinear hyperbolic system, the formation of singularities has also been studied for the Cauchy problem in [4], [8], [21], [23], [35]-[37], [82], [83], [99], [102].

### 1.2 Weak Linear Degeneracy

In what follows we first consider the strictly hyperbolic case.
In order to present a complete result, it is necessary to introduce a new concept-the weak linear degeneracy (see Chapter 2).

The $i$ th characteristic $\lambda_{i}(u)$ is said to be weakly linearly degenerate (WLD) with respect to $u=u_{0}$ if, along the $i$ th characteristic trajectory $u=u^{(i)}(s)$ passing through $u=u_{0}$ in the $u$-space, defined by

$$
\left\{\begin{array}{l}
\frac{d u}{d s}=r_{i}(u)  \tag{1.2.1}\\
s=0: u=u_{0}
\end{array}\right.
$$

we have

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \equiv 0, \quad \forall\left|u-u_{0}\right| \text { small } \tag{1.2.2}
\end{equation*}
$$

namely,

$$
\begin{equation*}
\lambda_{i}\left(u^{(i)}(s)\right) \equiv \lambda_{i}\left(u_{0}\right), \quad \forall|s| \text { small. } \tag{1.2.3}
\end{equation*}
$$

Obviously, if $\lambda_{i}(u)$ is linearly degenerate (LD) in a neighbourhood of $u=u_{0}$, then $\lambda_{i}(u)$ is WLD with respect to $u=u_{0}$, whereas if $\lambda_{i}(u)$ is genuinely nonlinear (GN) in a neighbourhood of $u=u_{0}$, then $\lambda_{i}(u)$ is not WLD with respect to $u=u_{0}$.

By definition, if $\lambda_{i}(u)$ is not WLD, then $\lambda_{i}\left(u^{(i)}(s)\right)$ is not identically equal to a constant for small $|s|$; therefore, either there exists an integer $\alpha_{i} \geq 0$
such that

$$
\begin{equation*}
\left.\frac{d^{l} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{l}}\right|_{s=0}=0 \quad\left(l=1, \ldots, \alpha_{i}\right), \text { but }\left.\quad \frac{d^{\alpha_{i}+1} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{\alpha_{i}+1}}\right|_{s=0} \neq 0 \tag{1.2.4}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\frac{d^{l} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{l}}\right|_{s=0}=0 \quad(l=1,2, \ldots) \tag{1.2.5}
\end{equation*}
$$

but (1.2.3) fails, denoted by $\alpha_{i}=+\infty$.
Thus, for each characteristic $\lambda_{i}(u)$, we have the following table:

| $\lambda_{i}(u)$ |  |  |
| :---: | :---: | :---: |
| non-WLD |  |  |
| $\alpha_{i}=\underbrace{(G N)}_{\text {finite }} 0,1,2, \ldots$ | $\alpha_{i}=+\infty$ | WLD |

If $\alpha_{i}=0$, then in a neighbourhood of $u=u_{0}, \lambda_{i}(u)$ is GN. Moreover, when $\alpha_{i}$ increases, $\lambda_{i}(u)$ is closer and closer to the WLD case.

System (1.1.1) is said to be WLD with respect to $u=u_{0}$ if all the characteristics $\lambda_{1}(u), \ldots, \lambda_{n}(u)$ are WLD with respect to $u=u_{0}$.

Hence, if system (1.1.1) is not WLD, then there exists a nonempty set of indices $J \subseteq\{1, \ldots, n\}$ such that $\lambda_{i}(u)$ is not WLD if and only if $i \in J$.

Let

$$
\begin{equation*}
\alpha=\min _{i}\left\{\alpha_{i} \mid i \in J\right\} \tag{1.2.6}
\end{equation*}
$$

where $\alpha$ is an integer $\geq 0$ or $+\infty$.
Thus, for any given quasilinear strictly hyperbolic system (1.1.1), all possible situations can be shown in the following table:

| non-WLD |  |  |
| :---: | :---: | :---: |
| $\alpha=\underbrace{0,1,2, \ldots}_{\text {finite }}$ | $\alpha=+\infty$ |  |
| WLD |  |  |

It gives us a complete category.
Let

$$
\begin{equation*}
J_{1}=\left\{i \mid i \in J, \quad \alpha_{i}=\alpha\right\} . \tag{1.2.7}
\end{equation*}
$$

When $\alpha=0$, then for every $i \in J_{1}, \lambda_{i}(u)$ is GN in a neighbourhood of $u=u_{0}$. Furthermore, when $\alpha$ increases, system (1.1.1) is closer and closer to a WLD system.

### 1.3 Some Examples

In this section we give some examples of systems arising in mechanics, physics, or applications.

### 1.3.1 System of Nonlinear Elasticity

The system of nonlinear elasticity can be written as (see [50])

$$
\left\{\begin{array}{l}
\frac{\partial v}{\partial t}-\frac{\partial w}{\partial x}=0  \tag{1.3.1}\\
\frac{\partial w}{\partial t}-\frac{\partial K(v)}{\partial x}=0
\end{array}\right.
$$

where $K(v)$ is a suitably smooth function of $v$ such that

$$
\begin{equation*}
K^{\prime}(v)>0, \quad \forall v \tag{1.3.2}
\end{equation*}
$$

and, without loss of generality, we may assume that

$$
\begin{equation*}
K(0)=0 \tag{1.3.3}
\end{equation*}
$$

By (1.3.2), (1.3.1) is a strictly hyperbolic system with the following distinct real eigenvalues:

$$
\begin{equation*}
\lambda_{1}(U)=-\sqrt{K^{\prime}(v)}<\lambda_{2}(U)=\sqrt{K^{\prime}(v)} \tag{1.3.4}
\end{equation*}
$$

and the corresponding right eigenvectors can be taken as

$$
\begin{equation*}
r_{1}(U)=\left(1, \sqrt{K^{\prime}(v)}\right)^{T}, \quad r_{2}(U)=\left(1,-\sqrt{K^{\prime}(v)}\right)^{T} \tag{1.3.5}
\end{equation*}
$$

where $U=(v, w)^{T}$.
It is easy to see that $\lambda_{1}(U)$ and $\lambda_{2}(U)$ are GN if and only if

$$
\begin{equation*}
K^{\prime \prime}(v) \neq 0, \quad \forall v \tag{1.3.6}
\end{equation*}
$$

whereas, $\lambda_{1}(U)$ and $\lambda_{2}(U)$ are LD if and only if

$$
\begin{equation*}
K^{\prime \prime}(v) \equiv 0, \quad \forall v \tag{1.3.7}
\end{equation*}
$$

Now we consider system (1.3.1) in a neighbourhood of $U=U_{0} \stackrel{\text { def. }}{=}(0, b)^{T}$, where $b$ is an arbitrarily given constant.

If

$$
\begin{equation*}
K^{\prime}(0)>0 \tag{1.3.8}
\end{equation*}
$$

(1.3.1) is a strictly hyperbolic system with the distinct real eigenvalues (1.3.4) in a neighbourhood of $U=U_{0}$. Suppose furthermore that

$$
\begin{equation*}
K^{\prime \prime}(0) \neq 0 \tag{1.3.9}
\end{equation*}
$$

then (1.3.1) is GN in a neighbourhood of $U=U_{0}$. On the other hand, it is easy to see that $\lambda_{1}(U)$ and $\lambda_{2}(U)$ are WLD with respect to $U=U_{0}$ if and only if they are LD for small $|v|$, namely,

$$
\begin{equation*}
K^{\prime \prime}(v) \equiv 0, \quad \forall|v| \text { small } \tag{1.3.10}
\end{equation*}
$$

Moreover, if

$$
\begin{equation*}
K^{\prime \prime}(0)=0 \quad \text { but } \quad K^{\prime \prime}(v) \not \equiv 0, \quad \forall|v| \text { small, } \tag{1.3.11}
\end{equation*}
$$

then in a neighbourhood of $U=U_{0},(1.3 .1)$ is neither GN nor LD (WLD). More precisely, if there exists an integer $\alpha \geq 0$ such that

$$
\begin{equation*}
K^{\prime \prime}(0)=K^{\prime \prime \prime}(0)=\cdots=K^{(\alpha+1)}(0)=0, \text { but } K^{(\alpha+2)}(0) \neq 0 \tag{1.3.12}
\end{equation*}
$$

then in a neighbourhood of $U=U_{0}$, (1.3.1) is a non-WLD system with the index $\alpha$. Obviously, when $\alpha=0$, system (1.3.1) is GN in a neighbourhood of $U=U_{0}$.

### 1.3.2 System of Traffic Flow

The traffic flow can be described by the following system (see [3]):

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\partial_{x}(\rho v)=0  \tag{1.3.13}\\
\partial_{t}(\rho(v+p(\rho)))+\partial_{x}(\rho v(v+p(\rho)))=0
\end{array}\right.
$$

where $\rho>0$ and $v$ are the density and the velocity of cars at point $x$ and time $t$, respectively, and $p(\rho)$ is a smooth increasing function of $\rho$.

Let

$$
\begin{equation*}
U=(\rho, v)^{T} \tag{1.3.14}
\end{equation*}
$$

It is easy to see that when $\rho>0,(1.3 .13)$ is a strictly hyperbolic system with the following distinct real eigenvalues:

$$
\begin{equation*}
\lambda_{1}(U)=v-\rho p^{\prime}(\rho)<\lambda_{2}(U)=v \tag{1.3.15}
\end{equation*}
$$

and the corresponding right eigenvectors can be taken as

$$
\begin{equation*}
r_{1}(U)=\left(1,-p^{\prime}(\rho)\right)^{T}, \quad r_{2}(U)=(1,0)^{T} . \tag{1.3.16}
\end{equation*}
$$

Obviously, $\lambda_{2}(U)$ is always LD.
Moreover, it is easy to see that $\lambda_{1}(U)$ is GN if and only if

$$
\begin{equation*}
\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho) \neq 0, \quad \forall \rho>0 \tag{1.3.17}
\end{equation*}
$$

In particular, under the assumption

$$
\begin{equation*}
p(\rho)=\rho^{\gamma} \quad(\gamma>0 \text { is a constant }), \tag{1.3.18}
\end{equation*}
$$

$\lambda_{1}(U)$ is GN.
On the other hand, $\lambda_{1}(U)$ is LD if and only if

$$
\begin{equation*}
\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho) \equiv 0, \quad \forall \rho>0 \tag{1.3.19}
\end{equation*}
$$

namely,

$$
\begin{equation*}
p(\rho)=A-\frac{B}{\rho}, \quad \forall \rho>0 \tag{1.3.20}
\end{equation*}
$$

where $A$ and $B>0$ are real constants.
Now, we consider system (1.3.13) in a neighbourhood of $U=U_{0} \stackrel{\text { def. }}{=}$ $\left(\rho_{0}, v_{0}\right)^{T}$ with $\rho_{0}>0$.
$\lambda_{1}(U)$ is GN in a neighbourhood of $U=U_{0}$ if and only if

$$
\begin{equation*}
\rho_{0} p^{\prime \prime}\left(\rho_{0}\right)+2 p^{\prime}\left(\rho_{0}\right) \neq 0 \tag{1.3.21}
\end{equation*}
$$

On the other hand, $\lambda_{1}(U)$ is WLD with respect to $U=U_{0}$ if and only if it is LD for small $\left|\rho-\rho_{0}\right|$, namely,

$$
\begin{equation*}
p(\rho)=A-\frac{B}{\rho}, \quad \forall\left|\rho-\rho_{0}\right| \text { small. } \tag{1.3.22}
\end{equation*}
$$

### 1.3.3 System of One-Dimensional Gas Dynamics

The system of one-dimensional gas dynamics can be written in Lagrangian representation as

$$
\left\{\begin{array}{l}
\frac{\partial \tau}{\partial t}-\frac{\partial u}{\partial x}=0,  \tag{1.3.23}\\
\frac{\partial u}{\partial t}+\frac{\partial p(\tau, S)}{\partial x}=0, \\
\frac{\partial S}{\partial t}=0
\end{array}\right.
$$

(see [22], [75]), where $u$ is the velocity, $S$ is the entropy, $p$ is the pressure, and $\tau>0$ is the specific volume. Moreover, $p=p(\tau, S)$ is the equation of state, satisfying

$$
\begin{equation*}
p_{\tau}<0, \quad \forall \tau>0 \tag{1.3.24}
\end{equation*}
$$

which implies that (1.3.23) is a strictly hyperbolic system with three distinct eigenvalues:

$$
\begin{equation*}
\lambda_{1}(U)=-\sqrt{-p_{\tau}}<\lambda_{2}(U)=0<\lambda_{3}(U)=\sqrt{-p_{\tau}} \tag{1.3.25}
\end{equation*}
$$

and the corresponding right eigenvectors can be taken as

$$
\begin{equation*}
r_{1}(U)=\left(1, \sqrt{-p_{\tau}}, 0\right)^{T}, r_{2}(U)=\left(p_{S}, 0,-p_{\tau}\right)^{T}, r_{3}(U)=\left(-1, \sqrt{-p_{\tau}}, 0\right)^{T} \tag{1.3.26}
\end{equation*}
$$

where

$$
\begin{equation*}
U=(\tau, u, S)^{T} \tag{1.3.27}
\end{equation*}
$$

Obviously, $\lambda_{2}(U)$ is always LD. On the other hand, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are LD if and only if

$$
\begin{equation*}
p_{\tau \tau}(\tau, S) \equiv 0, \quad \forall \tau>0, \quad \forall S \tag{1.3.28}
\end{equation*}
$$

whereas, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are GN if and only if $p=p(\tau, S)$ is a strictly convex or concave function with respect to $\tau$.

We now consider system (1.3.23) in a neighbourhood of $U=U_{0} \stackrel{\text { def. }}{=}$ $\left(\tau_{0}, u_{0}, S_{0}\right)^{T}$ with $\tau_{0}>0$.

If

$$
\begin{equation*}
p_{\tau}\left(\tau_{0}, S_{0}\right)<0 \tag{1.3.29}
\end{equation*}
$$

then (1.3.23) is a strictly hyperbolic system with three distinct eigenvalues (1.3.25) in a neighbourhood of $U=U_{0}$. Moreover, it is easy to see that $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are LD in a neighbourhood of $U=U_{0}$ if and only if

$$
\begin{equation*}
p_{\tau \tau}(\tau, S) \equiv 0, \quad \forall\left|\tau-\tau_{0}\right| \text { and }\left|S-S_{0}\right| \text { small, } \tag{1.3.30}
\end{equation*}
$$

whereas, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are GN in a neighbourhood of $U=U_{0}$ if and only if

$$
\begin{equation*}
p_{\tau \tau}\left(\tau_{0}, S_{0}\right) \neq 0 \tag{1.3.31}
\end{equation*}
$$

Noting that the first characteristic trajectory $U=U^{(1)}(s)$ passing through $U=U_{0}$ in the $U$-space is defined by

$$
\left\{\begin{array}{l}
\frac{d U}{d s}=r_{1}(U)  \tag{1.3.32}\\
s=0: U=U_{0}
\end{array}\right.
$$

where $r_{1}(U)$ is given by (1.3.26), by the definition of WLD, we can see that $\lambda_{1}(U)$ is WLD with respect to $U=U_{0}$ if and only if

$$
\begin{equation*}
p_{\tau \tau}\left(\tau, S_{0}\right) \equiv 0, \quad \forall\left|\tau-\tau_{0}\right| \text { small. } \tag{1.3.33}
\end{equation*}
$$

Similarly, $\lambda_{3}(U)$ is WLD with respect to $U=U_{0}$ if and only if (1.3.33) holds. Obviously, if $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are LD in a neighbourhood of $U=U_{0}$, then they are WLD with respect to $U=U_{0}$.

If

$$
\begin{equation*}
p_{\tau \tau}\left(\tau, S_{0}\right) \not \equiv 0, \quad \forall\left|\tau-\tau_{0}\right| \text { small } \tag{1.3.34}
\end{equation*}
$$

then (1.3.23) is not WLD with respect to $U=U_{0}$. More precisely, if there exists an integer $\alpha \geq 0$ such that

$$
\begin{equation*}
p_{\tau \tau}\left(\tau_{0}, S_{0}\right)=\cdots=\frac{\partial^{\alpha+1} p}{\partial \tau^{\alpha+1}}\left(\tau_{0}, S_{0}\right)=0, \quad \text { but } \frac{\partial^{\alpha+2} p}{\partial \tau^{\alpha+2}}\left(\tau_{0}, S_{0}\right) \neq 0 \tag{1.3.35}
\end{equation*}
$$

then (1.3.23) is a non-WLD system with the index $\alpha$. Obviously, when $\alpha=0$, system (1.3.23) is GN in a neighbourhood of $U=U_{0}$.

### 1.3.4 System of Compressible Elastic Fluids with Memory

The system of $1 D$ compressible elastic fluids with memory can be described by the following (cf. [45], [98]):

$$
\left\{\begin{array}{l}
\rho_{t}+v \rho_{x}+\rho v_{x}=0  \tag{1.3.36}\\
\rho\left(v_{t}+v v_{x}\right)+p(\rho)_{x}=\left(\rho W^{\prime}(F) F\right)_{x} \\
F_{t}+v F_{x}-F v_{x}=0
\end{array}\right.
$$

where $\rho>0$ is the density, $v$ is the velocity, $p$ is the pressure, $W(F)$ is the strain energy function, and $F$ corresponds to the deformation tensor.

Let

$$
\begin{equation*}
U=(\rho, v, F)^{T} . \tag{1.3.37}
\end{equation*}
$$

When

$$
\begin{equation*}
p^{\prime}(\rho)+W^{\prime \prime}(F) F^{2}>0, \quad \forall \rho>0, \forall F, \tag{1.3.38}
\end{equation*}
$$

(1.3.36) is a strictly hyperbolic system with the following distinct real eigenvalues:

$$
\begin{equation*}
\lambda_{1}=v-\sqrt{p^{\prime}(\rho)+W^{\prime \prime}(F) F^{2}}<\lambda_{2}=v<\lambda_{3}=v+\sqrt{p^{\prime}(\rho)+W^{\prime \prime}(F) F^{2}} \tag{1.3.39}
\end{equation*}
$$

and the corresponding right eigenvectors can be taken as

$$
\begin{align*}
& r_{1}(U)=\left(-\frac{\rho}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}, 1, \frac{F}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}\right)^{T}, \\
& r_{2}(U)=\left(F W^{\prime \prime}(F)+W^{\prime}(F), 0, \frac{p^{\prime}(\rho)-F W^{\prime}(F)}{\rho}\right)^{T}, \\
& r_{3}(U)=\left(\frac{\rho}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}, 1,-\frac{F}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}\right)^{T} . \tag{1.3.40}
\end{align*}
$$

Obviously, $\lambda_{2}(U)$ is always LD. On the other hand, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are LD if and only if

$$
\begin{equation*}
\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho)-W^{\prime \prime \prime}(F) F^{3} \equiv 0, \quad \forall \rho>0, \quad \forall F, \tag{1.3.41}
\end{equation*}
$$

whereas, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are GN if and only if

$$
\begin{equation*}
\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho)-W^{\prime \prime \prime}(F) F^{3} \neq 0, \quad \forall \rho>0, \forall F \text {. } \tag{1.3.42}
\end{equation*}
$$

Now, we consider system (1.3.36) in a neighbourhood of $U=U_{0} \stackrel{\text { def. }}{=}$ $\left(\rho_{0}, v_{0}, 1\right)^{T}$ with $\rho_{0}>0$.

If

$$
\begin{equation*}
p^{\prime}\left(\rho_{0}\right)+W^{\prime \prime}(1)>0, \tag{1.3.43}
\end{equation*}
$$

(1.3.36) is a strictly hyperbolic system with three distinct eigenvalues (1.3.39) in a neighbourhood of $U=U_{0}$. Then, in a neighbourhood of $U=U_{0}, \lambda_{1}(U)$ and $\lambda_{3}(U)$ are LD if and only if

$$
\begin{equation*}
\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho)-W^{\prime \prime \prime}(F) F^{3} \equiv 0, \tag{1.3.44}
\end{equation*}
$$

whereas, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are GN if and only if

$$
\begin{equation*}
\rho_{0} p^{\prime \prime}\left(\rho_{0}\right)+2 p^{\prime}\left(\rho_{0}\right)-W^{\prime \prime \prime}(1) \neq 0 . \tag{1.3.45}
\end{equation*}
$$

The first characteristic trajectory $U=U^{(1)}(s)$ passing through $U=U_{0}$ in the $U$-space is defined by

$$
\left\{\begin{array}{l}
\frac{d U}{d s}=r_{1}(U),  \tag{1.3.46}\\
s=0: U=U_{0},
\end{array}\right.
$$

where $r_{1}(U)$ is given by (1.3.40). By the first equation and the third one in system (1.3.46), we immediately get

$$
\begin{equation*}
\frac{d(\rho F)}{d s}=0 . \tag{1.3.47}
\end{equation*}
$$

Hence, $\rho F \equiv \rho_{0}$ always holds along the first characteristic trajectory passing through $U=U_{0}$. Thus, by the definition of WLD, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are WLD with respect to $U=U_{0}$ if and only if

$$
\begin{equation*}
\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho)-W^{\prime \prime \prime}\left(\rho_{0} \rho^{-1}\right)\left(\rho_{0} \rho^{-1}\right)^{3} \equiv 0, \quad \forall\left|\rho-\rho_{0}\right| \text { small. } \tag{1.3.48}
\end{equation*}
$$

Obviously, if $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are LD in a neighbourhood of $U=U_{0}$, then they are WLD with respect to $U=U_{0}$.
Let

$$
\begin{equation*}
Q(\rho)=\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho)-W^{\prime \prime \prime}\left(\rho_{0} \rho^{-1}\right)\left(\rho_{0} \rho^{-1}\right)^{3} \tag{1.3.49}
\end{equation*}
$$

If

$$
\begin{equation*}
Q(\rho) \not \equiv 0, \quad \forall\left|\rho-\rho_{0}\right| \text { small } \tag{1.3.50}
\end{equation*}
$$

then (1.3.36) is not WLD with respect to $U=U_{0}$. More precisely, if there exists an integer $\alpha \geq 0$ such that

$$
\begin{equation*}
Q\left(\rho_{0}\right)=Q^{\prime}\left(\rho_{0}\right)=\cdots=Q^{(\alpha-1)}\left(\rho_{0}\right)=0, \text { but } Q^{(\alpha)}\left(\rho_{0}\right) \neq 0 \tag{1.3.51}
\end{equation*}
$$

then (1.3.36) is a non-WLD system with the index $\alpha$. Obviously, when $\alpha=0$, system (1.3.36) is GN in a neighbourhood of $U=U_{0}$.

### 1.3.5 System of the Motion of an Elastic String

The dynamics of a nonlinear elastic string can be expressed by the following system (cf. [15], [58], [59], [62], [76], [100], [101]):

$$
\left\{\begin{array}{l}
u_{t}-v_{x}=0  \tag{1.3.52}\\
v_{t}-\left(\frac{T(r)}{r} u\right)_{x}=0
\end{array}\right.
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{T}, v=\left(v_{1}, \ldots, v_{n}\right)^{T}, r=|u|=\sqrt{u_{1}^{2}+\cdots+u_{n}^{2}}$ (in practice, $n=2$ or 3 ), and $T=T(r)$ is a suitably smooth function of $r$ such that

$$
\begin{equation*}
T^{\prime}(r)>\frac{T(r)}{r}>0, \quad \forall r>1 \tag{1.3.53}
\end{equation*}
$$

Under hypothesis (1.3.53), (1.3.52) is a hyperbolic system with $2 n$ real eigenvalues:

$$
\begin{align*}
\lambda_{1}(U) & \stackrel{\text { def. }}{=}-\sqrt{T^{\prime}(r)}<\lambda_{2}(U) \equiv \cdots \equiv \lambda_{n}(U) \stackrel{\text { def. }}{=}-\sqrt{\frac{T(r)}{r}} \\
& <\lambda_{n+1}(U) \equiv \cdots \equiv \lambda_{2 n-1}(U) \stackrel{\text { def. }}{=} \sqrt{\frac{T(r)}{r}}<\lambda_{2 n}(U) \stackrel{\text { def. }}{=} \sqrt{T^{\prime}(r)}, \tag{1.3.54}
\end{align*}
$$

and the corresponding right eigenvectors can be taken as

$$
\begin{align*}
r_{1}(U) & =\left(u^{T}, \sqrt{T^{\prime}(r)} u^{T}\right)^{T}, \\
r_{2}(U) & =\left(-u_{2}, u_{1}, 0, \ldots, 0,-\sqrt{\frac{T(r)}{r}} u_{2}, \sqrt{\frac{T(r)}{r}} u_{1}, 0, \ldots, 0\right)^{T}, \\
\ldots & \\
r_{n}(U) & =\left(-u_{n}, 0, \ldots, 0, u_{1},-\sqrt{\frac{T(r)}{r}} u_{n}, 0, \ldots, 0, \sqrt{\frac{T(r)}{r}} u_{1}\right)^{T}, \\
r_{n+1}(U) & =\left(u_{2},-u_{1}, 0, \ldots, 0,-\sqrt{\frac{T(r)}{r}} u_{2}, \sqrt{\frac{T(r)}{r}} u_{1}, 0, \ldots, 0\right)^{T}, \\
\ldots &  \tag{1.3.55}\\
r_{2 n-1}(U) & =\left(u_{n}, 0, \ldots, 0,-u_{1},-\sqrt{\frac{T(r)}{r}} u_{n}, 0, \ldots, 0, \sqrt{\frac{T(r)}{r}} u_{1}\right)^{T}, \\
r_{2 n}(U) & =\left(-u^{T}, \sqrt{T^{\prime}(r)} u^{T}\right)^{T},
\end{align*}
$$

in which

$$
\begin{equation*}
U=\binom{u}{v} . \tag{1.3.56}
\end{equation*}
$$

When $n=2$, system (1.3.52) is a strictly hyperbolic system, while, when $n>2$, system (1.3.52) is a nonstrictly hyperbolic system with characteristics with constant multiplicity.

It is easy to see that $\lambda_{2}(U), \ldots, \lambda_{2 n-1}(U)$ are always LD. Moreover, $\lambda_{1}(U)$ and $\lambda_{2 n}(U)$ are GN if and only if

$$
\begin{equation*}
T^{\prime \prime}(r) \neq 0, \quad \forall r>1, \tag{1.3.57}
\end{equation*}
$$

whereas, $\lambda_{1}(U)$ and $\lambda_{2 n}(U)$ are LD if and only if

$$
\begin{equation*}
T^{\prime \prime}(r) \equiv 0, \quad \forall r>1 . \tag{1.3.58}
\end{equation*}
$$

Now, we consider system (1.3.52) in a neighbourhood of $U=U_{0} \stackrel{\text { def. }}{=}\binom{u_{0}}{0}$ with $\left|u_{0}\right|>1$ and

$$
\begin{equation*}
T^{\prime}\left(r_{0}\right)>\frac{T\left(r_{0}\right)}{r_{0}}>0, \tag{1.3.59}
\end{equation*}
$$

where $r_{0}=\left|u_{0}\right|$ and $u_{0}$ is a constant vector.
$\lambda_{1}(U)$ and $\lambda_{2 n}(U)$ are GN in a neighbourhood of $U=U_{0}$ if and only if

$$
\begin{equation*}
T^{\prime \prime}\left(r_{0}\right) \neq 0 \tag{1.3.60}
\end{equation*}
$$

Moreover, it is easy to see that $\lambda_{1}(U)$ and $\lambda_{2 n}(U)$ are WLD with respect to $U=U_{0}$ if and only if $\lambda_{1}(U)$ and $\lambda_{2 n}(U)$ are LD in a neighbourhood of $U=U_{0}$, namely,

$$
\begin{equation*}
T^{\prime \prime}(r) \equiv 0, \quad \forall\left|r-r_{0}\right| \text { small. } \tag{1.3.61}
\end{equation*}
$$

Thus, if

$$
\begin{equation*}
T^{\prime \prime}(r) \not \equiv 0, \forall\left|r-r_{0}\right| \text { small } \tag{1.3.62}
\end{equation*}
$$

then, in a neighbourhood of $U=U_{0}$, (1.3.52) is not LD (WLD). More precisely, if there exists an integer $\alpha \geq 0$ such that

$$
\begin{equation*}
T^{\prime \prime}\left(r_{0}\right)=T^{\prime \prime \prime}\left(r_{0}\right)=\cdots=T^{(\alpha+1)}\left(r_{0}\right)=0, \text { but } T^{(\alpha+2)}\left(r_{0}\right) \neq 0 \tag{1.3.63}
\end{equation*}
$$

then, in a neighbourhood of $U=U_{0}$, (1.3.52) is a non-WLD system with the index $\alpha$. Obviously, when $\alpha=0$, system (1.3.52) is GN in a neighbourhood of $U=U_{0}$.

### 1.3.6 System of Finite Amplitude Plane Elastic Waves for Hyperelastic Materials

The system of finite amplitude plane elastic waves for hyperelastic materials can be written as

$$
\begin{equation*}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=0 \tag{1.3.64}
\end{equation*}
$$

(see [38]) with $u=\left(u_{1}, \ldots, u_{6}\right)^{T}$ and

$$
A(u)=\left(\begin{array}{cc}
0 & -I  \tag{1.3.65}\\
-V^{\prime \prime} & 0
\end{array}\right)
$$

where $V^{\prime \prime}=V^{\prime \prime}\left(u_{1}, u_{2}, u_{3}\right)$ is a $3 \times 3$ matrix determined by the material and $I$ is the $3 \times 3$ unit matrix.

System (1.3.64) is a nonstrictly hyperbolic system.
For the material of Ciarlet-Geymonat (cf. [20]), it is easy to see that system (1.3.64) has two LD characteristics with multiplicity 2 and two simple GN characteristics (for details, see Section 7.4.3).

For the material of St.Venant-Kirchhoff (cf. [20]), system (1.3.64) has two simple GN characteristics; however, the other four characteristics coincide at $u=0$ but have no constant multiplicity.

For the material of Odgen (cf. [20]), system (1.3.64) has two simple GN or non-GN characteristics; however, the other four characteristics coincide at $u=0$ but have no constant multiplicity.

### 1.4 Main Results for the Cauchy Problem

We now consider the Cauchy problem for system (1.1.1) with small and decaying $C^{1}$ initial data (1.1.5) satisfying that there exists a number $\mu>0$ such that

$$
\begin{equation*}
\theta \stackrel{\text { def. }}{=} \sup _{x \in \mathbb{R}}\left\{(1+|x|)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right)\right\}<+\infty \tag{1.4.1}
\end{equation*}
$$

and $\theta$ is small enough.
For the global existence of the $C^{1}$ solution to the Cauchy problem, we will show in Chapter 3 that the following holds: Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$, system (1.1.1) is strictly hyperbolic and WLD with respect to $u=0$. Then there exists $\theta_{0}>0$ so small that for any given $\theta \in$ [ $0, \theta_{0}$ ], the Cauchy problem (1.1.1) and (1.1.5) admits a unique $C^{1}$ solution $u=u(t, x)$ with a small $C^{1}$ norm for all $t \in \mathbb{R}$.

Conversely, under the assumption that in a neighbourhood of $u=0$, $A(u) \in C^{1}$ and system (1.1.1) is strictly hyperbolic, if the Cauchy problem (1.1.1) and (1.1.5) always admits a unique $C^{1}$ solution $u=u(t, x)$ on $t \geq 0$ for any given $C^{1}$ initial data $\phi(x)$ with small $\theta$, then system (1.1.1) must be WLD with respect to $u=0$.

Thus, for small $\theta$, the weak linear degeneracy is equivalent to the global existence of the $C^{1}$ solution to the Cauchy problem (1.1.1) and (1.1.5); hence, if system (1.1.1) is not WLD, then we should meet the blow-up phenomenon.

For the blow-up phenomenon of the $C^{1}$ solution to the Cauchy problem, we will show in Chapter 4 that the following holds: Suppose that in a neighbourhood of $u=0, A(u)$ is suitably smooth and system (1.1.1) is strictly hyperbolic. Suppose furthermore that system (1.1.1) is not WLD with respect to $u=0$ and the corresponding index $\alpha$ defined by (1.2.6) is a finite nonnegative integer. Suppose finally that $\phi(x)=\varepsilon \psi(x)$, where $\varepsilon>0$ is a small parameter and $\psi(x) \in C^{1}$ satisfies (1.4.1). Then, for a large class of initial data, precisely speaking, if there exists $i_{0} \in J_{1}$ such that

$$
\begin{equation*}
l_{i_{0}}(0) \psi(x) \not \equiv 0, \tag{1.4.2}
\end{equation*}
$$

then there exists $\varepsilon_{0}>0$ so small that for any given $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the following conclusions hold:
a. The first-order partial derivative $u_{x}$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (1.1.1) and (1.1.5) must blow up in a finite time, while the solution itself remains bounded and small. Moreover, the life span $\widetilde{T}(\varepsilon)$ of the $C^{1}$ solution possesses the following asymptotic property:

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}\left(\varepsilon^{\alpha+1} \tilde{T}(\varepsilon)\right)=M_{0} \tag{1.4.3}
\end{equation*}
$$

where $M_{0}$ is a positive constant independent of $\varepsilon$, given by

$$
\begin{equation*}
M_{0}=\left(\max _{i \in J_{1}} \sup _{x \in \mathbb{R}}\left\{-\left.\frac{1}{\alpha!} \frac{d^{\alpha+1} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{\alpha+1}}\right|_{s=0}\left(l_{i}(0) \psi(x)\right)^{\alpha} l_{i}(0) \psi^{\prime}(x)\right\}\right)^{-1}, \tag{1.4.4}
\end{equation*}
$$

where $u=u^{(i)}(s)$ is defined by (1.2.1). Hence, there exist two positive constants $c$ and $C$ independent of $\varepsilon$ such that

$$
\begin{equation*}
c \varepsilon^{-(\alpha+1)} \leq \tilde{T}(\varepsilon) \leq C \varepsilon^{-(\alpha+1)}, \tag{1.4.5}
\end{equation*}
$$

denoted by

$$
\begin{equation*}
\tilde{T}(\varepsilon) \approx \varepsilon^{-(\alpha+1)} . \tag{1.4.6}
\end{equation*}
$$

b. The singularity occurs at the beginning of the envelope of characteristics of the same family, i.e., at the point with the minimum $t$-value on the envelope.
c. For every $i \notin J_{1}$, the $i$ th family of characteristics does not generate any envelope on the domain $0 \leq t \leq \tilde{T}(\varepsilon)$. In particular, every family of WLD characteristics and then every family of LD characteristics does not generate any envelope on the domain $0 \leq t \leq \tilde{T}(\varepsilon)$.
d. Let $\left(t_{0}, x_{0}\right)\left(t_{0} \stackrel{\text { def. }}{=} \tilde{T}(\varepsilon)\right)$ be a blow-up point. There exists $i_{0} \in J_{1}$ such that along the $i_{0}$ th characteristic passing through $\left(t_{0}, x_{0}\right)$, the blow-up rate is given by

$$
\begin{equation*}
u_{x}(t, x)=O\left(\left(t_{0}-t\right)^{-1}\right), \quad \forall t<t_{0}, \tag{1.4.7}
\end{equation*}
$$

which is independent of the index $\alpha$.
e. On the line $t=\tilde{T}(\varepsilon)$, the set of blow-up points cannot possess a positive (even very small) measure.

These results imply all the previous ones given by John, Liu, and Hörmander and mentioned in Section 1.1.

As to the critical case that system (1.1.1) is not WLD, but the corresponding index $\alpha$ is equal to $+\infty$, we still have the blow-up phenomenon. However, it is impossible to get a unified sharp estimate on the life span in the critical case $\alpha=+\infty$. In fact, even in the scalar case

$$
\left\{\begin{array}{l}
u_{t}+\lambda(u) u_{x}=0  \tag{1.4.8}\\
t=0: u=\varepsilon \psi(x)
\end{array}\right.
$$

where $\lambda(u) \in C^{\infty}, \lambda^{\prime}(u) \not \equiv 0$ with

$$
\begin{equation*}
\lambda^{(l)}(0)=0 \quad(l=1,2, \ldots), \tag{1.4.9}
\end{equation*}
$$

we may choose $\lambda(u)$ in different ways such that

$$
\begin{equation*}
\exp \left\{c \varepsilon^{-p}\right\} \leq \tilde{T}(\varepsilon) \leq \exp \left\{C \varepsilon^{-p}\right\}, \quad \forall p>0, \tag{1.4.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\exp \left\{c(\ln \varepsilon)^{2}\right\} \leq \tilde{T}(\varepsilon) \leq \exp \left\{C(\ln \varepsilon)^{2}\right\} \tag{1.4.11}
\end{equation*}
$$

etc., where $c$ and $C$ are positive constants independent of $\varepsilon$.
The blow-up mechanism of the $C^{1}$ solution in the critical case is also presented in Chapter 4.

### 1.5 Normalized Coordinates

The basic idea of the proof of the results given in Section 1.4 is as follows: Since the initial data are small and decay as $|x| \rightarrow+\infty, n$ waves should be essentially separated from each other in a finite amount of time and the interaction among $n$ waves can be controlled to be relatively small. Thus, for every wave, the problem can be essentially reduced to the scalar case.

Noting that the definition of weak linear degeneracy depends on $u=u^{(i)}(s)(i=1, \ldots, n)$, the characteristic trajectories passing through, for instance, $u=0$, the key point in the proof is to find new coordinates $\tilde{u}=\tilde{u}(u)[\tilde{u}(0)=0]$ such that in the $\tilde{u}$-space the characteristic trajectories passing through $\tilde{u}=0$ can be expressed in a simpler way.

In Chapter 2 we will prove that the following holds: Suppose that in a neighbourhood of $u=0$, system (1.1.1) is strictly hyperbolic and $A(u) \in$ $C^{k}$, where $k$ is an integer $\geq 1$. Then there exists a $C^{k+1}$ diffeomorphism $u=u(\tilde{u})[u(0)=0]$ such that in the $\tilde{u}$-space, for each $i=1, \ldots, n$, the $i$ th characteristic trajectory passing through $\tilde{u}=0$ coincides with the $\tilde{u}_{i}$-axis at least for small $\left|\tilde{u}_{i}\right|$, namely,

$$
\begin{equation*}
\tilde{r}_{i}\left(\tilde{u}_{i} e_{i}\right) / / e_{i}, \quad \forall\left|\tilde{u}_{i}\right| \text { small }(i=1, \ldots, n), \tag{1.5.1}
\end{equation*}
$$

where $\tilde{r}_{i}(\tilde{u})$ denotes the corresponding $i$ th right eigenvector in the $\tilde{u}$-space and $e_{i}=(0, \ldots, 0, \stackrel{(i)}{1}, 0, \ldots, 0)^{T}$.

We refer to the diffeomorphism given above as the normalized transformation, and the corresponding variables $\tilde{u}=\left(\tilde{u}_{1}, \ldots, \tilde{u}_{n}\right)^{T}$ are called the normalized variables or normalized coordinates.

In normalized coordinates $\tilde{u}$, the ith characteristic $\tilde{\lambda}_{i}(\tilde{u})=\lambda_{i}(u(\tilde{u}))$ is WLD with respect to $u=0$ if and only if

$$
\begin{equation*}
\tilde{\lambda}_{i}\left(\tilde{u}_{i} e_{i}\right) \equiv \tilde{\lambda}_{i}(0), \quad \forall\left|\tilde{u}_{i}\right| \text { small } \tag{1.5.2}
\end{equation*}
$$

whereas, if $\lambda_{i}(\tilde{u})$ is not WLD with respect to $u=0$, then either there exists an integer $\alpha_{i} \geq 0$ such that

$$
\begin{equation*}
\left.\frac{d^{l} \tilde{\lambda}_{i}\left(\tilde{u}_{i} e_{i}\right)}{d \tilde{u}_{i}^{l}}\right|_{\tilde{u}_{i}=0}=0 \quad\left(l=1, \ldots, \alpha_{i}\right), \quad \text { but }\left.\quad \frac{d^{\alpha_{i}+1} \tilde{\lambda}_{i}\left(\tilde{u}_{i} e_{i}\right)}{d \tilde{u}_{i}^{\alpha_{i}+1}}\right|_{\tilde{u}_{i}=0} \neq 0 \tag{1.5.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\frac{d^{l} \tilde{\lambda}_{i}\left(\tilde{u}_{i} e_{i}\right)}{d \tilde{u}_{i}^{l}}\right|_{\tilde{u}_{i}=0}=0 \quad(l=1,2, \ldots) \tag{1.5.4}
\end{equation*}
$$

but (1.5.2) fails, denoted by $\alpha_{i}=+\infty$.
The system in normalized coordinates can be regarded as a standard form of a strictly hyperbolic system. The proof of the results given in Section 1.4 are taken in normalized coordinates.

### 1.6 Weak Linear Degeneracy and Generalized Null Condition

The null condition was introduced in the study of nonlinear wave equations for getting the global existence of classical solutions with small initial data (cf. [19], [39]). For the first-order quasilinear strictly hyperbolic system (1.1.1), we can similarly introduce the following definition.

A strictly hyperbolic system (1.1.1) is said to satisfy the null condition if every small plane wave solution $u=u(s)[u(0)=0]$, where $s=a x+b t, a$ and $b$ being constants, to the corresponding linearalized system

$$
\begin{equation*}
u_{t}+A(0) u_{x}=0 \tag{1.6.1}
\end{equation*}
$$

is always a solution to the original quasilinear system (1.1.1), namely,

$$
\begin{equation*}
u_{t}+A(0) u_{x}=(A(0)-A(u)) u_{x} \stackrel{\text { def. }}{=} B(u) u_{x} \tag{1.6.2}
\end{equation*}
$$

Without loss of generality, we may assume that

$$
\begin{equation*}
A(0)=\operatorname{diag}\left\{\lambda_{1}(0), \ldots, \lambda_{n}(0)\right\} \tag{1.6.3}
\end{equation*}
$$

Thus, the general solution to system (1.6.1) is

$$
\begin{equation*}
u_{i}=u_{i}\left(x-\lambda_{i}(0) t\right) \quad(i=1, \ldots, n) \tag{1.6.4}
\end{equation*}
$$

where $u_{i}=u_{i}(s)(i=1, \ldots, n)$ are arbitrarily given smooth functions of $s$. Hence, noting the strict hyperbolicity, for each plane wave solution $u$ to system (1.6.1), there exists an index $i \in\{1, \ldots, n\}$ such that

$$
\begin{equation*}
u=u_{i}(s) e_{i} \tag{1.6.5}
\end{equation*}
$$

where

$$
\begin{equation*}
s=x-\lambda_{i}(0) t \tag{1.6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{i}=(0, \ldots, 0, \stackrel{(i)}{1}, 0, \ldots, 0)^{T} \tag{1.6.7}
\end{equation*}
$$

Therefore, we get
Null condition for system (1.1.1)

$$
\begin{gathered}
\mathfrak{\downarrow} \\
B\left(u_{i}(s) e_{i}\right) u_{i}^{\prime}(s) e_{i} \equiv 0, \forall u_{i}(s)\left(u_{i}(0)=0\right) \text { small } \quad(i=1, \ldots, n) \\
\mathfrak{\Downarrow} \\
B\left(u_{i} e_{i}\right) e_{i} \equiv 0, \forall\left|u_{i}\right| \text { small } \quad(i=1, \ldots, n) \\
\hat{\Downarrow} \\
A\left(u_{i} e_{i}\right) e_{i} \equiv \lambda_{i}(0) e_{i}, \forall\left|u_{i}\right| \text { small } \quad(i=1, \ldots, n) \\
\mathbb{\Downarrow} \\
\lambda_{i}\left(u_{i} e_{i}\right) e_{i} \equiv \lambda_{i}(0), \forall\left|u_{i}\right| \text { small } \quad(i=1, \ldots, n), \\
r_{i}\left(u_{i} e_{i}\right) / / e_{i}, \forall\left|u_{i}\right| \text { small } \quad(i=1, \ldots, n)
\end{gathered}
$$

$\Uparrow$
System (1.1.1) is WLD with respect to $u=0$ and

$$
u=\left(u_{1}, \ldots, u_{n}\right)^{T} \text { are normalized coordinates. }
$$

Moreover, since (1.1.1) is a system with $n$ unknown variables, we may introduce the following definition.

System (1.1.1) is said to satisfy the generalized null condition if there exists a local $C^{2}$ diffeomorphism $\tilde{u}=\tilde{u}(u)[\tilde{u}(0)=0]$ such that the corresponding system for $\tilde{u}$ satisfies the null condition.

In this definition, $\tilde{u}=\left(\tilde{u}_{1}, \ldots, \tilde{u}_{n}\right)^{T}$ are normalized coordinates and $\tilde{u}=\tilde{u}(u)$ is nothing but a normalized transformation. Thus, saying system (1.1.1) satisfies the generalized null condition simply means that system (1.1.1) satisfies the null condition in normalized coordinates.

Noting that for every $i=1, \ldots, n, \nabla \lambda_{i}(u) r_{i}(u)$ is an invariant under any given invertible $C^{2}$ transformation $\tilde{u}=\tilde{u}(u)$, we claim that system (1.1.1) is WLD with respect to $u=0$ if and only if system (1.1.1) satisfies the generalized null condition.

### 1.7 Nonstrictly Hyperbolic Case

Up to now, all the discussions have concentrated only on the strictly hyperbolic case. The nonstrictly hyperbolic system also has many applications (cf. Sections 1.3.5 and 1.3.6), but it is very complicated.

In the nonstrictly hyperbolic case, the following situation is the simplest one: Consider the quasilinear hyperbolic system of conservation laws

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial x}=0 \tag{1.7.1}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$ and $f(u)=\left(f_{1}(u), \ldots, f_{n}(u)\right)^{T}$. Suppose that every eigenvalue of $A(u)=\nabla f(u)$ has a constant multiplicity. Without loss of generality, we may suppose that

$$
\begin{equation*}
\lambda(u) \stackrel{\text { def. }}{=} \lambda_{1}(u) \equiv \cdots \equiv \lambda_{p}(u)<\lambda_{p+1}(u)<\cdots<\lambda_{n}(u), \tag{1.7.2}
\end{equation*}
$$

where $1 \leq p \leq n$. When $p=1$, system (1.7.1) is strictly hyperbolic, whereas, when $p>1$, (1.7.1) is a nonstrictly hyperbolic system of conservation laws with characteristics with constant multiplicity. According to the results given in [7] and [25], for the hyperbolic system of conservation laws, every characteristic with constant multiplicity $p>1$ must be LD:

$$
\begin{equation*}
\nabla \lambda(u) r_{i}(u) \equiv 0 \quad(i=1, \ldots, p) \tag{1.7.3}
\end{equation*}
$$

then WLD.
As a result, all previous results in the strictly hyperbolic case can be similarly extended to this situation (see Chapters 3 and 4). Moreover, several chapters in this monograph are also closely related to some more general nonstrictly hyperbolic cases.

In order to treat the nonstrictly hyperbolic system, the corresponding concepts such as the normalized transformation, the generalized normalized transformation, and weak linear degeneracy are introduced in Chapter 2.

### 1.8 Cauchy Problem on a Semibounded Initial Axis

For the Cauchy problem of system (1.1.1) on a semibounded initial axis:

$$
\begin{equation*}
t=0: u=\phi(x), \quad x \geq 0, \tag{1.8.1}
\end{equation*}
$$

where $\phi(x)$ is a $C^{1}$ vector function on $x \geq 0$, satisfying that there exists a number $\mu>0$ such that

$$
\begin{equation*}
\theta \stackrel{\text { def. }}{=} \sup _{x \geq 0}\left\{(1+x)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right)\right\}<+\infty, \tag{1.8.2}
\end{equation*}
$$

suppose that in a neighbourhood of $u=0$,

$$
\begin{equation*}
\lambda_{1}(u), \ldots, \lambda_{n-1}(u)<\lambda_{n}(u) . \tag{1.8.3}
\end{equation*}
$$

In Chapter 5 we will show that the following holds: For $\theta$ small enough, the Cauchy problem (1.1.1) and (1.8.1) admit a unique global $C^{1}$ solution $u=u(t, x)$ on the maximum determinate domain $D=\{(t, x) \mid t \geq 0, x \geq$ $\left.x_{n}(t)\right\}$, where $x=x_{n}(t)$ is the $n$th characteristic curve passing through the
origin $O(0,0)$ :

$$
\left\{\begin{array}{l}
\frac{d x_{n}(t)}{d t}=\lambda_{n}\left(u\left(t, x_{n}(t)\right)\right)  \tag{1.8.4}\\
x_{n}(0)=0
\end{array}\right.
$$

if and only if $\lambda_{n}(u)$ is WLD with respect to $u=0$.
Quite different from the corresponding result given in Section 1.4 for the Cauchy problem (1.1.1) and (1.1.5), in this situation, system (1.1.1) might be nonstrictly hyperbolic [see (1.8.3)]; moreover, only $\lambda_{n}(u)$ is asked to be WLD to get the global existence.

### 1.9 One-Sided Mixed Initial-Boundary Value Problem

In order to consider the interaction of nonlinear hyperbolic waves with the boundary, namely, the effect of boundary conditions on the global regularity of classical solution, under the hypothesis that in a neighbourhood of $u=0$,

$$
\begin{equation*}
\lambda_{1}(u), \ldots, \lambda_{m}(u)<0<\lambda_{m+1}(u)<\cdots<\lambda_{n}(u) \tag{1.9.1}
\end{equation*}
$$

we consider the one-sided mixed initial-boundary value problem for system (1.1.1) with the initial condition (1.8.1) and the following boundary conditions:

$$
\begin{equation*}
x=0: v_{s}=f_{s}\left(\alpha(t), v_{1}, \ldots, v_{m}\right)+h_{s}(t) \quad(s=m+1, \ldots, n) \tag{1.9.2}
\end{equation*}
$$

where $f_{s}(\cdot), \alpha(t)=\left(\alpha_{1}(t), \ldots, \alpha_{k}(t)\right)$, and $h_{s}(\cdot)(s=m+1, \ldots, n)$ are all $C^{1}$ functions,

$$
\begin{equation*}
v_{i}=l_{i}(u) u \quad(i=1, \ldots, n) \tag{1.9.3}
\end{equation*}
$$

and, without loss of generality, we suppose that

$$
\begin{equation*}
f_{s}(\alpha(t), 0, \ldots, 0) \equiv 0 \quad(s=m+1, \ldots, n) \tag{1.9.4}
\end{equation*}
$$

Suppose that the conditions of $C^{1}$ compatibility are satisfied at the point $(t, x)=(0,0)$. In Chapter 6 we will prove the following result: If all the positive characteristics $\lambda_{s}(u)(s=m+1, \ldots, n)$ are WLD with respect to $u=0$ and

$$
\begin{align*}
& \theta \stackrel{\text { def. }}{=} \max \{ \\
& \sup _{x \geq 0}(1+x)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right), \\
&\left.\sup _{t \geq 0}(1+t)^{1+\mu}\left(|\alpha(t)|+|h(t)|+\left|\alpha^{\prime}(t)\right|+\left|h^{\prime}(t)\right|\right)\right\}  \tag{1.9.5}\\
&<+\infty
\end{align*}
$$

in which $\mu>0$ is a constant and

$$
\begin{equation*}
h(t)=\left(h_{m+1}(t), \ldots, h_{n}(t)\right), \tag{1.9.6}
\end{equation*}
$$

then, for $\theta$ small enough, the one-sided mixed initial-boundary value problem (1.1.1), (1.8.1), and (1.9.2) admits a unique global $C^{1}$ solution $u=u(t, x)$ with a small $C^{1}$ norm on the domain $D=\{(t, x) \mid t \geq 0, x \geq 0\}$.

Comparing with the result on the Cauchy problem (see Section 1.4), this result shows that when there is only one boundary, the interaction of linear or nonlinear boundary conditions with nonlinear hyperbolic waves causes a positive effect on the global regularity of the solution: The weak linear degeneracy of all the negative characteristics $\lambda_{r}(u)(r=1, \ldots, m)$ is not necessary for the global existence of the $C^{1}$ solution; moreover, the system might be nonstrictly hyperbolic [see (1.9.1)].

### 1.10 Generalized Riemann Problem

For the quasilinear hyperbolic system of conservation laws

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial x}=0, \tag{1.10.1}
\end{equation*}
$$

under the assumption that (1.10.1) is strictly hyperbolic:

$$
\begin{equation*}
\lambda_{1}(u)<\lambda_{2}(u)<\cdots<\lambda_{n}(u), \tag{1.10.2}
\end{equation*}
$$

and for any given $i(i=1, \ldots, n), \lambda_{i}(u)$ is either GN or LD, we consider the generalized Riemann problem for system (1.10.1) with the following piecewise $C^{1}$ initial data:

$$
t=0: u= \begin{cases}u_{l}(x), & x \leq 0,  \tag{1.10.3}\\ u_{r}(x), & x \geq 0,\end{cases}
$$

where $u_{l}(x)$ and $u_{r}(x)$ are $C^{1}$ vector functions on $x \leq 0$ and $x \geq 0$, respectively, and

$$
\begin{equation*}
\eta \stackrel{\text { def. }}{=}\left|u_{r}(0)-u_{l}(0)\right|>0 \tag{1.10.4}
\end{equation*}
$$

is suitably small.
Suppose that the corresponding Riemann problem for system (1.10.1) with the piecewise constant initial data

$$
t=0: u= \begin{cases}u_{l}(0), & x \leq 0,  \tag{1.10.5}\\ u_{r}(0), & x \geq 0,\end{cases}
$$

admits a unique self-similar solution $u=U(x / t)$ composed of $n+1$ constant states and $n$ small amplitude waves (nondegenerate shocks corresponding to GN characteristics and contact discontinuities corresponding to LD characteristics).

Suppose furthermore that there exists a constant $\mu>0$ such that

$$
\begin{align*}
\theta \stackrel{\text { def. }}{=} & \sup _{x \leq 0}\left\{(1+|x|)^{1+\mu}\left(\left|u_{l}(x)-u_{l}(0)\right|+\left|u_{l}^{\prime}(x)\right|\right)\right\} \\
& \quad+\sup _{x \geq 0}\left\{(1+x)^{1+\mu}\left(\left|u_{r}(x)-u_{r}(0)\right|+\left|u_{r}^{\prime}(x)\right|\right)\right\} \tag{1.10.6}
\end{align*}
$$

is suitably small.
In Chapter 7 we will prove that the generalized Riemann problem (1.10.1) and (1.10.3) admits a unique global piecewise $C^{1}$ solution $u=u(t, x)$ on $t \geq 0$, which possesses a structure globally similar to that of the self-similar solution $u=U(x / t)$ to the corresponding Riemann problem (1.10.1) and (1.10.5). This result shows the global structural stability of the self-similar solution $u=U(x / t)$ to the Riemann problem.

### 1.11 Generalized Nonlinear Initial-Boundary Riemann Problem

Under assumption (1.9.1), we consider the following nonlinear initialboundary Riemann problem with constant initial data:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial x}=0, \quad t>0, x>0  \tag{1.11.1}\\
t=0: u=u_{+}, \quad x \geq 0 \\
x=0: \quad v_{s}=G_{s}\left(v_{1}, \ldots, v_{m}\right) \quad(s=m+1, \ldots, n), \quad t \geq 0
\end{array}\right.
$$

where $u_{+}$is a constant vector, $f(\cdot) \in C^{3}, G_{s}(\cdot) \in C^{1}(s=m+1, \ldots, n)$, and

$$
\begin{equation*}
v_{i}=l_{i}(u) u \quad(i=1, \ldots, n) \tag{1.11.4}
\end{equation*}
$$

However, the conditions of $C^{0}$ compatibility at the point $(t, x)=(0,0)$,

$$
\begin{equation*}
v_{s}^{+}=G_{s}\left(v_{1}^{+}, \ldots, v_{m}^{+}\right) \quad(s=m+1, \ldots, n), \tag{1.11.5}
\end{equation*}
$$

fail, where

$$
\begin{equation*}
v_{i}^{+}=l_{i}\left(u_{+}\right) u_{+} \quad(i=1, \ldots, n) \tag{1.11.6}
\end{equation*}
$$

Suppose that every positive characteristic $\lambda_{s}(u)(s \in\{m+1, \ldots, n\})$ is either GN or LD. If $\left|u_{+}\right|$and $\left|v_{s}^{+}-G_{s}\left(v_{1}^{+}, \ldots, v_{m}^{+}\right)\right|(s=m+1, \ldots, n)$ are
suitably small, in Chapter 8 we will prove that the nonlinear initial-boundary Riemann problem (1.11.1)-(1.11.3) admits a unique self-similar solution $u=U(x / t)$ composed of $n-m+1$ constant states and $n-m$ elementary waves with small amplitude (shocks or centered rarefaction waves corresponding to GN characteristics, contact discontinuities corresponding to LD characteristics).

Correspondingly, we consider the generalized nonlinear initial-boundary Riemann problem for system (1.11.1) with

$$
\begin{align*}
t & =0: u=u_{r}(x), \quad x \geq 0  \tag{1.11.7}\\
x & =0: v_{s}=G_{s}\left(\alpha_{s}(t), v_{1}, \ldots, v_{m}\right)+h_{s}(t) \quad(s=m+1, \ldots, n), \quad t \geq 0 \tag{1.11.8}
\end{align*}
$$

where $u_{r}(\cdot), \alpha_{s}(\cdot), h_{s}(\cdot)$, and $G_{s}(\cdot) \in C^{1}(s=m+1, \ldots, n)$,

$$
\begin{equation*}
G_{s}\left(\alpha_{s}(t), 0, \ldots, 0\right) \equiv 0 \quad(s=m+1, \ldots, n) \tag{1.11.9}
\end{equation*}
$$

However, the conditions of $C^{0}$ compatibility at the point $(t, x)=(0,0)$ fail.

Suppose that $\eta \stackrel{\text { def. }}{=}\left|u_{r}(0)\right|+|\alpha(0)|+|h(0)|>0$ is suitably small, where

$$
\begin{equation*}
\alpha(t)=\left(\alpha_{m+1}(t), \ldots, \alpha_{n}(t)\right), h(t)=\left(h_{m+1}(t), \ldots, h_{n}(t)\right), \quad \forall t \geq 0 \tag{1.11.10}
\end{equation*}
$$

and there is a constant $\mu>0$ such that

$$
\begin{align*}
& \theta \stackrel{\text { def. }}{=} \sup _{x \geq 0}\left\{(1+x)^{1+\mu}\left(\left|u_{r}(x)-u_{r}(0)\right|+\left|u_{r}^{\prime}(x)\right|\right)\right\} \\
&  \tag{1.11.11}\\
& \quad+\sup _{t \geq 0}\left\{(1+t)^{1+\mu}\left(|\alpha(t)-\alpha(0)|+\left|\alpha^{\prime}(t)\right|+|h(t)-h(0)|+\left|h^{\prime}(t)\right|\right)\right\}
\end{align*}
$$

is also suitably small.
Suppose furthermore that the corresponding nonlinear initial-boundary Riemann problem for system (1.11.1) with

$$
\begin{align*}
t=0: & u=u_{r}(0), \quad x \geq 0  \tag{1.11.12}\\
x=0: & v_{s}=G_{s}\left(\alpha_{s}(0), v_{1}, \ldots, v_{m}\right)+h_{s}(0) \\
& \stackrel{\text { def. }}{=} \bar{G}_{s}\left(v_{1}, \ldots, v_{m}\right) \quad(s=m+1, \ldots, n), \quad t \geq 0 \tag{1.11.13}
\end{align*}
$$

admits a unique self-similar solution $u=U(x / t)$ composed of $n-m+1$ constant states and $n-m$ small-amplitude elementary waves $x=\hat{\lambda}_{k} t \quad(k=$ $m+1, \ldots, n$ ) (nondegenerate shocks corresponding to GN characteristics and contact discontinuities corresponding to LD characteristics).

We will prove in Chapter 8 that under assumption (1.9.1), the generalized nonlinear initial-boundary Riemann problem (1.11.1) and (1.11.7)-(1.11.8)
admits a unique global piecewise $C^{1}$ solution $u=u(x / t)$ with a structure globally similar to the self-similar solution $u=U(x / t)$ to the corresponding nonlinear initial-boundary Riemann problem (1.11.1) and (1.11.12)(1.11.13). Thus, the self-similar solution $u=U(x / t)$ to the nonlinear initialboundary Riemann problem possesses a global structural stability.

### 1.12 Inverse Generalized Riemann Problem

Suppose that all the characteristics $\lambda_{i}(u)(i=1, \ldots, n)$ are GN and the solution to the generalized Riemann problem (1.10.1) and (1.10.3) considered in Section 1.10 consists of $n$ small-amplitude nondegenerate shocks $x=x_{i}(t)$ with $x_{i}(0)=0(i=1, \ldots, n)$.

The inverse generalized Riemann problem asks us to solve the following problem: When the position of $n$ small-amplitude nondegenerate shocks $x=x_{i}(t)$ with $x_{i}(0)=0(i=1, \ldots, n)$ is given, to what degree can we determine the initial data (1.10.3)? In Chapter 9 we will prove that if one knows $n$ small-amplitude nondegenerate shocks $x=x_{i}(t) \in C^{2}$ with $x_{i}(0)=0$ $(i=1, \ldots, n)$ satisfying

$$
\begin{equation*}
\left|x_{i}^{\prime}(t)-x_{i}^{\prime}(0)\right|, \quad\left|x_{i}^{\prime \prime}(t)\right| \leq \frac{\varepsilon}{1+t}, \quad \forall t \geq 0 \quad(i=1, \ldots, n) \tag{1.12.1}
\end{equation*}
$$

and the initial data $u_{l}(x) \in C^{1}$ on $x \leq 0$ satisfying

$$
\begin{equation*}
\left|u_{l}(x)-u_{l}(0)\right|,\left|u_{l}^{\prime}(x)\right| \leq \frac{\varepsilon}{1+|x|}, \quad \forall x \leq 0 \tag{1.12.2}
\end{equation*}
$$

where $\varepsilon>0$ is suitably small, then we can uniquely determine the initial data $u_{r}(x) \in C^{1}$ on $x \geq 0$ satisfying

$$
\begin{equation*}
\left|u_{r}(x)-u_{r}(0)\right|, \quad\left|u_{r}^{\prime}(x)\right| \leq \frac{K \varepsilon}{1+x}, \quad \forall x \geq 0 \tag{1.12.3}
\end{equation*}
$$

where $K$ is a positive constant independent of $\varepsilon$ and $x$.

### 1.13 Inverse Piston Problem

Suppose that a piston originally located at the origin at $t=0$ moves with the speed $v_{p}=\phi(t)(t \geq 0)$ in a tube, whose length is assumed to be infinite and that the gas on the right side of the piston possesses an isentropic state or an adiabatic state with initial velocity $u=u_{r}(x)(x \geq 0)$ at $t=0$. When

$$
\begin{equation*}
\phi(0)>u_{r}(0), \tag{1.13.1}
\end{equation*}
$$

the motion of the piston produces a forward shock $x=x(t)$ passing through the origin.

In Chapter 10 we will show that if the initial data of gas on the right side of the piston at $t=0$ and the position of the forward shock $x=x(t)[x(0)=0]$ are all known, under suitable hypotheses similar to those in Section 1.12, we can uniquely determine the velocity $\phi(t)$ of the piston for all $t \geq 0$ in both the Lagrangian and Eulerian representations. This solves globally the inverse piston problem.

We must point out that the result given in Section 1.8 plays an important role for the resolution of the inverse piston problem in the case of adiabatic gas.

## Chapter II Preliminaries

### 2.1 Definition of Quasilinear Hyperbolic System

In this book we consider the nonlinear hyperbolic wave described by the following first-order quasilinear hyperbolic system:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=0 \tag{2.1.1}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$ is the unknown vector function of $(t, x)$, and $A(u)$ is a given $n \times n$ matrix with suitably smooth elements $a_{i j}(u)(i, j=1, \ldots, n)$.

Definition 2.1.1 System (2.1.1) is said to be hyperbolic if, for any given $u$ on the domain under consideration, $A(u)$ has $n$ real eigenvalues $\lambda_{1}(u), \ldots, \lambda_{n}(u)$ and a complete set of left (resp. right) eigenvectors $l_{i}(u)=\left(l_{i 1}(u), \ldots, l_{\text {in }}(u)\right)\left[\right.$ resp. $\left.r_{i}(u)=\left(r_{1 i}(u), \ldots, r_{n i}(u)\right)^{T}\right](i=1, \ldots, n):$

$$
\begin{equation*}
l_{i}(u) A(u)=\lambda_{i}(u) l_{i}(u) \tag{2.1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
A(u) r_{i}(u)=\lambda_{i}(u) r_{i}(u) \tag{2.1.3}
\end{equation*}
$$

We have

$$
\begin{equation*}
\operatorname{det}\left|l_{i j}(u)\right| \neq 0 \quad\left[\text { resp } . \operatorname{det}\left|r_{i j}(u)\right| \neq 0\right] \tag{2.1.4}
\end{equation*}
$$

Without loss of generality, we assume that on the domain under consideration,

$$
\begin{equation*}
l_{i}(u) r_{j}(u) \equiv \delta_{i j} \quad(i, j=1, \ldots, n) \tag{2.1.5}
\end{equation*}
$$

where $\delta_{i j}$ stands for Kronecker's delta.
Let

$$
\begin{align*}
L(u) & =\left(\begin{array}{c}
l_{1}(u) \\
\vdots \\
l_{n}(u)
\end{array}\right)  \tag{2.1.6}\\
R(u) & =\left(r_{1}(u), \ldots, r_{n}(u)\right) \tag{2.1.7}
\end{align*}
$$

and

$$
\begin{equation*}
\Lambda(u)=\operatorname{diag}\left\{\lambda_{1}(u), \ldots, \lambda_{n}(u)\right\} \tag{2.1.8}
\end{equation*}
$$

By (2.1.2)-(2.1.3), we have

$$
\begin{equation*}
L(u) A(u)=\Lambda(u) L(u) \tag{2.1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
A(u) R(u)=R(u) \Lambda(u) \tag{2.1.10}
\end{equation*}
$$

Moreover, by (2.1.5), we have

$$
\begin{equation*}
L(u) R(u)=L(u) R(u)=I \tag{2.1.11}
\end{equation*}
$$

where $I$ is the $n \times n$ unit matrix.
Definition 2.1.2 If, for any given $u$ on the domain under consideration, A(u) has $n$ distinct real eigenvalues

$$
\begin{equation*}
\lambda_{1}(u)<\lambda_{2}(u)<\cdots<\lambda_{n}(u) \tag{2.1.12}
\end{equation*}
$$

then the set of left (resp. right) eigenvectors must be complete. This kind of hyperbolic system (2.1.1) is said to be strictly hyperbolic.

Definition 2.1.3 If, for any given $u$ on the domain under consideration, each eigenvalue of $A(u)$ possesses a constant multiplicity and the corresponding set of left (resp. right) eigenvectors is still complete, then system (2.1.1) is said to be a hyperbolic system with characteristics with constant multiplicity.

In this situation, without loss of generality, we assume that

$$
\begin{equation*}
\lambda(u) \stackrel{\text { def. }}{=} \lambda_{1}(u) \equiv \cdots \equiv \lambda_{p}(u)<\lambda_{p+1}(u)<\cdots<\lambda_{n}(u) \tag{2.1.13}
\end{equation*}
$$

and the set of left (resp. right) eigenvectors corresponding to $\lambda(u)$ spans a $p$-dimensional space, where $1 \leq p \leq n$. When $p=1$, system (2.1.1) is strictly hyperbolic, whereas, when $p>1$, (2.1.1) is a nonstrictly hyperbolic system with characteristics with constant multiplicity.

It is easy to see that for any strictly hyperbolic system or for any nonstrictly hyperbolic system with characteristics with constant multiplicity, all $\lambda_{i}(u), l_{i}(u)$, and $r_{i}(u)(i=1, \ldots, n)$ have the same regularity as $A(u)$. However, it is not always the case for general hyperbolic systems.

Example 2.1.1 Let

$$
A(u)=\left(\begin{array}{cc}
0 & u  \tag{2.1.14}\\
u^{2} & 0
\end{array}\right) .
$$

Obviously, $A(u) \in C^{\infty}(\mathbb{R})$, but the eigenvalues $\lambda_{1,2}(u)= \pm u^{3 / 2} \bar{\in} C^{\infty}$ at $u=0$.

## Example 2.1.2 Let

$$
A(u)= \begin{cases}e^{-\frac{1}{u^{2}}}\left(\begin{array}{cc}
\cos \left(\frac{2}{u}\right) & \sin \left(\frac{2}{u}\right) \\
\sin \left(\frac{2}{u}\right)-\cos \left(\frac{2}{u}\right)
\end{array}\right), & u \neq 0  \tag{2.1.15}\\
0, & u=0\end{cases}
$$

It can be shown that $A(u) \in C^{\infty}(\mathbb{R})$ and the eigenvalues $\lambda_{1,2}(u)=$ $\pm e^{-1 / u^{2}} \in C^{\infty}(\mathbb{R})$. However, one cannot find a complete set of left (resp. right) eigenvectors $\left\{l_{1}(u), l_{2}(u)\right\}\left[\right.$ resp. $\left.\left\{r_{1}(u), r_{2}(u)\right\}\right]$ depending continuously on $u$ at $u=0$ (cf. [24]).

In what follows, we always suppose that all $\lambda_{i}(u), l_{i}(u)$, and $r_{i}(u)$ $(i=1, \ldots, n)$ have the same regularity as $A(u)$.

By means of the left eigenvectors, (2.1.1) can be rewritten in the following characteristic form:

$$
\begin{equation*}
l_{i}(u) \frac{d u}{d_{i} t}=0 \quad(i=1, \ldots, n), \tag{2.1.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d}{d_{i} t}=\frac{\partial}{\partial t}+\lambda_{i}(u) \frac{\partial}{\partial x} \tag{2.1.17}
\end{equation*}
$$

denotes the directional derivative with respect to $t$ along the $i$ th characteristic

$$
\begin{equation*}
\frac{d x}{d t}=\lambda_{i}(u) . \tag{2.1.18}
\end{equation*}
$$

For each $i=1, \ldots, n$, the $i$ th equation of system (2.1.16) of characteristic form consists of only the directional derivatives of the unknown vector function $u=u(t, x)$ along the $i$ th characteristic.

Remark 2.1.1 For the inhomogeneous quasilinear hyperbolic system

$$
\begin{equation*}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=B(u), \tag{2.1.19}
\end{equation*}
$$

where $B(u)=\left(b_{1}(u), \ldots, b_{n}(u)\right)^{T}$ is a given vector function with suitably smooth elements, its hyperbolicity is defined in the same way as for the homogeneous system (2.1.1).

### 2.2 Invariance Under a Smooth Invertible Transformation of Unknown Variables

The hyperbolicity of system (2.1.1) is invariant under any smooth invertible transformation of unknown variables.

In fact, we suppose that $u=u(\bar{u})$ is a suitably smooth invertible transformation, i.e.,

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial u}{\partial \bar{u}}\right) \neq 0 \tag{2.2.1}
\end{equation*}
$$

Substituting $u=u(\bar{u})$ into (2.1.1), we get

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial t}+\bar{A}(\bar{u}) \frac{\partial \bar{u}}{\partial x}=0 \tag{2.2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{A}(\bar{u})=\left(\frac{\partial u}{\partial \bar{u}}\right)^{-1} A(u(\bar{u}))\left(\frac{\partial u}{\partial \bar{u}}\right) \tag{2.2.3}
\end{equation*}
$$

satisfies the same property as $A(u)$. More precisely, the eigenvalues $\bar{\lambda}_{i}(\bar{u})$ $(i=1, \ldots, n)$ and the left (resp. right) eigenvectors $\bar{l}_{i}(\bar{u})$ [resp. $\left.\bar{r}_{i}(\bar{u})\right]$ $(i=1, \ldots, n)$ of $\bar{A}(\bar{u})$ verify that

$$
\begin{gather*}
\bar{\lambda}_{i}(\bar{u})=\lambda_{i}(u(\bar{u})) \quad(i=1, \ldots, n),  \tag{2.2.4}\\
\bar{l}_{i}(\bar{u})\left(\frac{\partial u}{\partial \bar{u}}\right)^{-1} / / l_{i}(u(\bar{u})) \quad(i=1, \ldots, n), \tag{2.2.5}
\end{gather*}
$$

and

$$
\begin{equation*}
\left(\frac{\partial u}{\partial \bar{u}}\right) \bar{r}_{i}(\bar{u}) / / r_{i}(u(\bar{u})) \quad(i=1, \ldots, n) \tag{2.2.6}
\end{equation*}
$$

Without loss of generality, we may take

$$
\begin{equation*}
\bar{l}_{i}(\bar{u})=l_{i}(u(\bar{u}))\left(\frac{\partial u}{\partial \bar{u}}\right) \quad(i=1, \ldots, n) \tag{2.2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{r}_{i}(\bar{u})=\left(\frac{\partial u}{\partial \bar{u}}\right)^{-1} r_{i}(u(\bar{u})) \quad(i=1, \ldots, n) \tag{2.2.8}
\end{equation*}
$$

Then, noting (2.1.4) and (2.2.1), we get

$$
\begin{equation*}
\operatorname{det}\left|\bar{l}_{i j}(\bar{u})\right| \neq 0 \quad\left[\text { resp. } \operatorname{det}\left|\bar{r}_{i j}(\bar{u})\right| \neq 0\right] \tag{2.2.9}
\end{equation*}
$$

Moreover, by (2.1.5), we have

$$
\begin{equation*}
\bar{l}_{i}(\bar{u}) \bar{r}_{j}(\bar{u}) \equiv \delta_{i j} \quad(i, j=1, \ldots, n) \tag{2.2.10}
\end{equation*}
$$

By Remark 2.1.1, the hyperbolicity of inhomogeneous quasilinear system (2.1.19) is also invariant under any invertible smooth transformation of unknown variables.

### 2.3 Genuine Nonlinearity and Linear Degeneracy

For system (2.1.1), we suppose that on the domain under consideration, $A(u) \in C^{1}$.

Definition 2.3.1 For any given simple characteristic $\lambda_{i}(u)(i \in\{1, \ldots, n\})$, if, on the domain under consideration, we have

$$
\begin{equation*}
\nabla \lambda_{i}(u) \cdot r_{i}(u) \neq 0 \tag{2.3.1}
\end{equation*}
$$

then $\lambda_{i}(u)$ is said to be genuinely nonlinear (GN) in the sense of Lax. However, if, on the domain under consideration, we have

$$
\begin{equation*}
\nabla \lambda_{i}(u) \cdot r_{i}(u) \equiv 0 \tag{2.3.2}
\end{equation*}
$$

then $\lambda_{i}(u)$ is said to be linearly degenerate (LD) in the sense of Lax (cf. [42]).

Remark 2.3.1 The simple characteristic $\lambda_{i}(u)$ is GN means that $\lambda_{i}(u)$ is strictly monotone along any given ith characteristic trajectory $u=u^{(i)}(s)$, defined by

$$
\begin{equation*}
\frac{d u}{d s}=r_{i}(u) \tag{2.3.3}
\end{equation*}
$$

On the other hand, saying $\lambda_{i}(u)$ is $\mathbf{L D}$ means that $\lambda_{i}(u)$ is a constant along any given ith characteristic trajectory $u=u^{(i)}(s)$.

Definition 2.3.2 For any characteristic $\lambda(u)$ with constant multiplicity $p$, if, on the domain under consideration, we have

$$
\begin{equation*}
\nabla \lambda(u) \cdot r_{i}(u) \equiv 0 \quad(i=1, \ldots, p) \tag{2.3.4}
\end{equation*}
$$

where $\left\{r_{i}(u)(i=1, \ldots, p)\right\}$ is a complete set of linearly independent right eigenvectors corresponding to $\lambda(u)$, then $\lambda(u)$ is said to be linearly degenerate (LD).

Definition 2.3.3 For a strictly hyperbolic system (2.1.1), if, on the domain under consideration, all the characteristics $\lambda_{i}(u)(i=1, \ldots, n)$ are $\mathbf{G N}[$ resp. $\boldsymbol{L D}]$, then the system is said to be $\mathbf{G N}[$ resp. $\boldsymbol{L D}]$.

Definition 2.3.4 For a nonstrictly hyperbolic system (2.1.1) with characteristics with constant multiplicity, if, on the domain under consideration, all the simple characteristics and all the multiple characteristics with constant multiplicity are $\boldsymbol{L} \boldsymbol{D}$, then the system is said to be $\boldsymbol{L} \boldsymbol{D}$.

Moreover, noting (2.2.4) and (2.2.8), it is easy to see that the genuine nonlinearity or linear degeneracy of a characteristic is invariant under any invertible smooth transformation of unknown variables.

### 2.4 Normalized Coordinates

By Section 2.2, the hyperbolicity of a system is invariant under any smooth invertible transformation of unknown variables. In this section, we want to find new coordinates $\widetilde{u}=\widetilde{u}(u)[\widetilde{u}(0)=0]$ such that in the $\widetilde{u}$-space the characteristic trajectories passing through $\widetilde{u}=0$ can be expressed in a simpler way.

### 2.4.1 Normalized Coordinates for Strictly Hyperbolic Systems

Lemma 2.4.1 Suppose that in a neighbourhood of $u=0$, system (2.1.1) is strictly hyperbolic and $A(u) \in C^{k}$, where $k \geq 1$ is an integer. Then there exists an invertible $C^{k+1}$ transformation $u=u(\widetilde{u})[u(0)=0]$ such that in the $\widetilde{u}$-space, for each $i=1, \ldots, n$, the $i$ th characteristic trajectory passing through $\widetilde{u}=0$ coincides with the $\widetilde{u}_{i}$-axis at least for $\left|\widetilde{u}_{i}\right|$ small, namely,

$$
\begin{equation*}
\widetilde{r}_{i}\left(\widetilde{u}_{i} e_{i}\right) / / e_{i}, \quad \forall\left|\widetilde{u}_{i}\right| \text { small } \quad(i=1, \ldots, n), \tag{2.4.1}
\end{equation*}
$$

where $\widetilde{r}_{i}(\widetilde{u})$ denotes the ith right eigenvector corresponding to $\lambda_{i}(u(\widetilde{u}))$ in the $\widetilde{u}$-space and $e_{i}=(0, \ldots, 0, \stackrel{(i)}{1}, 0, \ldots, 0)^{T}$ (see [50] or [75]).

Proof. Let $u^{(1)}=\hat{u}^{(1)}\left(\widetilde{u}_{1}\right)$ be the first characteristic trajectory passing through the origin $u=0$, namely,

$$
\left\{\begin{array}{l}
\frac{d u^{(1)}}{d \widetilde{u}_{1}}=r_{1}\left(u^{(1)}\right)  \tag{2.4.2}\\
\widetilde{u}_{1}=0: u^{(1)}=0
\end{array}\right.
$$

let $u^{(2)}=u^{(2)}\left(u^{(1)}, \widetilde{u}_{2}\right)=\hat{u}^{(2)}\left(\widetilde{u}_{1}, \widetilde{u}_{2}\right)$ be the second characteristic trajectory passing through $u=u^{(1)}$, namely,

$$
\left\{\begin{array}{c}
\frac{d u^{(2)}}{d \widetilde{u}_{2}}=r_{2}\left(u^{(2)}\right), \\
\widetilde{u}_{2}=0: u^{(2)}=u^{(1)} ;  \tag{2.4.3}\\
\vdots
\end{array}\right.
$$

let $u^{(n)}=u^{(n)}\left(u^{(n-1)}, \widetilde{u}_{n}\right)=\hat{u}^{(n)}\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{n-1}, \widetilde{u}_{n}\right)$ be the $n$th characteristic trajectory passing through $u=u^{(n-1)}$, namely,

$$
\left\{\begin{array}{l}
\frac{d u^{(n)}}{d \widetilde{u}_{n}}=r_{n}\left(u^{(n)}\right),  \tag{2.4.4}\\
\widetilde{u}_{n}=0: u^{(n)}=u^{(n-1)} .
\end{array}\right.
$$

Then $u=u(\widetilde{u})=\hat{u}^{(n)}\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{n-1}, \widetilde{u}_{n}\right)$ must be a desired invertible $C^{k+1}$ transformation.

In fact, according to (2.4.2)-(2.4.4), we have

$$
\begin{equation*}
\hat{u}^{(n)}(0)=\hat{u}^{(n-1)}(0)=\cdots=\hat{u}^{(1)}(0)=0 \tag{2.4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u}{\partial \widetilde{u}_{i}}(0)=\frac{\partial \hat{u}^{(n)}}{\partial \widetilde{u}_{i}}(0)=\frac{\partial \hat{u}^{(n-1)}}{\partial \widetilde{u}_{i}}(0)=\cdots=\frac{\partial \hat{u}^{(i)}}{\partial \widetilde{u}_{i}}(0)=r_{i}(0) \quad(i=1, \ldots, n) \tag{2.4.6}
\end{equation*}
$$

Noting (2.1.4), we have

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial u}{\partial \widetilde{u}}(0)\right) \neq 0 \tag{2.4.7}
\end{equation*}
$$

Then, by continuity, $u=u(\widetilde{u})=\hat{u}^{(n)}\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{n-1}, \widetilde{u}_{n}\right)$ is invertible in a neighbourhood $\widetilde{u}=0$.

Moreover, similarly to (2.4.6), for small $\left|\widetilde{u}_{i}\right|(i=1, \ldots, n)$, we have

$$
\begin{equation*}
\frac{\partial u}{\partial \widetilde{u}_{i}}\left(\widetilde{u}_{i} e_{i}\right)=\frac{\partial \hat{u}^{(n)}}{\partial \widetilde{u}_{i}}\left(\widetilde{u}_{i} e_{i}\right)=\cdots=\frac{\partial \hat{u}^{(i)}}{\partial \widetilde{u}_{i}}\left(\widetilde{u}_{i} e_{i}\right)=r_{i}\left(\widetilde{u}_{i} e_{i}\right) \quad(i=1, \ldots, n) . \tag{2.4.8}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left(\frac{\partial u}{\partial \widetilde{u}}\left(\widetilde{u}_{i} e_{i}\right)\right)^{-1} r_{i}\left(\widetilde{u}_{i} e_{i}\right)=e_{i} \quad(i=1, \ldots, n) \tag{2.4.9}
\end{equation*}
$$

Hence, noting (2.2.6), we get (2.4.1).
Definition 2.4.1 The transformation given by Lemma 2.4.1 is said to be a normalized transformation, and the corresponding variables $\widetilde{u}=$ $\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{n}\right)^{T}$ are called normalized variables or normalized coordinates (cf. [50], [75]).

Remark 2.4.1 For any strictly hyperbolic system (2.1.1), normalized coordinates are not unique. In fact, if $u=\left(u_{1}, \ldots, u_{n}\right)$ are normalized coordinates, then any smooth invertible transformation of the following form:

$$
\begin{equation*}
\widetilde{u}_{i}=g_{i}\left(u_{i}\right) \quad(i=1, \ldots, n) \tag{2.4.10}
\end{equation*}
$$

with $g_{i}(0)=0$ and $g_{i}^{\prime}(0) \neq 0(i=1, \ldots, n)$ gives other normalized coordinates $\widetilde{u}=\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{n}\right)^{T}$.

According to Remark 2.4.1, we can choose suitable normalized coordinates $\widetilde{u}=\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{n}\right)^{T}$ such that

$$
\begin{equation*}
\widetilde{r}_{i}\left(\widetilde{u}_{i} e_{i}\right) \equiv e_{i}, \quad \forall\left|\widetilde{u}_{i}\right| \text { small } \quad(i=1, \ldots, n) \tag{2.4.11}
\end{equation*}
$$

### 2.4.2 Normalized Coordinates for Nonstrictly Hyperbolic Systems with Characteristics with Constant Multiplicity

In this section we consider the nonstrictly hyperbolic system (2.1.1) with characteristics with constant multiplicity. Without loss of generality, we suppose that (2.1.13) holds.

First, we give the following (see [7], [25]).
Lemma 2.4.2 For the quasilinear hyperbolic system of conservation laws with characteristics with constant multiplicity

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial x}=0 \tag{2.4.12}
\end{equation*}
$$

where $f(u)=\left(f_{1}(u), \ldots, f_{n}(u)\right)^{T} \in C^{2}$, the eigenvalue $\lambda(u)$ with constant multiplicity $p(>1)$ must be linearly degenerate, i.e., (2.3.4) holds. Moreover, the right eigenvectors $r_{i}(u)(i=1, \ldots, p)(p>1)$ corresponding to the multiple eigenvalue $\lambda(u)$ satisfy the following completely integrable condition:

$$
\begin{equation*}
\left[r_{i}(u), r_{j}(u)\right] \in \operatorname{span}\left\{r_{1}(u), \ldots, r_{p}(u)\right\}, \quad \forall i, j=1, \ldots, p \tag{2.4.13}
\end{equation*}
$$

where $\left[r_{1}, r_{2}\right]=\left(r_{1} \cdot \nabla\right) r_{2}-\left(r_{2} \cdot \nabla\right) r_{1}$ is the Poisson's bracket, and $\operatorname{span}\left\{r_{1}(u), \ldots, r_{p}(u)\right\}$ stands for the linear space generated by $r_{1}(u), \ldots, r_{p}(u)$.

Similarly to Lemma 2.4.1, we have
Lemma 2.4.3 Suppose that in a neighbourhood of $u=0$, (2.1.1) is a nonstrictly hyperbolic system with characteristics with constant multiplicity. Also suppose that (2.1.13) holds, and $A(u) \in C^{k}$, where $k \geq 1$ is an integer. Suppose, furthermore, that the right eigenvectors $r_{i}(u)(i=1, \ldots, p)$ ( $p>1$ ) corresponding to the multiple eigenvalue $\lambda(u)$ satisfy the completely integrable condition (2.4.13). Then there exists an invertible $C^{k+1}$ transformation $u=u(\widetilde{u})[u(0)=0]$ such that in the $\widetilde{u}$-space

$$
\begin{equation*}
\widetilde{r}_{i}\left(\sum_{h=1}^{p} \widetilde{u}_{h} e_{h}\right) / / e_{i} \quad(i=1, \ldots, p), \quad \forall\left|\widetilde{u}_{h}\right| \text { small } \quad(h=1, \ldots, p), \tag{2.4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{r}_{j}\left(\widetilde{u}_{j} e_{j}\right) / / e_{j}, \quad \forall\left|\widetilde{u}_{j}\right| \text { small } \quad(j=p+1, \ldots, n) \tag{2.4.15}
\end{equation*}
$$

(cf. [58]).

Thus, for the nonstrictly hyperbolic system with characteristics with constant multiplicity, we give the following.

Definition 2.4.2 For the nonstrictly hyperbolic system with characteristics with constant multiplicity (2.1.1), if there exists a smooth invertible transformation $u=u(\widetilde{u})[u(0)=0]$ such that in the $\widetilde{u}$-space

$$
\begin{equation*}
\widetilde{r}_{i}\left(\sum_{h=1}^{p} \widetilde{u}_{h} e_{h}\right) / / e_{i} \quad(i=1, \ldots, p), \quad \forall\left|\widetilde{u}_{h}\right| \text { small } \quad(h=1, \ldots, p), \tag{2.4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{r}_{j}\left(\widetilde{u}_{j} e_{j}\right) / / e_{j}, \quad \forall\left|\widetilde{u}_{j}\right| \text { small } \quad(j=p+1, \ldots, n), \tag{2.4.17}
\end{equation*}
$$

then the transformation is said to be a normalized transformation, and the corresponding variables $\widetilde{u}=\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{n}\right)^{T}$ are called normalized variables or normalized coordinates (cf. [58]).

According to Lemmas 2.4.2 and 2.4.3, we have
Remark 2.4.2 Any given quasilinear hyperbolic system of conservation laws with characteristics with constant multiplicity possesses normalized coordinates.

Remark 2.4.3 Similarly to Remark 2.4.1, the normalized coordinates are not unique. In fact, they are invariant under the following smooth invertible transformation:

$$
\begin{equation*}
u_{i}=g_{i}\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{p}\right) \quad(i=1, \ldots, p) \tag{2.4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{j}=g_{j}\left(\widetilde{u}_{j}\right) \quad(j=p+1, \ldots, n) \tag{2.4.19}
\end{equation*}
$$

with $g_{i}(0)=0(i=1, \ldots, n)$ and $\partial\left(g_{1}, \ldots, g_{n}\right) / \partial\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{n}\right)(0) \neq 0$.

### 2.4.3 Generalized Normalized Coordinates for General Hyperbolic Systems

For the general hyperbolic system (2.1.1), similarly to Lemma 2.4.1, we have
Lemma 2.4.4 Suppose that in a neighbourhood of $u=0$, system (2.1.1) is hyperbolic and $A(u) \in C^{k}$, where $k \geq 1$ is an integer. Then for any given complete set of right eigenvectors $r_{i}(u)(i=1, \ldots, n)$, there exists an invertible $C^{k+1}$ transformation $u=u(\widetilde{u})[u(0)=0]$ such that in the $\widetilde{u}$-space, for each $i=1, \ldots, n$, the $i$ th characteristic trajectory passing through $\widetilde{u}=0$ coincides with the $\widetilde{u}_{i}$-axis at least for $\left|\widetilde{u}_{i}\right|$ small, namely,

$$
\begin{equation*}
\widetilde{r}_{i}\left(\widetilde{u}_{i} e_{i}\right) / / e_{i}, \quad \forall\left|\widetilde{u}_{i}\right| \text { small } \quad(i=1, \ldots, n), \tag{2.4.20}
\end{equation*}
$$

where $\widetilde{r}_{i}(\widetilde{u})$, given by (2.2.8), denotes the $i$ th right eigenvector corresponding to $\lambda_{i}(u(\widetilde{u}))$ in the $\widetilde{u}$-space.

The transformation given by Lemma 2.4.4 is called a generalized normalized transformation, and the corresponding variables $\widetilde{u}=\left(\widetilde{u}_{1}, \ldots, \widetilde{u}_{n}\right)^{T}$ said to be generalized normalized variables or generalized normalized coordinates (cf. [90]).

Remark 2.4.4 The generalized normalized coordinates depend on the special choice of right eigenvectors $r_{i}(u)(i=1, \ldots, n)$.

Obviously, for any strictly hyperbolic system, generalized normalized coordinates must be normalized coordinates.

### 2.5 Weak Linear Degeneracy

The genuine nonlinearity and the linear degeneracy discussed in Section 2.3 are only two extreme cases. In applications, some characteristics may be neither GN nor LD (see Section 1.3). In such a case, it is necessary to introduce a new concept - the weak linear degeneracy (cf. [50], [75]).

### 2.5.1 Weak Linear Degeneracy for Strictly Hyperbolic Systems

Definition 2.5.1 For the strictly hyperbolic system (2.1.1), the ith characteristic $\lambda_{i}(u)$ is weakly linearly degenerate (WLD) with respect to $u=u_{0}$ if, along the ith characteristic trajectory $u=u^{(i)}(s)$ passing through $u=u_{0}$, defined by

$$
\left\{\begin{array}{l}
\frac{d u}{d s}=r_{i}(u),  \tag{2.5.1}\\
s=0: u=u_{0}
\end{array}\right.
$$

we have

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \equiv 0, \quad \forall\left|u-u_{0}\right| \text { small, } \tag{2.5.2}
\end{equation*}
$$

namely,

$$
\begin{equation*}
\lambda_{i}\left(u^{(i)}(s)\right) \equiv \lambda_{i}\left(u_{0}\right), \quad \forall|s| \text { small. } \tag{2.5.3}
\end{equation*}
$$

Obviously, any LD characteristic in a neighbourhood of $u=u_{0}$ must be WLD with respect to $u=u_{0}$ and any GN characteristic in a neighbourhood of $u=u_{0}$ is not WLD with respect to $u=u_{0}$.

For simplicity and without loss of generality, we may take $u_{0}=0$ and simply use WLD instead of "WLD with respect to $u=0$ " in what follows.

For any given $i=1, \ldots, n$, the property that $\lambda_{i}(u)$ is WLD or not is invariant under any smooth invertible transformation $u=u(\bar{u})[u(0)=0]$.

According to Definition 2.5.1, for any $i=1, \ldots, n$, if $\lambda_{i}(u)$ is not WLD, either there exists an integer $\alpha_{i} \geq 0$ such that

$$
\begin{equation*}
\left.\frac{d^{k} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{k}}\right|_{s=0}=0\left(k=1, \ldots, \alpha_{i}\right), \text { but }\left.\frac{d^{\alpha_{i}+1} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{\alpha_{i}+1}}\right|_{s=0} \neq 0 \tag{2.5.4}
\end{equation*}
$$

or

$$
\begin{array}{r}
\left.\frac{d^{k} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{k}}\right|_{s=0}=0(k=1,2, \ldots), \text { but } \lambda_{i}\left(u^{(i)}(s)\right) \not \equiv \lambda_{i}(0), \\
\text { denoted by } \alpha_{i}=+\infty \tag{2.5.5}
\end{array}
$$

where $u=u^{(i)}(s)$ is defined by (2.5.1). $\alpha_{i}$ is called the non-WLD index of the characteristic $\lambda_{i}(u)$, which is also invariant under any smooth invertible transformation $u=u(\bar{u})[u(0)=0]$.

In particular, if $\alpha_{i}=0$, then in a neighbourhood of $u=0, \lambda_{i}(u)$ is GN. Moreover, when $\alpha_{i}$ increases, $\lambda_{i}(u)$ is closer and closer to the WLD case.

Definition 2.5.2 The strictly hyperbolic system (2.1.1) is said to be WLD if all characteristics $\lambda_{1}(u), \ldots, \lambda_{n}(u)$ are $W L D$.

Therefore, if a strictly hyperbolic system (2.1.1) is not WLD, then there exists a nonempty set $J \subseteq\{1, \ldots, n\}$ such that $\lambda_{i}(u)$ is not WLD if and only if $i \in J$.

Let

$$
\begin{equation*}
\alpha=\min \left\{\alpha_{i} \mid i \in J\right\} \tag{2.5.6}
\end{equation*}
$$

be the non-WLD index of the strictly hyperbolic system, where $\alpha_{i}$ is the non-WLD index of $\lambda_{i}(u)$ for each $i \in J . \alpha$ is either a nonnegative integer or $+\infty$.

Let

$$
\begin{equation*}
J_{1}=\left\{i \mid i \in J, \alpha_{i}=\alpha\right\} . \tag{2.5.7}
\end{equation*}
$$

When $\alpha=0$, then for every $i \in J_{1}, \lambda_{i}(u)$ is GN in a neighbourhood of $u=0$. Furthermore, when $\alpha$ increases, system (2.1.1) is closer and closer to a WLD system.

Obviously, in normalized coordinates, $\lambda_{i}(u)$ is WLD if and only if

$$
\begin{equation*}
\lambda_{i}\left(u_{i} e_{i}\right) \equiv \lambda_{i}(0), \quad \forall\left|u_{i}\right| \text { small. } \tag{2.5.8}
\end{equation*}
$$

Hence, if $\lambda_{i}(u)$ is not WLD, by (2.5.4)-(2.5.5),
we have

$$
\begin{equation*}
\left.\frac{d^{k} \lambda_{i}\left(u_{i} e_{i}\right)}{d u_{i}^{k}}\right|_{u_{i}=0}=0\left(k=1, \ldots, \alpha_{i}\right), \quad \text { but }\left.\quad \frac{d^{\alpha_{i}+1} \lambda_{i}\left(u_{i} e_{i}\right)}{d u_{i}^{\alpha_{i}+1}}\right|_{u_{i}=0} \neq 0 \tag{2.5.9}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\frac{d^{k} \lambda_{i}\left(u_{i} e_{i}\right)}{d u_{i}^{k}}\right|_{u_{i}=0}=0(k=1,2, \ldots), \quad \text { but } \quad \lambda_{i}\left(u_{i} e_{i}\right) \not \equiv \lambda_{i}(0) . \tag{2.5.10}
\end{equation*}
$$

### 2.5.2 Weak Linear Degeneracy for Nonstrictly Hyperbolic Systems with Characteristics with Constant Multiplicity

Definition 2.5.3 Suppose that there exist normalized coordinates for a nonstrictly hyperbolic system (2.1.1) with characteristics with constant multiplicity, say (2.1.13) holds. The ith characteristic $\lambda_{i}(u)$ is WLD if, in normalized coordinates, when $i \in\{1, \ldots, p\}$,

$$
\begin{equation*}
\lambda_{i}\left(\sum_{h=1}^{p} u_{h} e_{h}\right) \equiv \lambda(0), \quad \forall\left|u_{h}\right| \text { small } \quad(h=1, \ldots, p), \tag{2.5.11}
\end{equation*}
$$

whereas, when $i \in\{p+1, \ldots, n\}$,

$$
\begin{equation*}
\lambda_{i}\left(u_{i} e_{i}\right) \equiv \lambda_{i}(0), \quad \forall\left|u_{i}\right| \text { small. } \tag{2.5.12}
\end{equation*}
$$

If all characteristics $\lambda_{i}(u)(i=1, \ldots, n)$ are $W L D$, system (2.1.1) is said to be WLD.

Remark 2.5.1 By Lemma 2.4.2, for any hyperbolic system of conservation laws (2.4.12) with characteristics with constant multiplicity, the $p$-multiple characteristic $\lambda(u)(p>1)$ must be $L D$, then WLD.

### 2.5.3 Weak Linear Degeneracy for General Hyperbolic Systems

For a general hyperbolic system (2.1.1), if $\lambda_{i}(u)$ is a simple eigenvalue, we say that $\lambda_{i}(u)$ is WLD if, along the $i$ th characteristic trajectory $u=u^{(i)}(s)$ passing through $u=0$, defined by (2.5.1), we have (2.5.2) or (2.5.3).

Obviously, in generalized normalized coordinates $u=\left(u_{1}, \ldots, u_{n}\right)$, a simple characteristic $\lambda_{i}(u)$ is WLD if and only if

$$
\begin{equation*}
\lambda_{i}\left(u_{i} e_{i}\right) \equiv \lambda_{i}(0), \quad \forall\left|u_{i}\right| \text { small. } \tag{2.5.13}
\end{equation*}
$$

If a simple characteristic $\lambda_{i}(u)$ is not WLD, then either there exists an integer $\alpha_{i} \geq 0$ such that

$$
\begin{equation*}
\left.\frac{d^{k} \lambda_{i}\left(u_{i} e_{i}\right)}{d u_{i}^{k}}\right|_{u_{i}=0}=0\left(k=1, \ldots, \alpha_{i}\right), \quad \text { but }\left.\quad \frac{d^{\alpha_{i}+1} \lambda_{i}\left(u_{i} e_{i}\right)}{d u_{i}^{\alpha_{i}+1}}\right|_{u_{i}=0} \neq 0 \tag{2.5.14}
\end{equation*}
$$

or

$$
\begin{align*}
\left.\frac{d^{k} \lambda_{i}\left(u_{i} e_{i}\right)}{d u_{i}^{k}}\right|_{u_{i}=0}=0(k=1,2, \ldots), & \text { but } \quad \lambda_{i}\left(u_{i} e_{i}\right) \not \equiv \lambda_{i}(0) \\
& \text { denoted by } \alpha_{i}=+\infty \tag{2.5.15}
\end{align*}
$$

### 2.6 Decomposition of Waves

In this section we assume that $A(u) \in C^{2}$.

### 2.6.1 Formulas on the Decomposition of Waves

Let

$$
\begin{equation*}
v_{i}=l_{i}(u) u \quad(i=1, \ldots, n) \tag{2.6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{i}=l_{i}(u) u_{x} \quad(i=1, \ldots, n) . \tag{2.6.2}
\end{equation*}
$$

By (2.1.5), we have

$$
\begin{equation*}
u=\sum_{k=1}^{n} v_{k} r_{k}(u) \tag{2.6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{x}=\sum_{k=1}^{n} w_{k} r_{k}(u) \tag{2.6.4}
\end{equation*}
$$

For the general quasilinear hyperbolic system (2.1.1), using (2.1.16), we have (cf. [50], [75])

$$
\begin{equation*}
\frac{d v_{i}}{d_{i} t}=\sum_{j, k=1}^{n} \beta_{i j k}(u) v_{j} w_{k} \quad(i=1, \ldots, n) \tag{2.6.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{i j k}(u)=\left(\lambda_{k}(u)-\lambda_{i}(u)\right) l_{i}(u) \nabla r_{j}(u) r_{k}(u) . \tag{2.6.6}
\end{equation*}
$$

Obviously,

$$
\begin{equation*}
\beta_{i j i}(u) \equiv 0, \quad \forall i, j . \tag{2.6.7}
\end{equation*}
$$

Noting (2.6.4) and (2.6.5), we have

$$
\begin{align*}
d\left[v_{i}\left(d x-\lambda_{i}(u) d t\right)\right] & =\left[\frac{\partial v_{i}}{\partial t}+\frac{\partial\left(\lambda_{i}(u) v_{i}\right)}{\partial x}\right] d t \wedge d x \\
& =\left[\frac{d v_{i}}{d_{i} t}+\nabla \lambda_{i}(u) u_{x} v_{i}\right] d t \wedge d x \\
& =\left[\sum_{j, k=1}^{n} B_{i j k}(u) v_{j} w_{k}\right] d t \wedge d x \quad(i=1, \ldots, n), \tag{2.6.8}
\end{align*}
$$

where

$$
\begin{equation*}
B_{i j k}(u)=\beta_{i j k}(u)+\nabla \lambda_{i}(u) r_{k}(u) \delta_{i j} . \tag{2.6.9}
\end{equation*}
$$

By (2.6.7), it is easy to see that

$$
\begin{equation*}
B_{i j i}(u) \equiv 0, \quad \forall j \neq i, \tag{2.6.10}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{i i i}(u)=\nabla \lambda_{i}(u) r_{i}(u), \quad \forall i . \tag{2.6.11}
\end{equation*}
$$

In the corresponding generalized normalized coordinates, noting (2.4.20), it follows from (2.6.6) and (2.6.9) that

$$
\begin{align*}
\beta_{i j j}\left(u_{j} e_{j}\right) \equiv 0, & \forall\left|u_{j}\right| \text { small } \quad(i, j=1, \ldots, n),  \tag{2.6.12}\\
B_{i j j}\left(u_{j} e_{j}\right) \equiv 0, & \forall\left|u_{j}\right| \text { small, } \quad \forall j \neq i . \tag{2.6.13}
\end{align*}
$$

On the other hand, we have (cf. [33], [38], [50], [75])

$$
\begin{equation*}
\frac{d w_{i}}{d_{i} t}=\sum_{j, k=1}^{n} \gamma_{i j k}(u) w_{j} w_{k} \quad(i=1, \ldots, n) \tag{2.6.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{i j k}(u)=\frac{1}{2}\left\{\left(\lambda_{j}(u)-\lambda_{k}(u)\right) l_{i}(u) \nabla r_{k}(u) r_{j}(u)-\nabla \lambda_{k}(u) r_{j}(u) \delta_{i k}+(j \mid k)\right\}, \tag{2.6.15}
\end{equation*}
$$

in which $(j \mid k)$ stands for all terms obtained by changing $j$ and $k$ in the previous terms,

$$
\begin{equation*}
\gamma_{i j j}(u) \equiv 0, \quad \forall j \neq i, \tag{2.6.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{i i i}(u)=-\nabla \lambda_{i}(u) r_{i}(u) \quad(i=1, \ldots, n) . \tag{2.6.17}
\end{equation*}
$$

Noting (2.6.4) and (2.6.14), we have

$$
\begin{align*}
d\left[w_{i}\left(d x-\lambda_{i}(u) d t\right)\right] & =\left[\frac{\partial w_{i}}{\partial t}+\frac{\partial\left(\lambda_{i}(u) w_{i}\right)}{\partial x}\right] d t \wedge d x \\
& =\left[\frac{d w_{i}}{d_{i} t}+\nabla \lambda_{i}(u) u_{x} w_{i}\right] d t \wedge d x \\
& =\left[\sum_{j, k=1}^{n} \Gamma_{i j k}(u) w_{j} w_{k}\right] d t \wedge d x \quad(i=1, \ldots, n), \tag{2.6.18}
\end{align*}
$$

where

$$
\begin{equation*}
\Gamma_{i j k}(u)=\frac{1}{2}\left(\lambda_{j}(u)-\lambda_{k}(u)\right) l_{i}(u)\left[\nabla r_{k}(u) r_{j}(u)-\nabla r_{j}(u) r_{k}(u)\right] . \tag{2.6.19}
\end{equation*}
$$

Obviously,

$$
\begin{equation*}
\Gamma_{i j j}(u) \equiv 0 \quad(i, j=1, \ldots, n) \tag{2.6.20}
\end{equation*}
$$

Using Stokes' formula, by (2.6.8) and (2.6.18), it is easy to prove the following (see [32], [33]).

Lemma 2.6.1 Suppose that $u=u(t, x)$ is a $C^{1}$ solution to system (2.1.1), $\tau_{1}$ and $\tau_{2}$ are two $C^{1}$ arcs that are never tangent to the ith characteristic direction, and $\mathbb{D}$ is the domain bounded by $\tau_{1}, \tau_{2}$ and two $i$ th characteristic curves $L_{i}^{-}$and $L_{i}^{+}$. Then
$\int_{\tau_{1}}\left|v_{i}\left(d x-\lambda_{i}(u) d t\right)\right| \leq \int_{\tau_{2}}\left|v_{i}\left(d x-\lambda_{i}(u) d t\right)\right|+\iint_{\mathbb{D}}\left|\sum_{j, k=1}^{n} B_{i j k}(u) v_{j} w_{k}\right| d t d x$
and
$\int_{\tau_{1}}\left|w_{i}\left(d x-\lambda_{i}(u) d t\right)\right| \leq \int_{\tau_{2}}\left|w_{i}\left(d x-\lambda_{i}(u) d t\right)\right|+\iint_{\mathbb{D}}\left|\sum_{\substack{j, k=1 \\ j \neq k}}^{n} \Gamma_{i j k}(u) w_{j} w_{k}\right| d t d x$.

Remark 2.6.1 In order to get (2.6.14), we have formally used the secondorder derivatives of $u$. However, it is easy to see that, by means of a difference technique, we can rigorously derive the integral equation corresponding to (2.6.14). Essentially, we only need this integral equation in what follows. For convenience, we still use the form of (2.6.14).

Remark 2.6.2 Noting (2.2.7), we see that $w_{i}(i=1, \ldots, n)$ are invariant under any smooth invertible transformation $u=u(\widetilde{u})$.

We now consider the special case where system (2.1.1) is strictly hyperbolic.

Obviously, if $\lambda_{i}(u)$ is LD, for any given $u$ on the domain under consideration, from (2.6.11) and (2.6.17) we have

$$
\begin{equation*}
B_{i i i}(u) \equiv 0 \tag{2.6.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{i i i}(u) \equiv 0 \tag{2.6.24}
\end{equation*}
$$

In normalized coordinates, noting (2.4.1), it follows from (2.6.6) and (2.6.9) that

$$
\begin{align*}
& \beta_{i j j}\left(u_{j} e_{j}\right) \equiv 0, \quad \forall\left|u_{j}\right| \text { small } \quad(i, j=1, \ldots, n),  \tag{2.6.25}\\
& B_{i j j}\left(u_{j} e_{j}\right) \equiv 0, \quad \forall\left|u_{j}\right| \text { small }, \quad \forall j \neq i \tag{2.6.26}
\end{align*}
$$

Furthermore, if $\lambda_{i}(u)$ is WLD, it follows from (2.6.11) and (2.6.17) that

$$
\begin{equation*}
B_{i i i}\left(u_{i} e_{i}\right) \equiv 0, \quad \forall\left|u_{i}\right| \text { small, } \tag{2.6.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{i i i}\left(u_{i} e_{i}\right) \equiv 0, \quad \forall\left|u_{i}\right| \text { small. } \tag{2.6.28}
\end{equation*}
$$

We next consider the nonstrictly hyperbolic system with characteristics with constant multiplicity.

Without loss of generality, we still assume that the nonstrictly hyperbolic system (2.1.1) satisfies (2.1.13).

It follows from (2.6.6), (2.6.9), (2.6.15), and (2.6.19) that

$$
\begin{align*}
& \beta_{i j k}(u) \equiv 0, \quad \forall i, k \in\{1, \ldots, p\}, \quad \forall j  \tag{2.6.29}\\
& B_{i j k}(u) \equiv 0, \quad \forall i, k \in\{1, \ldots, p\}, \quad \forall j \neq i  \tag{2.6.30}\\
& \gamma_{i j k}(u) \equiv 0, \quad \forall i \in\{p+1, \ldots, n\}, \quad \forall j, k \in\{1, \ldots, p\}, \tag{2.6.31}
\end{align*}
$$

and

$$
\begin{equation*}
\Gamma_{i j k}(u) \equiv 0, \quad \forall j, k \in\{1, \ldots, p\} \tag{2.6.32}
\end{equation*}
$$

If the multiple characteristic $\lambda(u)$ is LD, we have

$$
\begin{equation*}
B_{i j k}(u) \equiv 0, \quad \forall i, k \in\{1, \ldots, p\}, \quad \forall j \tag{2.6.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{i j k}(u) \equiv 0, \quad \forall j, k \in\{1, \ldots, p\}, \quad \forall i \tag{2.6.34}
\end{equation*}
$$

whereas, if a simple characteristic $\lambda_{i}(u)(i \in\{p+1, \ldots, n\})$ is LD, we still have (2.6.23)-(2.6.24).

In normalized coordinates, noting (2.4.16)-(2.4.17), it follows from (2.6.6) and (2.6.9) that

$$
\begin{align*}
\beta_{i j k}\left(\sum_{h=1}^{p} u_{h} e_{h}\right) & \equiv 0, \quad \forall j, k \in\{1, \ldots, p\}, \quad \forall\left|u_{h}\right| \operatorname{small} \quad(h=1, \ldots, p)  \tag{2.6.35}\\
\beta_{i j j}\left(u_{j} e_{j}\right) & \equiv 0, \quad \forall\left|u_{j}\right| \operatorname{small} \quad(j=p+1, \ldots, n), \tag{2.6.36}
\end{align*}
$$

$B_{i j k}\left(\sum_{h=1}^{p} u_{h} e_{h}\right) \equiv 0, \quad \forall j, k \in\{1, \ldots, p\}$ and $j \neq i, \forall\left|u_{h}\right|$ small $(h=1, \ldots, p)$,

$$
\begin{equation*}
B_{i j j}\left(u_{j} e_{j}\right) \equiv 0, \quad \forall\left|u_{j}\right| \text { small } \quad(j=p+1, \ldots, n \quad \text { and } \quad j \neq i) \tag{2.6.37}
\end{equation*}
$$

Furthermore, if $\lambda_{i}(u)$ is WLD, we have

$$
\begin{align*}
& B_{i j k}\left(\sum_{h=1}^{p} u_{h} e_{h}\right) \equiv 0, \quad \forall j, k \in\{1, \ldots, p\}, \forall\left|u_{h}\right| \text { small }(h=1, \ldots, p) \\
& \text { for } i \in\{1, \ldots, p\}, \\
& B_{i i i}\left(u_{i} e_{i}\right) \equiv 0, \quad \forall\left|u_{i}\right| \text { small for } i \in\{p+1, \ldots, n\},  \tag{2.6.40}\\
& \gamma_{i j k}\left(\sum_{h=1}^{p} u_{h} e_{h}\right) \equiv 0, \quad \forall j, k \in\{1, \ldots, p\}, \quad \forall\left|u_{h}\right| \text { small }(h=1, \ldots, p) \\
& \text { for } i \in\{1, \ldots, p\}, \tag{2.6.41}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma_{i i i}\left(u_{i} e_{i}\right) \equiv 0, \quad \forall\left|u_{i}\right| \text { small } \quad \text { for } i \in\{p+1, \ldots, n\} \tag{2.6.42}
\end{equation*}
$$

### 2.6.2 Formulas on the Decomposition of Waves (Continued)

In many cases, estimating $u$ is more convenient than estimating $v$. For this purpose, in this section we derive the differential equations satisfied by $u_{i}$ $(i=1, \ldots, n)$ instead of (2.6.5).

Noting (2.6.4), by (2.1.1), we have

$$
\begin{equation*}
\frac{d u}{d_{i} t}=\sum_{k=1}^{n}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) w_{k} r_{k}(u) \tag{2.6.43}
\end{equation*}
$$

Suppose that $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$ are generalized normalized coordinates corresponding to the complete set of right eigenvectors $\left\{r_{1}(u), \ldots, r_{n}(u)\right\}$. We have (cf. [64])

$$
\begin{align*}
\frac{d u_{i}}{d_{i} t} & =\sum_{k=1}^{n}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) w_{k} r_{k}^{T}(u) e_{i} \\
& =\sum_{k=1}^{n}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) w_{k}\left(r_{k}^{T}(u)-r_{k}^{T}\left(u_{k} e_{k}\right)\right) e_{i} \\
& =\sum_{j, k=1}^{n} \rho_{i j k}(u) u_{j} w_{k}, \tag{2.6.44}
\end{align*}
$$

where

$$
\begin{equation*}
\rho_{i j j}(u)=0 \quad(i, j=1, \ldots, n) \tag{2.6.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{i j k}(u)=\left(\lambda_{i}(u)-\lambda_{k}(u)\right) \int_{0}^{1} \frac{\partial r_{i k}}{\partial u_{j}}\left(u_{k} e_{k}+\sigma\left(u-u_{k} e_{k}\right)\right) d \sigma, \quad j \neq k, \quad(2 \tag{2.6.46}
\end{equation*}
$$

with

$$
\begin{equation*}
\rho_{i j i}(u)=0 \quad(i, j=1, \ldots, n) . \tag{2.6.47}
\end{equation*}
$$

Noting (2.6.4) and (2.6.44), we have

$$
\begin{align*}
d\left[u_{i}\left(d x-\lambda_{i}(u) d t\right)\right] & =\left[\frac{d u_{i}}{d_{i} t}+\nabla \lambda_{i}(u) u_{x} u_{i}\right] d t \wedge d x \\
& =\left[\sum_{j, k=1}^{n} F_{i j k}(u) u_{j} w_{k}\right] d t \wedge d x \quad(i=1, \ldots, n) \tag{2.6.48}
\end{align*}
$$

where

$$
\begin{equation*}
F_{i j k}(u)=\rho_{i j k}(u)+\nabla \lambda_{i}(u) r_{k}(u) \delta_{i j} \tag{2.6.49}
\end{equation*}
$$

Noting (2.6.45) and (2.6.47), we have

$$
\begin{align*}
& F_{i j i}(u)=0, \quad \forall j \neq i,  \tag{2.6.50}\\
& F_{i j j}(u)=0, \quad \forall j \neq i \tag{2.6.51}
\end{align*}
$$

and

$$
\begin{equation*}
F_{i i i}(u)=\nabla \lambda_{i}(u) r_{i}(u) \quad(i=1, \ldots, n) \tag{2.6.52}
\end{equation*}
$$

On the other hand, (2.6.14)-(2.6.20) still hold.
Using Stokes' formula, similarly to Lemma 2.6.1, by (2.6.48) we have
Lemma 2.6.2 Suppose that $u=u(t, x)$ is a $C^{1}$ solution to system (2.1.1), $\tau_{1}$ and $\tau_{2}$ are two $C^{1}$ arcs which are never tangent to the ith characteristic
direction, and $\mathbb{D}$ is the domain bounded by $\tau_{1}, \tau_{2}$ and two ith characteristic curves $L_{i}^{-}$and $L_{i}^{+}$. Then
$\int_{\tau_{1}}\left|u_{i}\left(d x-\lambda_{i}(u) d t\right)\right| \leq \int_{\tau_{2}}\left|u_{i}\left(d x-\lambda_{i}(u) d t\right)\right|+\iint_{\mathbb{D}}\left|\sum_{j, k=1}^{n} F_{i j k}(u) u_{j} w_{k}\right| d t d x$.

For the strictly hyperbolic system (2.1.1), in normalized coordinates, if $\lambda_{i}(u)$ is WLD, it follows from (2.6.52) that

$$
\begin{equation*}
F_{i i i}\left(u_{i} e_{i}\right) \equiv 0, \quad \forall\left|u_{i}\right| \text { small. } \tag{2.6.54}
\end{equation*}
$$

For the nonstrictly hyperbolic system (2.1.1) with characteristics with constant multiplicity [say, (2.1.13) holds], we suppose that $u=\left(u_{1}, \ldots, u_{n}\right)$ are normalized coordinates, namely, (2.4.16)-(2.4.17) hold for $u$.

For $i=1, \ldots, p$, noting (2.4.15), similarly to (2.6.44), we have

$$
\begin{align*}
\frac{d u_{i}}{d_{i} t} & =\sum_{k=1}^{n}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) w_{k} r_{k}^{T}(u) e_{i} \\
& =\sum_{k=p+1}^{n}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) w_{k}\left(r_{k}^{T}(u)-r_{k}^{T}\left(u_{k} e_{k}\right)\right) e_{i} \\
& =\sum_{j, k=1}^{n} \rho_{i j k}(u) u_{j} w_{k}, \tag{2.6.55}
\end{align*}
$$

where

$$
\begin{align*}
\rho_{i j k}(u) & \equiv 0 \quad(k=1, \ldots, p)  \tag{2.6.56}\\
\rho_{i j j}(u) & \equiv 0 \quad(j=p+1, \ldots, n) \tag{2.6.57}
\end{align*}
$$

and when $j \neq k(k=p+1, \ldots, n)$, the $\rho_{i j k}(u)$ are defined by (2.6.46).
For $i=p+1, \ldots, n$, noting (2.4.16)-(2.4.17), similarly to (2.6.44), we have

$$
\begin{align*}
\frac{d u_{i}}{d_{i} t}= & \sum_{k=1}^{n}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) w_{k} r_{k}^{T}(u) e_{i} \\
= & \sum_{k=1}^{p}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) w_{k}\left(r_{k}^{T}(u)-r_{k}^{T}\left(\sum_{h=1}^{p} u_{h} e_{h}\right)\right) e_{i} \\
& \quad+\sum_{k=p+1}^{n}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) w_{k}\left(r_{k}^{T}(u)-r_{k}^{T}\left(u_{k} e_{k}\right)\right) e_{i} \\
= & \sum_{j, k=1}^{n} \rho_{i j k}(u) u_{j} w_{k} \tag{2.6.58}
\end{align*}
$$

where

$$
\begin{align*}
\rho_{i j k}(u) & \equiv 0 \quad(j, k=1, \ldots, p \quad \text { or } \quad k=i)  \tag{2.6.59}\\
\rho_{i j j}(u) & \equiv 0 \quad(j=p+1, \ldots, n) \tag{2.6.60}
\end{align*}
$$

and
$\rho_{i j k}(u)=\left\{\begin{array}{c}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) \int_{0}^{1} \frac{\partial r_{i k}}{\partial u_{j}}\left(\sum_{h=1}^{n} u_{h} e_{h}+\sigma\left(u-\sum_{h=1}^{n} u_{h} e_{h}\right)\right) d \sigma \\ (k=1, \ldots, p ; j=p+1, \ldots, n), \\ \left(\lambda_{i}(u)-\lambda_{k}(u)\right)\left(\int_{0}^{1} \frac{\partial r_{i k}}{\partial u_{j}}\left(u_{k} e_{k}+\sigma\left(u-u_{k} e_{k}\right)\right)\right) d \sigma \\ (k=p+1, \ldots, n, j \neq k) .\end{array}\right.$
Moreover, in the present situation, we still have (2.6.48)-(2.6.49) with

$$
\begin{align*}
F_{i j k}(u) & \equiv 0 \quad(j, k=1, \ldots, p \quad \text { and } \quad j \neq i)  \tag{2.6.62}\\
F_{i j j}(u) & \equiv 0 \quad(j=p+1, \ldots, n \quad \text { and } \quad j \neq i) \tag{2.6.63}
\end{align*}
$$

and (2.6.52).
If $\lambda_{i}(u)$ is WLD, when $i=1, \ldots, p$, we have

$$
\begin{equation*}
F_{i j k}\left(\sum_{h=1}^{p} u_{h} e_{h}\right) \equiv 0 \quad(j, k=1, \ldots, p), \tag{2.6.64}
\end{equation*}
$$

whereas, when $i=p+1, \ldots, n$, we have

$$
\begin{equation*}
F_{i i i}\left(u_{i} e_{i}\right) \equiv 0 . \tag{2.6.65}
\end{equation*}
$$

Furthermore, if $\lambda_{i}(u)$ is LD, when $i=1, \ldots, p$, we have

$$
\begin{equation*}
F_{i j k}(u) \equiv 0 \quad(j, k=1, \ldots, p) \tag{2.6.66}
\end{equation*}
$$

whereas, when $i=p+1, \ldots, n$, we have

$$
\begin{equation*}
F_{i i i}(u) \equiv 0 \tag{2.6.67}
\end{equation*}
$$

### 2.7 Two Lemmas on Ordinary Differential Equations

Lemma 2.7.1 Suppose that $z=z(t)$ is a solution on the interval $[0, T]$ to the following ordinary differential equation:

$$
\begin{equation*}
\frac{d z}{d t}=a_{0}(t) z^{2}+a_{1}(t) z+a_{2}(t) \tag{2.7.1}
\end{equation*}
$$

where $T>0$ is a given number, $a_{i}(t) \in C[0, T](i=0,1,2)$, and $a_{0}(t) \geq 0$ for $0 \leq t \leq T$. Let

$$
\begin{equation*}
K=\int_{0}^{T}\left|a_{2}(t)\right| d t \exp \left(\int_{0}^{T}\left|a_{1}(t)\right| d t\right) \tag{2.7.2}
\end{equation*}
$$

If

$$
\begin{equation*}
z(0)>K \tag{2.7.3}
\end{equation*}
$$

then

$$
\begin{equation*}
\int_{0}^{T} a_{0}(t) d t \exp \left(-\int_{0}^{T}\left|a_{1}(t)\right| d t\right)<(z(0)-K)^{-1} \tag{2.7.4}
\end{equation*}
$$

Lemma 2.7.2 For system (2.7.1), suppose that $a_{i}(t) \in C[0, T](i=0,1,2)$ in which $T>0$ is a given number. Let

$$
\begin{equation*}
a_{0}^{ \pm}(t)=\max \left\{ \pm a_{0}(t), 0\right\} \tag{2.7.5}
\end{equation*}
$$

and let $K$ still be defined by (2.7.2). If there exists $z_{0}$ satisfying

$$
\begin{gather*}
z_{0} \geq 0  \tag{2.7.6}\\
\int_{0}^{T} a_{0}^{+}(t) d t \exp \left(\int_{0}^{T}\left|a_{1}(t)\right| d t\right)<\left(z_{0}+K\right)^{-1} \tag{2.7.7}
\end{gather*}
$$

and

$$
\begin{equation*}
\int_{0}^{T} a_{0}^{-}(t) d t \exp \left(\int_{0}^{T}\left|a_{1}(t)\right| d t\right)<K^{-1} \tag{2.7.8}
\end{equation*}
$$

then (2.7.1) admits a unique solution $z=z(t)$ on $[0, T]$ with $z(0)=z_{0}$ and the following estimates hold:

$$
\begin{align*}
& (z(T))^{-1} \geq\left(z_{0}+K\right)^{-1}-\int_{0}^{T} a_{0}^{+}(t) d t \exp \left(\int_{0}^{T}\left|a_{1}(t)\right| d t\right) \quad \text { if } z(T)>0  \tag{2.7.9}\\
& |z(T)|^{-1} \geq K^{-1}-\int_{0}^{T} a_{0}^{-}(t) d t \exp \left(\int_{0}^{T}\left|a_{1}(t)\right| d t\right) \quad \text { if } z(T)<0 . \tag{2.7.10}
\end{align*}
$$

The proofs of these lemmas can be found in [32] and [33].

## Chapter III <br> The Cauchy Problem

The local existence and uniqueness of the classical solution to the Cauchy problem for quasilinear hyperbolic systems is well known (see [72]). In this chapter we consider the global existence and uniqueness of the classical solution to the Cauchy problem for quasilinear hyperbolic systems with small and smooth initial data satisfying certain decaying properties.

First, we study the strictly hyperbolic system.

### 3.1 Necessary Condition to Guarantee the Global Existence and Uniqueness of the $C^{1}$ Solution to the Cauchy Problem for the Strictly Hyperbolic System

Consider the Cauchy problem for the following quasilinear strictly hyperbolic system:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=0 \tag{3.1.1}
\end{equation*}
$$

with the initial data

$$
\begin{equation*}
t=0: u=\phi(x) \tag{3.1.2}
\end{equation*}
$$

where $\phi(x)$ is a $C^{1}$ vector function. Let

$$
\begin{equation*}
\theta=\sup _{x \in \mathbb{R}}\left\{(1+|x|)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right)\right\} \tag{3.1.3}
\end{equation*}
$$

in which $\mu>0$ is a constant.
Let

$$
\begin{equation*}
u^{(1)}=\left(u_{1}, \ldots, u_{m}\right)^{T}, \quad u^{(2)}=\left(u_{m+1}, \ldots, u_{n}\right)^{T} \quad(1 \leq m<n) \tag{3.1.4}
\end{equation*}
$$

The coefficient matrix $A(u)=\left(a_{i j}\right)_{n \times n}$ can be correspondingly rewritten as

$$
A(u)=\left(\begin{array}{ll}
A_{11}(u) & A_{12}(u)  \tag{3.1.5}\\
A_{21}(u) & A_{22}(u)
\end{array}\right)
$$

where $A_{11}(u)$ is an $m \times m$ matrix, $A_{22}(u)$ is an $(n-m) \times(n-m)$ matrix, etc.

Lemma 3.1.1 Suppose that in a neighbourhood of $u=0$, (3.1.1) is a strictly hyperbolic system written in normalized coordinates. Then, in a neighbourhood of $u^{(1)}=0$, the reduced system

$$
\begin{equation*}
\frac{\partial u^{(1)}}{\partial t}+A_{11}\left(u^{(1)}, 0\right) \frac{\partial u^{(1)}}{\partial x}=0 \tag{3.1.6}
\end{equation*}
$$

is still strictly hyperbolic and $u^{(1)}=\left(u_{1}, \ldots, u_{m}\right)^{T}$ are the corresponding normalized coordinates.

Proof. Noting that in normalized coordinates,

$$
\begin{equation*}
A(0)=\operatorname{diag}\left\{\lambda_{1}(0), \ldots, \lambda_{n}(0)\right\} \tag{3.1.7}
\end{equation*}
$$

we have

$$
\begin{equation*}
A_{11}(0)=\operatorname{diag}\left\{\lambda_{1}(0), \ldots, \lambda_{m}(0)\right\} \tag{3.1.8}
\end{equation*}
$$

Then, by continuity, it is easy to see that in a neighbourhood of $u^{(1)}=0$, $A_{11}\left(u^{(1)}, 0\right)$ possesses $m$ distinct real eigenvalues

$$
\begin{equation*}
\bar{\lambda}_{1}\left(u^{(1)}\right), \ldots, \bar{\lambda}_{m}\left(u^{(1)}\right) \tag{3.1.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{\lambda}_{1}(0)=\lambda_{1}(0), \ldots, \bar{\lambda}_{m}(0)=\lambda_{m}(0) \tag{3.1.10}
\end{equation*}
$$

Thus, (3.1.6) is a strictly hyperbolic system in a neighbourhood of $u^{(1)}=0$. For $i=1, \ldots, m$, let $\bar{r}_{i}\left(u^{(1)}\right)$ be a right eigenvector of $A_{11}\left(u^{(1)}, 0\right)$ corresponding to $\bar{\lambda}_{i}\left(u^{(1)}\right)$.

For $i=1, \ldots, n$, the $i$ th right eigenvector $r_{i}(u)$ of $A(u)$ can be written as

$$
\begin{equation*}
r_{i}(u)=\binom{r_{i}^{(1)}(u)}{r_{i}^{(2)}(u)} \tag{3.1.11}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{i}^{(1)}(u)=\left(r_{1 i}(u), \ldots, r_{m i}(u)\right)^{T}, \quad r_{i}^{(2)}(u)=\left(r_{m+1, i}(u), \ldots, r_{n i}(u)\right)^{T} \tag{3.1.12}
\end{equation*}
$$

Noting (2.1.3) and that $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$ are normalized coordinates, we have

$$
\begin{equation*}
A\left(u_{i} e_{i}\right) e_{i}=\lambda_{i}\left(u_{i} e_{i}\right) e_{i}, \quad \forall\left|u_{i}\right| \text { small } \quad(i=1, \ldots, n) \tag{3.1.13}
\end{equation*}
$$

Then we get

$$
\begin{equation*}
A_{11}\left(u_{i} e_{i}\right) e_{i}^{(1)}=\lambda_{i}\left(u_{i} e_{i}\right) e_{i}^{(1)}, \quad \forall\left|u_{i}\right| \text { small } \quad(i=1, \ldots, m), \tag{3.1.14}
\end{equation*}
$$

namely,

$$
\begin{equation*}
A_{11}\left(u_{i} e_{i}^{(1)}, 0\right) e_{i}^{(1)}=\lambda_{i}\left(u_{i} e_{i}^{(1)}, 0\right) e_{i}^{(1)}, \quad \forall\left|u_{i}\right| \text { small } \quad(i=1, \ldots, m) \tag{3.1.15}
\end{equation*}
$$

In (3.1.14) and (3.1.15), $e_{i}^{(1)}$ is an $m$-dimensional unit vector. Hence, noting (3.1.9)-(3.1.10), we get

$$
\begin{equation*}
\bar{\lambda}_{i}\left(u_{i} e_{i}^{(1)}\right)=\lambda_{i}\left(u_{i} e_{i}^{(1)}, 0\right), \quad \forall\left|u_{i}\right| \text { small } \quad(i=1, \ldots, m), \tag{3.1.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{r}_{i}\left(u_{i} e_{i}^{(1)}\right) / / e_{i}^{(1)}, \quad \forall\left|u_{i}\right| \text { small } \quad(i=1, \ldots, m) \tag{3.1.17}
\end{equation*}
$$

Thus, $u^{(1)}=\left(u_{1}, \ldots, u_{m}\right)^{T}$ are the corresponding normalized coordinates for the reduced system (3.1.6).

Corollary 3.1.1 Under the assumptions of Lemma 3.1.1, it follows from (3.1.13) (in which we take $i=1$ ) that

$$
\begin{equation*}
a_{11}\left(u_{1} e_{1}\right)=\lambda_{1}\left(u_{1} e_{1}\right), \quad \forall\left|u_{1}\right| \text { small }, \tag{3.1.18}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{k 1}\left(u_{1} e_{1}\right) \equiv 0 \quad(k=2, \ldots, n), \quad \forall\left|u_{1}\right| \text { small. } \tag{3.1.19}
\end{equation*}
$$

From Corollary 3.1.1, it is easy to get the following.

Lemma 3.1.2 Under the assumptions of Lemma 3.1.1, for the Cauchy problem of system (3.1.1) with the following initial data:

$$
\begin{equation*}
t=0: u_{1}=\varphi(x), u_{2}=\cdots=u_{n}=0 \tag{3.1.20}
\end{equation*}
$$

where $\varphi(x)$ is an arbitrarily given $C^{1}$ function with small $C^{0}$ norm and bounded $C^{1}$ norm, the solution is given by

$$
u_{1}=u_{1}(t, x), u_{2}=\cdots=u_{n}=0
$$

where $u_{1}=u_{1}(t, x)$ is the $C^{1}$ solution to the following Cauchy problem for a single equation:

$$
\left\{\begin{array}{l}
\frac{\partial u_{1}}{\partial t}+\lambda_{1}\left(u_{1} e_{1}\right) \frac{\partial u_{1}}{\partial x}=0  \tag{3.1.21}\\
t=0: u_{1}=\varphi(x)
\end{array}\right.
$$

Theorem 3.1.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{1}$ and system (3.1.1) is strictly hyperbolic. If there exists $\theta_{0}>0$ so small that for any given initial data (3.1.2) satisfying $\theta \in\left[0, \theta_{0}\right]$, where $\theta$ is defined by (3.1.3), the Cauchy problem (3.1.1)-(3.1.2) always admits a unique global $C^{1}$ solution $u=u(t, x)$ on $t \geq 0$, then system (3.1.1) must be weakly linearly degenerate (WLD) (cf. [51], [52]).

Proof. By Lemma 2.4.1, without loss of generality, we suppose that $u$ are normalized coordinates. In particular, we take the initial data given by (3.1.20), where $\varphi(x)$ is an arbitrarily given $C^{1}$ function satisfying $\theta \in\left[0, \theta_{0}\right]$. Since the Cauchy problem (3.1.21) admits a unique global $C^{1}$ solution $u_{1}=u_{1}(t, x)$ on $t \geq 0$ if and only if

$$
\begin{equation*}
\frac{d \lambda_{1}\left(\varphi(x) e_{1}\right)}{d x} \geq 0, \quad \forall x \in \mathbb{R} \tag{3.1.22}
\end{equation*}
$$

under the assumptions of Theorem 3.1.1, by Lemma 3.1.2 and noting (3.1.3), it is easy to get that

$$
\begin{equation*}
\lambda_{1}\left(u_{1} e_{1}\right) \equiv \lambda_{1}(0), \quad \forall\left|u_{1}\right| \text { small } \tag{3.1.23}
\end{equation*}
$$

namely, $\lambda_{1}(u)$ is WLD. Similarly, all other characteristics are also WLD. Hence, system (3.1.1) must be WLD.

### 3.2 Some Uniform a Priori Estimates Independent of Normalized Coordinates and Weak Linear Degeneracy for the Strictly Hyperbolic System

In this section we assume that the initial data (3.1.2) satisfy the following decaying property:

$$
\begin{equation*}
\theta \stackrel{\text { def. }}{=} \sup _{x \in \mathbb{R}}\left\{(1+|x|)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right)\right\}<+\infty \tag{3.2.1}
\end{equation*}
$$

where $\mu>0$ is a constant.
By the strict hyperbolicity, we have

$$
\begin{equation*}
\lambda_{1}(0)<\cdots<\lambda_{n}(0) . \tag{3.2.2}
\end{equation*}
$$

Without loss of generality, we may assume that

$$
\begin{equation*}
\lambda_{1}(0)>0 \tag{3.2.3}
\end{equation*}
$$

In fact, by the following invertible linear transformation of independent variables:

$$
\left\{\begin{array}{l}
t^{\prime}=t  \tag{3.2.4}\\
x^{\prime}=x+\left(1-\lambda_{1}(0)\right) t
\end{array}\right.
$$

we can always realize (3.2.3).
Then, by continuity, there exist positive constants $\delta_{0}\left[<\lambda_{1}(0)\right]$ and $\delta$ so small that

$$
\begin{equation*}
\lambda_{i+1}(u)-\lambda_{i}\left(u^{\prime}\right) \geq 2 \delta_{0}, \forall|u|,\left|u^{\prime}\right| \leq \delta \quad(i=1, \ldots, n-1) \tag{3.2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\lambda_{i}(u)-\lambda_{i}\left(u^{\prime}\right)\right| \leq \frac{\delta_{0}}{2}, \forall|u|,\left|u^{\prime}\right| \leq \delta \quad(i=1, \ldots, n) \tag{3.2.6}
\end{equation*}
$$

For any given $T \geq 0$, let
$D_{i}^{T}=\left\{\begin{array}{l}\left\{(t, x) \mid 0 \leq t \leq T, x \leq\left(\lambda_{1}(0)+\delta_{0}\right) t\right\} \quad(i=1), \\ \left\{(t, x) \mid 0 \leq t \leq T, \quad\left(\lambda_{i}(0)-\delta_{0}\right) t \leq x \leq\left(\lambda_{i}(0)+\delta_{0}\right) t\right\} \quad(i=2, \ldots, n-1), \\ \left\{(t, x) \mid 0 \leq t \leq T, x \geq\left(\lambda_{n}(0)-\delta_{0}\right) t\right\} \quad(i=n) .\end{array}\right.$
Obviously,

$$
\begin{equation*}
\bigcup_{i=1}^{n} D_{i}^{T} \subset D(T)=\{(t, x) \mid 0 \leq t \leq T,-\infty<x<\infty\} \tag{3.2.8}
\end{equation*}
$$

On any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (3.1.1) and (3.1.2), let

$$
\begin{align*}
W_{\infty}^{c}(T) & =\max _{i=1, \ldots, n} \sup _{(t, x) \in D(T) \backslash D_{i}^{T}}\left\{\left(1+\left|x-\lambda_{i}(0) t\right|\right)^{1+\mu}\left|w_{i}(t, x)\right|\right\}  \tag{3.2.9}\\
\widetilde{W}_{1}(T) & =\max _{i=1, \ldots, n} \max _{j \neq i} \sup _{c_{j}} \int_{c_{j}}\left|w_{i}(t, x)\right| d t \tag{3.2.10}
\end{align*}
$$

where $c_{j}$ denotes any given $j$ th characteristic on $D(T)$,

$$
\begin{equation*}
W_{1}(T)=\max _{i=1, \ldots, n} \sup _{0 \leq t \leq T} \int_{-\infty}^{\infty}\left|w_{i}(t, x)\right| d x \tag{3.2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{\infty}(T)=\|u(t, x)\|_{L^{\infty}(D(T))} \tag{3.2.12}
\end{equation*}
$$

For the time being, we assume that on any given existence domain $D(T)$,

$$
\begin{equation*}
|u(t, x)| \leq \delta \tag{3.2.13}
\end{equation*}
$$

At the end of the proof of Lemma 3.2.2, we will explain that this hypothesis is reasonable.
Lemma 3.2.1 For each $i=1, \ldots, n$ and any given point $(t, x) \bar{\in} D_{i}^{T}$, let $c_{i}: \xi=\xi_{i}(\tau)(0 \leq \tau \leq t)$ be the ith characteristic passing through $(t, x)$ and intersecting the $x$-axis at $\left(0, x_{i 0}\right)$. Then there exist positive constants $d_{k}(k=1,2,3)$ independent of $(t, x)$ and $i$ such that

$$
\begin{align*}
\left|x-\lambda_{i}(0) t\right| & \geq \delta_{0} t  \tag{3.2.14}\\
d_{1}|x| & \leq\left|x-\lambda_{i}(0) t\right| \leq d_{2}\left|x_{i 0}\right| \tag{3.2.15}
\end{align*}
$$

and if $\left(\tau, \xi_{i}(\tau)\right) \bar{\in} D_{j}^{T}$ for some $j$, then

$$
\begin{equation*}
\left|\xi_{i}(\tau)-\lambda_{j}(0) \tau\right| \geq d_{3}\left|x_{i 0}\right| \tag{3.2.16}
\end{equation*}
$$

(cf. [64]).
Proof. According to the definition of $D_{i}^{T}(i=1, \ldots, n)$, we get (3.2.14) immediately.

When $i \in\{2, \ldots, n-1\}$, for any given point $(t, x) \bar{\in} D_{i}^{T}$, by the definition of $D_{i}^{T}$, we have

$$
\begin{equation*}
x \geq\left(\lambda_{i}(0)+\delta_{0}\right) t \quad \text { or } \quad x \leq\left(\lambda_{i}(0)-\delta_{0}\right) t \tag{3.2.17}
\end{equation*}
$$

In what follows, we prove (3.2.15)-(3.2.16) for the case $x \geq\left(\lambda_{i}(0)+\delta_{0}\right) t$. When $x \leq\left(\lambda_{i}(0)-\delta_{0}\right) t$, (3.2.15)-(3.2.16) can be proved similarly.

Noting (3.2.6), for $0 \leq \tau \leq t$, we easily get

$$
\begin{equation*}
\xi_{i}(\tau) \geq\left(\lambda_{i}(0)+\delta_{0}\right) \tau \tag{3.2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\lambda_{i}(0)-\frac{\delta_{0}}{2}\right) \tau \leq \xi_{i}(\tau)-x_{i 0} \leq\left(\lambda_{i}(0)+\frac{\delta_{0}}{2}\right) \tau \tag{3.2.19}
\end{equation*}
$$

Then, noting that $\delta_{0}<\lambda_{i}(0)(i=1, \ldots, n)$, we have

$$
\begin{equation*}
\xi_{i}(\tau) \leq \frac{2\left(\lambda_{i}(0)+\delta_{0}\right)}{\delta_{0}} x_{i 0} \tag{3.2.20}
\end{equation*}
$$

in particular,

$$
\begin{equation*}
x \leq \frac{2\left(\lambda_{i}(0)+\delta_{0}\right)}{\delta_{0}} x_{i 0} \tag{3.2.21}
\end{equation*}
$$

Thus, noting that $x \geq\left(\lambda_{i}(0)+\delta_{0}\right) t$, we get (3.2.15) immediately.
Since $\left(\tau, \xi_{i}(\tau)\right) \bar{\in} D_{i}^{T}$, in order to prove (3.2.16), we first consider the case $j=i$. In this case it is easy to see that

$$
\begin{equation*}
\left|\xi_{i}(\tau)-\lambda_{i}(0) \tau\right| \geq \frac{\delta_{0}}{\lambda_{i}(0)+\delta_{0}} x_{i 0} \tag{3.2.22}
\end{equation*}
$$

Now we consider the case that there exists $j \neq i$ such that $\left(\tau, \xi_{i}(\tau)\right) \bar{\in} D_{j}^{T}$. When $j<i$, we have

$$
\begin{equation*}
\left|\xi_{i}(\tau)-\lambda_{j}(0) \tau\right| \geq\left|\xi_{i}(\tau)-\lambda_{i}(0) \tau\right| \geq \frac{\delta_{0}}{\lambda_{i}(0)+\delta_{0}} x_{i 0} . \tag{3.2.23}
\end{equation*}
$$

When $j>i$, since $\left(\tau, \xi_{i}(\tau)\right) \bar{\in} D_{j}^{T}$, we have

$$
\begin{equation*}
\xi_{i}(\tau) \geq\left(\lambda_{j}(0)+\delta_{0}\right) \tau \quad \text { or } \quad \xi_{i}(\tau) \leq\left(\lambda_{j}(0)-\delta_{0}\right) \tau . \tag{3.2.24}
\end{equation*}
$$

Hence, if $\xi_{i}(\tau) \geq\left(\lambda_{j}(0)+\delta_{0}\right) \tau$, we get

$$
\begin{equation*}
\left|\xi_{i}(\tau)-\lambda_{j}(0) \tau\right| \geq \frac{\delta_{0}}{\lambda_{j}(0)+\delta_{0}} x_{i 0} \tag{3.2.25}
\end{equation*}
$$

whereas, if $\xi_{i}(\tau) \leq\left(\lambda_{j}(0)-\delta_{0}\right) \tau$, it is easy to get

$$
\begin{equation*}
\left|\xi_{i}(\tau)-\lambda_{j}(0) \tau\right| \geq \frac{\delta_{0}}{\lambda_{j}(0)-\delta_{0}} x_{i 0} \tag{3.2.26}
\end{equation*}
$$

Then, (3.2.16) follows.
When $i=1$ or $n$, noting the definition of $D_{1}^{T}$ and $D_{n}^{T}$, we can get (3.2.15)-(3.2.16) in a similar way.

Lemma 3.2.2 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$ and system (3.1.1) is strictly hyperbolic, i.e., (3.2.2) holds. Suppose furthermore that the initial data (3.1.2) satisfy (3.2.1). Then there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (3.1.1)-(3.1.2), we have the following uniform a priori estimates:

$$
\begin{gather*}
W_{\infty}^{c}(T) \leq \kappa_{1} \theta,  \tag{3.2.27}\\
\widetilde{W}_{1}(T), W_{1}(T) \leq \kappa_{2} \theta, \tag{3.2.28}
\end{gather*}
$$

and

$$
\begin{equation*}
U_{\infty}(T) \leq \kappa_{3} \theta, \tag{3.2.29}
\end{equation*}
$$

where $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ are positive constants independent of $\theta$ and $T$.
Proof. Noting (2.6.2) and (3.2.13), we have

$$
\begin{equation*}
(1+|x|)^{1+\mu}\left|w_{i}(0, x)\right| \leq C \theta \tag{3.2.30}
\end{equation*}
$$

Here and henceforth, $C$ denotes a (possibly different) positive constant independent of $\theta$ and $T$.

We first estimate $W_{\infty}^{c}(T)$.
For any given $i \in\{1, \ldots, n\}$, passing through any fixed point $(t, x) \in$ $D(T) \backslash D_{i}^{T}$, we draw the $i$ th characteristic $c_{i}: \xi=\xi_{i}(\tau)(0 \leq \tau \leq t)$ that
intersects the $x$-axis at a point $\left(0, x_{i 0}\right)$. Integrating (2.6.14) along $c_{i}$ from 0 to $t$ yields

$$
\begin{equation*}
w_{i}(t, x)=w_{i}\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \gamma_{i j k}(u) w_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right) d \tau \tag{3.2.31}
\end{equation*}
$$

Noting (2.6.16) and (3.2.13) and using Lemma 3.2.1, we have

$$
\begin{align*}
(1+\mid x & \left.-\lambda_{i}(0) t \mid\right)^{1+\mu}\left|w_{i}(t, x)\right| \\
\leq & C\left(1+\left|x_{i 0}\right|\right)^{1+\mu}\left\{\left|w_{i}\left(0, x_{i 0}\right)\right|\right. \\
& +\left(W_{\infty}^{c}(T)\right)^{2} \sum_{j, k=1}^{n} \int_{\xi_{i}(\tau) \nsubseteq\left(D_{j}^{T} \cup D_{k}^{T}\right)}\left[\left(1+\left|\xi_{i}(\tau)-\lambda_{j}(0) \tau\right|\right)(1\right. \\
& \left.\left.+\left|\xi_{i}(\tau)-\lambda_{k}(0) \tau\right|\right)\right]^{-(1+\mu)} d \tau \\
& +W_{\infty}^{c}(T) \sum_{j, k=1}^{n} \int_{\xi_{i}(\tau) \subseteq D_{j}^{T}}\left(1+\left|\xi_{i}(\tau)-\lambda_{k}(0) \tau\right|\right)^{-(1+\mu)}\left|w_{j}\left(\tau, \xi_{i}(\tau)\right)\right| d \tau \\
\leq & C\left\{\left(1+\left|x_{i 0}\right|\right)^{1+\mu}\left|w_{i}\left(0, x_{i 0}\right)\right|+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\} . \tag{3.2.32}
\end{align*}
$$

Then, noting (3.2.30), we find that

$$
\begin{equation*}
W_{\infty}^{c}(T) \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\} \tag{3.2.33}
\end{equation*}
$$

We next estimate $\widetilde{W}_{1}(T)$ and $W_{1}(T)$.
For $i \in\{1, \ldots, n\}$, passing through the ends $A\left(t_{A}, x_{A}\right)$ and $B\left(t_{B}, x_{B}\right)$ of any given $j$ th characteristic $c_{j}: \xi=\xi_{j}(\tau)\left(t_{A} \leq \tau \leq t_{B}\right)(j \neq i)$ on $D(T)$, we draw the $i$ th characteristics which intersect the $x$-axis at the points $C\left(0, x_{C}\right)$ and $D\left(0, x_{D}\right)$ with $x_{C} \leq x_{D}$, respectively. By (2.6.18), using Stokes' formula [see (2.6.22)] on the domain $A C D B$, we get

$$
\begin{align*}
& \int_{t_{A}}^{t_{B}}\left|w_{i}\left(\lambda_{j}(u)-\lambda_{i}(u)\right)\left(\tau, \xi_{j}(\tau)\right)\right| d \tau \\
& \quad \leq \int_{x_{C}}^{x_{D}}\left|w_{i}(0, x)\right| d x+\iint_{A C D B}\left|\sum_{j, k=1}^{n} \Gamma_{i j k}(u) w_{j} w_{k}(t, x)\right| d t d x \tag{3.2.34}
\end{align*}
$$

Then, noting (3.2.13), (3.2.30), and (2.6.20), we have

$$
\begin{aligned}
& \int_{t_{A}}^{t_{B}}\left|w_{i}\left(\lambda_{j}(u)-\lambda_{i}(u)\right)\left(\tau, \xi_{j}(\tau)\right)\right| d \tau \\
& \quad \leq C\left\{\theta \int_{x_{C}}^{x_{D}}(1+|x|)^{-(1+\mu)} d x\right.
\end{aligned}
$$

$$
\begin{equation*}
+\left(W_{\infty}^{c}(T)\right)^{2} \sum_{j, k=1}^{n} \iint_{(t, x) \in\left(D_{j}^{T} \cup D_{k}^{T}\right)}\left[\left(1+\left|x-\lambda_{j}(0) t\right|\right)\left(1+\mid x-\lambda_{k}(0) t\right)\right]^{-(1+\mu)} d x d t \tag{3.2.35}
\end{equation*}
$$

$$
\begin{equation*}
\left.+W_{\infty}^{c}(T) \sum_{j, k=1}^{n} \iint_{(t, x) \in D_{j}^{T}}\left(1+\left|x-\lambda_{k}(0) t\right|\right)^{-(1+\mu)}\left|w_{j}(t, x)\right| d x d t\right\} . \tag{3.2.36}
\end{equation*}
$$

Thus, noting (3.2.5) and using Lemma 3.2.1, we get

$$
\begin{equation*}
\int_{t_{A}}^{t_{B}}\left|w_{i}\left(\tau, \xi_{j}(\tau)\right)\right| d \tau \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\}, \tag{3.2.37}
\end{equation*}
$$

namely,

$$
\begin{equation*}
\widetilde{W}_{1}(T) \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} . \tag{3.2.38}
\end{equation*}
$$

For any given positive number $r$, similarly to (3.2.37), we have

$$
\begin{equation*}
\left.\int_{-r}^{r} \mid w_{i}(t, x)\right) \mid d x \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\}, \tag{3.2.39}
\end{equation*}
$$

where $C$ is a positive constant independent of $r$. Then, taking $r \rightarrow+\infty$, we get

$$
\begin{equation*}
W_{1}(T) \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} . \tag{3.2.40}
\end{equation*}
$$

By the definition of $W_{\infty}^{c}(T), \widetilde{W}_{1}(T)$, and $W_{1}(T)$, it is easy to see that

$$
\begin{equation*}
W_{\infty}^{c}(0)=\widetilde{W}_{1}(0)=0 \quad \text { and } \quad W_{1}(0) \leq \frac{2}{\mu} \theta . \tag{3.2.41}
\end{equation*}
$$

Then, by continuity, we see that there exists $\tau>0$ so small that

$$
\begin{equation*}
W_{\infty}^{c}(\tau) \leq \kappa_{1} \theta \tag{3.2.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{W}_{1}(\tau), W_{1}(\tau) \leq \kappa_{2} \theta, \tag{3.2.43}
\end{equation*}
$$

where $\kappa_{1}$ and $\kappa_{2}$ are positive constants to be determined later. Hence, to show (3.2.27)-(3.2.28), we only need to prove that for any given $T_{0}$ with $0<T_{0} \leq T$, if we have

$$
\begin{equation*}
W_{\infty}^{c}\left(T_{0}\right) \leq 2 \kappa_{1} \theta \tag{3.2.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{W}_{1}\left(T_{0}\right), W_{1}\left(T_{0}\right) \leq 2 \kappa_{2} \theta, \tag{3.2.45}
\end{equation*}
$$

then we have

$$
\begin{equation*}
W_{\infty}^{c}\left(T_{0}\right) \leq \kappa_{1} \theta \tag{3.2.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{W}_{1}\left(T_{0}\right), W_{1}\left(T_{0}\right) \leq \kappa_{2} \theta \tag{3.2.47}
\end{equation*}
$$

For this purpose, substituting (3.2.44)-(3.2.45) into the right-hand side of (3.2.33), (3.2.38), and (3.2.40) with $T=T_{0}$, we get

$$
\begin{equation*}
W_{\infty}^{c}\left(T_{0}\right) \leq \bar{C}\left\{\theta+4 \kappa_{1}^{2} \theta^{2}+4 \kappa_{1} \kappa_{2} \theta^{2}\right\} \tag{3.2.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{W}_{1}\left(T_{0}\right), W_{1}\left(T_{0}\right) \leq \bar{C}\left\{\theta+4 \kappa_{1}^{2} \theta^{2}+4 \kappa_{1} \kappa_{2} \theta^{2}\right\}, \tag{3.2.49}
\end{equation*}
$$

where $\bar{C}$ is a positive constant independent of $\theta$. Hence, taking $\kappa_{1}, \kappa_{2} \geq 2 \bar{C}$ and noting that $\theta>0$ is small, we get (3.2.46)-(3.2.47), and then we finish the proof of (3.2.27)-(3.2.28) (cf. [76]).

Finally, we estimate $U_{\infty}(T)$.
Passing through any given point $(t, x) \in D(T)$, we draw the $i$ th characteristic $c_{i}: \xi=\xi_{i}(\tau)(0 \leq \tau \leq t)$ which intersects the $x$-axis at a point $\left(0, x_{i 0}\right)$. Integrating (2.6.43) along $c_{i}$ from 0 to $t$ gives

$$
\begin{equation*}
u(t, x)=u\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{k=1}^{n}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) w_{k} r_{k}(u)\left(\tau, \xi_{i}(\tau)\right) d \tau \tag{3.2.50}
\end{equation*}
$$

Then, noting (3.2.1) and using Lemma 3.2.1 and (3.2.28), we get

$$
\begin{equation*}
|u(t, x)| \leq C\left\{\theta+\widetilde{W}_{1}(T)\right\} \leq C \theta \tag{3.2.51}
\end{equation*}
$$

from which (3.2.29) follows immediately. Noting that $\theta_{0}>0$ is small enough, (3.2.51) also implies that hypothesis (3.2.13) is reasonable.

### 3.3 Some Uniform a Priori Estimates Depending on Normalized Coordinates and Weak Linear Degeneracy for the Strictly Hyperbolic System

In this section we give some uniform a priori estimates depending on normalized coordinates and weak linear degeneracy.

Similarly to (3.2.9)-(3.2.12), let

$$
\begin{align*}
U_{\infty}^{c}(T) & =\max _{i=1, \ldots, n} \sup _{(t, x) \in D(T) \backslash D_{i}^{T}}\left\{\left(1+\left|x-\lambda_{i}(0) t\right|\right)^{1+\mu}\left|u_{i}(t, x)\right|\right\}  \tag{3.3.1}\\
\widetilde{U}_{1}(T) & =\max _{i=1, \ldots, n} \max _{j \neq i} \sup _{c_{j}} \int_{c_{j}}\left|u_{i}(t, x)\right| d t \tag{3.3.2}
\end{align*}
$$

where $c_{j}$ denotes any given $j$ th characteristic on $D(T)$,

$$
\begin{equation*}
U_{1}(T)=\max _{i=1, \ldots, n} \sup _{0 \leq t \leq T} \int_{-\infty}^{\infty}\left|u_{i}(t, x)\right| d x \tag{3.3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{\infty}(T)=\|w(t, x)\|_{L^{\infty}(D(T))} \tag{3.3.4}
\end{equation*}
$$

with $w(t, x)=\left(w_{1}(t, x), \ldots, w_{n}(t, x)\right)$.
Lemma 3.3.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$ and system (3.1.1) is strictly hyperbolic, namely, (2.1.12) holds. Suppose furthermore that system (3.1.1) is WLD and the initial data (3.1.2) satisfy (3.2.1). Then in normalized coordinates there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (3.1.1)-(3.1.2), we have the following uniform a priori estimates:

$$
\begin{align*}
U_{\infty}^{c}(T) & \leq \kappa_{4} \theta,  \tag{3.3.5}\\
\widetilde{U}_{1}(T), U_{1}(T) & \leq \kappa_{5} \theta, \tag{3.3.6}
\end{align*}
$$

and

$$
\begin{equation*}
W_{\infty}(T) \leq \kappa_{6} \theta, \tag{3.3.7}
\end{equation*}
$$

where $\kappa_{4}, \kappa_{5}$, and $\kappa_{6}$ are positive constants independent of $\theta$ and $T$.
Proof. In what follows, we always assume that $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$ are normalized coordinates.

We now estimate $U_{\infty}^{c}(T)$.
Similarly to the estimate on $W_{\infty}^{c}(T)$, integrating (2.6.44) along $c_{i}$ from 0 to $t$ yields

$$
\begin{equation*}
u_{i}(t, x)=u_{i}\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \rho_{i j k}(u) u_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right) d \tau \tag{3.3.8}
\end{equation*}
$$

Then, noting (3.2.1) and (2.6.45) and using Lemma 3.2.1, similarly to (3.2.32), we have

$$
\begin{align*}
& \left(1+\left|x-\lambda_{i}(0) t\right|\right)^{1+\mu}\left|u_{i}(t, x)\right| \\
& \quad \leq C\left\{\theta+W_{\infty}^{c}(T) U_{\infty}^{c}(T)+U_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\widetilde{U}_{1}(T) W_{\infty}^{c}(T)\right\} . \tag{3.3.9}
\end{align*}
$$

Hence, by Lemma 3.2.2, we get

$$
\begin{equation*}
U_{\infty}^{c}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+\widetilde{U}_{1}(T)\right\} . \tag{3.3.10}
\end{equation*}
$$

We next estimate $\widetilde{U}_{1}(T)$ and $U_{1}(T)$.

Similarly to (3.2.34), it follows from (2.6.53) that

$$
\begin{align*}
\int_{t_{A}}^{t_{B}} & \left|u_{i}\left(\lambda_{j}(u)-\lambda_{i}(u)\right)\left(\tau, \xi_{j}(\tau)\right)\right| d \tau \\
& \leq \int_{x_{C}}^{x_{D}}\left|u_{i}(0, x)\right| d x+\iint_{A C D B}\left|\sum_{j, k=1}^{n} F_{i j k}(u) u_{j} w_{k}(t, x)\right| d t d x . \tag{3.3.11}
\end{align*}
$$

Noting (2.6.51) and (2.6.54) and using Lemmas 3.2.1 and 3.2.2 and Hadamard's formula

$$
\begin{equation*}
F(u)-F\left(u_{0}\right)=\int_{0}^{1} \nabla_{u} F\left(u_{0}+\tau\left(u-u_{0}\right)\right) \cdot\left(u-u_{0}\right) d \tau \tag{3.3.12}
\end{equation*}
$$

we have

$$
\begin{align*}
& \iint_{A C D B} \sum_{j, k=1}^{n}\left|F_{i j k}(u) u_{j} w_{k}(t, x)\right| d t d x \\
& \leq \iint_{A C D B}\left(\sum_{\substack{j, k=1 \\
j \neq k}}^{n}\left|F_{i j k}(u) u_{j} w_{k}(t, x)\right|+\left|\left(F_{i i i}(u)-F_{i i i}\left(u_{i} e_{i}\right)\right) u_{i} w_{i}(t, x)\right|\right) d t d x \\
& \leq C\left\{U_{\infty}^{c}(T) W_{\infty}^{c}(T)+U_{1}(T) W_{\infty}^{c}(T)+U_{\infty}^{c}(T) W_{1}(T)+U_{\infty}(T) U_{\infty}^{c}(T) W_{1}(T)\right\} \\
& \leq C \theta\left\{U_{\infty}^{c}(T)+U_{1}(T)\right\} . \tag{3.3.13}
\end{align*}
$$

Then, if we note (3.2.1) and (3.2.5), it follows from (3.3.11) that

$$
\begin{equation*}
\int_{t_{A}}^{t_{B}}\left|u_{i}\left(\tau, \xi_{j}(\tau)\right)\right| d \tau \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\} \tag{3.3.14}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\widetilde{U}_{1}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\} . \tag{3.3.15}
\end{equation*}
$$

Similarly, we have [also see the proof of (3.2.40)]

$$
\begin{equation*}
U_{1}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\} \tag{3.3.16}
\end{equation*}
$$

Thus, the combination of (3.3.10) and (3.3.15)-(3.3.16) gives (3.3.5) and (3.3.6).

We finally estimate $W_{\infty}(T)$.
Similarly to (3.2.50), by (2.6.14), we have

$$
\begin{equation*}
w_{i}(t, x)=w_{i}\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \gamma_{i j k}(u) w_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right) d \tau \tag{3.3.17}
\end{equation*}
$$

Noting (2.6.16) and (2.6.28) and using Lemmas 3.2.1 and 3.2.2 and Hadamard's formula, we have

$$
\begin{align*}
\int_{0}^{t} & \sum_{j, k=1}^{n}\left|\gamma_{i j k}(u) w_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right)\right| d \tau \\
& \leq \int_{0}^{t}\left(\sum_{\substack{j, k=1 \\
j \neq k}}^{n}\left|\gamma_{i j k}(u) w_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right)\right|+\left|\gamma_{i i i}(u)-\gamma_{i i i}\left(u_{i} e_{i}\right)\right| w_{i}^{2}\left(\tau, \xi_{i}(\tau)\right)\right) d \tau \\
& \leq C\left\{\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{\infty}(T)+U_{\infty}^{c}(T)\left(W_{\infty}(T)\right)^{2}\right\} \\
& \leq C\left\{\theta^{2}+\theta W_{\infty}(T)+U_{\infty}^{c}(T)\left(W_{\infty}(T)\right)^{2}\right\} \tag{3.3.18}
\end{align*}
$$

Then, noting (3.2.30) and (3.3.5), it follows from (3.3.17) that

$$
\begin{equation*}
\left|w_{i}(t, x)\right| \leq C \theta\left\{1+W_{\infty}(T)+\left(W_{\infty}(T)\right)^{2}\right\} \tag{3.3.19}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
W_{\infty}(T) \leq C \theta\left\{1+\left(W_{\infty}(T)\right)^{2}\right\} \tag{3.3.20}
\end{equation*}
$$

Then we get (3.3.7) using the method in the proof of Lemma 3.2.2.

### 3.4 Sufficient Condition to Guarantee the Global Existence and Uniqueness of the $C^{1}$ Solution to the Cauchy Problem for the Strictly Hyperbolic System

In this section we show that the necessary condition given in Section 3.1 is also a sufficient condition to guarantee that the Cauchy problem (3.1.1)(3.1.2) admits a unique global $C^{1}$ solution, provided that the initial data satisfy (3.2.1).
Theorem 3.4.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$ and system (3.1.1) is strictly hyperbolic, namely, (2.1.12) holds. Suppose furthermore that the initial data (3.1.2) satisfy (3.2.1). If system (3.1.1) is WLD, then there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, the Cauchy problem (3.1.1)-(3.1.2) admits a unique global $C^{1}$ solution $u=u(t, x)$ with small $C^{1}$ norm for all $t \in \mathbb{R}$ (cf. [75], [76], a related result can be also found in [95]).

Proof. According to the existence and uniqueness of the local $C^{1}$ solution to the Cauchy problem (cf. [72]), there exists $\tau_{0}>0$ such that on $\left[0, \tau_{0}\right] \times \mathbb{R}$, Cauchy problem (3.1.1)-(3.1.2) has a unique $C^{1}$ solution $u=u(t, x)$.

Without loss of generality, we may consider the Cauchy problem in normalized coordinates. By Lemmas 3.2.2 and 3.3.1, we know that if $\theta_{0}>0$ is suitably small, then for any given $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain
$[0, T] \times \mathbb{R}$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (3.1.1)(3.1.2), we have the following uniform a priori estimate on the $C^{1}$ norm of $u=u(t, x)$ :

$$
\begin{equation*}
\|u(t, \cdot)\|_{C^{1}} \stackrel{\text { def. }}{=}\|u(t, \cdot)\|_{C^{0}}+\left\|u_{x}(t, \cdot)\right\|_{C^{0}} \leq C \theta \tag{3.4.1}
\end{equation*}
$$

where $C$ is a positive constant independent of $\theta$ and $T$. Then the extension of the local solution immediately gives the global existence and uniqueness of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem for all $t \geq 0$.

Taking $\bar{t}=-t$, we similarly get the same result for all $t \leq 0$.
Remark 3.4.1 The method used in this book to show Lemmas 3.2.2 and 3.3.1 is simpler than that in [76], where some intermediate estimates on $v=$ $\left(v_{1}, \ldots, v_{n}\right)$ with $v_{i}=l_{i}(u) u(i=1, \ldots, n)$ are first needed and $D(T)$ is divided into more subdomains including $D_{ \pm}^{T}$ and $D_{0}^{T}$. On the other hand, by means of Lemmas 3.2.2 and 3.3.1, we can easily obtain the corresponding estimates on $D_{ \pm}^{T}$ and $D_{0}^{T}$ given in [57] and [76].

Remark 3.4.2 In Theorem 3.4.1, the hypothesis $\mu>0$ in (3.2.1) is necessary.

To illustrate this fact, we consider (also see [40])
Example 3.4.1 Consider the following Cauchy problem in a neighbourhood of $(r, s)=(0,0)$ for the system

$$
\left\{\begin{array}{l}
r_{t}=0  \tag{3.4.2}\\
s_{t}+(1+r s) s_{x}=0
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
t=0: r=\varepsilon r_{0}(x), s=\varepsilon\left(1+x^{2}\right)^{-1} \tag{3.4.3}
\end{equation*}
$$

where $\varepsilon>0$ is a small parameter and $r_{0}(x)$ is a nonnegative fuction with

$$
\begin{equation*}
\left\|r_{0}(x)\right\|_{C^{1}(\mathbb{R})} \leq M \tag{3.4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{0}(x)=(1+|x|)^{-(1+\mu)} \quad \text { for }|x| \geq 2 \tag{3.4.5}
\end{equation*}
$$

in which $M>0$ and $-1<\mu \leq 0$ are constants.
Obviously, in a neighbourhood of $(r, s)=(0,0),(3.4 .2)$ is strictly hyperbolic and WLD.

It follows from the first equation of (3.4.2) that

$$
\begin{equation*}
r(t, x)=\varepsilon r_{0}(x), \quad \forall(t, x) \in \mathbb{R}^{+} \times \mathbb{R} \tag{3.4.6}
\end{equation*}
$$

Substituting it into the second equation of (3.4.2) gives

$$
\begin{equation*}
s_{t}+\left(1+\varepsilon r_{0}(x) s\right) s_{x}=0 \tag{3.4.7}
\end{equation*}
$$

We now consider the Cauchy problem for Equation (3.4.7) with the initial data

$$
\begin{equation*}
t=0: s=\varepsilon\left(1+x^{2}\right)^{-1} \tag{3.4.8}
\end{equation*}
$$

On the existence domain of the $C^{1}$ solution $s=s(t, x)$ to this Cauchy problem, let $x=x(t, \beta)$ be the characteristic passing through any given point $(0, \beta)$ on the $x$-axis. Since along $x=x(t, \beta)$ we have

$$
\begin{equation*}
s=s(t, x(t, \beta))=\varepsilon\left(1+\beta^{2}\right)^{-1} \tag{3.4.9}
\end{equation*}
$$

$x=x(t, \beta)$ satisfies

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=1+\varepsilon^{2} r_{0}(x)\left(1+\beta^{2}\right)^{-1}  \tag{3.4.10}\\
t=0: x=\beta
\end{array}\right.
$$

Then

$$
\begin{equation*}
x_{\beta}(t, \beta)=A(t, \beta) \exp (\triangle(t, \beta)) \tag{3.4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
A(t, \beta)=1-\frac{2 \varepsilon^{2} \beta}{\left(1+\beta^{2}\right)^{2}} \int_{0}^{t} r_{0}(x(\tau, \beta)) \exp (-\triangle(\tau, \beta)) d \tau \tag{3.4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\triangle(t, \beta)=\frac{\varepsilon^{2}}{\left(1+\beta^{2}\right)} \int_{0}^{t} r_{0}^{\prime}(x(\tau, \beta)) d \tau \tag{3.4.13}
\end{equation*}
$$

Moreover, it follows from (3.4.9) that

$$
\begin{equation*}
s_{x}(t, x(t, \beta))=\frac{-2 \varepsilon \beta\left(1+\beta^{2}\right)^{-2}}{x_{\beta}(t, \beta)} \tag{3.4.14}
\end{equation*}
$$

Noting (3.4.10) and that $r_{0}(x)$ is nonnegative, from (3.4.13) we have

$$
\begin{equation*}
\triangle(t, \beta)=\frac{\varepsilon^{2}}{\left(1+\beta^{2}\right)} \int_{\beta}^{x(t, \beta)} \frac{r_{0}^{\prime}(x)}{1+\varepsilon^{2} r_{0}(x)\left(1+\beta^{2}\right)^{-1}} d x \tag{3.4.15}
\end{equation*}
$$

Then, noting (3.4.4)-(3.4.5), we have

$$
\begin{align*}
|\triangle(t, \beta)| & \leq C \varepsilon^{2}\left\{\int_{-2}^{2}\left|r_{0}^{\prime}(x)\right| d x+\int_{-\infty}^{-2} \frac{1}{(1-x)^{2+\mu}} d x+\int_{2}^{\infty} \frac{1}{(1+x)^{2+\mu}} d x\right\} \\
& \leq C \varepsilon^{2}, \quad \forall t \geq 0, \forall \beta \in \mathbb{R} \tag{3.4.16}
\end{align*}
$$

Here and henceforth, $C$ denotes a positive constant. Thus, noting (3.4.4)(3.4.5) and using (3.4.16), it follows from (3.4.12) that

$$
\begin{align*}
A(t, \beta) & \leq 1-\frac{2 \varepsilon^{2} \beta}{\left(1+\beta^{2}\right)^{2}} \exp \left(-C \varepsilon^{2}\right) \int_{0}^{t} r_{0}(x(\tau, \beta)) d \tau \\
& \leq 1-\frac{2 \varepsilon^{2} \beta}{\left(1+\beta^{2}\right)^{2}} \exp \left(-C \varepsilon^{2}\right) \int_{\beta}^{x(t, \beta)} \frac{r_{0}(x)}{1+\varepsilon^{2} r_{0}(x)\left(1+\beta^{2}\right)^{-1}} d x \\
& \leq 1-\frac{c \varepsilon^{2} \beta}{\left(1+\beta^{2}\right)^{2}} \exp \left(-C \varepsilon^{2}\right) \int_{\beta}^{x(t, \beta)} r_{0}(x) d x, \quad \forall t \geq 0, \forall \beta \in \mathbb{R} \tag{3.4.17}
\end{align*}
$$

where $c$ denotes a positive constant.
Taking $\beta=2$ in (3.4.17) and noting (3.4.5), we get

$$
\begin{equation*}
A(t, 2) \leq 1-c \varepsilon^{2} \exp \left(-C \varepsilon^{2}\right) \int_{2}^{x(t, 2)} \frac{1}{(1+x)^{1+\mu}} d x \tag{3.4.18}
\end{equation*}
$$

Hence, noting that $x(t, \beta) \geq \beta+t$, we have that when $\mu=0$,

$$
\begin{equation*}
A(t, 2) \leq 1-c \varepsilon^{2} \exp \left(-C \varepsilon^{2}\right)[\log (3+t)-\log 3] \tag{3.4.19}
\end{equation*}
$$

whereas, when $-1<\mu<0$,

$$
\begin{equation*}
A(t, 2) \leq 1-c \varepsilon^{2} \exp \left(-C \varepsilon^{2}\right)\left[(3+t)^{-\mu}-3^{-\mu}\right] \tag{3.4.20}
\end{equation*}
$$

Then, noting $A(0, \beta)=1$ for any $\beta \in \mathbb{R}$, for any given $\varepsilon>0$ small enough, there exists $t^{*}=t^{*}(\varepsilon)>0$ such that

$$
\begin{equation*}
A\left(t^{*}, 2\right)=0 \tag{3.4.21}
\end{equation*}
$$

Thus, by (3.4.14) and (3.4.11), we get

$$
\begin{equation*}
s_{x}(t, x(t, 2)) \rightarrow-\infty \quad \text { as } \quad t \uparrow t^{*} \tag{3.4.22}
\end{equation*}
$$

i.e., the $C^{1}$ solution to the Cauchy problem (3.4.2)-(3.4.3) must blow up in a finite time.

Remark 3.4.3 By Theorems 3.1 .1 and 3.4.1, for the Cauchy problem (3.1.1)-(3.1.2) with the initial data $\phi(x)$ satisfying (3.2.1), the weak linear degeneracy of the strictly hyperbolic system (3.1.1) is a necessary and sufficient condition to guarantee the global existence and uniqueness of the $C^{1}$ solution on $t \geq 0$ or for all $t \in \mathbb{R}$.
Remark 3.4.4 By means of the continuous Glimm functional, a global existence result for the Cauchy problem (3.1.1)-(3.1.2) in a slightly general class of initial data can be found in [103] (some related results can be also found in [9], [56], and [97]).

Remark 3.4.5 For the inhomogeneous quasilinear strictly hyperbolic system (2.1.19), under certain quite strong restrictions on the inhomogeneous term $B(u)$, similar results as in Theorem 3.4.1 can be found (cf. [46] and [96]).

Remark 3.4.6 A continuous and piecewise $C^{1}$ vector function

$$
u=u(t, x)= \begin{cases}u_{-}(t, x), & x \leq x_{k}(t)  \tag{3.4.23}\\ u_{+}(t, x), & x \geq x_{k}(t)\end{cases}
$$

is a weakly discontinuous solution containing a $k$ th weak discontinuity $x=x_{k}(t)$ for system (2.1.1) if $u=u(t, x)$ satisfies system (2.1.1) in the classical sense on both sides of $x=x_{k}(t)$,

$$
\begin{equation*}
u_{-}\left(t, x_{k}(t)\right)=u_{+}\left(t, x_{k}(t)\right) \tag{3.4.24}
\end{equation*}
$$

but the first-order derivatives of $u(t, x)$ have the first-kind discontinuity on $x=x_{k}(t)$. In this situation it is easy to see that $x=x_{k}(t)$ must be a characteristic curve, and, for the $\boldsymbol{k}$ th weak discontinuity, $x=x_{k}(t)$ is supposed to be the corresponding $k$ th characteristic:

$$
\begin{equation*}
\frac{d x_{k}(t)}{d t}=\lambda_{k}\left(u_{-}\left(t, x_{k}(t)\right)\right)=\lambda_{k}\left(u_{+}\left(t, x_{k}(t)\right)\right) \tag{3.4.25}
\end{equation*}
$$

For the weakly discontinuous solution to the Cauchy problem of system (2.1.1) with the following weakly discontinuous initial data:

$$
t=0: u= \begin{cases}u_{l}(x), & x \leq 0  \tag{3.4.26}\\ u_{r}(x), & x \geq 0\end{cases}
$$

where $u_{l}(x)$ and $u_{r}(x)$ are $C^{1}$ vector functions on $x \leq 0$ and $x \geq 0$, respectively,

$$
\begin{equation*}
u_{l}(0)=u_{r}(0) \tag{3.4.27}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{l}^{\prime}(0) \neq u_{r}^{\prime}(0) \tag{3.4.28}
\end{equation*}
$$

similar results as in Theorems 3.1.1 and 3.4.1 are still valid (cf. [64]).

### 3.5 Global $C^{1}$ Solution to the Cauchy Problem for the Hyperbolic System with Characteristics with Constant Multiplicity

In this section we consider the Cauchy problem for hyperbolic system (2.1.1) with characteristics with constant multiplicity. Without loss of generality,
we assume that

$$
\begin{equation*}
\lambda(u) \stackrel{\text { def. }}{=} \lambda_{1}(u) \equiv \cdots \equiv \lambda_{p}(u)<\lambda_{p+1}(u)<\cdots<\lambda_{n}(u), \tag{3.5.1}
\end{equation*}
$$

where $p>1$.
Suppose that system (2.1.1) possesses normalized coordinates.
In the present situation, similarly to Theorem 3.1.1, the weak linear degeneracy is still a necessary condition to guarantee the global existence and uniqueness of the $C^{1}$ solution to the Cauchy problem with small initial data (cf. [89]). In what follows, we will prove that this condition is also sufficient.

Noting (3.5.1), we have

$$
\begin{equation*}
\lambda(0) \stackrel{\text { def. }}{=} \lambda_{1}(0)=\cdots=\lambda_{p}(0)<\lambda_{p+1}(0)<\cdots<\lambda_{n}(0) \tag{3.5.2}
\end{equation*}
$$

Similarly to (3.2.3), we assume that

$$
\begin{equation*}
\lambda(0)>0 \tag{3.5.3}
\end{equation*}
$$

Then, by continuity, there exist positive constants $\delta_{0}(<\lambda(0))$ and $\delta$ so small that

$$
\begin{equation*}
\lambda_{i+1}(u)-\lambda_{i}\left(u^{\prime}\right) \geq 2 \delta_{0}, \quad \forall|u|,\left|u^{\prime}\right| \leq \delta \quad(i=p, \ldots, n-1) \tag{3.5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\lambda_{i}(u)-\lambda_{i}\left(u^{\prime}\right)\right| \leq \frac{\delta_{0}}{2}, \quad \forall|u|,\left|u^{\prime}\right| \leq \delta \quad(i=1, \ldots, n) \tag{3.5.5}
\end{equation*}
$$

For any given $T \geq 0$, let

$$
D_{i}^{T}=\left\{\begin{array}{l}
\left\{(t, x) \mid 0 \leq t \leq T, x \leq\left(\lambda_{1}(0)+\delta_{0}\right) t\right\} \quad(i=1, \ldots, p)  \tag{3.5.6}\\
\left\{(t, x) \mid 0 \leq t \leq T,\left(\lambda_{i}(0)-\delta_{0}\right) t \leq x \leq\left(\lambda_{i}(0)+\delta_{0}\right) t\right\} \quad(i=p+1, \ldots, n-1) \\
\left\{(t, x) \mid 0 \leq t \leq T, x \geq\left(\lambda_{n}(0)-\delta_{0}\right) t\right\} \quad(i=n)
\end{array}\right.
$$

Obviously,

$$
\bigcup_{i=1}^{n} D_{i}^{T} \subset D(T)=\{(t, x) \mid 0 \leq t \leq T,-\infty<x<\infty\}
$$

On any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (2.1.1) and (3.1.2), $W_{\infty}^{c}(T), W_{1}(T)$, and $U_{\infty}(T)$ are still defined by (3.2.9), (3.2.11), and (3.2.12), respectively, and $U_{\infty}^{c}(T), U_{1}(T)$, and $W_{\infty}(T)$ are still defined by (3.3.1), (3.3.3), and (3.3.4), respectively. However,
$\widetilde{W}_{1}(T)$ and $\widetilde{U}_{1}(T)$ are defined by

$$
\begin{align*}
& \widetilde{W}_{1}(T)=\max \left\{\max _{i=1, \ldots, p} \max _{j=p+1, \ldots, n} \sup _{c_{j}} \int_{c_{j}}\left|w_{i}(t, x)\right| d t,\right. \\
&\left.\max _{i=p+1, \ldots, n} \max _{j \neq i} \sup _{c_{j}} \int_{c_{j}}\left|w_{i}(t, x)\right| d t\right\} \tag{3.5.7}
\end{align*}
$$

and

$$
\begin{align*}
& \widetilde{U}_{1}(T)=\max \left\{\max _{i=1, \ldots, p} \max _{j=p+1, \ldots, n} \sup _{c_{j}} \int_{c_{j}}\left|u_{i}(t, x)\right| d t,\right. \\
&\left.\max _{i=p+1, \ldots, n} \max _{j \neq i} \sup _{c_{j}} \int_{c_{j}}\left|u_{i}(t, x)\right| d t\right\}, \tag{3.5.8}
\end{align*}
$$

where $c_{j}$ denotes any given $j$ th characteristic on $D(T)$.
In the present situation, Lemma 3.2.1 is still valid. Similarly to Lemmas 3.2.2 and 3.3.1, we have the following two lemmas.

Lemma 3.5.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$ and (3.5.1) holds. Suppose furthermore that the initial data (3.1.2) satisfy (3.2.1). Then there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (2.1.1) and (3.1.2), we have the following uniform a priori estimates:

$$
\begin{align*}
W_{\infty}^{c}(T) & \leq \kappa_{1} \theta  \tag{3.5.9}\\
\widetilde{W}_{1}(T), \quad W_{1}(T) & \leq \kappa_{2} \theta \tag{3.5.10}
\end{align*}
$$

and

$$
\begin{equation*}
U_{\infty}(T) \leq \kappa_{3} \theta \tag{3.5.11}
\end{equation*}
$$

where $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ are positive constants independent of $\theta$ and $T$.
Proof. The proof of this lemma is similar to that of Lemma 3.2.2. In what follows, we only point out some essentially different points.

Noting (2.6.16) and (2.6.31), similarly to (3.2.33), we still have

$$
\begin{equation*}
W_{\infty}^{c}(T) \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\} \tag{3.5.12}
\end{equation*}
$$

We next estimate $\widetilde{W}_{1}(T)$ and $W_{1}(T)$.
For $i=1, \ldots, p ; j=p+1, \ldots, n$, noting (2.6.20) and (2.6.32), similarly to (3.2.37), we have

$$
\begin{equation*}
\int_{c_{j}}\left|w_{i}(t, x)\right| d t \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{3.5.13}
\end{equation*}
$$

For $i=p+1, \ldots, n ; j \neq i$, noting (2.6.20) and (2.6.32), we still have (3.5.13). Hence, we get

$$
\begin{equation*}
\widetilde{W}_{1}(T) \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{3.5.14}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
W_{1}(T) \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{3.5.15}
\end{equation*}
$$

Then, (3.5.9)-(3.5.10) follow from (3.5.12) and (3.5.14)-(3.5.15).
Finally, we estimate $U_{\infty}(T)$.
For any given $(t, x) \in D(T),(3.2 .50)$ still holds. Noting (3.5.1) and using Lemma 3.2 .1 and (3.5.9)-(3.5.10), similarly to (3.2.51), we have

$$
\begin{equation*}
|u(t, x)| \leq C\left\{\theta+W_{\infty}^{c}(T)+\widetilde{W}_{1}(T)\right\} \leq C \theta \tag{3.5.16}
\end{equation*}
$$

Then we get (3.5.11) immediately.
Lemma 3.5.2 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$ and (3.5.1) holds. Suppose furthermore that system (2.1.1) is WLD and the initial data (3.1.2) satisfy (3.2.1). Then in normalized coordinates there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (2.1.1) and (3.1.2), we have the following uniform a priori estimates:

$$
\begin{align*}
U_{\infty}^{c}(T) & \leq \kappa_{4} \theta  \tag{3.5.17}\\
\widetilde{U}_{1}(T), U_{1}(T) & \leq \kappa_{5} \theta \tag{3.5.18}
\end{align*}
$$

and

$$
\begin{equation*}
W_{\infty}(T) \leq \kappa_{6} \theta \tag{3.5.19}
\end{equation*}
$$

where $\kappa_{4}, \kappa_{5}$, and $\kappa_{6}$ are positive constants independent of $\theta$ and $T$.
Proof. We first estimate $U_{\infty}^{c}(T)$.
For $i=1, \ldots, p$, passing through any fixed point $(t, x) \in D(T) \backslash D_{1}^{T}$, we draw the $i$ th characteristic $c_{i}: \xi=x_{i}(\tau)(0 \leq \tau \leq t)$ which intersects the $x$-axis at a point $\left(0, x_{i 0}\right)$. Integrating (2.6.55) along $c_{i}$ from 0 to $t$ yields

$$
\begin{equation*}
u_{i}(t, x)=u_{i}\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \rho_{i j k}(u) u_{j} w_{k}\left(\tau, x_{i}(\tau)\right) d \tau \tag{3.5.20}
\end{equation*}
$$

Then, noting (3.2.1) and (2.6.56)-(2.6.57) and using Lemmas 3.2.1 and 3.5 .1 , similarly to (3.3.9), we have

$$
\begin{align*}
\left(1+\mid x-\lambda_{i}(0)\right. & t \mid)^{1+\mu}\left|u_{i}(t, x)\right| \\
& \leq C\left\{\theta+U_{\infty}^{c}(T) W_{\infty}^{c}(T)+U_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\widetilde{U}_{1}(T) W_{\infty}^{c}(T)\right\} \\
& \leq C \theta\left\{1+U_{\infty}^{c}(T)+\widetilde{U}_{1}(T)\right\} . \tag{3.5.21}
\end{align*}
$$

For $i=p+1, \ldots, n$, noting (3.2.1) and (2.6.59)-(2.6.60), we still have (3.5.21). Hence, we get

$$
\begin{equation*}
U_{\infty}^{c}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+\widetilde{U}_{1}(T)\right\} \tag{3.5.22}
\end{equation*}
$$

We next estimate $\widetilde{U}_{1}(T)$ and $U_{1}(T)$.
In the present situation, (3.3.11) still holds.
For $i=1, \ldots, p$, since $\lambda(u)$ is WLD, noting (2.6.62)-(2.6.64) and using Lemmas 3.2.1 and 3.5.1, instead of (3.3.13), we have

$$
\begin{align*}
& \quad \iint_{A C D B} \sum_{j, k=1}^{n}\left|F_{i j k}(u) u_{j} w_{k}(t, x)\right| d t d x \\
& \leq \iint_{A C D B}\left[\sum_{\substack{j o r \\
j \in\{1, \ldots, p\} \\
j \neq k}}\left|F_{i j k}(u) u_{j} w_{k}(t, x)\right|\right. \\
& \left.\quad+\sum_{j, k=1}^{p}\left|\left(F_{i j k}(u)-F_{i j k}\left(\sum_{h=1}^{p} u_{h} e_{h}\right)\right) u_{j} w_{k}(t, x)\right|\right] d t d x \\
& \leq C\left\{U_{\infty}^{c}(T) W_{\infty}^{c}(T)+U_{1}(T) W_{\infty}^{c}(T)+U_{\infty}^{c}(T) W_{1}(T)+U_{\infty}(T) U_{\infty}^{c}(T) W_{1}(T)\right\} \\
& \leq C \theta\left\{U_{\infty}^{c}(T)+U_{1}(T)\right\} . \tag{3.5.23}
\end{align*}
$$

For $i=p+1, \ldots, n$, since $\lambda_{i}(u)$ is WLD, noting (2.6.62)-(2.6.63) and (2.6.65), similarly to (3.5.23), we have

$$
\begin{align*}
& \iint_{A C D B} \sum_{j, k=1}^{n}\left|F_{i j k}(u) u_{j} w_{k}(t, x)\right| d t d x \\
& \leq \iint_{A C D B}\left[\sum_{\substack{\text { or } \begin{array}{c}
k\{1, \ldots, p\} \\
j \neq k \\
j
\end{array}}}\left|F_{i j k}(u) u_{j} w_{k}(t, x)\right|+\left|\left(F_{i i i}(u)-F_{i i i}\left(u_{i} e_{i}\right)\right) u_{i} w_{i}(t, x)\right|\right] d t d x \\
& \leq C\left\{U_{\infty}^{c}(T) W_{\infty}^{c}(T)+U_{1}(T) W_{\infty}^{c}(T)+U_{\infty}^{c}(T) W_{1}(T)+U_{\infty}(T) U_{\infty}^{c}(T) W_{1}(T)\right\} \\
& \leq C \theta\left\{U_{\infty}^{c}(T)+U_{1}(T)\right\} . \tag{3.5.24}
\end{align*}
$$

Then, noting (3.2.1) and (3.5.4), similarly to (3.3.14), we get from (3.3.11) that

$$
\int_{t_{A}}^{t_{B}}\left|u_{i}\left(\tau, x_{j}(\tau)\right)\right| d \tau \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\}
$$

Hence,

$$
\begin{equation*}
\widetilde{U}_{1}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\} \tag{3.5.25}
\end{equation*}
$$

Similarly, we can get

$$
\begin{equation*}
U_{1}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\} \tag{3.5.26}
\end{equation*}
$$

Then the combination of (3.5.22) and (3.5.25)-(3.5.26) gives (3.5.17) and (3.5.18).

Finally, we estimate $W_{\infty}(T)$.
In the present situation, (3.3.17) still holds.
For $i=1, \ldots, p$, and since $\lambda(u)$ is WLD, noting (2.6.16) and (2.6.41) and using Lemmas 3.2.1, 3.5.1 and (3.5.17), instead of (3.3.18), we have

$$
\begin{align*}
& \int_{0}^{t} \sum_{j, k=1}^{n}\left|\gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}(\tau)\right)\right| d \tau \\
& \quad \leq \int_{0}^{t}\left[\sum_{\substack { \text { or } \\
\begin{subarray}{c}{k \in\{1, \ldots, p\} \\
j \neq k{ \text { or } \\
\begin{subarray} { c } { k \in \{ 1 , \ldots , p \}  \tag{3.5.27}\\
j \neq k } }\end{subarray}}\left|\gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}(\tau)\right)\right|\right. \\
& \quad\left.+2 \sum_{j=1}^{p}\left|\left(\gamma_{i j i}(u)-\gamma_{i j i}\left(\sum_{h=1}^{p} u_{h} e_{h}\right)\right) w_{i} w_{j}\left(\tau, x_{i}(\tau)\right)\right|\right] d \tau \\
& \quad \leq C\left\{\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{\infty}(T)+U_{\infty}^{c}(T)\left(W_{\infty}(T)\right)^{2}\right\} \\
& \leq C \theta\left\{\theta+W_{\infty}(T)+\left(W_{\infty}(T)\right)^{2}\right\}
\end{align*}
$$

For $i=p+1, \ldots, n$, since $\lambda_{i}(u)$ is WLD, noting (2.6.16), (2.6.31), and (2.6.42) and using Lemma 3.2.1, similarly to (3.5.27), we have

$$
\begin{align*}
\int_{0}^{t} & \sum_{j, k=1}^{n}\left|\gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}(\tau)\right)\right| d \tau \\
& \leq \int_{0}^{t}\left[\sum_{\substack { \text { or } \\
\begin{subarray}{c}{k \in\{1, \ldots, p\} \\
j \neq k{ \text { or }  \tag{3.5.28}\\
\begin{subarray} { c } { k \in \{ 1 , \ldots , p \} \\
j \neq k } }\end{subarray}}\left|\gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}(\tau)\right)\right|+\left|\gamma_{i i i}(u)-\gamma_{i i i}\left(u_{i} e_{i}\right)\right| w_{i}^{2}\left(\tau, x_{i}(\tau)\right)\right] d \tau \\
& \leq C\left\{\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{\infty}(T)+U_{\infty}^{c}(T)\left(W_{\infty}(T)\right)^{2}\right\} \\
& \leq C \theta\left\{\theta+W_{\infty}(T)+\left(W_{\infty}(T)\right)^{2}\right\}
\end{align*}
$$

Then, similarly to (3.3.19), it follows that

$$
\left|w_{i}(t, x)\right| \leq C \theta\left\{1+W_{\infty}(T)+\left(W_{\infty}(T)\right)^{2}\right\}
$$

Hence,

$$
\begin{equation*}
W_{\infty}(T) \leq C \theta\left\{1+\left(W_{\infty}(T)\right)^{2}\right\} \tag{3.5.29}
\end{equation*}
$$

which implies (3.5.19).

By Lemmas 3.5.1 and 3.5.2, it is easy to get
Theorem 3.5.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$ and (3.5.1) holds. Suppose furthermore that the initial data (3.1.2) satisfy (3.2.1). If system (2.1.1) is WLD, then there exists $\theta_{0}>0$ so small that for any given
$\theta \in\left[0, \theta_{0}\right]$, the Cauchy problem (2.1.1) and (3.1.2) admits a unique global $C^{1}$ solution $u=u(t, x)$ with a small $C^{1}$ norm for all $t \in \mathbb{R}$ (cf. [58]).

Remark 3.5.1 When hyperbolic system (2.1.1) has a form of conservation laws, $\lambda(u)$ is LD, then WLD. In this situation Theorem 3.5.1 can be easily applied (cf. [58]).

### 3.6 Applications

### 3.6.1 System of One-Dimensional Gas Dynamics

Consider the Cauchy problem for the system of one-dimensional gas dynamics in Lagrangian representation (cf. Section 1.3.3)

$$
\left\{\begin{array}{l}
\frac{\partial \tau}{\partial t}-\frac{\partial u}{\partial x}=0  \tag{3.6.1}\\
\frac{\partial u}{\partial t}+\frac{\partial p(\tau, S)}{\partial x}=0 \\
\frac{\partial S}{\partial t}=0
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
t=0: \quad \tau=\tau_{0}+\tau_{1}(x), v=u_{0}+u_{1}(x), S=S_{0}+S_{1}(x) \tag{3.6.2}
\end{equation*}
$$

where $\tau>0$ is the specific volume, $u$ is the velocity, $S$ is the entropy, $p$ is the pressure, and the equation of state is given by $p=p(\tau, S)$; moreover, $\tau_{0}(>0), u_{0}$, and $S_{0}$ are constants, and $\tau_{1}(x), u_{1}(x)$, and $S_{1}(x) \in C^{1}$ satisfy the decaying property as shown in (3.2.1).

If

$$
\begin{equation*}
p_{\tau}\left(\tau_{0}, S_{0}\right)<0, \tag{3.6.3}
\end{equation*}
$$

then, in a neighbourhood of $U=U_{0} \stackrel{\text { def. }}{=}\left(\tau_{0}, u_{0}, S_{0}\right)^{T}$, system (3.6.1) is a strictly hyperbolic system with three distinct eigenvalues,

$$
\begin{equation*}
\lambda_{1}(U)=-\sqrt{-p_{\tau}}<\lambda_{2}(U)=0<\lambda_{3}(U)=\sqrt{-p_{\tau}} \tag{3.6.4}
\end{equation*}
$$

and the corresponding right eigenvectors can be taken as

$$
\begin{equation*}
r_{1}(U)=\left(1, \sqrt{-p_{\tau}}, 0\right)^{T}, r_{2}(U)=\left(p_{S}, 0,-p_{\tau}\right)^{T}, r_{3}(U)=\left(-1, \sqrt{-p_{\tau}}, 0\right)^{T} \tag{3.6.5}
\end{equation*}
$$

where

$$
\begin{equation*}
U=(\tau, u, S)^{T} \tag{3.6.6}
\end{equation*}
$$

Obviously, $\lambda_{2}(U)$ is always LD in a neighbourhood of $U=U_{0}$. Moreover, it is easy to see that $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are LD in a neighbourhood of $U=U_{0}$ if and only if

$$
\begin{equation*}
p_{\tau \tau}(\tau, S) \equiv 0, \quad \forall\left|\tau-\tau_{0}\right| \text { and }\left|S-S_{0}\right| \text { small. } \tag{3.6.7}
\end{equation*}
$$

Noting that the first characteristic trajectory $U=U^{(1)}(s)$ passing through $U=U_{0}$ in the $U$-space is defined by

$$
\left\{\begin{array}{l}
\frac{d U}{d s}=r_{1}(U)  \tag{3.6.8}\\
s=0: U=U_{0}
\end{array}\right.
$$

where $r_{1}(U)$ is given by (3.6.5), by the definition of WLD, we can see that $\lambda_{1}(U)$ is WLD with respect to $U=U_{0}$ if and only if

$$
\begin{equation*}
p_{\tau \tau}\left(\tau, S_{0}\right) \equiv 0, \quad \forall\left|\tau-\tau_{0}\right| \text { small. } \tag{3.6.9}
\end{equation*}
$$

Similarly, $\lambda_{3}(U)$ is WLD with respect to $U=U_{0}$ if and only if (3.6.9) holds. Obviously, if $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are LD in a neighbourhood of $U=U_{0}$, then they are WLD with respect to $U=U_{0}$.

By Theorem 3.4.1, we have
Theorem 3.6.1 Under assumption (3.6.9), there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left[0, \theta_{0}\right]$, the Cauchy problem (3.6.1)-(3.6.2) admits a unique global $C^{1}$ solution $U=U(t, x)$ for all $t \in \mathbb{R}$.

### 3.6.2 System of Compressible Elastic Fluids with Memory

Consider the Cauchy problem for the system of compressible elastic fluids with memory (cf. Section 1.3.4)

$$
\left\{\begin{array}{l}
\rho_{t}+v \rho_{x}+\rho v_{x}=0  \tag{3.6.10}\\
\rho\left(v_{t}+v v_{x}\right)+p(\rho)_{x}=\left(\rho W^{\prime}(F) F\right)_{x} \\
F_{t}+v F_{x}-F v_{x}=0
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
t=0: \quad \rho=\rho_{0}+\rho_{1}(x), v=v_{0}+v_{1}(x), F=1+F_{1}(x) \tag{3.6.11}
\end{equation*}
$$

where $\rho>0$ is the density, $v$ is the velocity, $p$ is the pressure, $W(F)$ is the strain energy function, and $F$ corresponds to the deformation tensor. Moreover, $\rho_{0}(>0)$ and $v_{0}$ are constants, and $\rho_{1}(x), v_{1}(x)$, and $F_{1}(x) \in C^{1}$ satisfy the decaying property as shown in (3.2.1).

Let

$$
\begin{equation*}
U=(\rho, v, F)^{T} . \tag{3.6.12}
\end{equation*}
$$

If

$$
\begin{equation*}
p^{\prime}\left(\rho_{0}\right)+W^{\prime \prime}(1)>0, \tag{3.6.13}
\end{equation*}
$$

(3.6.10) is a strictly hyperbolic system in a neighbourhood of $U=U_{0} \stackrel{\text { def. }}{=}$ $\left(\rho_{0}, v_{0}, 1\right)^{T}$ with the following distinct real eigenvalues:

$$
\begin{equation*}
\lambda_{1}=v-\sqrt{p^{\prime}(\rho)+W^{\prime \prime}(F) F^{2}}<\lambda_{2}=v<\lambda_{3}=v+\sqrt{p^{\prime}(\rho)+W^{\prime \prime}(F) F^{2}} \tag{3.6.14}
\end{equation*}
$$

and the corresponding right eigenvectors can be taken as

$$
\begin{align*}
& r_{1}(U)=\left(-\frac{\rho}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}, 1, \frac{F}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}\right)^{T}, \\
& r_{2}(U)=\left(F W^{\prime \prime}(F)+W^{\prime}(F), 0, \frac{p^{\prime}(\rho)-F W^{\prime}(F)}{\rho}\right)^{T}  \tag{3.6.15}\\
& r_{3}(U)=\left(\frac{\rho}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}, 1,-\frac{F}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}\right)^{T} .
\end{align*}
$$

Obviously, $\lambda_{2}(U)$ is always LD. On the other hand, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are LD in a neighbourhood of $U=U_{0}$ if and only if

$$
\begin{equation*}
\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho)-W^{\prime \prime \prime}(F) F^{3} \equiv 0 \tag{3.6.16}
\end{equation*}
$$

Noting that the first characteristic trajectory $U=U^{(1)}(s)$ passing through $U=U_{0}$ in the $U$-space is defined by

$$
\left\{\begin{array}{l}
\frac{d U}{d s}=r_{1}(U),  \tag{3.6.17}\\
s=0: U=U_{0},
\end{array}\right.
$$

where $r_{1}(U)$ is given by (3.6.15), it is easy to see that $\rho F \equiv \rho_{0}$ always holds along the first characteristic trajectory passing through $U=U_{0}$. Hence, by the definition of WLD, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are WLD with respect to $U=U_{0}$ if and only if

$$
\begin{equation*}
\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho)-W^{\prime \prime \prime}\left(\rho_{0} \rho^{-1}\right)\left(\rho_{0} \rho^{-1}\right)^{3} \equiv 0, \quad \forall\left|\rho-\rho_{0}\right| \text { small. } \tag{3.6.18}
\end{equation*}
$$

Obviously, if $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are LD in a neighbourhood of $U=U_{0}$, then they are WLD with respect to $U=U_{0}$.

By Theorem 3.4.1, we have
Theorem 3.6.2 Under assumption (3.6.18), there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left[0, \theta_{0}\right]$, the Cauchy problem (3.6.10)-(3.6.11) admits a unique global $C^{1}$ solution $U=U(t, x)$ for all $t \in \mathbb{R}$.

### 3.6.3 System of the Motion of an Elastic String

Consider the following Cauchy problem for the system of the motion of an elastic string (cf. Section 1.3.5):

$$
\left\{\begin{array}{l}
u_{t}-v_{x}=0  \tag{3.6.19}\\
v_{t}-\left(\frac{T(r)}{r} u\right)_{x}=0
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
t=0:(u, v)=\left(\widetilde{u}^{0}+u^{0}(x), \widetilde{v}^{0}+v^{0}(x)\right), \tag{3.6.20}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{T}, v=\left(v_{1}, \ldots, v_{n}\right)^{T}, r=|u|=\sqrt{u_{1}^{2}+\cdots+u_{n}^{2}}$, and $T(r)$ is a suitably smooth function of $r>1$ such that

$$
\begin{equation*}
T^{\prime}\left(\widetilde{r}_{0}\right)>\frac{T\left(\widetilde{r}_{0}\right)}{\widetilde{r}_{0}}>0 \tag{3.6.21}
\end{equation*}
$$

in which $\widetilde{r}_{0}=\left|\widetilde{u}^{0}\right|=\sqrt{\left(\widetilde{u}_{1}^{0}\right)^{2}+\cdots+\left(\widetilde{u}_{n}^{0}\right)^{2}}>1$. Moreover, $\left(\widetilde{u}^{0}, \widetilde{v}^{0}\right)$ is a constant vector and $\left(u^{0}(x), v^{0}(x)\right) \in C^{1}$ satisfies the decaying property as shown in (3.2.1).

Let

$$
\begin{equation*}
U=\left(u_{1}, \ldots, u_{n}, v_{1}, \ldots, v_{n}\right)^{T}=\binom{u}{v} \tag{3.6.22}
\end{equation*}
$$

By (3.6.21), in a neighbourhood of

$$
\begin{equation*}
U=U_{0} \stackrel{\text { def. }}{=}\binom{\widetilde{u}^{0}}{\widetilde{v}^{0}}, \tag{3.6.23}
\end{equation*}
$$

(3.6.19) is a hyperbolic system with the following $2 n$ real eigenvalues:

$$
\begin{align*}
\lambda_{1}(U) & \stackrel{\text { def. }}{=}-\sqrt{T^{\prime}(r)}<\lambda_{2}(U) \equiv \cdots \equiv \lambda_{n}(U) \stackrel{\text { def. }}{=}-\sqrt{\frac{T(r)}{r}} \\
& <\lambda_{n+1}(U) \equiv \cdots \equiv \lambda_{2 n-1}(U) \stackrel{\text { def. }}{=} \sqrt{\frac{T(r)}{r}}<\lambda_{2 n}(U) \stackrel{\text { def. }}{=} \sqrt{T^{\prime}(r)} . \tag{3.6.24}
\end{align*}
$$

When $n=2$, system (3.6.19) is a strictly hyperbolic system in a neighbourhood of $U=U_{0}$, in which $\lambda_{2}(U)$ and $\lambda_{3}(U)$ are always LD, then WLD with respect to $U=U_{0}$. When $n>2$, (3.6.19) is a quasilinear hyperbolic system of conservation laws with characteristics with constant multiplicity, then by Lemma 2.4.2, $\lambda_{i}(U)(i=2, \ldots, 2 n-1)$ are always LD, then WLD with respect to $U=U_{0}$. Moreover, it is easy to see that $\lambda_{1}(U)$ and $\lambda_{2 n}(U)$ are WLD with respect to $U=U_{0}$ if and only if $\lambda_{1}(U)$ and $\lambda_{2 n}(U)$ are LD in a neighbourhood of $U=U_{0}$, namely,

$$
\begin{equation*}
T^{\prime \prime}(r) \equiv 0 \quad \text { for }\left|r-\widetilde{r}_{0}\right| \quad \text { small. } \tag{3.6.25}
\end{equation*}
$$

By Theorems 3.4.1 and 3.5.1, we have
Theorem 3.6.3 Under assumption (3.6.25), there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left[0, \theta_{0}\right]$, the Cauchy problem (3.6.19)-(3.6.20) admits a unique global $C^{1}$ solution $U=U(t, x)$ for all $t \in \mathbb{R}$.

## Chapter IV The Cauchy Problem (Continued)

In this chapter, under the assumption that the quasilinear hyperbolic system is not weakly linearly degenerate (WLD), we consider the formation of singularities of the $C^{1}$ solution to the Cauchy problem and its blow-up mechanism.

### 4.1 Some Uniform a Priori Estimates Independent of Weak Linear Degeneracy

In this section we give some uniform a priori estimates independent of weak linear degeneracy for the following Cauchy problem:

$$
\left\{\begin{array}{c}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=0  \tag{4.1.1}\\
t=0: u=\phi(x)
\end{array}\right.
$$

where (4.1.1) is a strictly hyperbolic system and $\phi(x)$ satisfies (3.2.1). We already proved Lemmas 3.2.1 and 3.2.2 in Section 3.2.

In order to obtain a sharp estimate on the life span of the $C^{1}$ solution to the Cauchy problem, we assume that the initial data are of the form

$$
\begin{equation*}
\phi(x)=\varepsilon \psi(x) \tag{4.1.3}
\end{equation*}
$$

where $\varepsilon>0$ is a small parameter and $\psi(x) \in C^{1}$ satisfies

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left\{(1+|x|)^{1+\mu}\left(|\psi(x)|+\left|\psi^{\prime}(x)\right|\right)\right\}<+\infty \tag{4.1.4}
\end{equation*}
$$

where $\mu>0$ is a constant.
In this situation we rewrite Lemma 3.2.2 as
Lemma 4.1.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$ and system (4.1.1) is strictly hyperbolic, i.e., (2.1.12) holds. Suppose furthermore that the initial data (4.1.2) satisfy (4.1.3)-(4.1.4). Then there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, on any given existence domain $D(T)$
of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2), we have the following uniform a priori estimates:

$$
\begin{align*}
W_{\infty}^{c}(T) & \leq \kappa_{1} \varepsilon  \tag{4.1.5}\\
\widetilde{W}_{1}(T), \quad W_{1}(T) & \leq \kappa_{2} \varepsilon, \tag{4.1.6}
\end{align*}
$$

and

$$
\begin{equation*}
U_{\infty}(T) \leq \kappa_{3} \varepsilon, \tag{4.1.7}
\end{equation*}
$$

where $\kappa_{1}, \kappa_{2}$, and $\kappa_{3}$ are positive constants independent of $\varepsilon$ and $T$.

### 4.2 Formation of Singularities of the $C^{1}$ Solution in the Noncritical Case $\alpha<+\infty$

In this section we discuss the formation of singularities of the $C^{1}$ solution to the Cauchy problem (4.1.1)-(4.1.2) in the noncritical case, namely, for the non-WLD hyperbolic system (4.1.1) with finite non-WLD index $\alpha$ (see Section 2.5).

### 4.2.1 Some Uniform a Priori Estimates Depending on Weak Linear Degeneracy

Lemma 4.2.1 Suppose that in a neighbourhood of $u=0, A(u)$ is suitably smooth and system (4.1.1) is strictly hyperbolic. Suppose furthermore that (4.1.1) is not $W L D$ and its non-WLD index $\alpha$ is finite. Suppose finally that the initial data (4.1.2) satisfy (3.2.1). Then in normalized coordinates there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, on any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)(4.1.2), we have the following uniform a priori estimates:

$$
\begin{align*}
U_{\infty}^{c}(T) & \leq \kappa_{4} \theta\left\{1+\theta^{\alpha+2} T\right\},  \tag{4.2.1}\\
\widetilde{U}_{1}(T), U_{1}(T) & \leq \kappa_{5} \theta\left\{1+\theta^{\alpha+1} T\right\} . \tag{4.2.2}
\end{align*}
$$

When

$$
\begin{equation*}
T \theta^{\alpha+1} \leq \kappa_{6} \tag{4.2.3}
\end{equation*}
$$

we have

$$
\begin{equation*}
W_{\infty}(T) \leq \kappa_{7} \theta, \tag{4.2.4}
\end{equation*}
$$

in which $U_{\infty}^{c}(T), \widetilde{U}_{1}(T), U_{1}(T)$, and $W_{\infty}(T)$ are still defined by (3.3.1)(3.3.4), respectively, and $\kappa_{4}, \ldots, \kappa_{7}$ are positive constants independent of $\theta$ and $T$.

Proof. Without loss of generality, we assume that $u=\left(u_{1}, \ldots, u_{n}\right)$ are normalized coordinates.

We first estimate $U_{\infty}^{c}(T)$.
For any given $i \in\{1, \ldots, n\}$, passing through any fixed point $(t, x) \in$ $D(T) \backslash D_{i}^{T}$, we draw the $i$ th characteristic $c_{i}: \xi=\xi_{i}(\tau)(0 \leq \tau \leq t)$ which intersects the $x$-axis at a point $\left(0, x_{i 0}\right)$. Integrating (2.6.44) along $c_{i}$ from 0 to $t$ and noting (4.1.2) gives

$$
\begin{equation*}
u_{i}(t, x)=\phi_{i}\left(x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \rho_{i j k}(u) u_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right) d \tau \tag{4.2.5}
\end{equation*}
$$

Then, noting (3.1.3) and (2.6.45) and using Lemma 3.2.1, we have

$$
\begin{align*}
\left(1+\left|x-\lambda_{i}(0) t\right|\right)^{1+\mu}\left|u_{i}(t, x)\right| \leq & C\left\{\theta+U_{\infty}^{c}(T) W_{\infty}^{c}(T)+U_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right. \\
& \left.+\widetilde{U}_{1}(T) W_{\infty}^{c}(T)\right\} \tag{4.2.6}
\end{align*}
$$

Hence, using Lemma 3.2.2, we get

$$
\begin{equation*}
U_{\infty}^{c}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+\widetilde{U}_{1}(T)\right\} \tag{4.2.7}
\end{equation*}
$$

We next estimate $\widetilde{U}_{1}(T)$ and $U_{1}(T)$.
For $i \in\{1, \ldots, n\}$, passing through two endpoints $A\left(t_{A}, x_{A}\right)$ and $B\left(t_{B}, x_{B}\right)$ of any given $j$ th characteristic $c_{j}: \xi=\xi_{j}(\tau)\left(0 \leq t_{A} \leq \tau \leq t_{B}\right)$ on $D(T)(j \neq i)$, we draw the $i$ th characteristic which intersects the $x$-axis at point $C\left(0, x_{C}\right)$ and point $D\left(0, x_{D}\right)$, respectively, with $x_{C} \leq x_{D}$. By (2.6.48), using Stokes' formula [see (2.6.53)] on the domain $A C D B$ and noting (4.1.2), we have

$$
\begin{align*}
\int_{t_{A}}^{t_{B}}\left|u_{i}\left(\lambda_{j}(u)-\lambda_{i}(u)\right)\left(\tau, \xi_{j}(\tau)\right)\right| d \tau \\
\quad \leq \int_{x_{C}}^{x_{D}}\left|\phi_{i}(x)\right| d x+\iint_{A C D B}\left|\sum_{j, k=1}^{n} F_{i j k}(u) u_{j} w_{k}(t, x)\right| d t d x \tag{4.2.8}
\end{align*}
$$

Noting (2.6.52), we have

$$
\begin{equation*}
\left|F_{i i i}\left(u_{i} e_{i}\right)\right| \leq C\left|u_{i}\right|^{\alpha} \tag{4.2.9}
\end{equation*}
$$

Then, noting (3.1.3) and (2.6.51) and using Hadamard's formula, Lemmas 3.2 .1 , and 3.2 .2 , it follows from (4.2.8) that

$$
\int_{t_{A}}^{t_{B}}\left|u_{i}\left(\lambda_{j}(u)-\lambda_{i}(u)\right)\left(\tau, \xi_{j}(\tau)\right)\right| d \tau
$$

$$
\begin{align*}
\leq & \int_{x_{C}}^{x_{D}}\left|\phi_{i}(x)\right| d x+\iint_{A C D B}\left[\sum_{\substack{j, k=1 \\
j \neq k}}^{n}\left|F_{i j k}(u) u_{j} w_{k}(t, x)\right|+\left(\left|F_{i i i}(u)-F_{i i i}\left(u_{i} e_{i}\right)\right|\right.\right. \\
& \left.\left.+\left|F_{i i i}\left(u_{i} e_{i}\right)\right|\right)\left|u_{i} w_{i}(t, x)\right|\right] d t d x \\
\leq & C\left\{\theta+U_{\infty}^{c}(T) W_{\infty}^{c}(T)+U_{\infty}^{c}(T) W_{1}(T)+U_{1}(T) W_{\infty}^{c}(T)\right. \\
& \left.+U_{\infty}^{c}(T) U_{\infty}(T) W_{1}(T)+\left(U_{\infty}(T)\right)^{\alpha+1} W_{1}(T) T\right\} \\
\leq & C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)+\theta^{\alpha+1} T\right\} . \tag{4.2.10}
\end{align*}
$$

Then, noting (3.2.6), we get

$$
\begin{equation*}
\widetilde{U}_{1}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)+\theta^{\alpha+1} T\right\} . \tag{4.2.11}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
U_{1}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)+\theta^{\alpha+1} T\right\} . \tag{4.2.12}
\end{equation*}
$$

The combination of (4.2.7) and (4.2.11)-(4.2.12) gives (4.2.1)-(4.2.2).
We finally estimate $W_{\infty}(T)$.
Passing through any given point $(t, x) \in D(T)$, we draw the $i$ th characteristic $c_{i}: \xi=\xi_{i}(\tau)(0 \leq \tau \leq t)$ which intersects the $x$-axis at a point $\left(0, x_{i 0}\right)$. Integrating (2.6.14) along $c_{i}$ from 0 to $t$, we have

$$
\begin{equation*}
w_{i}(t, x)=w_{i}\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \gamma_{i j k}(u) w_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right) d \tau \tag{4.2.13}
\end{equation*}
$$

Noting (2.6.17), we have

$$
\begin{equation*}
\left|\gamma_{i i i}\left(u_{i} e_{i}\right)\right| \leq C\left|u_{i}\right|^{\alpha} . \tag{4.2.14}
\end{equation*}
$$

Then, noting (3.2.1) and (2.6.16) and using Lemma 3.2.1 and Hadamard's formula, from (4.2.13) we have

$$
\begin{align*}
& \left|w_{i}(t, x)\right| \\
& \leq\left|w_{i}\left(0, x_{i 0}\right)\right|+\int_{0}^{t}\left[\sum_{\substack{j, k=1 \\
j \neq k}}^{n}\left|\gamma_{i j k}(u) w_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right)\right|+\left(\left|\gamma_{i i i}(u)-\gamma_{i i i}\left(u_{i} e_{i}\right)\right|\right.\right. \\
& \left.\left.\quad+\left|\gamma_{i i i}\left(u_{i} e_{i}\right)\right|\right) w_{i}^{2}\left(\tau, \xi_{i}(\tau)\right)\right] d \tau \\
& \leq \\
& \quad C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{\infty}(T)+U_{\infty}^{c}(T)\left(W_{\infty}(T)\right)^{2}\right.  \tag{4.2.15}\\
& \left.\quad+\left(U_{\infty}(T)\right)^{\alpha} T\left(W_{\infty}(T)\right)^{2}\right\} .
\end{align*}
$$

Noting (4.2.1) and using Lemma 3.2.2, we get

$$
\begin{equation*}
W_{\infty}(T) \leq C\left\{\theta+\left(\theta+\theta^{\alpha} T\right)\left(W_{\infty}(T)\right)^{2}\right\} \tag{4.2.16}
\end{equation*}
$$

Hence, noting (4.2.3), we can obtain (4.2.4).
For any given $i \bar{\epsilon} J$, where $J$ is defined in Section 2.5.1, $\lambda_{i}(u)$ is WLD. By (2.6.28) and (2.6.54), similarly to the proof of Lemma 4.2.1, it is easy to get

Lemma 4.2.2 Under assumptions of Lemma 4.2.1, there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, on any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2), without restriction (4.2.3) we have the following uniform a priori estimate:

$$
\begin{equation*}
\left|w_{i}(t, x)\right| \leq \kappa_{8} \theta, \quad \forall i \bar{\in} J \tag{4.2.17}
\end{equation*}
$$

where $\kappa_{8}$ is a positive constant independent of $\theta$ and $T$.
Remark 4.2.1 Under the assumptions of Lemma 4.2.1, suppose furthermore that the initial data (4.1.2) satisfy (4.1.3) and (4.1.4). Then in normalized coordinates there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, on any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2), we have the following uniform a priori estimates:

$$
\begin{align*}
U_{\infty}^{c}(T) & \leq \kappa_{4} \varepsilon\left\{1+\varepsilon^{\alpha+2} T\right\}  \tag{4.2.18}\\
\widetilde{U}_{1}(T), U_{1}(T) & \leq \kappa_{5} \varepsilon\left\{1+\varepsilon^{\alpha+1} T\right\} \tag{4.2.19}
\end{align*}
$$

When

$$
\begin{equation*}
T \varepsilon^{\alpha+1} \leq \kappa_{6} \tag{4.2.20}
\end{equation*}
$$

we have

$$
\begin{equation*}
W_{\infty}(T) \leq \kappa_{7} \varepsilon \tag{4.2.21}
\end{equation*}
$$

where $\kappa_{4}, \ldots, \kappa_{7}$ are positive constants independent of $\varepsilon$ and $T$.
Remark 4.2.2 According to Lemmas 3.2.1 and 4.2.1, under assumption (3.2.1), there exists a unique $C^{1}$ solution $u=u(t, x)$ on $\left[0, \kappa_{6} \theta^{\alpha+1}\right] \times \mathbb{R}$ to the Cauchy problem (4.1.1)-(4.1.2). Thus, the life span $\widetilde{T}(\theta)$ of the $C^{1}$ solution $u=u(t, x)$ satisfies

$$
\begin{equation*}
\widetilde{T}(\theta)>\kappa_{6} \theta^{\alpha+1} \tag{4.2.22}
\end{equation*}
$$

Similarly, if the initial data (4.1.2) satisfy (4.1.3) and (4.1.4), by Lemma 4.1.1 and Remark 4.2.1, the life span $\widetilde{T}(\varepsilon)$ of the $C^{1}$ solution $u=u(t, x)$ satisfies

$$
\begin{equation*}
\widetilde{T}(\varepsilon)>\kappa_{6} \varepsilon^{\alpha+1} \tag{4.2.23}
\end{equation*}
$$

### 4.2.2 Sharp Estimate on the Life Span of the $C^{1}$ Solution

According to Theorem 3.1.1, when system (4.1.1) is not WLD, at least for certain small and decaying initial data, the $C^{1}$ solution to the Cauchy problem (4.1.1)-(4.1.2) must blow up in a finite time. The following theorem will further illustrate this fact. Moreover, an asymptotic behavior of the life span of the $C^{1}$ solution will be given (cf. [57], [75], [76]).

Theorem 4.2.1 Suppose that in a neighbourhood of $u=0, A(u)$ is suitably smooth and system (4.1.1) is strictly hyperbolic. Suppose furthermore that (4.1.1) is not $W L D$ and its non-WLD index $\alpha$ is finite. Suppose finally that the initial data (4.1.2) satisfy (4.1.3)-(4.1.4). If there exists $m_{0} \in J_{1}$ such that

$$
\begin{equation*}
l_{m_{0}}(0) \psi(x) \not \equiv 0 \tag{4.2.24}
\end{equation*}
$$

where $J_{1}$ is defined by (2.5.7), then there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)(4.1.2) must blow up in a finite time and the life span $\widetilde{T}(\varepsilon)$ of $u=u(t, x)$ satisfies

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}\left(\varepsilon^{\alpha+1} \widetilde{T}(\varepsilon)\right)=M_{0} \tag{4.2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{0}=\left\{\max _{i \in J_{1}} \sup _{x \in \mathbb{R}}\left[-\left.\frac{1}{\alpha!} \frac{d^{\alpha+1} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{\alpha+1}}\right|_{s=0}\left(l_{i}(0) \psi(x)\right)^{\alpha} l_{i}(0) \psi^{\prime}(x)\right]\right\}^{-1}, \tag{4.2.26}
\end{equation*}
$$

in which $u=u^{(i)}(s)$ is defined by (2.5.1).
Proof. Let $u=u(\widetilde{u})[u(0)=0]$ be the normalized transformation such that (2.4.11) holds. We have

$$
\begin{equation*}
\frac{\partial u}{\partial \widetilde{u}}(0)=R(0) \tag{4.2.27}
\end{equation*}
$$

where $R(u)$ is the matrix composed of right eigenvectors $r_{i}(u)(i=1, \ldots, n)$. Then, noting (2.1.5), we have

$$
\begin{equation*}
\frac{\partial \widetilde{u}}{\partial u}(0)=L(0), \tag{4.2.28}
\end{equation*}
$$

where $L(u)$ is the matrix composed of left eigenvectors $l_{i}(u)(i=1, \ldots, n)$. Thus, in normalized coordinates $\widetilde{u},(4.1 .3)$ can be rewritten as

$$
\begin{equation*}
t=0: \widetilde{u}_{i}=\widetilde{u}_{i}(\varepsilon \psi(x))=\varepsilon l_{i}(0) \psi(x)+O\left(\varepsilon^{2}\right) \quad(i=1, \ldots, n) \tag{4.2.29}
\end{equation*}
$$

Correspondingly, noting Remark 2.6.2, we have

$$
\begin{align*}
t=0: \widetilde{w}_{i}=w_{i} & =l_{i}(\varepsilon \psi(x))\left(\varepsilon \psi^{\prime}(x)\right) \\
& =\varepsilon l_{i}(0) \psi^{\prime}(x)+O\left(\varepsilon^{2}\right) \quad(i=1, \ldots, n) \tag{4.2.30}
\end{align*}
$$

For simplicity of statement, in what follows, we will still denote normalized coordinates $\widetilde{u}$ by $u$. Then we rewrite (4.2.29)-(4.2.30) as

$$
\begin{align*}
& t=0: \quad u_{i}=\varepsilon l_{i}(0) \psi(x)+O\left(\varepsilon^{2}\right) \quad(i=1, \ldots, n)  \tag{4.2.31}\\
& t=0: \quad w_{i}=\varepsilon l_{i}(0) \psi^{\prime}(x)+O\left(\varepsilon^{2}\right) \quad(i=1, \ldots, n) \tag{4.2.32}
\end{align*}
$$

In normalized coordinates, (4.2.26) is rewritten as

$$
\begin{equation*}
M_{0}=\left\{\max _{i \in J_{1}} \sup _{x \in \mathbb{R}}\left[-\frac{1}{\alpha!} \frac{\partial^{\alpha+1} \lambda_{i}}{\partial u_{i}^{\alpha+1}}(0)\left(l_{i}(0) \psi(x)\right)^{\alpha} l_{i}(0) \psi^{\prime}(x)\right]\right\}^{-1} \tag{4.2.33}
\end{equation*}
$$

Now we show (4.2.25), in which $M_{0}$ satisfies (4.2.33). For this purpose, it is sufficient to prove that

$$
\begin{equation*}
\varlimsup_{\varepsilon \downarrow 0}\left\{\varepsilon^{1+\alpha} \widetilde{T}(\varepsilon)\right\} \leq M_{0} \tag{4.2.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\lim }{\varepsilon \downarrow 0}\left\{\varepsilon^{1+\alpha} \widetilde{T}(\varepsilon)\right\} \geq M_{0} \tag{4.2.35}
\end{equation*}
$$

We first prove (4.2.34).
For the time being, we suppose that

$$
\begin{equation*}
\widetilde{T}(\varepsilon) \leq \varepsilon^{-(\alpha+2)} \tag{4.2.36}
\end{equation*}
$$

We will explain the validity of this hypothesis later.
Noting (4.1.4) and (4.2.24), it is easy to see that there exists $x_{0} \in \mathbb{R}$ for certain $m \in J_{1}$ such that

$$
\begin{equation*}
M_{0}^{-1}=-\frac{1}{\alpha!} \frac{\partial^{\alpha+1} \lambda_{m}}{\partial u_{m}^{\alpha+1}}(0)\left(l_{m}(0) \psi\left(x_{0}\right)\right)^{\alpha} l_{m}(0) \psi^{\prime}\left(x_{0}\right)>0 \tag{4.2.37}
\end{equation*}
$$

namely,

$$
\begin{equation*}
M_{0}^{-1}=\frac{1}{\alpha!} \frac{\partial^{\alpha} \gamma_{m m m}}{\partial u_{m}^{\alpha}}(0)\left(l_{m}(0) \psi\left(x_{0}\right)\right)^{\alpha} l_{m}(0) \psi^{\prime}\left(x_{0}\right)>0 \tag{4.2.38}
\end{equation*}
$$

where $\gamma_{m m m}$ is given by (2.6.17). Without loss of generality, we assume

$$
\begin{equation*}
a\left(l_{m}(0) \psi\left(x_{0}\right)\right)^{\alpha}>0 \quad \text { and } \quad l_{m}(0) \psi^{\prime}\left(x_{0}\right)>0 \tag{4.2.39}
\end{equation*}
$$

in which

$$
\begin{equation*}
a=\frac{1}{\alpha!} \frac{\partial^{\alpha} \gamma_{m m m}}{\partial u_{m}^{\alpha}}(0) \tag{4.2.40}
\end{equation*}
$$

Let $c_{m}: \xi=\xi_{m}\left(t ; x_{0}\right)[t \in[0, \widetilde{T}(\varepsilon))]$ be the $m$ th characteristic passing through the point $\left(0, x_{0}\right)$. According to (2.6.14), along $c_{m}$ we have

$$
\begin{align*}
\frac{d w_{m}(t, \xi)}{d t} & =\sum_{j, k=1}^{n} \gamma_{m j k}(u) w_{j} w_{k}(t, \xi) \\
& =a_{m}^{(0)}(t) w_{m}^{2}(t, \xi)+a_{m}^{(1)}(t) w_{m}(t, \xi)+a_{m}^{(2)}(t), \quad \forall t \in[0, \widetilde{T}(\varepsilon)) \tag{4.2.41}
\end{align*}
$$

where

$$
\begin{align*}
& a_{m}^{(0)}(t)=\gamma_{m m m}(u)(t, \xi)  \tag{4.2.42}\\
& a_{m}^{(1)}(t)=2 \sum_{j \neq m} \gamma_{m j m}(u) w_{j}(t, \xi) \tag{4.2.43}
\end{align*}
$$

and

$$
\begin{equation*}
a_{m}^{(2)}(t)=\sum_{j, k \neq m} \gamma_{m j k}(u) w_{j} w_{k}(t, \xi) \tag{4.2.44}
\end{equation*}
$$

Integrating (2.6.44) (in which we take $i=m$ ) along $c_{m}$ with respect to $t$, we have

$$
\begin{equation*}
u_{m}(t, \xi)=u_{m}\left(0, x_{0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \rho_{m j k}(u) u_{j} w_{k}\left(\tau, \xi_{m}(\tau)\right) d \tau, \quad \forall t \in[0, \widetilde{T}(\varepsilon)) \tag{4.2.45}
\end{equation*}
$$

Then, noting (2.6.45), (2.6.47), and (4.2.31) and using Lemmas 3.2.1, 4.1.1, and 4.2.1, we get

$$
\begin{align*}
\left|u_{m}(t, \xi)-\varepsilon l_{m}(0) \psi\left(x_{0}\right)\right| \leq & C\left\{\varepsilon^{2}+U_{\infty}^{c}(T) W_{\infty}^{c}(T)+U_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right. \\
& \left.+U_{\infty}(T) W_{\infty}^{c}(T)\right\} \\
\leq & C \varepsilon^{2} \tag{4.2.46}
\end{align*}
$$

Hence, noting (4.1.7), it is easy to see that

$$
\begin{equation*}
\left|\left(u_{m}(t, \xi)\right)^{\alpha}-\left(\varepsilon l_{m}(0) \psi\left(x_{0}\right)\right)^{\alpha}\right| \leq C \varepsilon^{\alpha+1} \tag{4.2.47}
\end{equation*}
$$

By the definition of $J_{1}$ [see (2.5.7)] and noting (2.5.9), we have

$$
\begin{equation*}
\gamma_{m m m}\left(u_{m} e_{m}\right)(t, \xi)=a u_{m}^{\alpha}(t, \xi)+O\left(\left|u_{m}(t, \xi)\right|^{\alpha+1}\right) \tag{4.2.48}
\end{equation*}
$$

in which $a$ is defined by (4.2.40). Then, using (4.2.47) and noting (4.1.7), we get

$$
\begin{align*}
\gamma_{m m m}\left(u_{m} e_{m}\right)(t, \xi)= & a\left(\varepsilon l_{m}(0) \psi\left(x_{0}\right)\right)^{\alpha}+a\left[u_{m}^{\alpha}(t, \xi)-\left(\varepsilon l_{m}(0) \psi\left(x_{0}\right)\right)^{\alpha}\right] \\
& +O\left(\left|u_{m}(t, \xi)\right|^{\alpha+1}\right) \\
= & a\left(l_{m}(0) \psi\left(x_{0}\right)\right)^{\alpha} \varepsilon^{\alpha}+O\left(\varepsilon^{\alpha+1}\right) \tag{4.2.49}
\end{align*}
$$

On the other hand, taking $\varepsilon_{0}>0$ so small that when $t \in\left[\varepsilon^{-\alpha}, T\right]$ with $T \in\left[\varepsilon^{-\alpha}, \widetilde{T}(\varepsilon)\right), c_{m}$ stays in $D_{m}^{T}$. Noting Lemma 3.2.1, we have

$$
\begin{equation*}
\left|a_{m}^{(0)}(t)-\gamma_{m m m}\left(u_{m} e_{m}\right)(t, \xi)\right| \leq C(1+t)^{-(1+\mu)} U_{\infty}^{c}(T), \quad \forall t \in\left[\varepsilon^{-\alpha}, T\right] \tag{4.2.50}
\end{equation*}
$$

Then, using Remark 4.2.1, we get

$$
\begin{equation*}
\left|a_{m}^{(0)}(t)-\gamma_{m m m}\left(u_{m} e_{m}\right)(t, \xi)\right| \leq C \varepsilon^{\alpha+1}, \quad \forall t \in\left[\varepsilon^{-\alpha}, T\right] \tag{4.2.51}
\end{equation*}
$$

The combination of (4.2.49) and (4.2.51) gives

$$
\begin{equation*}
a_{m}^{(0)}(t)=a\left(l_{m}(0) \psi\left(x_{0}\right)\right)^{\alpha} \varepsilon^{\alpha}+O\left(\varepsilon^{\alpha+1}\right), \quad \forall t \in\left[\varepsilon^{-\alpha}, T\right] \tag{4.2.52}
\end{equation*}
$$

Hence, noting the first inequality in (4.2.39), we have

$$
\begin{equation*}
a_{m}^{(0)}(t) \geq \frac{1}{2} a\left(l_{m}(0) \psi\left(x_{0}\right)\right)^{\alpha} \varepsilon^{\alpha}>0, \quad \forall t \in\left[\varepsilon^{-\alpha}, T\right] \tag{4.2.53}
\end{equation*}
$$

Noting Remark 4.2.2, the integration of (4.2.41) from 0 to $t(t \leq T \leq$ $\left.\kappa_{6} \varepsilon^{-(\alpha+1)}\right)$ yields

$$
\begin{equation*}
w_{m}(t, \xi)=w_{m}\left(0, x_{0}\right)+\int_{0}^{t}\left[a_{m}^{(0)}(\tau) w_{m}^{2}(\tau, \xi)+a_{m}^{(1)}(\tau) w_{m}(\tau, \xi)+a_{m}^{(2)}(\tau)\right] d \tau \tag{4.2.54}
\end{equation*}
$$

Noting (2.6.16) and using Lemmas 3.2.1 and 4.1.1, we have

$$
\begin{equation*}
\int_{0}^{T}\left|a_{m}^{(1)}(t)\right| d t \leq c\left\{W_{\infty}^{c}(T)+\widetilde{W}_{1}(T)\right\} \leq c \varepsilon \tag{4.2.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}\left|a_{m}^{(2)}(t)\right| d t \leq c\left\{\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\} \leq c \varepsilon^{2} \tag{4.2.56}
\end{equation*}
$$

By (4.2.42) and using Hadamard's formula, it is easy for us to get
$a_{m}^{(0)}(t)=\gamma_{m m m}\left(u_{m} e_{m}\right)(t, \xi)+\sum_{j \neq m}\left[\int_{0}^{1} \frac{\partial \gamma_{m m m}}{\partial u_{j}}\left(\tau u+(1-\tau) u_{m} e_{m}\right) d \tau\right] u_{j}(t, \xi)$.

Then, using Lemma 4.2 .1 and noting (4.2.32) (in which $i=m$ ) and (4.2.49), we get

$$
\begin{align*}
& \left|w_{m}(t, \xi)-\varepsilon l_{m}(0) \psi^{\prime}\left(x_{0}\right)\right| \\
& \leq C\left\{\varepsilon^{2}+\left(W_{\infty}(T)\right)^{2}\left[\int_{0}^{t}\left|\gamma_{m m m}\left(u_{m} e_{m}\right)(\tau, \xi)\right| d \tau+\widetilde{U}_{1}(T)\right]+\varepsilon W_{\infty}(T)\right\} \\
& \leq C\left\{\varepsilon^{2}+\varepsilon^{\alpha+2} t\right\} \tag{4.2.58}
\end{align*}
$$

Hence,

$$
\begin{equation*}
w_{m}\left(\varepsilon^{-\alpha}, \xi_{m}\left(\varepsilon^{-\alpha} ; x_{0}\right)\right)=\varepsilon l_{m}(0) \psi^{\prime}\left(x_{0}\right)+O\left(\varepsilon^{2}\right) \tag{4.2.59}
\end{equation*}
$$

Then, noting the second inequality in (4.2.39), we get

$$
\begin{equation*}
w_{m}\left(\varepsilon^{-\alpha}, \xi_{m}\left(\varepsilon^{-\alpha} ; x_{0}\right)\right) \geq \frac{1}{2} \varepsilon l_{m}(0) \psi^{\prime}\left(x_{0}\right)>0 \tag{4.2.60}
\end{equation*}
$$

Let

$$
\begin{equation*}
\bar{K}=\int_{\varepsilon^{-\alpha}}^{\widetilde{T}(\varepsilon)-\varepsilon}\left|a_{m}^{(2)}(t)\right| d t \exp \left(\int_{\varepsilon^{-\alpha}}^{\widetilde{T}(\varepsilon)-\varepsilon}\left|a_{m}^{(1)}(t)\right| d t\right) \tag{4.2.61}
\end{equation*}
$$

Noting (4.2.55)-(4.2.56), we have

$$
\begin{equation*}
\bar{K} \leq C \varepsilon^{2} \tag{4.2.62}
\end{equation*}
$$

The combination of (4.2.60) and (4.2.62) gives

$$
\begin{equation*}
w_{m}\left(\varepsilon^{-\alpha}, \xi_{m}\left(\varepsilon^{-\alpha} ; x_{0}\right)\right)>\bar{K} \tag{4.2.63}
\end{equation*}
$$

In what follows, on the interval $\left[\varepsilon^{-\alpha}, \widetilde{T}(\varepsilon)-\varepsilon\right]$ we consider the initial problem of Equation (4.2.41) with the initial data

$$
\begin{equation*}
t=\varepsilon^{-\alpha}: w_{m}=w_{m}\left(\varepsilon^{-\alpha}, \xi_{m}\left(\varepsilon^{-\alpha} ; x_{0}\right)\right) \tag{4.2.64}
\end{equation*}
$$

By Lemma 2.7.1, we have

$$
\begin{align*}
\int_{\varepsilon^{-\alpha}}^{\widetilde{T}(\varepsilon)-\varepsilon}\left|a_{m}^{(0)}(t)\right| d t \exp & \left(-\int_{\varepsilon^{-\alpha}}^{\tilde{T}(\varepsilon)-\varepsilon}\left|a_{m}^{(1)}(t)\right| d t\right) \\
& \leq\left(w_{m}\left(\varepsilon^{-\alpha}, \xi_{m}\left(\varepsilon^{-\alpha} ; x_{0}\right)\right)-\bar{K}\right)^{-1} \tag{4.2.65}
\end{align*}
$$

Then, noting (4.2.55), we get

$$
\begin{equation*}
\left(w_{m}\left(\varepsilon^{-\alpha}, \xi_{m}\left(\varepsilon^{-\alpha} ; x_{0}\right)\right)-\bar{K}\right) \int_{\varepsilon^{-\alpha}}^{\widetilde{T}(\varepsilon)-\varepsilon} a_{m}^{(0)}(t) d t<\exp (C \varepsilon) \tag{4.2.66}
\end{equation*}
$$

Moreover, noting (4.2.52), (4.2.59), and (4.2.62), we have

$$
\begin{equation*}
\left[\varepsilon^{\alpha+1} a\left(l_{m}(0) \psi\left(x_{0}\right)\right)^{\alpha} l_{m}(0) \psi^{\prime}\left(x_{0}\right)+O\left(\varepsilon^{\alpha+2}\right)\right]\left(\widetilde{T}(\varepsilon)-\varepsilon-\varepsilon^{-\alpha}\right)<\exp (C \varepsilon) \tag{4.2.67}
\end{equation*}
$$

Thus, we obtain (4.2.34) and the validity of hypothesis (4.2.36).
We next prove (4.2.35).
For any fixed $M \in\left(0, M_{0}\right)$, it suffices to prove

$$
\begin{equation*}
\widetilde{T}(\varepsilon) \geq M \varepsilon^{-(\alpha+1)} \tag{4.2.68}
\end{equation*}
$$

For this purpose, for each $i=1, \ldots, n$ and any given $y \in \mathbb{R}$, we consider

$$
\begin{equation*}
\frac{d w_{i}(t, \xi)}{d t}=a_{i}^{(0)}(t) w_{i}^{2}(t, \xi)+a_{i}^{(1)}(t) w_{i}(t, \xi)+a_{i}^{(2)}(t) \tag{4.2.69}
\end{equation*}
$$

where $\xi=\xi_{i}(t ; y)$, and $a_{i}^{(0)}, a_{i}^{(1)}$, and $a_{i}^{(2)}$ are similarly defined as in (4.2.42)(4.2.44).
(i) Suppose that

$$
\begin{equation*}
w_{i}(0, y) \geq 0 \tag{4.2.70}
\end{equation*}
$$

Similarly to (4.2.55)-(4.2.57), we have

$$
\begin{aligned}
& \int_{0}^{T}\left|a_{i}^{(1)}(t)\right| d t \leq c\left\{W_{\infty}^{c}(T)+\widetilde{W}_{1}(T)\right\} \leq C \varepsilon \\
& \int_{0}^{T}\left|a_{i}^{(2)}(t)\right| d t \leq C\left\{\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\} \leq C \varepsilon^{2}
\end{aligned}
$$

and

$$
a_{i}^{(0)}(t)=\gamma_{i i i}\left(u_{i} e_{i}\right)(t, \xi)+\sum_{j \neq i}\left[\int_{0}^{1} \frac{\partial \gamma_{i i i}}{\partial u_{j}}\left(\tau u+(1-\tau) u_{i} e_{i}\right) d \tau\right] u_{j}(t, \xi)
$$

Then we have

$$
\begin{align*}
& K=\int_{0}^{T}\left|a_{i}^{(2)}(t)\right| d t \exp \left(\int_{0}^{T}\left|a_{i}^{(1)}(t)\right| d t\right) \leq C \varepsilon^{2}, \quad \forall T \in\left[0, M \varepsilon^{-(\alpha+1)}\right],  \tag{4.2.71}\\
& \int_{0}^{T}\left(a_{i}^{(0)}(t)\right)^{+} d t \leq \int_{0}^{T}\left[\gamma_{i i i}\left(u_{i} e_{i}\right)(t, \xi)\right]^{+} d t+\widetilde{U}_{1}(T), \quad \forall T \in\left[0, M \varepsilon^{-(\alpha+1)}\right], \tag{4.2.72}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}\left|a_{i}^{(0)}(t)\right| d t \leq \int_{0}^{T}\left|\gamma_{i i i}\left(u_{i} e_{i}\right)(t, \xi)\right| d t+\widetilde{U}_{1}(T), \quad \forall T \in\left[0, M \varepsilon^{-(\alpha+1)}\right] . \tag{4.2.73}
\end{equation*}
$$

Similarly to (4.2.49), it is easy to see that

$$
\gamma_{i i i}\left(u_{i} e_{i}\right)(t, \xi)= \begin{cases}a\left(l_{i}(0) \psi(y)\right)^{\alpha}+O\left(\varepsilon^{\alpha+1}\right), & i \in J_{1},  \tag{4.2.74}\\ O\left(\varepsilon^{\alpha+1}\right), & i \bar{\in} J_{1},\end{cases}
$$

in which

$$
\begin{equation*}
a=-\frac{1}{\alpha!} \frac{\partial^{\alpha} \gamma_{i i i}}{\partial u_{i}^{\alpha}}(0) . \tag{4.2.75}
\end{equation*}
$$

Then, using Lemma 4.2.1, we get

$$
\begin{equation*}
\int_{0}^{T}\left(a_{i}^{(0)}(t)\right)^{+} d t \leq\left[a\left(l_{i}(0) \psi(y)\right)^{\alpha}\right]^{+} \varepsilon^{-1} M+C, \quad \forall T \in\left[0, M \varepsilon^{-(\alpha+1)}\right], \tag{4.2.76}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\int_{0}^{T}\left|a_{i}^{(0)}(t)\right| d t \leq \mid a\left(l_{i}(0) \psi(y)\right)^{\alpha}\right) \mid \varepsilon^{-1} M+C, \quad \forall T \in\left[0, M \varepsilon^{-(\alpha+1)}\right] . \tag{4.2.77}
\end{equation*}
$$

Moreover, we have

$$
\begin{align*}
\left(w_{i}(0, y)\right. & +K)\left[\int_{0}^{T}\left(a_{i}^{(0)}(t)\right)^{+} d t \exp \left(\int_{0}^{T}\left|a_{i}^{(1)}(t)\right| d t\right)\right] \\
& \leq\left(\varepsilon l_{i}(0) \psi^{\prime}(y)+O\left(\varepsilon^{2}\right)\right)\left\{\left[a\left(l_{i}(0) \psi(y)\right)^{\alpha}\right]^{+} \varepsilon^{-1} M+C\right\} \exp (C \varepsilon) \\
& \leq\left(\frac{M}{M_{0}}+C \varepsilon\right) \exp (C \varepsilon)<1, \quad \forall T \in\left[0, M \varepsilon^{-(\alpha+1)}\right], \tag{4.2.78}
\end{align*}
$$

and

$$
\begin{equation*}
K\left[\int_{0}^{T}\left(a_{i}^{(0)}(t)\right)^{-} d t \exp \left(\int_{0}^{T}\left|a_{i}^{(1)}(t)\right| d t\right)\right] \leq C \varepsilon<1, \quad \forall T \in\left[0, M \varepsilon^{-(\alpha+1)}\right] . \tag{4.2.79}
\end{equation*}
$$

By Lemma 2.7.2, (4.2.69) with $w_{i}\left(0, \xi_{i}(0 ; y)\right)=w_{i}(0, y)$ admits a unique solution $w_{i}=w_{i}\left(t, \xi_{i}(t ; y)\right)$ on $[0, T]$. Furthermore, if $w_{i}\left(T, \xi_{i}(T ; y)\right)>0$, then

$$
\begin{equation*}
\frac{1}{w_{i}\left(T, \xi_{i}(T ; y)\right)} \geq \frac{1}{w_{i}(0, y)+K}-\int_{0}^{T}\left(a_{i}^{(0)}(t)\right)^{+} d t \exp \left(\int_{0}^{T}\left|a_{i}^{(1)}(t)\right| d t\right) \tag{4.2.80}
\end{equation*}
$$

whereas, if $w_{i}\left(T, \xi_{i}(T ; y)\right)<0$, then

$$
\begin{equation*}
\frac{1}{\left|w_{i}\left(T, \xi_{i}(T ; y)\right)\right|} \geq K^{-1}-\int_{0}^{T}\left(a_{i}^{(0)}(t)\right)^{-} d t \exp \left(\int_{0}^{T}\left|a_{i}^{(1)}(t)\right| d t\right) \tag{4.2.81}
\end{equation*}
$$

Then, noting (4.2.78)-(4.2.79), we get

$$
\begin{equation*}
\left|w_{i}\left(T, \xi_{i}(T ; y)\right)\right| \leq C \varepsilon, \quad \forall T \in\left[0, M \varepsilon^{-(\alpha+1)}\right] \tag{4.2.82}
\end{equation*}
$$

(ii) Suppose that

$$
\begin{equation*}
w_{i}(0, y)<0 \tag{4.2.83}
\end{equation*}
$$

We can similarly obtain (4.2.82).
Since $y$ is arbitrary, similarly to (4.2.82), we have

$$
\begin{equation*}
\left|w_{i}(t, x)\right| \leq C \varepsilon, \quad \forall(t, x) \in\left[0, M \varepsilon^{-(\alpha+1)}\right] \times \mathbb{R} \quad(i=1, \ldots, n) \tag{4.2.84}
\end{equation*}
$$

Hence, noting Lemma 4.1.1, we obtain the following uniform a priori estimate:

$$
\begin{equation*}
\|u(t, \cdot)\|_{C^{1}(\mathbb{R})} \leq C \varepsilon, \quad \forall t \in\left[0, M \varepsilon^{-(\alpha+1)}\right] \tag{4.2.85}
\end{equation*}
$$

which implies (4.2.68).

Remark 4.2.3 By Lemma 4.1.1, when the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) with (4.1.3)-(4.1.4) blows up in a finite time, $u=u(t, x)$ itself is bounded and small on $[0, \widetilde{T}(\varepsilon))$, while the first-order partial derivative $u_{x}$ tends to be unbounded as $t \nearrow \widetilde{T}(\varepsilon)$.

Remark 4.2.4 Under the assumptions of Theorem 4.2.1, the life span $\widetilde{T}(\varepsilon)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) with (4.1.3)-(4.1.4) has the following sharp estimate:

$$
\begin{equation*}
\bar{\kappa} \varepsilon^{-(\alpha+1)} \leq \widetilde{T}(\varepsilon) \leq \overline{\bar{\kappa}} \varepsilon^{-(\alpha+1)} \tag{4.2.86}
\end{equation*}
$$

where $\bar{\kappa}$ and $\bar{\kappa}$ are positive constants independent of $\varepsilon$ (see [76]).
Remark 4.2.5 Using Lemma 2.7.2, similarly to the proof of (4.2.35), we can easily see that if

$$
\begin{equation*}
a\left(l_{i}(0) \psi(y)\right)^{\alpha} l_{i}(0) \psi^{\prime}(y) \leq 0 \tag{4.2.87}
\end{equation*}
$$

in which $a$ is defined by (4.2.75), then

$$
\begin{equation*}
\left|w_{i}(t, x)\right| \leq C \varepsilon, \quad \forall(t, x) \in[0, \widetilde{T}(\varepsilon)) \times \mathbb{R} \tag{4.2.88}
\end{equation*}
$$

### 4.3 Blow-Up Mechanism of the $C^{1}$ Solution in the Noncritical Case $\alpha<+\infty$

### 4.3.1 Introduction and Main Results

In order to get a sharp estimate on the life span, the previous results about the blow-up phenomenon mainly focus on the special initial data (4.1.3)-(4.1.4). However, according to Theorem 3.1.1, if system (4.1.1) is not WLD, for any given $\theta_{0}>0$ suitably small, we can always find some initial data (4.1.2) with $\theta \in\left(0, \theta_{0}\right]$, where $\theta$ is defined by (3.2.1), such that the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) blows up in a finite time. Thus, finding the blow-up mechanism is an interesting problem. In this section we study the blow-up phenomenon, particularly the geometric blow-up mechanism (cf. [1]) for the general initial data (4.1.2) satisfying (3.2.1) in the noncritical case $\alpha<+\infty$.

The main results are the following theorems (cf. [93]).
Theorem 4.3.1 Suppose that in a neighbourhood of $u=0, A(u)$ is suitably smooth and system (4.1.1) is strictly hyperbolic. Suppose furthermore that system (4.1.1) is not WLD and the non-WLD index

$$
\begin{equation*}
\alpha<+\infty . \tag{4.3.1}
\end{equation*}
$$

Suppose finally that the initial data (4.1.2) satisfy (3.2.1). Then there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, the life span $\widetilde{T}(\theta)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) satisfies

$$
\begin{equation*}
\widetilde{T}(\theta)>\kappa \theta^{-(\alpha+1)}, \tag{4.3.2}
\end{equation*}
$$

where $\kappa$ is a positive constant independent of $\theta$. Moreover, when $u=u(t, x)$ blows up in a finite time, $u=u(t, x)$ itself is bounded and small on the domain $[0, \widetilde{T}(\theta)) \times \mathbb{R}$, while the first-order partial derivative $u_{x}$ of $u=u(t, x)$ tends to be unbounded as $t \nearrow \widetilde{T}(\theta)$.

Theorem 4.3.2 Under the assumptions of Theorem 4.3.1, there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) blows up in a finite time if and only if at least one family of characteristics forms an envelope in a finite time.

Theorem 4.3.3 Under the assumptions of Theorem 4.3.1, for each $i \bar{\in} J$, the family of the ith characteristics never forms any envelope on the domain $[0, \widetilde{T}(\theta)] \times \mathbb{R}$.

Theorem 4.3.4 Under the assumptions of Theorem 4.3.1, on the line $t=\widetilde{T}(\theta)$, the set of blow-up points cannot possess a positive measure.

Theorem 4.3.5 Under the assumptions of Theorem 4.3.1, if $\left(t^{*}, x^{*}\right)$, in which $t^{*}=\widetilde{T}(\theta)$, is a blow-up point of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) satisfying (3.2.1), then there exists at least one $m$ th characteristic $x=x_{m}(t)(m \in J)$ passing through $\left(t^{*}, x^{*}\right)$ with $0 \leq t \leq t^{*}$ such that along it, we have

$$
\begin{equation*}
u_{x}=O\left(\left(t^{*}-t\right)^{-1}\right) \quad \text { as } \quad t \uparrow t^{*} \tag{4.3.3}
\end{equation*}
$$

Otherwise, $u_{x}$ is a higher-order infinitely larger quantity than $\left(t^{*}-t\right)^{-1}$ as $t \uparrow t^{*}$ (a related result can be found in [2]).

Remark 4.3.1 Under the assumptions of Theorem 4.3.1, if $\phi(x)=\varepsilon \psi(x)$, where $\psi(x)$ satisfies (4.1.4) and the additional hypothesis (4.2.24), for each $i \bar{\in} J_{1}$, the family of the ith characteristics never forms any envelope on the domain $[0, \widetilde{T}(\varepsilon)] \times \mathbb{R}$ (see [57]); moreover, (4.3.3) holds (see [41]).

### 4.3.2 Proof of Main Results

Proof of Theorem 4.3.1. According to the existence and uniqueness of the local $C^{1}$ solution to the Cauchy problem (4.1.1)-(4.1.2) (see [72]) and noting Lemmas 3.2 .2 and 4.2.1, it is easy to see that the life span $\widetilde{T}(\theta)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) satisfies (4.3.2). Moreover, by Lemma 3.2.2, when the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) satisfying (3.2.1) blows up in a finite time, $u=u(t, x)$ itself must be bounded and small on $[0, \widetilde{T}(\theta))$. Hence, the first-order partial derivative $u_{x}$ should tend to be unbounded as $t \nearrow \widetilde{T}(\theta)$.

Proof of Theorem 4.3.2. Assume that $\left(t^{*}, x^{*}\right)$ is a starting point of the blow-up of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2). By Theorem 4.3.1, we have

$$
\begin{equation*}
t^{*}>\kappa \theta^{-(\alpha+1)} \tag{4.3.4}
\end{equation*}
$$

For each $i=1, \ldots, n$, passing through any given point $(t, x)$ with $0 \leq t$ $<t^{*}$ and $x \in \mathbb{R}$, we draw the $i$ th characteristic $c_{i}: \xi=x_{i}\left(\tau ; y_{i}\right)$ in which $0 \leq \tau \leq t$ and $y_{i}$ stands for the $x$-coordinate of the intersection point of this characteristic with the $x$-axis, i.e., we have

$$
\begin{equation*}
\frac{d x_{i}\left(\tau ; y_{i}\right)}{d \tau}=\lambda_{i}\left(u\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right) \tag{4.3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{i}\left(0 ; y_{i}\right)=y_{i}, \quad x_{i}\left(t ; y_{i}\right)=x \tag{4.3.6}
\end{equation*}
$$

In what follows, we prove that

$$
\begin{equation*}
\left|w_{i}(t, x) \frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}\right| \leq C_{t^{*}} \theta, \quad \forall(t, x) \in\left[0, t^{*}\right) \times \mathbb{R} \tag{4.3.7}
\end{equation*}
$$

Henceforth $C_{t^{*}}$ denotes a positive constant possibly depending on $t^{*}$.
Noting (2.6.4), it follows from (4.3.5)-(4.3.6) that

$$
\begin{equation*}
\frac{d}{d \tau}\left(\frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}}\right)=\sum_{k=1}^{n} \nabla \lambda_{i}(u) w_{k} r_{k}(u)\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}} \tag{4.3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial x_{i}\left(0 ; y_{i}\right)}{\partial y_{i}}=1 \tag{4.3.9}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}=\exp \left(\int_{0}^{t} \sum_{k=1}^{n} \nabla \lambda_{i}(u) w_{k} r_{k}(u)\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) d \tau\right), \quad \forall t \in\left[0, t^{*}\right) \tag{4.3.10}
\end{equation*}
$$

Noting (2.6.14) and (4.3.8), it is easy to derive

$$
\begin{equation*}
\frac{d}{d \tau}\left[w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}}\right]=\sum_{j, k=1}^{n} \Gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}} \tag{4.3.11}
\end{equation*}
$$

where $\Gamma_{i j k}(u)$ is defined by (2.6.19). Then, noting (4.3.6), for any given $(t, x) \in\left[0, t^{*}\right) \times \mathbb{R}$, we have
$w_{i}(t, x) \frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}=w_{i}\left(0, y_{i}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \Gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}} d \tau$.
Let

$$
\begin{align*}
& I_{0}=\left[0, \kappa_{6} \theta^{-(\alpha+1)}\right]  \tag{4.3.13}\\
& I_{1}=\left[\kappa_{6} \theta^{-(\alpha+1)}, t\right] \cap\left\{\tau\left|0 \leq \tau \leq t,\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right| \leq \kappa_{1} \theta\right\}\right. \tag{4.3.14}
\end{align*}
$$

and

$$
\begin{equation*}
I_{2}=\left[\kappa_{6} \theta^{-(\alpha+1)}, t\right] \cap\left\{\tau\left|0 \leq \tau \leq t,\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right|>\kappa_{1} \theta\right\}\right. \tag{4.3.15}
\end{equation*}
$$

where $\kappa_{1}$ is given in Lemma 3.2.2. Then, noting (2.6.20), (4.3.12) can be rewritten as
$w_{i}(t, x) \frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}=w_{i}\left(0, y_{i}\right)+2 \int_{0}^{t} \sum_{\substack{j=1 \\ j \neq i}}^{n} \Gamma_{i j i}(u) w_{j} w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}} d \tau$

$$
\begin{align*}
& +\left(\int_{I_{0}}+\int_{I_{1}}+\int_{I_{2}}\right) \sum_{\substack{j, k=1 \\
j, k \neq i}}^{n} \Gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}} d \tau \\
= & w_{i}\left(0, y_{i}\right)+E+E_{0}+E_{1}+E_{2} . \tag{4.3.16}
\end{align*}
$$

Now we estimate every term on the right-hand side of (4.3.16).
Obviously,

$$
\begin{equation*}
\left|w_{i}\left(0, y_{i}\right)\right| \leq C \theta, \quad \forall y_{i} \in \mathbb{R} \tag{4.3.17}
\end{equation*}
$$

Let

$$
\begin{equation*}
Q(t)=\sup _{\left(\tau, y_{i}\right) \in[0, t] \times \mathbb{R}}\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}}\right|, \quad \forall t \in\left[0, t^{*}\right) \tag{4.3.18}
\end{equation*}
$$

By Lemma 3.2.2, we get

$$
\begin{equation*}
|E| \leq C Q(t) \widetilde{W}_{1}(t) \leq C \theta Q(t) \tag{4.3.19}
\end{equation*}
$$

By Lemma 4.2.1, we have

$$
\begin{equation*}
\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right| \leq C \theta, \quad \forall \tau \in I_{0} \cup I_{1} . \tag{4.3.20}
\end{equation*}
$$

Then, noting (2.6.17) and using Lemmas 3.2.2 and 4.2.1, it follows from (4.3.10) that

$$
\begin{align*}
\frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}} \leq & \exp \left\{C \left[\int_{0}^{\tau}\left(\sum_{\substack{k=1 \\
k \neq i}}^{n}\left|w_{k}\right|+\left|\left(\gamma_{i i i}(u)-\gamma_{i i i}\left(u_{i} e_{i}\right)\right) w_{i}\right|+\left|\gamma_{i i i}\left(u_{i} e_{i}\right) w_{i}\right|\right)\right.\right. \\
& \left.\left.\times\left(\sigma, x_{i}\left(\sigma ; y_{i}\right)\right) d \sigma\right]\right\} \\
\leq & \exp \left\{C\left[\widetilde{W}_{1}(\tau)+\theta\left(\widetilde{U}_{1}(\tau)+\left(U_{\infty}(\tau)\right)^{\alpha} \tau\right)\right]\right\} \\
\leq & C_{t^{*}}, \quad \forall \tau \in I_{0} \cup I_{1} . \tag{4.3.21}
\end{align*}
$$

Hence, using Lemmas 3.2.2 and 4.2.1 and noting (2.6.20), we get

$$
\begin{align*}
\left|E_{0}\right|+\left|E_{1}\right| & \leq C_{t^{*}}\left(\int_{I_{0}}+\int_{I_{1}}\right) \sum_{\substack{j, k=1 \\
j, k \neq i}}^{n}\left|\Gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right| d \tau \\
& \leq C_{t^{*}} \widetilde{W}_{1}(t) W_{\infty}^{c}(t) \leq C_{t^{*}} \theta^{2} . \tag{4.3.22}
\end{align*}
$$

We next estimate the last term on the right-hand side of (4.3.16).
According to Lemma 3.2.2, when $\tau \in I_{2}$, we have

$$
\begin{equation*}
\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \in D_{i}^{t} \tag{4.3.23}
\end{equation*}
$$

Then, using Lemmas 3.2.1 and 3.2.2 and noting the definition of $I_{2}$, for any given $k \neq i$, when $\theta>0$ is suitably small, we have
$\left|w_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right| \leq C W_{\infty}^{c}(\tau)(1+\tau)^{-(1+\mu)} \leq C \theta^{2} \leq\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right|, \quad \forall \tau \in I_{2}$.
Hence, noting Lemma 3.2.2, we have

$$
\begin{align*}
\left|E_{2}\right| & \leq C \int_{I_{2}} \sum_{\substack{j=1 \\
j \neq i}}^{n}\left|w_{j}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right|\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}}\right| d \tau \\
& \leq C \widetilde{W}_{1}(t) Q(t) \leq C \theta Q(t) \tag{4.3.25}
\end{align*}
$$

Noting (4.3.17), (4.3.19), (4.3.22), and (4.3.25), it follows from (4.3.16) that

$$
\begin{equation*}
\left|w_{i}(t, x) \frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}\right| \leq C_{t^{*}} \theta+C \theta Q(t) \tag{4.3.26}
\end{equation*}
$$

Then, noting that $\theta>0$ is suitably small, we immediately obtain (4.3.7).
By (4.3.7), if

$$
\begin{equation*}
w_{i}\left(t, x_{i}\left(t ; y_{i}\right)\right) \rightarrow \infty \quad \text { as } \quad t \uparrow t^{*} \tag{4.3.27}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}} \rightarrow 0 \quad \text { as } \quad t \uparrow t^{*} \tag{4.3.28}
\end{equation*}
$$

On the other hand, by (4.3.10) and noting Lemma 3.2.2, it is easy to see that (4.3.28) implies (4.3.27).

This proves Theorem 4.3.2.
Proof of Theorem 4.3.3. For each $i \bar{\in} J$, by Lemma 4.2.2, we have (4.2.17). Hence, by the equivalence of (4.3.27) and (4.3.28), the family of the $i$ th characteristics never forms any envelope on the domain $[0, \widetilde{T}(\theta)] \times \mathbb{R}$.

We point out that, differently from the special situation mentioned in Remark 4.3.1, in the general case, the family of the characteristics which first forms an envelope may not correspond to $J_{1}$, namely, it is possible that the family of the $i$ th characteristics $\left(i \in J \backslash J_{1}\right)$ first forms an envelope.

Example 4.3.1 We consider the following Cauchy problem:

$$
\left\{\begin{array}{l}
\frac{\partial u_{1}}{\partial t}+u_{1} \frac{\partial u_{1}}{\partial x}=0  \tag{4.3.29}\\
\frac{\partial u_{2}}{\partial t}+\left(1+u_{1}+u_{2}^{2}\right) \frac{\partial u_{2}}{\partial x}=0 \\
t=0: u_{1}=\phi_{1}(x), u_{2}=\phi_{2}(x)
\end{array}\right.
$$

where $\phi_{i}(x)(i=1,2)$ are $C^{1}$ functions with a bounded $C^{1}$ norm on $\mathbb{R}$. Obviously, the system is strictly hyperbolic. Moreover, both $\lambda_{1}(u)=u_{1}$ and $\lambda_{2}(u)=1+u_{1}+u_{2}^{2}$ are not WLD and the corresponding non-WLD indexes are $\alpha_{1}=0$ and $\alpha_{2}=1$, respectively.

Case 1. Taking

$$
\begin{equation*}
\phi_{1}(x)=\frac{\varepsilon}{1+x^{2}}, \quad \phi_{2}(x) \equiv 0 \tag{4.3.30}
\end{equation*}
$$

for the $C^{1}$ solution to the corresponding Cauchy problem for (4.3.29), we have

$$
u_{2} \equiv 0
$$

Then the problem reduces to

$$
\left\{\begin{array}{l}
\frac{\partial u_{1}}{\partial t}+u_{1} \frac{\partial u_{1}}{\partial x}=0 \\
t=0: u_{1}=\frac{\varepsilon}{1+x^{2}}
\end{array}\right.
$$

Thus, the blow-up is formed by the envelope of the family of first characteristics $(\alpha=1)$ and the life span is

$$
\begin{equation*}
\widetilde{T}(\varepsilon) \approx \varepsilon^{-1} \tag{4.3.31}
\end{equation*}
$$

(see [50]).
Case 2. Taking

$$
\begin{equation*}
\phi_{1}(x) \equiv 0, \quad \phi_{2}(x)=\frac{\varepsilon}{1+x^{2}} \tag{4.3.32}
\end{equation*}
$$

for the $C^{1}$ solution to the corresponding Cauchy problem for (4.3.29), we have

$$
u_{1} \equiv 0
$$

Then the problem reduces to

$$
\left\{\begin{array}{l}
\frac{\partial u_{2}}{\partial t}+\left(1+u_{2}^{2}\right) \frac{\partial u_{2}}{\partial x}=0 \\
t=0: u_{2}=\frac{\varepsilon}{1+x^{2}}
\end{array}\right.
$$

Thus, the blow-up is formed by the envelope of the family of second characteristics $(\alpha=2)$ and

$$
\begin{equation*}
\widetilde{T}(\varepsilon) \approx \varepsilon^{-2} \tag{4.3.33}
\end{equation*}
$$

(see [50]).

Theorem 4.3 .4 can easily be obtained from the second inequality of (3.2.28) in Lemma 3.2.2.
Proof of Theorem 4.3.5. By Theorems 4.3 .2 and 4.3.3, it is easy to see that there exist $m \in J$ such that along $c_{m}: \xi=x_{m}\left(t ; y_{m}\right)\left(t \in\left[0, t^{*}\right]\right)$ passing through $\left(t^{*}, x^{*}\right)$, where $y_{m}$ stands for the $x$-coordinate of the intersection point of $c_{m}$ with the $x$-axis, we have

$$
\begin{equation*}
w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right) \rightarrow \infty \quad \text { as } \quad t \uparrow t^{*} \tag{4.3.34}
\end{equation*}
$$

Then, noting (4.3.27)-(4.3.28), we get

$$
\begin{equation*}
\frac{\partial x_{m}\left(t, y_{m}\right)}{\partial y_{m}} \rightarrow 0 \quad \text { as } \quad t \uparrow t^{*} \tag{4.3.35}
\end{equation*}
$$

By (4.3.10), we have

$$
\begin{align*}
\frac{\partial x_{m}\left(t ; y_{m}\right)}{\partial y_{m}}= & \exp \left(\int_{0}^{t} \sum_{k=1}^{n} \nabla \lambda_{m}(u) w_{k} r_{k}(u)\left(\tau, x_{m}\left(\tau ; y_{m}\right)\right) d \tau\right) \\
= & \exp \left\{\int_{0}^{t} \sum_{k \neq m} \nabla \lambda_{m}(u) w_{k} r_{k}(u)\left(\tau, x_{m}\left(\tau ; y_{m}\right)\right) d \tau\right. \\
& \left.+\int_{0}^{t} \nabla \lambda_{m}(u) w_{m} r_{m}(u)\left(\tau, x_{m}\left(\tau ; y_{m}\right)\right) d \tau\right\}, \forall t \in\left[0, t^{*}\right) \tag{4.3.36}
\end{align*}
$$

Then, noting Lemma 3.2.2 and (4.3.35), we obtain

$$
\begin{equation*}
\lim _{t \uparrow t^{*}} \int_{0}^{t} \nabla \lambda_{m}(u) w_{m} r_{m}(u)\left(\tau, x_{m}\left(\tau ; y_{m}\right)\right) d \tau=-\infty \tag{4.3.37}
\end{equation*}
$$

Noting (2.6.43), we have

$$
\begin{align*}
& u\left(t, x_{m}\left(t ; y_{m}\right)\right) \\
& \quad=\phi\left(y_{m}\right)+\int_{0}^{t} \sum_{k=1}^{n}\left(\lambda_{i}(u)-\lambda_{k}(u)\right) w_{k} r_{k}(u)\left(\tau, x_{m}\left(\tau ; y_{m}\right)\right) d \tau, \forall t \in\left[0, t^{*}\right) \tag{4.3.38}
\end{align*}
$$

It is easy to see that the limit (denoted by $u^{*}$ ) of $u\left(t, x_{m}\left(t ; y_{m}\right)\right)$ exists as $t \uparrow t^{*}$. Then, noting that $\nabla \lambda_{m}(u) w_{m} r_{m}(u)\left(t, x_{m}\left(t ; y_{m}\right)\right)$ is continuous on $\left[0, t^{*}\right)$ and using (4.3.34), from (4.3.37), we have

$$
\begin{equation*}
\nabla \lambda_{m}(u) w_{m} r_{m}(u)\left(t, x_{m}\left(t ; y_{m}\right)\right) \rightarrow-\infty \quad \text { as } \quad t \uparrow t^{*} \tag{4.3.39}
\end{equation*}
$$

Then, by (2.6.17), we get

$$
\begin{equation*}
\gamma_{m m m}(u) w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right) \rightarrow+\infty \quad \text { as } \quad t \uparrow t^{*} \tag{4.3.40}
\end{equation*}
$$

By Lemma 3.2.2, it is easy to see that $\left(t^{*}, x^{*}\right) \in D_{m}^{t^{*}}$. Let $t_{0}$ be the $t$-coordinate of the intersection point of $c_{m}$ with the boundary of $D_{m}^{t^{*}}$. We now consider

$$
\begin{align*}
& \frac{d w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right)}{d s} \\
& \quad=\gamma_{m m m}(u) w_{m}^{2}\left(t, x_{m}\left(t ; y_{m}\right)\right)+2 \sum_{j \neq m} \gamma_{m j m}(u) w_{j} w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right) \\
& \quad+\sum_{j, k \neq m} \gamma_{m j k}(u) w_{j} w_{k}\left(t, x_{m}\left(t ; y_{m}\right)\right) \tag{4.3.41}
\end{align*}
$$

for $t \in\left[t_{0}, t^{*}\right)$. By Lemma 3.2.2, it is easy to see that

$$
\begin{align*}
& \left|\sum_{j \neq m} \gamma_{m j m}(u) w_{j}\left(t, x_{m}\left(t ; y_{m}\right)\right)\right|,\left|\sum_{j, k \neq m} \gamma_{m j k}(u) w_{j} w_{k}\left(t, x_{m}\left(t ; y_{m}\right)\right)\right| \\
& \quad \leq C \theta, \forall t \in\left[t_{0}, t^{*}\right) \tag{4.3.42}
\end{align*}
$$

Noting (4.3.40), there exists $t_{1} \in\left(t_{0}, t^{*}\right)$ such that $\gamma_{m m m}(u)$ and $w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right)$ have the same sign on $\left[t_{1}, t^{*}\right)$. Without loss of generality, we assume that $\gamma_{m m m}(u)$ and $w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right)$ are positive on $\left[t_{1}, t^{*}\right)$. Then, noting (4.3.40) and (4.3.42), there exists $t_{2} \in\left[t_{1}, t^{*}\right)$ such that along $c_{m}$,
$\frac{1}{2} \gamma_{m m m}(u) w_{m}^{2}+2 \sum_{j \neq m} \gamma_{m j m}(u) w_{j} w_{m}+\sum_{j, k \neq m} \gamma_{m j k}(u) w_{j} w_{k}>0, \quad \forall t \in\left[t_{2}, t^{*}\right)$,
and
$\gamma_{m m m}(u) w_{m}^{2}-2 \sum_{j \neq m} \gamma_{m j m}(u) w_{j} w_{m}-\sum_{j, k \neq m} \gamma_{m j k}(u) w_{j} w_{k}>0, \quad \forall t \in\left[t_{2}, t^{*}\right)$.
Then it follows from (4.3.41) that

$$
\begin{align*}
& \frac{1}{2} \gamma_{m m m}(u) w_{m}^{2}\left(t, x_{m}\left(t ; y_{m}\right)\right) \leq \frac{d w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right)}{d t} \\
& \quad \leq 2 \gamma_{m m m}(u) w_{m}^{2}\left(t, x_{m}\left(t ; y_{m}\right)\right), \quad \forall t \in\left[t_{2}, t^{*}\right) \tag{4.3.45}
\end{align*}
$$

Hence, noting (4.3.34), we have $w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right) \rightarrow+\infty$ as $t \uparrow t^{*}$ and then

$$
\begin{align*}
& \frac{1}{2} \int_{t}^{t^{*}} \gamma_{m m m}\left(u\left(\tau, x_{m}\left(\tau ; y_{m}\right)\right)\right) d \tau \\
& \quad \leq \frac{1}{w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right)} \\
& \quad \leq 2 \int_{t}^{t^{*}} \gamma_{m m m}\left(u\left(\tau, x_{m}\left(\tau ; y_{m}\right)\right)\right) d \tau, \quad \forall t \in\left[t_{2}, t^{*}\right) \tag{4.3.46}
\end{align*}
$$

Thus, if $\gamma_{m m m}\left(u^{*}\right)>0$, we immediately get

$$
\begin{equation*}
w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right)=O\left(\left(t^{*}-t\right)^{-1}\right) \quad \text { as } \quad t \uparrow t^{*} \tag{4.3.47}
\end{equation*}
$$

However, if $\gamma_{m m m}\left(u^{*}\right)=0$, we have

$$
\begin{equation*}
\lim _{t \uparrow t^{*}} \frac{\int_{t}^{t^{*}} \gamma_{m m m}\left(u\left(\tau, x_{m}\left(\tau ; y_{m}\right)\right)\right) d \tau}{t^{*}-t}=0 \tag{4.3.48}
\end{equation*}
$$

It then follows from (4.3.46) that $w_{m}\left(t, x_{m}\left(t ; y_{m}\right)\right)$ is a higher-order infinitely larger quantity than $\left(t^{*}-t\right)^{-1}$ as $t \uparrow t^{*}$.

Thus, noting (2.6.4) and Lemma 3.2.2, we finish the proof of Theorem 4.3.5.

### 4.4 Applications

In this section we give some applications of Theorems 4.2.1 and 4.3.2 to the Cauchy problems for some systems arising in mechanics, physics, or applications. Some other applications can be found in [76].

### 4.4.1 System of Traffic Flow

For the system of traffic flow (cf. Section 1.3.2)

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\partial_{x}(\rho v)=0  \tag{4.4.1}\\
\partial_{t}(\rho(v+p(\rho)))+\partial_{x}(\rho v(v+p(\rho)))=0
\end{array}\right.
$$

where $\rho>0$ and $v$ are the density and velocity of cars at point $x$ and time $t$, respectively, and

$$
\begin{equation*}
p(\rho)=\rho^{\gamma} \quad(\gamma>0 \text { is a constant }) \tag{4.4.2}
\end{equation*}
$$

we consider the Cauchy problem with the initial data

$$
\begin{equation*}
t=0:(\rho, v)=\left(\widetilde{\rho}_{0}+\varepsilon \rho_{0}(x), \widetilde{v}_{0}+\varepsilon v_{0}(x)\right) \tag{4.4.3}
\end{equation*}
$$

where $\widetilde{\rho}_{0}>0$ and $\widetilde{v}_{0}$ are constants, $\rho_{0}(x)$ and $v_{0}(x) \in C^{1}$, and

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left\{(1+|x|)^{1+\mu}\left(\left|\rho_{0}(x)\right|+\left|v_{0}(x)\right|+\left|\rho_{0}^{\prime}(x)\right|+\left|v_{0}^{\prime}(x)\right|\right)\right\}<+\infty \tag{4.4.4}
\end{equation*}
$$

where $\mu>0$ is a constant.

Let

$$
\begin{equation*}
U=(\rho, v)^{T} . \tag{4.4.5}
\end{equation*}
$$

It is easy to see that (4.4.1) is a strictly hyperbolic system with the following two distinct real eigenvalues:

$$
\begin{equation*}
\lambda_{1}(U)=v-\rho p^{\prime}(\rho)<\lambda_{2}(U)=v \tag{4.4.6}
\end{equation*}
$$

and the corresponding left and right eigenvectors can be taken as

$$
\begin{equation*}
l_{1}(U)=(0,1), \quad l_{2}(U)=\left(p^{\prime}(\rho), 1\right), \tag{4.4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{1}(U)=\left(1,-p^{\prime}(\rho)\right)^{T}, \quad r_{2}(U)=(1,0)^{T} . \tag{4.4.8}
\end{equation*}
$$

Obviously, $\lambda_{1}(U)$ is GN and $\lambda_{2}(U)$ is LD.
By Theorem 4.2.1, Theorem 4.3.2, and Remark 4.3.1, we have
Theorem 4.4.1 Suppose that (4.4.2) holds and the initial data (4.4.3) satisfy (4.4.4). If

$$
\begin{equation*}
v_{0}(x) \not \equiv 0, \tag{4.4.9}
\end{equation*}
$$

then there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the $C^{1}$ solution $U=U(t, x)$ to the Cauchy problem (4.4.1) and (4.4.3) must blow up in a finite time and the life span $\widetilde{T}(\varepsilon)$ of $U=U(t, x)$ satisfies

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}(\varepsilon \widetilde{T}(\varepsilon))=M_{0} \tag{4.4.10}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{0}=\left\{\sup _{x \in \mathbb{R}}\left[\gamma(\gamma+1) \rho_{0}^{\gamma-1} v_{0}^{\prime}(x)\right]\right\}^{-1} \tag{4.4.11}
\end{equation*}
$$

Theorem 4.4.2 Suppose that (4.4.2) holds and the initial data (4.4.3) satisfy (4.4.4). Then there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the $C^{1}$ solution $U=U(t, x)$ to the Cauchy problem (4.4.1) and (4.4.3) blows up in a finite time if and only if the first family of characteristics forms an envelope in a finite time. If $\left(t^{*}, x^{*}\right)$, in which $t^{*}=\widetilde{T}(\varepsilon)$, is a blow-up point of the $C^{1}$ solution $U=U(t, x)$ to the Cauchy problem (4.4.1) and (4.4.3), then there exists at least one first characteristic $x=x_{1}(t)$ passing through $\left(t^{*}, x^{*}\right)$ with $0 \leq t \leq t^{*}$ such that along it, we have

$$
\begin{equation*}
u_{x}=O\left(\left(t^{*}-t\right)^{-1}\right) \quad \text { as } \quad t \uparrow t^{*} . \tag{4.4.12}
\end{equation*}
$$

### 4.4.2 System of One-Dimensional Gas Dynamics

Consider the Cauchy problem for the system of one-dimensional gas dynamics in Lagrangian representation (cf. Sections 1.3.3 and 3.6.1)

$$
\left\{\begin{array}{l}
\frac{\partial \tau}{\partial t}-\frac{\partial u}{\partial x}=0  \tag{4.4.13}\\
\frac{\partial u}{\partial t}+\frac{\partial p(\tau, S)}{\partial x}=0 \\
\frac{\partial S}{\partial t}=0
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
t=0: \quad \tau=\tau_{0}+\varepsilon \tau_{1}(x), v=u_{0}+\varepsilon u_{1}(x), S=S_{0}+\varepsilon S_{1}(x) \tag{4.4.14}
\end{equation*}
$$

where $\tau>0$ is the specific volume, $u$ is the velocity, $S$ is the entropy, $p$ is the pressure, and the equation of state is given by $p=p(\tau, S)$; moreover, $\tau_{0}(>0), u_{0}$, and $S_{0}$ are constants, and $\tau_{1}(x), u_{1}(x)$, and $S_{1}(x) \in C^{1}$ satisfy the decaying property

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left\{(1+|x|)^{1+\mu}\left(\left|\tau_{1}(x)\right|+\left|\tau_{1}^{\prime}(x)\right|+\left|u_{1}(x)\right|+\left|u_{1}^{\prime}(x)\right|+\left|S_{1}(x)\right|+\left|S_{1}^{\prime}(x)\right|\right)\right\}<+\infty, \tag{4.4.15}
\end{equation*}
$$

where $\mu>0$ is a constant.
Let

$$
\begin{equation*}
U=(\tau, u, S)^{T} \tag{4.4.16}
\end{equation*}
$$

If

$$
\begin{equation*}
p_{\tau}\left(\tau_{0}, S_{0}\right)<0 \tag{4.4.17}
\end{equation*}
$$

then, in a neighbourhood of $U=U_{0} \stackrel{\text { def. }}{=}\left(\tau_{0}, u_{0}, S_{0}\right)^{T},(4.4 .13)$ is a strictly hyperbolic system with three distinct real eigenvalues,

$$
\begin{equation*}
\lambda_{1}(U)=-\sqrt{-p_{\tau}}<\lambda_{2}(U)=0<\lambda_{3}(U)=\sqrt{-p_{\tau}} \tag{4.4.18}
\end{equation*}
$$

and the corresponding left and right eigenvectors can be taken as

$$
\begin{equation*}
l_{1}(U)=\left(p_{\tau},-\sqrt{-p_{\tau}}, p_{S}\right), l_{2}(U)=(0,0,1), l_{3}(U)=\left(p_{\tau}, \sqrt{-p_{\tau}}, p_{S}\right) \tag{4.4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{1}(U)=\left(1, \sqrt{-p_{\tau}}, 0\right)^{T}, r_{2}(U)=\left(p_{S}, 0,-p_{\tau}\right)^{T}, r_{3}(U)=\left(-1, \sqrt{-p_{\tau}}, 0\right)^{T} \tag{4.4.20}
\end{equation*}
$$

Obviously, $\lambda_{2}(U)$ is always LD. On the other hand, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are GN in a neighbourhood of $U=U_{0}$ if and only if

$$
\begin{equation*}
p_{\tau \tau}\left(\tau_{0}, S_{0}\right) \neq 0 \tag{4.4.21}
\end{equation*}
$$

Moreover, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are WLD with respect to $U=U_{0}$ if and only if

$$
\begin{equation*}
p_{\tau \tau}\left(\tau, S_{0}\right) \equiv 0, \quad \forall\left|\tau-\tau_{0}\right| \text { small. } \tag{4.4.22}
\end{equation*}
$$

Thus, if

$$
\begin{equation*}
p_{\tau \tau}\left(\tau, S_{0}\right) \not \equiv 0, \quad \forall\left|\tau-\tau_{0}\right| \text { small, } \tag{4.4.23}
\end{equation*}
$$

then (4.4.13) is not WLD with respect to $U=U_{0}$. More precisely, if there exists an integer $\alpha \geq 0$ such that

$$
\begin{equation*}
p_{\tau \tau}\left(\tau_{0}, S_{0}\right)=\cdots=\frac{\partial^{\alpha+1} p}{\partial \tau^{\alpha+1}}\left(\tau_{0}, S_{0}\right)=0, \quad \text { but } \quad \frac{\partial^{\alpha+2} p}{\partial \tau^{\alpha+2}}\left(\tau_{0}, S_{0}\right) \neq 0 \tag{4.4.24}
\end{equation*}
$$

then (4.4.13) is a non-WLD system with the index $\alpha$. Obviously, when $\alpha=0$, system (4.4.13) is GN in a neighbourhood of $U=U_{0}$.

By Theorem 4.2.1, Theorem 4.3.2, and Remark 4.3.1, we have
Theorem 4.4.3 Suppose that (4.4.24) holds and the initial data (4.4.14) satisfy (4.4.15). If

$$
\begin{equation*}
u_{1}(x) \not \equiv 0 \tag{4.4.25}
\end{equation*}
$$

then there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the $C^{1}$ solution $U=U(t, x)$ to the Cauchy problem (4.4.13) and (4.4.14) must blow up in a finite time and the life span $\widetilde{T}(\varepsilon)$ of $U=U(t, x)$ satisfies

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}\left(\varepsilon^{\alpha+1} \widetilde{T}(\varepsilon)\right)=M_{0} \tag{4.4.26}
\end{equation*}
$$

where

$$
\begin{align*}
M_{0}= & \left\{\operatorname { m a x } _ { i \in \{ 1 , 3 \} } \operatorname { s u p } _ { x \in \mathbb { R } } \left[-\frac{1}{\alpha 2 \sqrt{-p_{\tau}\left(\tau_{0}, S_{0}\right)}} \frac{\partial^{\alpha+2} p}{\partial \tau^{\alpha+2}}\left(\tau_{0}, S_{0}\right)\right.\right. \\
& \left.\left.\left(l_{i}\left(U_{0}\right) \psi(x)\right)^{\alpha} l_{i}\left(U_{0}\right) \psi^{\prime}(x)\right]\right\}^{-1}, \tag{4.4.27}
\end{align*}
$$

in which $\psi(x)=\left(\tau_{1}(x), u_{1}(x), S_{1}(x)\right)^{T}$.
Theorem 4.4.4 Suppose that (4.4.24) holds and the initial data (4.4.14) satisfy (4.4.15). Then there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the $C^{1}$ solution $U=U(t, x)$ to the Cauchy problem (4.4.13) and (4.4.14) blows up in a finite time if and only if the first family (or the third family) of characteristics forms an envelope in a finite time. If $\left(t^{*}, x^{*}\right)$, in which $t^{*}=\widetilde{T}(\varepsilon)$, is a blow-up point of the $C^{1}$ solution $U=U(t, x)$ to the Cauchy problem (4.4.13) and (4.4.14), then there exists at least one first (or third)
characteristic $x=x(t)$ passing through $\left(t^{*}, x^{*}\right)$ with $0 \leq t \leq t^{*}$ such that along it, we have

$$
\begin{equation*}
u_{x}=O\left(\left(t^{*}-t\right)^{-1}\right) \quad \text { as } \quad t \uparrow t^{*} \tag{4.4.28}
\end{equation*}
$$

### 4.4.3 System of Compressible Elastic Fluids with Memory

Consider the Cauchy problem for the system of compressible elastic fluids with memory (cf. Section 1.3.4)

$$
\left\{\begin{array}{l}
\rho_{t}+v \rho_{x}+\rho v_{x}=0  \tag{4.4.29}\\
\rho\left(v_{t}+v v_{x}\right)+p(\rho)_{x}=\left(\rho W^{\prime}(F) F\right)_{x} \\
F_{t}+v F_{x}-F v_{x}=0
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
t=0: \quad \rho=\rho_{0}+\varepsilon \rho_{1}(x), v=v_{0}+\varepsilon v_{1}(x), F=1+\varepsilon F_{1}(x) \tag{4.4.30}
\end{equation*}
$$

where $\rho>0$ is the density, $v$ is the velocity, $p$ is the pressure, $W(F)$ is the strain energy function, and $F$ corresponds to the deformation tensor. Moreover, $\rho_{0}(>0)$ and $v_{0}$ are constants, and $\rho_{1}(x), v_{1}(x)$, and $F_{1}(x) \in C^{1}$ satisfy the decaying property

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left\{(1+|x|)^{1+\mu}\left(\left|\rho_{1}(x)\right|+\left|\rho_{1}^{\prime}(x)\right|+\left|v_{1}(x)\right|+\left|v_{1}^{\prime}(x)\right|+\left|F_{1}(x)\right|+\left|F_{1}^{\prime}(x)\right|\right)\right\}<+\infty \tag{4.4.31}
\end{equation*}
$$

where $\mu>0$ is a constant.
Let

$$
\begin{equation*}
U=(\rho, v, F)^{T} \tag{4.4.32}
\end{equation*}
$$

If

$$
\begin{equation*}
p^{\prime}\left(\rho_{0}\right)+W^{\prime \prime}(1)>0 \tag{4.4.33}
\end{equation*}
$$

(4.4.29) is a strictly hyperbolic system in a neighbourhood of $U=U_{0}$ $\stackrel{\text { def. }}{=}\left(\rho_{0}, v_{0}, 1\right)^{T}$ with the following distinct real eigenvalues:

$$
\begin{equation*}
\lambda_{1}=v-\sqrt{p^{\prime}(\rho)+W^{\prime \prime}(F) F^{2}}<\lambda_{2}=v<\lambda_{3}=v+\sqrt{p^{\prime}(\rho)+W^{\prime \prime}(F) F^{2}} \tag{4.4.34}
\end{equation*}
$$

and the corresponding left and right eigenvectors can be taken as

$$
\begin{aligned}
& l_{1}(U)=\left(\frac{F W^{\prime}(F)-p^{\prime}(\rho)}{\rho \sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}, 1, \frac{F W^{\prime \prime}(F)+W^{\prime}(F)}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}\right) \\
& l_{2}(U)=\left(\frac{F}{\rho}, 0,1\right)
\end{aligned}
$$

$$
\begin{equation*}
l_{3}(U)=\left(-\frac{F W^{\prime}(F)-p^{\prime}(\rho)}{\rho \sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}, 1,-\frac{F W^{\prime \prime}(F)+W^{\prime}(F)}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}\right) \tag{4.4.35}
\end{equation*}
$$

and

$$
\begin{align*}
& r_{1}(U)=\left(-\frac{\rho}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}, 1, \frac{F}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}\right)^{T}, \\
& r_{2}(U)=\left(F W^{\prime \prime}(F)+W^{\prime}(F), 0, \frac{p^{\prime}(\rho)-F W^{\prime}(F)}{\rho}\right)^{T},  \tag{4.4.36}\\
& r_{3}(U)=\left(\frac{\rho}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}, 1,-\frac{F}{\sqrt{p^{\prime}(\rho)+w^{\prime \prime}(F) F^{2}}}\right)^{T} .
\end{align*}
$$

Obviously, $\lambda_{2}(U)$ is always LD. $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are GN in a neighbourhood of $U=U_{0}$ if and only if

$$
\begin{equation*}
\rho_{0} p^{\prime \prime}\left(\rho_{0}\right)+2 p^{\prime}\left(\rho_{0}\right)-W^{\prime \prime \prime}(1) \neq 0 \tag{4.4.37}
\end{equation*}
$$

On the other hand, $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are WLD with respect to $U=U_{0}$ if and only if

$$
\begin{equation*}
\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho)-W^{\prime \prime \prime}\left(\rho_{0} \rho^{-1}\right)\left(\rho_{0} \rho^{-1}\right)^{3} \equiv 0, \quad \forall\left|\rho-\rho_{0}\right| \text { small. } \tag{4.4.38}
\end{equation*}
$$

Let

$$
\begin{equation*}
Q(\rho)=\rho p^{\prime \prime}(\rho)+2 p^{\prime}(\rho)-W^{\prime \prime \prime}\left(\rho_{0} \rho^{-1}\right)\left(\rho_{0} \rho^{-1}\right)^{3} . \tag{4.4.39}
\end{equation*}
$$

If

$$
\begin{equation*}
Q(\rho) \not \equiv 0, \quad \forall\left|\rho-\rho_{0}\right| \text { small } \tag{4.4.40}
\end{equation*}
$$

then (4.4.29) is not WLD with respect to $U=U_{0}$. More precisely, if there exists an integer $\alpha \geq 0$ such that

$$
\begin{equation*}
Q\left(\rho_{0}\right)=Q^{\prime}\left(\rho_{0}\right)=\cdots=Q^{(\alpha-1)}\left(\rho_{0}\right)=0, \text { but } Q^{(\alpha)}\left(\rho_{0}\right) \neq 0 \tag{4.4.41}
\end{equation*}
$$

then (4.4.29) is a non-WLD system with the index $\alpha$. Obviously, when $\alpha=0$, system (4.4.29) is GN in a neighbourhood of $U=U_{0}$.

By Theorem 4.2.1, Theorem 4.3.2, and Remark 4.3.1, we have
Theorem 4.4.5 Suppose that (4.4.41) holds and the initial data (4.4.30) satisfy (4.4.31). If

$$
\begin{equation*}
v_{1}(x) \not \equiv 0, \tag{4.4.42}
\end{equation*}
$$

then there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the $C^{1}$ solution $U=U(t, x)$ to the Cauchy problem (4.4.29) and (4.4.30) must blow up in a finite time and the life span $\widetilde{T}(\varepsilon)$ of $U=U(t, x)$ satisfies

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}(\varepsilon \widetilde{T}(\varepsilon))=M_{0} \tag{4.4.43}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{0}=\left\{\max _{i \in\{1,3\}} \sup _{x \in \mathbb{R}}\left[-\frac{\left( \pm \rho_{0}\right)^{\alpha} Q^{(\alpha)}\left(\rho_{0}\right)}{2 \alpha!\left(p^{\prime}\left(\rho_{0}\right)+W^{\prime \prime}(1)\right)^{\frac{\alpha+2}{2}}}\left(l_{i}\left(U_{0}\right) \psi(x)\right)^{\alpha} l_{i}\left(U_{0}\right) \psi^{\prime}(x)\right]\right\}^{-1} \tag{4.4.44}
\end{equation*}
$$

in which $\psi(x)=\left(\rho_{1}(x), v_{1}(x), F_{1}(x)\right)^{T}$, "-" corresponds to $i=1$, and " + " corresponds to $i=3$.

Theorem 4.4.6 Suppose that (4.4.41) holds and the initial data (4.4.30) satisfy (4.4.31). Then there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the $C^{1}$ solution $U=U(t, x)$ to the Cauchy problem (4.4.29) and (4.4.30) blows up in a finite time if and only if the first family (or the third family) of characteristics forms an envelope in a finite time. If $\left(t^{*}, x^{*}\right)$, in which $t^{*}=\widetilde{T}(\varepsilon)$, is a blow-up point of the $C^{1}$ solution $U=U(t, x)$ to the Cauchy problem (4.4.29) and (4.4.30), then there exists at least one first (or third) characteristic $x=x(t)$ passing through $\left(t^{*}, x^{*}\right)$ with $0 \leq t \leq t^{*}$ such that along it, we have

$$
\begin{equation*}
u_{x}=O\left(\left(t^{*}-t\right)^{-1}\right) \quad \text { as } \quad t \uparrow t^{*} . \tag{4.4.45}
\end{equation*}
$$

### 4.5 Blow-Up Mechanism of the $C^{1}$ Solution in the Critical Case $\alpha=+\infty$

### 4.5.1 Introduction and Main Results

The previous results mainly focus on the noncritical case that $\alpha<+\infty$. For the critical case $\alpha=+\infty$, however, only a few results are known (see [34], [76]). In this section, we study the blow-up phenomenon, particularly the geometric blow-up mechanism in the critical case.

Our main results are the following theorems, which show that although it is impossible to get a sharp estimate on the life span in the critical case, the blow-up mechanism in the critical case is almost the same as in the noncritical case. We point out that the method used in previous sections cannot be directly applied to the critical case; thus, some significant changes or improvements should be made in the proof (cf. [69]).

Theorem 4.5.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{\infty}$ and system (4.1.1) is strictly hyperbolic. Suppose furthermore that system (4.1.1) is not WLD and the non-WLD index

$$
\begin{equation*}
\alpha=+\infty . \tag{4.5.1}
\end{equation*}
$$

Suppose finally that the initial data (4.1.2) satisfy (3.2.1). Then, for any given integer $N \geq 1$, there exists $\theta_{0}=\theta_{0}(N)>0$ so small that for any fixed $\theta \in$ $\left(0, \theta_{0}\right]$, the life span $\widetilde{T}(\theta)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) satisfies

$$
\begin{equation*}
\widetilde{T}(\theta)>\theta^{-N} \tag{4.5.2}
\end{equation*}
$$

Moreover, when $u=u(t, x)$ blows up in a finite time, $u=u(t, x)$ itself is bounded and small on the domain $[0, \widetilde{T}(\theta)) \times \mathbb{R}$, while the first-order partial derivative $u_{x}$ of $u=u(t, x)$ tends to be unbounded as $t \nearrow \widetilde{T}(\theta)$.

Theorem 4.5.2 Under the assumptions of Theorem 4.5.1, for any given integer $N \geq 1$, there exists $\theta_{0}=\theta_{0}(N)>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) blows up in a finite time if and only if at least one family of characteristics forms an envelope in a finite time.

Theorem 4.5.3 Under the assumptions of Theorem 4.5.1, for each $i \bar{\in} J$, the family of the ith characteristics never forms any envelope on the domain $[0, \widetilde{T}(\theta)] \times \mathbb{R}$.

Theorem 4.5.4 Under the assumptions of Theorem 4.5.1, on the line $t=\widetilde{T}(\theta)$, the set of blow-up points cannot possess a positive measure.

### 4.5.2 Some Uniform a Priori Estimates Depending on Weak Linear Degeneracy

Lemma 4.5.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{\infty}$ and system (4.1.1) is strictly hyperbolic. Suppose furthermore that system (4.1.1) is not $W L D$ and (4.5.1) holds. Suppose finally that the initial data (4.1.2) satisfy (3.2.1). Then there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, for any given positive integer $N$, on any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) with

$$
\begin{equation*}
T \theta^{N} \leq 1 \tag{4.5.3}
\end{equation*}
$$

we have the following uniform a priori estimates:

$$
\begin{equation*}
U_{\infty}^{c}(T) \leq \kappa_{4} \theta \tag{4.5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{U}_{1}(T), U_{1}(T) \leq \kappa_{5} \theta \tag{4.5.5}
\end{equation*}
$$

Moreover, there exists $\theta_{0}=\theta_{0}(N)>0$ so small that for any fixed $\theta \in$ $\left(0, \theta_{0}\right]$, on any given existence domain $D(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2), where $T$ still satisfies (4.5.3),
we have

$$
\begin{equation*}
W_{\infty}(T) \leq \kappa_{6} \theta, \tag{4.5.6}
\end{equation*}
$$

where $\kappa_{4}, \kappa_{5}$, and $\kappa_{6}$ are positive constants independent of $\theta$ and $T$ but possibly depending on $N$.

Proof. Without loss of generality, in order to prove Lemma 4.5.1, we assume that $u=\left(u_{1}, \ldots, u_{n}\right)$ are normalized coordinates.

We first estimate $U_{\infty}^{c}(T)$.
In the present situation, (4.2.7) still holds, i.e.,

$$
\begin{equation*}
U_{\infty}^{c}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+\widetilde{U}_{1}(T)\right\} . \tag{4.5.7}
\end{equation*}
$$

We next estimate $\widetilde{U}_{1}(T)$ and $U_{1}(T)$.
Similarly to (4.2.8), we have

$$
\begin{align*}
& \int_{t_{A}}^{t_{B}}\left|u_{i}\left(\lambda_{j}(u)-\lambda_{i}(u)\right)\left(\tau, \xi_{j}(\tau)\right)\right| d \tau \\
& \leq \int_{x_{C}}^{x_{D}}\left|u_{i}(0, x)\right| d x+\iint_{A C D B}\left|\sum_{j, k=1}^{n} F_{i j k}(u) u_{j} w_{k}(t, x)\right| d t d x \tag{4.5.8}
\end{align*}
$$

Noting (4.5.1) and (2.6.52), for any given integer $N \geq 1$, we have

$$
\begin{equation*}
\left|F_{i i i}\left(u_{i} e_{i}\right)\right| \leq C_{N}\left|u_{i}\right|^{N} ; \tag{4.5.9}
\end{equation*}
$$

in what follows, $C_{N}$ denotes a positive constant possibly depending on $N$. Then, noting (3.2.1) and (2.6.51) and using Hadamard's formula, Lemma 3.2.1, and Lemma 3.2.2, it follows from (4.5.8) that

$$
\begin{align*}
& \int_{t_{A}}^{t_{B}}\left|u_{i}\left(\lambda_{j}(u)-\lambda_{i}(u)\right)\left(\tau, \xi_{j}(\tau)\right)\right| d \tau \\
& \leq \int_{x_{C}}^{x_{D}}\left|u_{i}(0, x)\right| d x+\iint_{A C D B}\left[\sum_{\substack{j, k=1 \\
j \neq k}}^{n}\left|F_{i j k}(u) u_{j} w_{k}(t, x)\right|+\left(\left|F_{i i i}(u)-F_{i i i}\left(u_{i} e_{i}\right)\right|\right.\right. \\
& \left.\left.\quad+\left|F_{i i i}\left(u_{i} e_{i}\right)\right|\right)\left|u_{i} w_{i}(t, x)\right|\right] d t d x \\
& \leq C\left\{\theta+U_{\infty}^{c}(T) W_{\infty}^{c}(T)+U_{\infty}^{c}(T) W_{1}(T)+U_{1}(T) W_{\infty}^{c}(T)\right. \\
& \left.\quad+U_{\infty}^{c}(T) U_{\infty}(T) W_{1}(T)\right\}+C_{N}\left(U_{\infty}(T)\right)^{N+1} W_{1}(T) T \\
& \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\}+C_{N} \theta^{N+2} T . \tag{4.5.10}
\end{align*}
$$

Thus, noting (4.5.3), we get

$$
\begin{equation*}
\widetilde{U}_{1}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\}+C_{N} \theta^{2} . \tag{4.5.11}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
U_{1}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\}+C_{N} \theta^{2} \tag{4.5.12}
\end{equation*}
$$

The combination of (4.5.7) and (4.5.11)-(4.5.12) gives (4.5.4)-(4.5.5).
We finally estimate $W_{\infty}(T)$.
Similarly to (4.2.13), we have

$$
\begin{equation*}
w_{i}(t, x)=w_{i}\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \gamma_{i j k}(u) w_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right) d \tau \tag{4.5.13}
\end{equation*}
$$

Noting (4.5.1) and (2.6.17), for any given integer $N \geq 1$, we have

$$
\begin{equation*}
\left|\gamma_{i i i}\left(u_{i} e_{i}\right)\right| \leq C_{N}\left|u_{i}\right|^{N} \tag{4.5.14}
\end{equation*}
$$

Then, noting (2.6.16) and (4.5.4) and using Lemmas 3.2 .1 and 3.2.2, from (4.5.13) we have

$$
\begin{align*}
&\left|w_{i}(t, x)\right| \\
& \leq\left|w_{i}\left(0, x_{i 0}\right)\right|+\int_{0}^{t}\left[\sum_{\substack{j, k=1 \\
j \neq k}}^{n}\left|\gamma_{i j k}(u) w_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right)\right|+\left(\left|\gamma_{i i i}(u)-\gamma_{i i i}\left(u_{i} e_{i}\right)\right|\right.\right. \\
&\left.\left.+\left|\gamma_{i i i}\left(u_{i} e_{i}\right)\right|\right) w_{i}^{2}\left(\tau, \xi_{i}(\tau)\right)\right] d \tau \\
& \leq C_{N}\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{\infty}(T)+\left(U_{\infty}^{c}(T)\right.\right. \\
&\left.\left.+\left(U_{\infty}(T)\right)^{N} T\right)\left(W_{\infty}(T)\right)^{2}\right\} \\
& \leq C_{N}\left\{\theta\left(1+W_{\infty}(T)+\left(W_{\infty}(T)\right)^{2}\right)+\theta^{N} T\left(W_{\infty}(T)\right)^{2}\right\} \tag{4.5.15}
\end{align*}
$$

Hence, noting (4.5.3), we have

$$
\begin{equation*}
W_{\infty}(T) \leq C_{N}\left\{\theta+\left(W_{\infty}(T)\right)^{2}\right\} \tag{4.5.16}
\end{equation*}
$$

Thus, we can obtain (4.5.5) via the method in the proof of Lemma 3.2.2.
Remark 4.5.1 For any given $i \bar{\in} J, \lambda_{i}(u)$ is $W L D$. By (2.6.52) and (2.6.17), we have

$$
\begin{equation*}
F_{i i i}\left(u_{i} e_{i}\right) \equiv 0 \quad \text { and } \quad \gamma_{i i i}\left(u_{i} e_{i}\right) \equiv 0, \quad \forall\left|u_{i}\right| \text { small } . \tag{4.5.17}
\end{equation*}
$$

From the proof of Lemma 4.5.1, we know that there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, on any given existence domain $D(T)$ [without restriction (4.5.3)] of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) satisfying (3.2.1), we have the following uniform a priori
estimate:

$$
\begin{equation*}
\left|w_{i}(t, x)\right| \leq \kappa_{7} \theta, \tag{4.5.18}
\end{equation*}
$$

where $\kappa_{7}$ is a positive constant independent of $\theta$ and $T$.

### 4.5.3 Proof of Main Results

Proof of Theorem 4.5.1. According to the existence and uniqueness of the local $C^{1}$ solution to the Cauchy problem (4.1.1)-(4.1.2) (see [72]), there exists $\tau_{0}>0$ such that on $\left[0, \tau_{0}\right] \times \mathbb{R}$, the Cauchy problem (4.1.1)-(4.1.2) has a unique $C^{1}$ solution $u=u(t, x)$. By Lemmas 3.2.2 and 4.5.1, for any given integer $N \geq 1$, there exists $\theta_{0}=\theta_{0}(N)>0$ so small that for any given $\theta \in\left(0, \theta_{0}\right]$, on any given existence domain $[0, T] \times \mathbb{R}$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2), where $0<T \leq \theta^{N}$, we have the following uniform a priori estimate on the $C^{1}$ norm of $u=u(t, x)$ :

$$
\begin{equation*}
\|u(t, \cdot)\|_{C^{1}} \triangleq\|u(t, \cdot)\|_{C^{0}}+\left\|u_{x}(t, \cdot)\right\|_{C^{0}} \leq C \theta, \quad \forall t \in[0, T] \tag{4.5.19}
\end{equation*}
$$

where $C$ is a positive constant independent of $\theta$ and $T$ but possibly depending on $N$. By the $C^{1}$ extension, we immediately get the existence and uniqueness of the $C^{1}$ solution $u=u(t, x)$ on $\left[0, \theta^{N}\right] \times \mathbb{R}$. Hence, the life span $\widetilde{T}(\theta)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) satisfies

$$
\begin{equation*}
\widetilde{T}(\theta)>\theta^{-N} \tag{4.5.20}
\end{equation*}
$$

Moreover, by Lemma 3.2.2, when the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2) satisfying (3.2.1) blows up in a finite time, $u=u(t, x)$ itself must be bounded and small on $[0, \widetilde{T}(\theta))$. Hence, the first-order partial derivative $u_{x}$ should tend to be unbounded as $t \nearrow \widetilde{T}(\theta)$.

Proof of Theorem 4.5.2. Assume that $\left(t^{*}, x^{*}\right)$ is a starting point of the blow-up of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (4.1.1)-(4.1.2). Then, by Theorem 4.5.1, we have

$$
\begin{equation*}
t^{*}>\theta^{-N} \tag{4.5.21}
\end{equation*}
$$

On the other hand, we can find an integer $p>N$ such that

$$
\begin{equation*}
t^{*}<\theta^{-p} \tag{4.5.22}
\end{equation*}
$$

For each $i=1, \ldots, n$, passing through any given point $(t, x)$ with $0 \leq t$ $<t^{*}$ and $x \in \mathbb{R}$, we draw the $i$ th characteristic $c_{i}: \xi=x_{i}\left(\tau ; y_{i}\right)$ in which $0 \leq \tau \leq t$ and $y_{i}$ stands for the $x$-coordinate of the intersection point of this
characteristic with the $x$-axis, i.e., we have

$$
\begin{equation*}
\frac{d x_{i}\left(\tau ; y_{i}\right)}{d \tau}=\lambda_{i}\left(u\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right) \tag{4.5.23}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{i}\left(0 ; y_{i}\right)=y_{i}, \quad x_{i}\left(t ; y_{i}\right)=x \tag{4.5.24}
\end{equation*}
$$

In what follows, we prove that

$$
\begin{equation*}
\left|w_{i}(t, x) \frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}\right| \leq C_{p} \theta, \quad \forall(t, x) \in\left[0, t^{*}\right) \times \mathbb{R} \tag{4.5.25}
\end{equation*}
$$

Henceforth, $C_{p}$ denotes a positive constant possibly depending on $p$. In the present situation, (4.3.10) and (4.3.12) still hold, i.e., we have

$$
\begin{equation*}
\frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}=\exp \left(\int_{0}^{t} \sum_{k=1}^{n} \nabla \lambda_{i}(u) w_{k} r_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) d \tau\right), \quad \forall t \in\left[0, t^{*}\right), \tag{4.5.26}
\end{equation*}
$$

and
$w_{i}(t, x) \frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}=w_{i}\left(0, y_{i}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \Gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}} d \tau$.
Let

$$
\begin{align*}
& I_{0}=\left[0, \theta^{-N}\right]  \tag{4.5.28}\\
& I_{1}=\left[\theta^{-N}, t\right] \cap\left\{\tau\left|0 \leq \tau \leq t,\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right| \leq \kappa_{1} \theta\right\}\right. \tag{4.5.29}
\end{align*}
$$

and

$$
\begin{equation*}
I_{2}=\left[\theta^{-N}, t\right] \cap\left\{\tau\left|0 \leq \tau \leq t,\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right|>\kappa_{1} \theta\right\}\right. \tag{4.5.30}
\end{equation*}
$$

where $\kappa_{1}$ is given in Lemma 3.2.2. Then, similarly to (4.3.16), (4.5.27) can be rewritten as

$$
\begin{align*}
w_{i}(t, x) \frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}= & w_{i}\left(0, y_{i}\right)+\int_{0}^{t} \sum_{\substack{j=1 \\
j \neq i}}^{n} \Gamma_{i j i}(u) w_{j} w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}} d \tau \\
& +\left(\int_{I_{0}}+\int_{I_{1}}+\int_{I_{2}}\right) \sum_{\substack{j, k=1 \\
j, k \neq i}}^{n} \Gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}} d \tau \\
= & w_{i}\left(0, y_{i}\right)+E+E_{0}+E_{1}+E_{2} \tag{4.5.31}
\end{align*}
$$

Now we estimate every term on the right-hand side of (4.5.31).
Obviously,

$$
\begin{equation*}
\left|w_{i}\left(0, y_{i}\right)\right| \leq C \theta, \quad \forall y_{i} \in \mathbb{R} \tag{4.5.32}
\end{equation*}
$$

Let

$$
\begin{equation*}
Q(t)=\sup _{\left(\tau, y_{i}\right) \in[0, t] \times \mathbb{R}}\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}}\right|, \quad \forall t \in\left[0, t^{*}\right) . \tag{4.5.33}
\end{equation*}
$$

By Lemma 3.2.2, we get

$$
\begin{equation*}
|E| \leq C Q(t) \widetilde{W}_{1}(t) \leq C \theta Q(t) \tag{4.5.34}
\end{equation*}
$$

By Lemma 4.5.1, we have

$$
\begin{equation*}
\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right| \leq C \theta, \quad \forall \tau \in I_{0} \cup I_{1} . \tag{4.5.35}
\end{equation*}
$$

Then, noting (2.6.17) and (4.5.1) and using Lemmas 3.2.2 and 4.5.1, we see from (4.5.26) that

$$
\begin{align*}
& \begin{array}{l}
\left|\frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}\right| \\
\leq \exp \left\{C \left[\int _ { 0 } ^ { t } \left(\sum_{\substack{k=1 \\
k \neq i}}^{n}\left|w_{k}\right|+\left|\left(\gamma_{i i i}(u)-\gamma_{i i i}\left(u_{i} e_{i}\right)\right) w_{i}\right|\right.\right.\right. \\
\left.\left.\left.\quad+\left|\gamma_{i i i}\left(u_{i} e_{i}\right) w_{i}\right|\right)\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) d \tau\right]\right\} \\
\leq \exp \left\{C_{p}\left[\widetilde{W}_{1}(t)+\theta\left(\widetilde{U}_{1}(t)+\left(U_{\infty}(t)\right)^{p} t\right)\right]\right\} \\
\leq C_{p}, \quad \forall t \in\left[0, t^{*}\right) .
\end{array}
\end{align*}
$$

Hence, using Lemmas 3.2.1 and 3.2.2 and noting (2.6.20), we get

$$
\begin{align*}
\left|E_{0}\right|+\left|E_{1}\right| & \leq C_{p}\left(\int_{I_{0}}+\int_{I_{1}}\right) \sum_{\substack{j, k=1 \\
j, k \neq i}}^{n}\left|\Gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right| d \tau \\
& \leq C_{p} \widetilde{W}_{1}(t) W_{\infty}^{c}(t) \leq C_{p} \theta^{2} . \tag{4.5.37}
\end{align*}
$$

We next estimate the last term.
According to Lemma 3.2.2, when $\tau \in I_{2}$, we have

$$
\begin{equation*}
\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \in D_{i}^{t} \tag{4.5.38}
\end{equation*}
$$

Then, using Lemmas 3.2.1 and 3.2.2 and noting the definition of $I_{2}$, for any given $k \neq i$, we have
$\left|w_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right| \leq C W_{\infty}^{c}(\tau)(1+\tau)^{-(1+\mu)} \leq C \theta^{2} \leq\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right|, \quad \forall \tau \in I_{2}$.

Hence, noting Lemma 3.2.2, we have

$$
\begin{align*}
\left|E_{2}\right| & \leq C \int_{I_{2}} \sum_{\substack{j=1 \\
j \neq i}}^{n}\left|w_{j}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right)\right|\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}}\right| d \tau \\
& \leq C \widetilde{W}_{1}(t) Q(t) \leq C \theta Q(t) \tag{4.5.40}
\end{align*}
$$

Noting (4.5.32), (4.5.34), (4.5.37), and (4.5.40), from (4.5.31) we have

$$
\begin{equation*}
\left|w_{i}(t, x) \frac{\partial x_{i}\left(t ; y_{i}\right)}{\partial y_{i}}\right| \leq C_{p} \theta+C \theta Q(t) \tag{4.5.41}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left|w_{i}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) \frac{\partial x_{i}\left(\tau ; y_{i}\right)}{\partial y_{i}}\right| \leq C_{p} \theta+C \theta Q(t), \quad \forall \tau \in[0, t] \tag{4.5.42}
\end{equation*}
$$

Hence, we have

$$
\begin{equation*}
Q(t) \leq C_{p} \theta+C \theta Q(t) \tag{4.5.43}
\end{equation*}
$$

which implies (4.5.25).
By (4.5.25), if

$$
\begin{equation*}
w_{i}\left(t, x_{i}\left(t ; y_{i}\right)\right) \rightarrow \infty \quad \text { as } \quad t \uparrow t^{*} \tag{4.5.44}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{\partial x_{i}\left(t, y_{i}\right)}{\partial y_{i}} \rightarrow 0 \quad \text { as } \quad t \uparrow t^{*} \tag{4.5.45}
\end{equation*}
$$

On the other hand, by (4.5.26) and noting Lemma 3.2.2, we can easily see that (4.5.45) implies (4.5.44).

This proves Theorem 4.5.2.
Proof of Theorem 4.5.3. For each $i \bar{\in} J$, by Remark 4.5.1, we have (4.5.18). Hence, by the equivalence of (4.5.44) and (4.5.45), the family of the $i$ th characteristics never forms any envelope on the domain $[0, \widetilde{T}(\theta)] \times \mathbb{R}$.

Theorem 4.5 .4 can easily be obtained from the second inequality of (3.2.28) in Lemma 3.2.2.

### 4.6 Remarks

For the nonstrictly hyperbolic system (2.1.1) with characteristics with constant multiplicity, under the assumption that the characteristics with constant multiplicity are WLD, we can similarly obtain the corresponding results (see [58]). Moreover, some related results can be found in [91], [92]).

For the weakly discontinuous solution to the Cauchy problem of system (2.1.1) with the weakly discontinuous initial data (cf. Remark 3.4.6)

$$
t=0: u= \begin{cases}u_{l}(x), & x \leq 0  \tag{4.6.1}\\ u_{r}(x), & x \geq 0\end{cases}
$$

we can similarly obtain the corresponding results also.

## Chapter V Cauchy Problem on a Semibounded Initial Axis

### 5.1 Introduction and Main Results

For the Cauchy problem of system (2.1.1) with the initial data

$$
\begin{equation*}
t=0: u=\phi(x), \quad-\infty<x<+\infty \tag{5.1.1}
\end{equation*}
$$

where $\phi(x)$ is a $C^{1}$ vector function with bounded $C^{1}$ norm, in Chapter 3 we proved that if system (2.1.1) is a strictly hyperbolic system or a hyperbolic system with characteristics with constant multiplicity, then if the initial data $\phi(x)$ satisfy the following small and decaying property:

$$
\begin{equation*}
\theta \stackrel{\text { def. }}{=} \sup _{x \in \mathbb{R}}\left\{(1+|x|)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right)\right\} \ll 1, \tag{5.1.2}
\end{equation*}
$$

where $\mu>0$ is a constant, then the Cauchy problem (2.1.1) and (5.1.1) admits a unique global $C^{1}$ solution $u=u(t, x)$ with a small $C^{1}$ norm for all $t \in \mathbb{R}$ if and only if system (2.1.1) is weakly linearly degenerate (WLD), i.e., all the characteristics are WLD.

In the result mentioned above, in order to get the global existence of the $C^{1}$ solution with small and decaying initial data, all the characteristics should be WLD. However, in this chapter, under the assumption that all $\lambda_{i}(u)$, $l_{i j}(u)$, and $r_{i j}(u)(i, j=1, \ldots, n)$ have the same regularity as $a_{i j}(u)(i, j=$ $1, \ldots, n$ ), we will show that in order to get the global $C^{1}$ solution with small and decaying initial data to the Cauchy problem on a semibounded initial axis, it is only necessary to suppose that the leftmost or rightmost characteristic is WLD. Precisely speaking, assuming that

$$
\begin{equation*}
\lambda_{1}(0), \ldots, \lambda_{n-1}(0)<\lambda_{n}(0), \tag{5.1.3}
\end{equation*}
$$

i.e., in a neighbourhood of $u=0$,

$$
\begin{equation*}
\lambda_{1}(u), \ldots, \lambda_{n-1}(u)<\lambda_{n}(u), \tag{5.1.4}
\end{equation*}
$$

for the Cauchy problem of system (2.1.1) with the initial data

$$
\begin{equation*}
t=0: u=\phi(x), \quad x \geq 0 \tag{5.1.5}
\end{equation*}
$$

we have the following:
Theorem 5.1.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$, system (2.1.1) is hyperbolic and (5.1.3) holds. Suppose furthermore that $\lambda_{n}(u)$ is WLD, namely, along the nth characteristic trajectory $u=u^{(n)}(s)$ passing through $u=0$, defined by

$$
\left\{\begin{array}{l}
\frac{d u}{d s}=r_{n}(u)  \tag{5.1.6}\\
s=0: u=0
\end{array}\right.
$$

we have

$$
\begin{equation*}
\nabla \lambda_{n}(u) r_{n}(u) \equiv 0, \quad \forall|u| \text { small } \tag{5.1.7}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\lambda_{n}\left(u^{(n)}(s)\right) \equiv \lambda_{n}(0), \quad \forall|s| \text { small } \tag{5.1.8}
\end{equation*}
$$

Suppose finally that

$$
\begin{equation*}
\theta \stackrel{\text { def. }}{=} \sup _{x \geq 0}\left\{(1+x)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right)\right\}<+\infty \tag{5.1.9}
\end{equation*}
$$

where $\mu>0$ is a constant. Then there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, the Cauchy problem (2.1.1) and (5.1.5) admits a unique global $C^{1}$ solution $u=u(t, x)$ with a small $C^{1}$ norm on the domain $D=$ $\left\{(t, x) \mid t \geq 0, x \geq x_{n}(t)\right\}$, where $x=x_{n}(t)$ is the $n$th characteristic passing through the origin $O(0,0)$ :

$$
\left\{\begin{array}{l}
\frac{d x_{n}(t)}{d t}=\lambda_{n}\left(u\left(t, x_{n}(t)\right)\right)  \tag{5.1.10}\\
x_{n}(0)=0
\end{array}\right.
$$

On the other hand, under the assumption that in a neighbourhood of $u=0$, $A(u) \in C^{1}$, system (2.1.1) is hyperbolic and (5.1.3) holds, if for any given initial data $\phi(x)(x \geq 0)$ such that

$$
\begin{equation*}
\theta \stackrel{\text { def. }}{=} \sup _{x \geq 0}\left\{(1+x)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right)\right\} \ll 1 \tag{5.1.11}
\end{equation*}
$$

the Cauchy problem (2.1.1) and (5.1.5) always admits a unique global $C^{1}$ solution $u=u(t, x)$ on the domain $D=\left\{(t, x) \mid t \geq 0, x \geq x_{n}(t)\right\}$, then $\lambda_{n}(u)$ must be WLD (cf. [63]).

Remark 5.1.1 Suppose that in a neighbourhood of $u=0$,

$$
\begin{equation*}
\lambda_{1}(u), \ldots, \lambda_{p}(u)<\lambda_{p+1}(u) \equiv \cdots \equiv \lambda_{n}(u) \tag{5.1.12}
\end{equation*}
$$

where $\lambda(u) \stackrel{\text { def. }}{=} \lambda_{p+1}(u) \equiv \cdots \equiv \lambda_{n}(u)$ is a characteristic with constant multiplicity $n-p$. Suppose furthermore that $\lambda_{p+1}(u), \ldots, \lambda_{n}(u)$ are $W L D$ (see Definition 2.5.3). Then the conclusion of Theorem 5.1.1 is still valid.

Remark 5.1.2 When

$$
\begin{equation*}
\lambda_{1}(0)<\lambda_{2}(0), \ldots, \lambda_{n}(0) \tag{5.1.13}
\end{equation*}
$$

or in a neighbourhood of $u=0$,

$$
\begin{equation*}
\lambda_{1}(u) \equiv \cdots \equiv \lambda_{p}(u)<\lambda_{p+1}(u), \ldots, \lambda_{n}(u) \tag{5.1.14}
\end{equation*}
$$

for the initial data

$$
\begin{equation*}
t=0: u=\phi(x), \quad x \leq 0 \tag{5.1.15}
\end{equation*}
$$

such that

$$
\begin{equation*}
\theta \stackrel{\text { def. }}{=} \sup _{x \leq 0}\left\{(1+|x|)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right)\right\} \ll 1 \tag{5.1.16}
\end{equation*}
$$

similar results hold as in Theorem 5.1.1 and Remark 5.1.1.
Remark 5.1.3 For the inhomogeneous quasilinear hyperbolic system (2.1.19), suppose that the inhomogeneous term $B(u)$ satisfies some conditions; then similar results hold (see [30]).

Remark 5.1.4 Some results about the formation of singularities of the $C^{1}$ solution to the Cauchy problem on a semibounded initial axis can be found in [31].

### 5.2 Proof of Theorem 5.1.1

We first prove the necessity - the second part of Theorem 5.1.1.
Since the weak linear degeneracy of $\lambda_{n}(u)$ is invariant under any smooth invertible transformation $u=u(\widetilde{u})[u(0)=0]$, without loss of generality, we may assume that system (2.1.1) is written in the corresponding generalized normalized coordinates. By the definition, $\lambda_{n}(u)$ is WLD if and only if

$$
\lambda_{n}\left(u_{n} e_{n}\right) \equiv \lambda_{n}(0), \quad \forall\left|u_{n}\right| \text { small. }
$$

By the method in Section 3.1, we immediately get the necessity in Theorem 5.1.1.

Next, we prove the sufficiency-the first part of Theorem 5.1.1.
In what follows, we always assume that $\theta>0$ is suitably small.
By (5.1.3), there exist positive constants $\delta_{0}$ and $\delta$ so small that

$$
\begin{equation*}
\lambda_{n}(u)-\lambda_{i}\left(u^{\prime}\right) \geq 2 \delta_{0}, \quad \forall|u|,\left|u^{\prime}\right| \leq \delta \quad(i=1, \ldots, n-1) \tag{5.2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\lambda_{i}(u)-\lambda_{i}\left(u^{\prime}\right)\right| \leq \frac{\delta_{0}}{2}, \quad \forall|u|,\left|u^{\prime}\right| \leq \delta \quad(i=1, \ldots, n) \tag{5.2.2}
\end{equation*}
$$

Without loss of generality, we suppose that

$$
\begin{equation*}
\lambda_{i}(0) \geq \delta_{0} \quad(i=1, \ldots, n) \tag{5.2.3}
\end{equation*}
$$

For the time being, we assume that on any given existence domain of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (2.1.1) and (5.1.5), we have

$$
\begin{equation*}
|u(t, x)| \leq \delta \tag{5.2.4}
\end{equation*}
$$

At the end of the proof of Lemma 5.2.1, we will explain that this hypothesis is reasonable.

By (5.2.2) and (5.2.3), it is easy to get

$$
\begin{equation*}
x_{n}(t) \geq\left(\lambda_{n}(0)-\frac{\delta_{0}}{2}\right) t \geq \frac{\delta_{0}}{2} t \tag{5.2.5}
\end{equation*}
$$

In order to prove the sufficiency in Theorem 5.1.1, it is only necessary to establish a uniform a priori estimate on the $C^{1}$ norm of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (2.1.1) and (5.1.5) on any given existence domain (cf. [72]).

For any given $T>0$, let

$$
\begin{equation*}
D^{T}=\left\{(t, x) \mid 0 \leq t \leq T, x \geq x_{n}(t)\right\} \tag{5.2.6}
\end{equation*}
$$

On each existence domain $D^{T}$ of the $C^{1}$ solution $u=u(t, x)$, let

$$
\begin{align*}
U_{\infty}^{c}(T) & =\max _{i=1, \ldots, n-1} \sup _{(t, x) \in D^{T}}\left\{(1+x)^{1+\mu}\left|u_{i}(t, x)\right|\right\}  \tag{5.2.7}\\
W_{\infty}^{c}(T) & =\max _{i=1, \ldots, n-1} \sup _{(t, x) \in D^{T}}\left\{(1+x)^{1+\mu}\left|w_{i}(t, x)\right|\right\}  \tag{5.2.8}\\
\widetilde{U}_{1}(T) & =\max _{i=1, \ldots, n-1} \int_{c_{i}}\left|u_{n}(t, x)\right| d t  \tag{5.2.9}\\
\widetilde{W}_{1}(T) & =\max _{i=1, \ldots, n-1} \int_{c_{i}}\left|w_{n}(t, x)\right| d t \tag{5.2.10}
\end{align*}
$$

where $c_{i}$ denotes any given $i$ th characteristic on $D^{T}$,

$$
\begin{align*}
& U_{1}(T)=\sup _{0 \leq t \leq T} \int_{x_{n}(t)}^{+\infty}\left|u_{n}(t, x)\right| d x,  \tag{5.2.11}\\
& W_{1}(T)=\sup _{0 \leq t \leq T} \int_{x_{n}(t)}^{+\infty}\left|w_{n}(t, x)\right| d x  \tag{5.2.12}\\
& U_{\infty}(T) \tag{5.2.13}
\end{align*}=\max _{i=1, \ldots, n} \sup _{(t, x) \in D^{T}}\left|u_{i}(t, x)\right|, ~ 又
$$

and

$$
\begin{equation*}
W_{\infty}(T)=\max _{i=1, \ldots, n} \sup _{(t, x) \in D^{T}}\left|w_{i}(t, x)\right| . \tag{5.2.14}
\end{equation*}
$$

Lemma 5.2.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$, system (2.1.1) is hyperbolic, and (5.1.3) holds. Suppose furthermore that $\phi(x)$ satisfies (5.1.9). Then there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $D^{T}=\left\{(t, x) \mid 0 \leq t \leq T, x \geq x_{n}(t)\right\}$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (2.1.1) and (5.1.5), we have the following uniform a priori estimates:

$$
\begin{align*}
& \widetilde{W}_{1}(T), W_{1}(T) \leq \kappa_{1} \theta,  \tag{5.2.15}\\
& W_{\infty}^{c}(T) \leq \kappa_{2} \theta, \tag{5.2.16}
\end{align*}
$$

and

$$
\begin{equation*}
U_{\infty}(T) \leq \kappa_{3} \theta . \tag{5.2.17}
\end{equation*}
$$

Here and henceforth, $\kappa_{i}(i=1,2, \ldots)$ are positive constants independent of $\theta$ and $T$.

Proof. We first estimate $W_{\infty}^{c}(T)$.
Passing through any fixed point $(t, x) \in D^{T}$, we draw the $i$ th characteristic $c_{i}: \xi=x_{i}(\tau)(0 \leq \tau \leq t, i \neq n)$ that intersects the $x$-axis at a point $\left(0, x_{i 0}\right)$. Integrating (2.6.14) along $c_{i}$ from 0 to $t$ yields

$$
\begin{equation*}
w_{i}(t, x)=w_{i}\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}(\tau)\right) d \tau \quad(i \neq n) . \tag{5.2.18}
\end{equation*}
$$

By (5.2.2), it is easy to see that

$$
\begin{equation*}
\left(\lambda_{i}(0)-\frac{\delta_{0}}{2}\right) t \leq x-x_{i 0} \leq\left(\lambda_{i}(0)+\frac{\delta_{0}}{2}\right) t \quad(i \neq n) . \tag{5.2.19}
\end{equation*}
$$

Moreover, by (5.2.5), we have

$$
x \geq\left(\lambda_{n}(0)-\frac{\delta_{0}}{2}\right) t .
$$

Then, noting (5.2.1) and (5.2.3), we see from (5.2.19) that

$$
\begin{equation*}
\frac{\delta_{0}}{\lambda_{n}(0)-\frac{\delta_{0}}{2}} x \leq x_{i 0} \leq x \quad(i \neq n) \tag{5.2.20}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\frac{\delta_{0}}{\lambda_{n}(0)-\frac{\delta_{0}}{2}} x \leq x_{i}(\tau) \leq x, \quad \forall \tau \in[0, t] \quad(i \neq n) \tag{5.2.21}
\end{equation*}
$$

Thus, noting (2.6.16), we see from (5.2.18) that

$$
\begin{align*}
& (1+x)^{1+\mu}\left|w_{i}(t, x)\right| \\
& \leq(1+x)^{1+\mu}\left\{\left|w_{i}\left(0, x_{i 0}\right)\right|+\int_{0}^{t} \sum_{j, k=1}^{n}\left|\gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}(\tau)\right)\right| d \tau\right\} \\
& \leq C\left(1+x_{i 0}\right)^{1+\mu}\left|w_{i}\left(0, x_{i 0}\right)\right|+(1+x)^{1+\mu}\left\{\int _ { 0 } ^ { t } \left(\sum_{j, k=1}^{n-1}\left|\gamma_{i j k}(u) w_{j} w_{k}\left(\tau, x_{i}(\tau)\right)\right|\right.\right. \\
& \left.\left.\quad+2 \sum_{j=1}^{n-1}\left|\gamma_{i j n}(u) w_{j} w_{n}\left(\tau, x_{i}(\tau)\right)\right|\right) d \tau\right\} \\
& \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2} \int_{0}^{t}\left(1+x_{i}(\tau)\right)^{-(1+\mu)} d \tau+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\} \quad(i \neq n) \tag{5.2.22}
\end{align*}
$$

Then, noting (5.2.5), we get

$$
\begin{equation*}
W_{\infty}^{c}(T) \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\} \tag{5.2.23}
\end{equation*}
$$

We next estimate $\widetilde{W}_{1}(T)$.
Passing through any fixed point $A(t, x) \in D^{T}$, we draw the $i$ th characteristic $c_{i}: \xi=x_{i}(\tau)(0 \leq \tau \leq t, i \neq n)$, which intersects the $x$-axis at a point $C$. In the meantime, the $n$th characteristic passing through $A$ intersects the $x$-axis at a point $B$. By Lemma 2.6.1, we get

$$
\begin{align*}
& \int_{c_{i}}\left|w_{n}\left(\lambda_{i}(u)-\lambda_{n}(u)\right)\left(\tau, x_{i}(\tau)\right)\right| d \tau \\
& \quad \leq \int_{B C}\left|w_{n}(0, x)\right| d x+\iint_{A B C} \sum_{j, k=1}^{n}\left|\Gamma_{n j k}(u) w_{j} w_{k}(t, x)\right| d t d x \tag{5.2.24}
\end{align*}
$$

Then, noting (2.6.20) and (5.2.1), we have

$$
\begin{align*}
& \int_{c_{i}}\left|w_{n}\left(\tau, x_{i}(\tau)\right)\right| d \tau \\
& \leq C\left\{\int_{0}^{+\infty}\left|w_{n}(0, x)\right| d x+\iint_{A B C}\left(\sum_{j, k=1}^{n-1}\left|\Gamma_{n j k}(u) w_{j} w_{k}(t, x)\right|\right.\right. \\
&\left.\left.+\sum_{j=1}^{n-1}\left|\Gamma_{n j n}(u) w_{j} w_{n}(t, x)\right|\right) d t d x\right\} \\
& \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2} \iint_{A B C}(1+x)^{-2(1+\mu)} d t d x\right. \\
&\left.+W_{\infty}^{c}(T) \iint_{A B C}(1+x)^{-(1+\mu)}\left|w_{n}(t, x)\right| d t d x\right\} \tag{5.2.25}
\end{align*}
$$

Hence, noting (5.2.5), we get

$$
\begin{equation*}
\widetilde{W}_{1}(T) \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{5.2.26}
\end{equation*}
$$

Now we estimate $W_{1}(T)$.
For any given $t$ with $0 \leq t \leq T$, passing through $A(t, a)\left(a>x_{n}(t)\right)$, we draw the $n$th characteristic, which intersects the $x$-axis at a point $C$. Let $B$ denote the point $\left(t, x_{n}(t)\right)$. By Lemma 2.6.1, similarly to (5.2.24), we have

$$
\begin{equation*}
\int_{B A}\left|w_{n}(t, x)\right| d x \leq \int_{O C}\left|w_{n}(0, x)\right| d x+\iint_{A B O C} \sum_{j, k=1}^{n}\left|\Gamma_{n j k}(u) w_{j} w_{k}(t, x)\right| d t d x \tag{5.2.27}
\end{equation*}
$$

Then, similarly to (4.2.8), it is easy to get

$$
\begin{equation*}
\int_{x_{n}(t)}^{a}\left|w_{n}(t, x)\right| d x \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{5.2.28}
\end{equation*}
$$

where $C$ is independent of $a$. Thus, letting $a \rightarrow+\infty$, we get

$$
\begin{equation*}
W_{1}(T) \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{5.2.29}
\end{equation*}
$$

The combination of (5.2.23), (5.2.26), and (5.2.29) gives (5.2.15)-(5.2.16).
Finally, we estimate $U_{\infty}(T)$.
Passing through any fixed point $(t, x) \in D^{T}$, we draw the $n$th characteristic $c_{n}: \xi=x_{n}(\tau)(0 \leq \tau \leq t)$, which intersects the $x$-axis at a point $\left(0, x_{0}\right)$. Noting (2.6.43), we have

$$
\begin{equation*}
\frac{d u}{d_{n} t}=\sum_{k=1}^{n-1}\left(\lambda_{n}(u)-\lambda_{k}(u)\right) w_{k} r_{k} \tag{5.2.30}
\end{equation*}
$$

Integrating (5.2.30) along $c_{n}$ from 0 to $t$ yields

$$
\begin{equation*}
u(t, x)=\phi\left(x_{0}\right)+\int_{0}^{t} \sum_{k=1}^{n-1}\left(\lambda_{n}(u)-\lambda_{k}(u)\right) w_{k} r_{k}\left(\tau, x_{n}(\tau)\right) d \tau \tag{5.2.31}
\end{equation*}
$$

Then, noting (5.1.9) and (5.2.5) and using (5.2.16), we get

$$
\begin{equation*}
|u(t, x)| \leq C\left\{\theta+W_{\infty}^{c}(T)\right\} \leq C \theta \tag{5.2.32}
\end{equation*}
$$

Hence, (5.2.17) holds. Moreover, it turns out from (5.2.32) that hypothesis (5.2.4) is reasonable.

Lemma 5.2.2 Under the assumptions of the first part of Theorem 5.1.1, in corresponding generalized normalized coordinates, there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $D^{T}=$ $\left\{(t, x) \mid 0 \leq t \leq T, x \geq x_{n}(t)\right\}$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (2.1.1) and (5.1.5), we have the following uniform a priori estimates:

$$
\begin{align*}
\widetilde{U}_{1}(T), \quad U_{1}(T) & \leq \kappa_{4} \theta  \tag{5.2.33}\\
U_{\infty}^{c}(T) & \leq \kappa_{5} \theta \tag{5.2.34}
\end{align*}
$$

and

$$
\begin{equation*}
W_{\infty}(T) \leq \kappa_{6} \theta \tag{5.2.35}
\end{equation*}
$$

Proof. We first estimate $U_{\infty}^{c}(T)$.
Similarly to (5.2.18), integrating (2.6.44), we have

$$
\begin{equation*}
u_{i}(t, x)=u_{i}\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \rho_{i j k}(u) u_{j} w_{k}\left(\tau, x_{i}(\tau)\right) d \tau \quad(i \neq n) \tag{5.2.36}
\end{equation*}
$$

Noting (2.6.45), we can rewrite (5.2.36) as

$$
\begin{align*}
u_{i}(t, x)= & u_{i}\left(0, x_{i 0}\right)+\int_{0}^{t}\left[\sum_{j, k=1}^{n-1} \rho_{i j k}(u) u_{j} w_{k}+\sum_{j=1}^{n-1}\left(\rho_{i j n}(u) u_{j} w_{n}\right.\right. \\
& \left.\left.+\rho_{i n j}(u) u_{n} w_{j}\right)\right](\tau, \xi(\tau)) d \tau \quad(i \neq n) \tag{5.2.37}
\end{align*}
$$

Then, noting (5.2.15)-(5.2.17), similarly to (5.2.23), we have

$$
\begin{align*}
U_{\infty}^{c}(T) & \leq C\left\{\theta+U_{\infty}^{c}(T) W_{\infty}^{c}(T)+W_{\infty}^{c}(T) \widetilde{U}_{1}(T)+U_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\} \\
& \leq C \theta\left\{1+U_{\infty}^{c}(T)+\widetilde{U}_{1}(T)\right\} \tag{5.2.38}
\end{align*}
$$

Hence, we have

$$
\begin{equation*}
U_{\infty}^{c}(T) \leq C \theta\left\{1+\widetilde{U}_{1}(T)\right\} \tag{5.2.39}
\end{equation*}
$$

We next estimate $\widetilde{U}_{1}(T)$ and $U_{1}(T)$.
Since $\lambda_{n}(u)$ is WLD, by (2.6.52) we have

$$
\begin{equation*}
F_{n n n}\left(u_{n} e_{n}\right) \equiv 0 \tag{5.2.40}
\end{equation*}
$$

Then, using (2.6.48) and noting (2.6.50), similarly to (5.2.25), we have

$$
\begin{align*}
\int_{c_{i}}\left|u_{n}\left(\tau, x_{i}(\tau)\right)\right| d \tau \leq & C\left\{\int_{0}^{+\infty}\left|u_{n}(0, x)\right| d x\right. \\
& \left.+\iint_{A B C} \sum_{j, k=1}^{n}\left|F_{n j k}(u) u_{j} w_{k}(t, x)\right| d t d x\right\} \\
\leq & C\left\{\theta+\iint_{A B C}\left[\sum_{j, k=1}^{n-1}\left|F_{n j k}(u) u_{j} w_{k}(t, x)\right|\right.\right. \\
& +\sum_{j=1}^{n-1}\left|F_{n n j}(u) u_{n} w_{j}(t, x)\right|+\mid\left(F_{n n n}(u)\right. \\
& \left.\left.\left.-F_{n n n}\left(u_{n} e_{n}\right)\right) u_{n} w_{n}(t, x) \mid\right] d t d x\right\} \quad(i \neq n) \tag{5.2.41}
\end{align*}
$$

Hence, noting (5.2.5) and using Lemma 5.2.1, we get

$$
\begin{align*}
\widetilde{U}_{1}(T) & \leq C\left\{\theta+U_{\infty}^{c}(T) W_{\infty}^{c}(T)+W_{\infty}^{c}(T) U_{1}(T)+U_{\infty}(T) U_{\infty}^{c}(T) W_{1}(T)\right\} \\
& \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\} \tag{5.2.42}
\end{align*}
$$

Moreover, similarly to (5.2.29), we have

$$
U_{1}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)+U_{1}(T)\right\}
$$

which gives us

$$
\begin{equation*}
U_{1}(T) \leq C \theta\left\{1+U_{\infty}^{c}(T)\right\} \tag{5.2.43}
\end{equation*}
$$

The combination of (5.2.39), (5.2.42), and (5.2.43) yields (5.2.33)-(5.2.34).
We finally estimate $W_{\infty}(T)$.
Since $\lambda_{n}(u)$ is WLD, by (2.6.17) we have

$$
\begin{equation*}
\gamma_{n n n}\left(u_{n} e_{n}\right) \equiv 0 \tag{5.2.44}
\end{equation*}
$$

Similarly to (5.2.31), integrating (2.6.14) (in which we take $i=n$ ) along $c_{n}$ from 0 to $t$ gives

$$
\begin{align*}
w_{n}(t, x)= & w_{n}\left(0, x_{0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \gamma_{n j k}(u) w_{j} w_{k}\left(\tau, x_{n}(\tau)\right) d \tau \\
= & w_{n}\left(0, x_{0}\right)+\int_{0}^{t}\left(\sum_{j, k=1}^{n-1} \gamma_{n j k}(u) w_{j} w_{k}+2 \sum_{j=1}^{n-1} \gamma_{n j n}(u) w_{j} w_{n}\right. \\
& \left.+\left(\gamma_{n n n}(u)-\gamma_{n n n}\left(u_{n} e_{n}\right)\right)\left(w_{n}\right)^{2}\right)\left(\tau, x_{n}(\tau)\right) d \tau \tag{5.2.45}
\end{align*}
$$

Then, noting (5.1.9) and using (5.2.16) and (5.2.34), we get

$$
\begin{align*}
\left|w_{n}(t, x)\right| & \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{\infty}(T)+\left(W_{\infty}(T)\right)^{2} U_{\infty}^{c}(T)\right\} \\
& \leq C \theta\left\{1+W_{\infty}(T)+\left(W_{\infty}(T)\right)^{2}\right\} \tag{5.2.46}
\end{align*}
$$

Hence, we have

$$
\begin{equation*}
W_{\infty}(T) \leq C \theta\left\{1+W_{\infty}(T)+\left(W_{\infty}(T)\right)^{2}\right\} \tag{5.2.47}
\end{equation*}
$$

which implies (5.2.35).
The sufficiency in Theorem 5.1.1 follows immediately from Lemmas 5.2.1 and 5.2.2.

### 5.3 Application

Consider the following Cauchy problem for the system of traffic flow (cf. Section 1.3.2):

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\partial_{x}(\rho v)=0  \tag{5.3.1}\\
\partial_{t}(v+p(\rho))+v \partial_{x}(v+p(\rho))=0
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
t=0:(\rho, v)=\left(\widetilde{\rho}_{0}+\rho_{0}(x), \widetilde{v}_{0}+v_{0}(x)\right) \quad(x \geq 0) \tag{5.3.2}
\end{equation*}
$$

where $\rho(>0)$ and $v$ are the density and velocity of cars at point $x$ and time $t$, respectively, $p(\cdot)$ is a suitably smooth and strictly increasing function, $\widetilde{\rho}_{0}>0$ and $\widetilde{v}_{0}$ are constants, and $\left(\rho_{0}(x), v_{0}(x)\right) \in C^{1}$ and satisfies the decaying property as shown in (5.1.9).

Let

$$
\begin{equation*}
U=(\rho, v)^{T} \tag{5.3.3}
\end{equation*}
$$

For $\rho>0,(5.3 .1)$ is a strictly hyperbolic system with the following distinct real eigenvalues:

$$
\begin{equation*}
\lambda_{1}(U)=v-\rho p^{\prime}(\rho)<\lambda_{2}(U)=v \tag{5.3.4}
\end{equation*}
$$

It is easy to see that $\lambda_{2}(U)$ is LD, then WLD with respect to $U=U_{0} \stackrel{\text { def. }}{=}$ $\left(\widetilde{\rho}_{0}, \widetilde{v}_{0}\right)^{T}$.

By Theorem 5.1.1, we have
Theorem 5.3.1 There exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left[0, \theta_{0}\right]$, the Cauchy problem (5.3.1)-(5.3.2) admits a unique global $C^{1}$ solution $U=$ $U(t, x)$ on the domain $D=\left\{(t, x) \mid t \geq 0, x \geq x_{2}(t)\right\}$, where $x=x_{2}(t)$ is the second characteristic passing through the origin $O(0,0)$.

## Chapter VI <br> One-Sided Mixed Initial-Boundary Value Problem

In this chapter we consider the one-sided mixed initial-boundary value problem for quasilinear hyperbolic systems with nonlinear boundary conditions on the domain $\{(t, x) \mid t \geq 0, x \geq 0\}$.

### 6.1 Global Existence of the Classical Solution

### 6.1.1 Introduction and Main Results

Consider the following first-order quasilinear hyperbolic system:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=0 \tag{6.1.1}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$ is the unknown vector function of $(t, x)$ and $A(u)$ is an $n \times n$ matrix with suitably smooth elements $a_{i j}(u)(i, j=1, \ldots, n)$.

By the definition of hyperbolicity, for any given $u$ on the domain under consideration, $A(u)$ has $n$ real eigenvalues $\lambda_{1}(u), \ldots, \lambda_{n}(u)$ and a complete set of left (resp. right) eigenvectors. For $i=1, \ldots, n$, let $l_{i}(u)=\left(l_{i 1}(u), \ldots, l_{\text {in }}(u)\right)$ $\left[\right.$ resp. $\left.r_{i}(u)=\left(r_{1 i}(u), \ldots, r_{n i}(u)\right)^{T}\right]$ be a left (resp. right) eigenvector corresponding to $\lambda_{i}(u)$ :

$$
\begin{equation*}
l_{i}(u) A(u)=\lambda_{i}(u) l_{i}(u) \tag{6.1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
A(u) r_{i}(u)=\lambda_{i}(u) r_{i}(u) \tag{6.1.3}
\end{equation*}
$$

We have

$$
\begin{equation*}
\operatorname{det}\left|l_{i j}(u)\right| \neq 0 \quad\left[\text { resp. } \operatorname{det}\left|r_{i j}(u)\right| \neq 0\right] \tag{6.1.4}
\end{equation*}
$$

Without loss of generality, we suppose that on the domain under consideration,

$$
\begin{equation*}
l_{i}(u) r_{j}(u) \equiv \delta_{i j} \quad(i, j=1, \ldots, n) \tag{6.1.5}
\end{equation*}
$$

where $\delta_{i j}$ stands for Kronecker's delta.
We suppose that all $\lambda_{i}(u), l_{i j}(u)$, and $r_{i j}(u)(i, j=1, \ldots, n)$ have the same regularity as $a_{i j}(u)(i, j=1, \ldots, n)$.

For the Cauchy problem of system (6.1.1) with the initial data

$$
\begin{equation*}
t=0: u=\phi(x), \quad-\infty<x<+\infty \tag{6.1.6}
\end{equation*}
$$

where $\phi(x)$ is a $C^{1}$ vector function with a small $C^{1}$ norm and certain decaying properties, by means of the concept of weak linear degeneracy, the global existence and the blow-up phenomenon of $C^{1}$ solution have been studied in Chapters 3 and 4, respectively. Moreover, the global existence of the $C^{1}$ solution to the Cauchy problem on a semibounded initial axis has been studied in Chapter 5. In order to consider the effect of boundary conditions on the global regularity of classical solution, in this section we consider the one-sided mixed initial-boundary value problem for system (6.1.1) in a semibounded domain.

We suppose that the eigenvalues satisfy

$$
\begin{equation*}
\lambda_{1}(0), \ldots, \lambda_{m}(0)<0<\lambda_{m+1}(0)<\cdots<\lambda_{n}(0) \tag{6.1.7}
\end{equation*}
$$

On the domain

$$
\begin{equation*}
D=\{(t, x) \mid t \geq 0, x \geq 0\} \tag{6.1.8}
\end{equation*}
$$

we consider the following one-sided mixed initial-boundary value problem for system (6.1.1) with the initial condition

$$
\begin{equation*}
t=0: u=\phi(x), \quad x \geq 0 \tag{6.1.9}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
x=0: v_{s}=f_{s}\left(\alpha(t), v_{1}, \ldots, v_{m}\right)+h_{s}(t) \quad(s=m+1, \ldots, n), \tag{6.1.10}
\end{equation*}
$$

in which

$$
\begin{equation*}
v_{i}=l_{i}(u) u \quad(i=1, \ldots, n) \tag{6.1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha(t)=\left(\alpha_{1}(t), \ldots, \alpha_{k}(t)\right) \tag{6.1.12}
\end{equation*}
$$

Without loss of generality, we suppose that

$$
\begin{equation*}
f_{s}(\alpha(t), 0, \ldots, 0) \equiv 0 \quad(s=m+1, \ldots, n) \tag{6.1.13}
\end{equation*}
$$

Remark 6.1.1 In a neighbourhood of $u=0$, the boundary condition (6.1.10) takes a similar form under any possibly different choice of left eigenvectors.

The main result of the section is
Theorem 6.1.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$ and (6.1.7) holds. Suppose furthermore that $\phi, f_{s}, \alpha$, and $h_{s}(s=m+1, \ldots, n)$ are all $C^{1}$ functions with respect to their arguments. Suppose finally that the conditions of $C^{1}$ compatibility are satisfied at the point $(t, x)=(0,0)$ and (6.1.13) holds. If $\lambda_{s}(u)(s=m+1, \ldots, n)$ are weakly linearly degenerate (WLD) and

$$
\begin{align*}
& \theta \stackrel{\text { def. }}{=} \max \left\{\sup _{x \geq 0}(1+x)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right)\right. \\
& \left.\quad \sup _{t \geq 0}(1+t)^{1+\mu}\left(|\alpha(t)|+|h(t)|+\left|\alpha^{\prime}(t)\right|+\left|h^{\prime}(t)\right|\right)\right\} \\
& \quad<+\infty \tag{6.1.14}
\end{align*}
$$

where $\mu>0$ is a constant and

$$
\begin{equation*}
h(t)=\left(h_{m+1}(t), \ldots, h_{n}(t)\right) \tag{6.1.15}
\end{equation*}
$$

then there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10) admits a unique global $C^{1}$ solution $u=u(t, x)$ with a small $C^{1}$ norm on the domain $D=\{(t, x) \mid t \geq 0, x \geq 0\}$ (cf. [66]).

Remark 6.1.2 Comparing with the result on the Cauchy problem in Chapter 3 (also see [75], [76]), Theorem 6.1.1 shows that when there is only one boundary, the interaction of linear or nonlinear boundary conditions with nonlinear hyperbolic waves causes a positive effect on the global regularity of the solution: The weak linear degeneracy of negative characteristics $\lambda_{r}(u)(r=1, \ldots, m)$ is not necessary for the global existence of the $C^{1}$ solution.

Remark 6.1.3 The global existence of the weakly discontinuous solution to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)(6.1.10) can be similarly discussed (see [29]).

Remark 6.1.4 For the one-sided mixed initial-boundary value problem of the inhomogeneous quasilinear hyperbolic system (2.1.19) with (6.1.9)(6.1.10), suppose that the inhomogeneous term $B(u)$ satisfies some conditions. Then similar results hold (see [18]).

Remark 6.1.5 For the mixed initial-boundary value problem on a bounded domain $\{(t, x) \mid t \geq 0,0 \leq x \leq L\}$, the results on the global regularity of the $C^{1}$ solution can be found in [28], [50], [60], [61], and [85].

### 6.1.2 Proof of Theorem 6.1.1

In what follows, we always assume that $\theta>0$ is suitably small.
By (6.1.7), there exist positive constants $\delta_{0}$ and $\delta$ such that

$$
\begin{align*}
\lambda_{i}(u)-\lambda_{j}\left(u^{\prime}\right) \geq 4 \delta_{0}, & \forall|u|,\left|u^{\prime}\right| \leq \delta, \forall i \in\{m+1, \ldots, n\} \\
& \forall j \in\{1, \ldots, m\} \text { or } j=i-1  \tag{6.1.16}\\
\left|\lambda_{i}(u)-\lambda_{i}\left(u^{\prime}\right)\right| \leq \frac{\delta_{0}}{2}, & \forall|u|,\left|u^{\prime}\right| \leq \delta \quad(i=1, \ldots, n) \tag{6.1.17}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\lambda_{i}(0)\right|>\delta_{0} \quad(i=1, \ldots, n) \tag{6.1.18}
\end{equation*}
$$

For the time being, we assume that on any given existence domain of the $C^{1}$ solution $u=u(t, x)$ to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10), we have

$$
\begin{equation*}
|u(t, x)| \leq \delta \tag{6.1.19}
\end{equation*}
$$

At the end of the proof of Lemma 6.1.2, we will explain that this hypothesis is reasonable.

In order to prove Theorem 6.1.1, it is sufficient to establish a uniform a priori estimate on the $C^{1}$ norm of the $C^{1}$ solution $u=u(t, x)$ to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10) (cf. [72]). By (2.6.3)-(2.6.4), it is easy to see that it is only necessary to establish a uniform a priori estimate on the $C^{0}$ norm of $v=\left(v_{1}, \ldots, v_{n}\right)$ and $w=\left(w_{1}, \ldots, w_{n}\right)$.

For any given $T>0$, let

$$
\begin{align*}
D_{+}^{T} & =\left\{(t, x) \mid 0 \leq t \leq T, x \geq\left(\lambda_{n}(0)+\delta_{0}\right) t\right\}  \tag{6.1.20}\\
D_{0}^{T} & =\left\{(t, x) \mid 0 \leq t \leq T, 0 \leq x \leq\left(\lambda_{m+1}(0)-\delta_{0}\right) t\right\}  \tag{6.1.21}\\
D^{T} & =\left\{(t, x) \mid 0 \leq t \leq T,\left(\lambda_{m+1}(0)-\delta_{0}\right) t \leq x \leq\left(\lambda_{n}(0)+\delta_{0}\right) t\right\} \tag{6.1.22}
\end{align*}
$$

and for $s=m+1, \ldots, n$,

$$
\begin{equation*}
D_{s}^{T}=\left\{(t, x)\left|0 \leq t \leq T,\left|x-\lambda_{s}(0) t\right| \leq \delta_{0} t\right\}\right. \tag{6.1.23}
\end{equation*}
$$

It is easy to see that

$$
D_{+}^{T} \cup D_{0}^{T} \cup D^{T}=\{(t, x) \mid 0 \leq t \leq T, x \geq 0\}
$$

and

$$
\bigcup_{s=m+1}^{n} D_{s}^{T} \subset D^{T}
$$

On each existence domain $\{(t, x) \mid 0 \leq t \leq T, x \geq 0\}$ of the $C^{1}$ solution $u=u(t, x)$ to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10), let

$$
\begin{align*}
& V\left(D_{+}^{T}\right)=\max _{i=1, \ldots, n}\left\|(1+x)^{1+\mu} v_{i}(t, x)\right\|_{L^{\infty}\left(D_{+}^{T}\right)},  \tag{6.1.24}\\
& W\left(D_{+}^{T}\right)=\max _{i=1, \ldots, n}\left\|(1+x)^{1+\mu} w_{i}(t, x)\right\|_{L^{\infty}\left(D_{+}^{T}\right)},  \tag{6.1.25}\\
& V\left(D_{0}^{T}\right)=\max _{i=1, \ldots, n}\left\|(1+t)^{1+\mu} v_{i}(t, x)\right\|_{L^{\infty}\left(D_{0}^{T}\right)},  \tag{6.1.26}\\
& W\left(D_{0}^{T}\right)=\max _{i=1, \ldots, n}\left\|(1+t)^{1+\mu} w_{i}(t, x)\right\|_{L^{\infty}\left(D_{0}^{T}\right)},  \tag{6.1.27}\\
& V_{\infty}^{c}(T)=\max \left\{\max _{r=1, \ldots, m} \sup _{(t, x) \in D^{T}}(1+t)^{1+\mu}\left|v_{r}(t, x)\right|,\right. \\
&\left.\max _{s=m+1, \ldots, n} \sup _{(t, x) \in D^{T} \backslash D_{s}^{T}}(1+t)^{1+\mu}\left|v_{s}(t, x)\right|\right\}  \tag{6.1.28}\\
& W_{\infty}^{c}(T)=\max \left\{\max _{r=1, \ldots, m} \sup _{(t, x) \in D^{T}}(1+t)^{1+\mu}\left|w_{r}(t, x)\right|,\right. \\
&\left.\max _{s=m+1, \ldots, n} \sin _{(t, x) \in D^{T} \backslash D_{s}^{T}}(1+t)^{1+\mu}\left|w_{s}(t, x)\right|\right\},  \tag{6.1.29}\\
& \widetilde{V}_{1}(T)=\max _{s=m+1, \ldots, n} \max _{j \neq s} \sup _{\widetilde{c}_{j}} \int_{\widetilde{c}_{j}}\left|v_{s}(t, x)\right| d t,  \tag{6.1.30}\\
& \widetilde{W}_{1}(T)=\max _{s=m+1, \ldots, n} \max _{j \neq s} \sup _{\widetilde{c}_{j}} \int_{\widetilde{c}_{j}}\left|w_{s}(t, x)\right| d t, \tag{6.1.31}
\end{align*}
$$

where $\widetilde{c}_{j}$ denotes any given $j$ th characteristic on $D_{s}^{T}(j \neq s, s=m+1, \ldots, n)$,

$$
\begin{equation*}
V_{\infty}(T)=\max _{i=1, \ldots, n} \sup _{\substack{0 \leq t \leq T \\ x \geq 0}}\left|v_{i}(t, x)\right| \tag{6.1.32}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{\infty}(T)=\max _{i=1, \ldots, n} \sup _{\substack{0 \leq t \leq T \\ x \geq 0}}\left|w_{i}(t, x)\right| . \tag{6.1.33}
\end{equation*}
$$

Lemma 6.1.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$, (6.1.1) is hyperbolic and (6.1.7) holds. Suppose furthermore that $\phi(x)$ satisfies the requirement of (6.1.14). Then there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $\{(t, x) \mid 0 \leq t \leq T, x \geq 0\}$ of the $C^{1}$ solution $u=u(t, x)$ to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10), we have the following uniform a priori estimates:

$$
\begin{equation*}
V\left(D_{+}^{T}\right), W\left(D_{+}^{T}\right) \leq \kappa_{1} \theta \tag{6.1.34}
\end{equation*}
$$

Henceforth, $\kappa_{i}(i=1,2, \ldots)$ are positive constants independent of $\theta$ and $T$.
Proof. For each $i=1, \ldots, n$, passing through any given point $(t, x) \in D_{+}^{T}$, we draw the $i$ th characteristic $c_{i}: \xi=x_{i}\left(\tau ; y_{i}\right)$ in which $0 \leq \tau \leq t$ and $y_{i}$ stands for the $x$-coordinate of the intersection point of this characteristic with the $x$-axis. Noting (6.1.7) and (6.1.16)-(6.1.18), it is easy to see that the whole characteristic $c_{i}$ is included in $D_{+}^{T}$ and there exist positive constants $d_{1}$ and $d_{2}$ such that

$$
\begin{equation*}
d_{1}\left(1+y_{i}\right) \leq 1+x_{i}\left(\tau ; y_{i}\right) \leq d_{2}\left(1+y_{i}\right) \quad \text { for } 0 \leq \tau \leq t \tag{6.1.35}
\end{equation*}
$$

Integrating (2.6.5) along $c_{i}$ from 0 to $t$ gives

$$
\begin{equation*}
v_{i}(t, x)=v_{i}\left(0, y_{i}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \beta_{i j k}(u) v_{j} w_{k}\left(\tau, x_{i}\left(\tau ; y_{i}\right)\right) d \tau \tag{6.1.36}
\end{equation*}
$$

Then, noting (6.1.14), (6.1.19), and (6.1.35), we get

$$
\begin{align*}
& (1+x)^{1+\mu}\left|v_{i}(t, x)\right| \\
& \quad \leq C(1+x)^{1+\mu}\left\{v_{i}\left(0, y_{i}\right)+V\left(D_{+}^{T}\right) W\left(D_{+}^{T}\right) \int_{0}^{t}\left(1+x_{i}\left(\tau ; y_{i}\right)\right)^{-2(1+\mu)} d \tau\right\} \\
& \quad \leq C\left\{\theta+V\left(D_{+}^{T}\right) W\left(D_{+}^{T}\right) \int_{0}^{t}\left(1+x_{i}\left(\tau ; y_{i}\right)\right)^{-(1+\mu)} d \tau\right\} \\
& \quad \leq C\left\{\theta+V\left(D_{+}^{T}\right) W\left(D_{+}^{T}\right)\right\} . \tag{6.1.37}
\end{align*}
$$

Hence, we have

$$
\begin{equation*}
V\left(D_{+}^{T}\right) \leq C\left\{\theta+V\left(D_{+}^{T}\right) W\left(D_{+}^{T}\right)\right\} \tag{6.1.38}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
W\left(D_{+}^{T}\right) \leq C\left\{\theta+V\left(D_{+}^{T}\right) W\left(D_{+}^{T}\right)\right\} \tag{6.1.39}
\end{equation*}
$$

Then, we get (6.1.34) via the method in the proof of Lemma 3.2.2.
Lemma 6.1.2 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$, (6.1.1) is hyperbolic and (6.1.7) holds. Suppose furthermore that (6.1.14) holds. Then there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $\{(t, x) \mid 0 \leq t \leq T, x \geq 0\}$ of the $C^{1}$ solution $u=u(t, x)$ to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)(6.1.10), we have the following uniform a priori estimates:

$$
\begin{align*}
W\left(D_{0}^{T}\right) & \leq \kappa_{2} \theta  \tag{6.1.40}\\
\widetilde{W}_{1}(T) & \leq \kappa_{3} \theta  \tag{6.1.41}\\
W_{\infty}^{c}(T) & \leq \kappa_{4} \theta \tag{6.1.42}
\end{align*}
$$

and

$$
\begin{equation*}
V_{\infty}(T) \leq \kappa_{5} \theta \tag{6.1.43}
\end{equation*}
$$

Proof. Differentiating the boundary condition (6.1.10) with respect to $t$ gives

$$
\begin{align*}
x=0: \frac{\partial v_{s}}{\partial t}= & \sum_{r=1}^{m} \frac{\partial f_{s}}{\partial v_{r}}\left(\alpha(t), v_{1}, \ldots, v_{m}\right) \frac{\partial v_{r}}{\partial t} \\
& +\left(\frac{\partial f_{s}}{\partial \alpha}\right)\left(\alpha(t), v_{1}, \ldots, v_{m}\right)\left(\alpha^{\prime}(t)\right)^{T}+h_{s}^{\prime}(t)(s=m+1, \ldots, n) \tag{6.1.44}
\end{align*}
$$

Noting (6.1.1) and (2.6.4), it is easy to see that

$$
\begin{equation*}
\frac{\partial v_{i}}{\partial t}=\frac{\partial}{\partial t}\left(l_{i}(u) u\right)=-\lambda_{i}(u) w_{i}+\sum_{k=1}^{n} a_{i k}(u) w_{k} \quad(i=1, \ldots, n) \tag{6.1.45}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{i k}(u)=-\lambda_{k}(u) r_{k}^{T}(u) \nabla l_{i}(u) u \tag{6.1.46}
\end{equation*}
$$

Then, noting (6.1.7) and (6.1.19), for $\delta>0$ small enough, by (6.1.44)(6.1.45) we have

$$
\begin{array}{r}
x=0: w_{s}=\sum_{r=1}^{m} f_{s r}(t, u) w_{r}+\sum_{i=1}^{k} \bar{f}_{s i}(t, u) \alpha_{i}^{\prime}(t)+\sum_{\bar{s}=m+1}^{n} \widetilde{f}_{\bar{s} \bar{s}}(t, u) h_{\bar{s}}^{\prime}(t) \\
 \tag{6.1.47}\\
(s=m+1, \ldots, n)
\end{array}
$$

where $f_{s r}, \bar{f}_{s i}$, and $\widetilde{f}_{s \bar{s}}$ are continuous functions of $t[\operatorname{via} \alpha(t)]$ and $u$.
We first estimate $W\left(D_{0}^{T}\right)$.
i. For $r=1, \ldots, m$, passing through any fixed point $(t, x) \in D_{0}^{T}$, we draw the $r$ th characteristic $c_{r}$, which intersects the straight lines $x=$ $\left(\lambda_{m+1}(0)-\delta_{0}\right) t$ and $x=\left(\lambda_{n}(0)+\delta_{0}\right) t$ at points $\left(t_{1}, x_{1}\right)$ and $\left(t_{2}, x_{2}\right)$, respectively. Integrating (2.6.14) along $c_{r}$ from $t_{2}$ to $t$ yields

$$
\begin{align*}
w_{r}(t, x) & =w_{r}\left(t_{2}, x_{2}\right)+\int_{t_{2}}^{t} \sum_{j, k=1}^{n} \gamma_{r j k}(u) w_{j} w_{k} d \tau \\
& =w_{r}\left(t_{2}, x_{2}\right)+\int_{t_{2}}^{t_{1}} \sum_{j, k=1}^{n} \gamma_{r j k}(u) w_{j} w_{k} d \tau+\int_{t_{1}}^{t} \sum_{j, k=1}^{n} \gamma_{r j k}(u) w_{j} w_{k} d \tau \tag{6.1.48}
\end{align*}
$$

By (6.1.17), we have

$$
\begin{equation*}
\lambda_{r}(0)-\frac{\delta_{0}}{2} \leq \frac{x-x_{2}}{t-t_{2}} \leq \lambda_{r}(0)+\frac{\delta_{0}}{2} \tag{6.1.49}
\end{equation*}
$$

Then, noting (6.1.18) and using the fact that the point $\left(t_{2}, x_{2}\right)$ lies on the straight line $x=\left(\lambda_{n}(0)+\delta_{0}\right) t$, we get

$$
\begin{equation*}
t_{2} \geq-\frac{\lambda_{r}(0)+\frac{\delta_{0}}{2}}{\lambda_{n}(0)-\lambda_{r}(0)+\frac{\delta_{0}}{2}} t \stackrel{\text { def. }}{=} a_{r} t \quad\left(a_{r}>0\right) \tag{6.1.50}
\end{equation*}
$$

Thus, noting Lemma 6.1.1, we see from (6.1.48) that

$$
\begin{align*}
&(1+t)^{1+\mu}\left|w_{r}(t, x)\right| \\
& \leq(1+t)^{1+\mu}\left\{\left|w_{r}\left(t_{2}, x_{2}\right)\right|+\int_{t_{2}}^{t_{1}} \sum_{j, k=1}^{n}\left|\gamma_{r j k}(u) w_{j} w_{k}\right| d \tau\right. \\
&\left.+\int_{t_{1}}^{t} \sum_{j, k=1}^{n}\left|\gamma_{r j k}(u) w_{j} w_{k}\right| d \tau\right\} \\
& \leq C(1+t)^{1+\mu}\left\{\left(1+t_{2}\right)^{-(1+\mu)} W\left(D_{+}^{T}\right)+\left(W\left(D_{0}^{T}\right)\right)^{2} \int_{t_{1}}^{t}(1+\tau)^{-2(1+\mu)} d \tau\right. \\
&\left.+\int_{t_{2}}^{t_{1}}\left(\sum_{j, k=1}^{m}+\sum_{\substack{j \in\{1, \ldots, m\} \\
k \in\{1, \ldots, m\}}}+\sum_{\substack{k \in\{1, \ldots, m\} \\
j \in\{1, \ldots, m\}}}+\sum_{\substack{j, k=m+1 \\
j \neq k}}^{n}\right)\left|\gamma_{r j k}(u) w_{j} w_{k}\right| d \tau\right\} \\
& \leq C\left\{W\left(D_{+}^{T}\right)+\left(W\left(D_{0}^{T}\right)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \\
& \leq C\left\{\theta+\left(W\left(D_{0}^{T}\right)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.51}
\end{align*}
$$

Henceforth, $C$ denotes different positive constants independent of $\theta$ and $T$.
ii. For $s=m+1, \ldots, n$, passing through any fixed point $(t, x) \in D_{0}^{T}$, we draw the $s$ th characteristic $c_{s}$, which intersects the $t$-axis at a point $\left(t_{0}, 0\right)$. Integrating (2.6.14) along $c_{s}$ from $t_{0}$ to $t$ yields

$$
\begin{equation*}
w_{s}(t, x)=w_{s}\left(t_{0}, 0\right)+\int_{t_{0}}^{t} \sum_{j, k=1}^{n} \gamma_{s j k}(u) w_{j} w_{k} d \tau \tag{6.1.52}
\end{equation*}
$$

By (6.1.47), we have

$$
\begin{align*}
w_{s}\left(t_{0}, 0\right)= & \sum_{r=1}^{m} f_{s r}\left(t_{0}, u\right) w_{r}\left(t_{0}, 0\right)+\sum_{i=1}^{k} \bar{f}_{s i}\left(t_{0}, u\right) \alpha_{i}^{\prime}\left(t_{0}\right) \\
& +\sum_{\bar{s}=m+1}^{n} \widetilde{f}_{s \bar{s}}\left(t_{0}, u\right) h_{\bar{s}}^{\prime}\left(t_{0}\right)(s=m+1, \ldots, n) \tag{6.1.53}
\end{align*}
$$

Then, passing through $\left(t_{0}, 0\right)$, we draw the $r$ th characteristic $c_{r}(r \in$ $\{1, \ldots, m\}$ ), which intersects the straight line $x=\left(\lambda_{n}(0)+\delta_{0}\right) t$ at a point $\left(t_{3}, x_{3}\right)$.

By (6.1.51), we have

$$
\begin{equation*}
\left(1+t_{0}\right)^{1+\mu}\left|w_{r}\left(t_{0}, 0\right)\right| \leq C\left\{\theta+\left(W\left(D_{0}^{T}\right)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.54}
\end{equation*}
$$

Similarly to (6.1.50), we have

$$
\begin{equation*}
t_{0} \geq \frac{\lambda_{s}(0)-\lambda_{m+1}(0)+\frac{\delta_{0}}{2}}{\lambda_{s}(0)-\frac{\delta_{0}}{2}} t \stackrel{\text { def. }}{=} b_{s} t \quad\left(b_{s}>0\right) \tag{6.1.55}
\end{equation*}
$$

Then, noting (6.1.14), (6.1.19), and (6.1.54)-(6.1.55), we see from (6.1.53) that

$$
\begin{align*}
(1+t)^{1+\mu}\left|w_{s}\left(t_{0}, 0\right)\right| & \leq C\left(1+t_{0}\right)^{1+\mu}\left|w_{s}\left(t_{0}, 0\right)\right| \\
& \leq C\left\{\theta+\left(W\left(D_{0}^{T}\right)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.56}
\end{align*}
$$

Hence, it follows from (6.1.52) that

$$
\begin{align*}
(1+t)^{1+\mu}\left|w_{s}(t, x)\right| \leq & (1+t)^{1+\mu}\left|w_{s}\left(t_{0}, 0\right)\right| \\
& +(1+t)^{1+\mu} \int_{t_{0}}^{t} \sum_{j, k=1}^{n}\left|\gamma_{s j k}(u) w_{j} w_{k}\right| d \tau \\
\leq & C\left\{\theta+\left(W\left(D_{0}^{T}\right)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.57}
\end{align*}
$$

Thus, by (6.1.51) and (6.1.57), we get

$$
\begin{equation*}
W\left(D_{0}^{T}\right) \leq C\left\{\theta+\left(W\left(D_{0}^{T}\right)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.58}
\end{equation*}
$$

We next estimate $\widetilde{W}_{1}(T)$.
Let

$$
\begin{equation*}
W_{1}(T)=\max _{s=m+1, \ldots, n} \sup _{0 \leq t \leq T} \int_{D_{s}^{T}(t)}\left|w_{s}(t, x)\right| d x \tag{6.1.59}
\end{equation*}
$$

where $D_{s}^{T}(t)=\left\{(\tau, x) \mid \tau=t,(\tau, x) \in D_{s}^{T}\right\}$.
We arbitrarily draw a $j$ th characteristic $\widetilde{c}_{j}$ on $D_{s}^{T}(j \neq s, s=m+1, \ldots, n)$, which intersects the boundary of $D_{s}^{T}$ at points $P_{1}$ and $P_{2}$. Then, we draw the sth characteristics passing through $P_{1}$ and $P_{2}$, respectively, which intersect, for instance, the straight lines $x=\left(\lambda_{m+1}(0)-\delta_{0}\right) t$ and $x=\left(\lambda_{n}(0)+\delta_{0}\right) t$ at points $A$ and $B$, respectively [when these two $s$ th characteristics intersect the straight line $x=\left(\lambda_{m+1}(0)-\delta_{0}\right) t$ or $x=\left(\lambda_{n}(0)+\delta_{0}\right) t$ twice, we have the same conclusion]. The sth characteristic passing through $O(0,0)$ intersects $\widetilde{c}_{j}$ at a point $P_{0}$. Applying Lemma 2.6 .1 on the domain $P_{1} A O P_{0}$,
we get

$$
\begin{align*}
\int_{\widetilde{P_{1} P_{0}}}\left|w_{s}\left(d x-\lambda_{s}(u) d t\right)\right| \leq & \int_{O A}\left|w_{s}\left(d x-\lambda_{s}(u) d t\right)\right| \\
& +\iint_{P_{1} A O P_{0}} \sum_{l, k=1}^{n}\left|\Gamma_{s l k}(u) w_{l} w_{k}\right| d t d x \tag{6.1.60}
\end{align*}
$$

then

$$
\begin{align*}
& \int \widetilde{P_{1} P_{0}}\left|w_{s}\left(\lambda_{j}(u)-\lambda_{s}(u)\right)\right| d t \leq \int_{O A}\left|w_{s}\left(\lambda_{m+1}(0)-\delta_{0}-\lambda_{s}(u)\right)\right| d t \\
& \quad+\iint_{P_{1} A O P_{0}}\left(\sum_{\substack{l, k=1}}^{m}+\sum_{\substack{l \in\{1, \ldots, m\} \\
k \in\{1, \cdots, m\}}}+\sum_{\substack{k \in\{1, \ldots, m\} \\
l \in\{1, \cdots, m\}}}+\sum_{\substack{l, k=m+1 \\
l \neq k}}^{n}\right)\left|\Gamma_{s l k}(u) w_{l} w_{k}\right| d t d x . \tag{6.1.61}
\end{align*}
$$

Thus, noting (6.1.16), we have

$$
\begin{equation*}
\int_{\widetilde{P_{1} P_{0}}}\left|w_{s}(t, x)\right| d t \leq C\left\{W\left(D_{0}^{T}\right)+W_{\infty}^{c}(T) W_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.62}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\int_{\widehat{P_{0} P_{2}}}\left|w_{s}(t, x)\right| d t \leq C\left\{W\left(D_{+}^{T}\right)+W_{\infty}^{c}(T) W_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.63}
\end{equation*}
$$

Then, if we note Lemma 6.1.1, it follows from (6.1.62)-(6.1.63) that

$$
\begin{equation*}
\widetilde{W}_{1}(T) \leq C\left\{\theta+W\left(D_{0}^{T}\right)+W_{\infty}^{c}(T) W_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} . \tag{6.1.64}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
W_{1}(T) \leq C\left\{\theta+W\left(D_{0}^{T}\right)+W_{\infty}^{c}(T) W_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.65}
\end{equation*}
$$

Now we estimate $W_{\infty}^{c}(T)$.
i. For $r=1, \ldots, m$, passing through any fixed point $(t, x) \in D^{T}$, we draw the $r$ th characteristic $c_{r}$, which intersects the straight line $x=\left(\lambda_{n}(0)+\delta_{0}\right) t$ at a point $(\bar{t}, \bar{x})$. Integrating (2.6.14) along $c_{r}$ from $\bar{t}$ to $t$ yields

$$
\begin{equation*}
w_{r}(t, x)=w_{r}(\bar{t}, \bar{x})+\int_{\bar{t}}^{t} \sum_{j, k=1}^{n} \gamma_{r j k}(u) w_{j} w_{k} d \tau \tag{6.1.66}
\end{equation*}
$$

Similarly to (6.1.50), it is easy to see that

$$
\begin{equation*}
\bar{t} \geq \frac{\lambda_{m+1}(0)-\lambda_{r}(0)-\frac{3}{2} \delta_{0}}{\lambda_{n}(0)-\lambda_{r}(0)+\frac{\delta_{0}}{2}} t \stackrel{\text { def. }}{=} d_{r} t \quad\left(d_{r}>0\right) \tag{6.1.67}
\end{equation*}
$$

Then, using Lemma 6.1.1, similarly to (6.1.51) we get

$$
\begin{align*}
(1+t)^{1+\mu}\left|w_{r}(t, x)\right| & \leq C\left\{W\left(D_{+}^{T}\right)+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \\
& \leq C\left\{\theta+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.68}
\end{align*}
$$

ii. For $s=m+1, \ldots, n$, passing through any fixed point $(t, x) \in D^{T} \backslash D_{s}^{T}$, we draw the $s$ th characteristic $c_{s}$, which intersects the boundary of $D^{T}$ at a point $(\bar{t}, \bar{x})$. Similarly to (6.1.68), we have

$$
\begin{align*}
(1+t)^{1+\mu}\left|w_{s}(t, x)\right| & \leq C\left\{W\left(D_{0}^{T}\right)+W\left(D_{+}^{T}\right)+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \\
& \leq C\left\{\theta+W\left(D_{0}^{T}\right)+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.69}
\end{align*}
$$

Thus, it follows from (6.1.68)-(6.1.69) that

$$
\begin{equation*}
W_{\infty}^{c}(T) \leq C\left\{\theta+W\left(D_{0}^{T}\right)+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)+\left(W_{\infty}^{c}(T)\right)^{2}\right\} \tag{6.1.70}
\end{equation*}
$$

Then, the combination of (6.1.58), (6.1.64)-(6.1.65), and (6.1.70) gives (6.1.40)-(6.1.42) and

$$
\begin{equation*}
W_{1}(T) \leq \kappa_{6} \theta \tag{6.1.71}
\end{equation*}
$$

Finally, we estimate $V_{\infty}(T)$.
By (6.1.11) and noting (6.1.19), we have

$$
\begin{equation*}
\left|v_{i}(t, x)\right| \leq C|u(t, x)| \quad(i=1, \ldots, n) \tag{6.1.72}
\end{equation*}
$$

For any fixed point $(t, x)$ in the domain $\{(t, x) \mid 0 \leq t \leq T, x \geq 0\}$, we have
$u(t, x)=-\int_{x}^{x_{0}} u_{\xi}(t, \xi) d \xi+u\left(t, x_{0}\right)=-\int_{x}^{x_{0}} \sum_{k=1}^{n} w_{k} r_{k}(t, \xi) d \xi+\sum_{k=1}^{n} v_{k} r_{k}\left(t, x_{0}\right)$,
in which the point $\left(t, x_{0}\right)$ lies on the straight line $x=\left(\lambda_{n}(0)+\delta_{0}\right) t$. Then, using Lemma 6.1.1 and noting (6.1.40), (6.1.42), and (6.1.71), we get

$$
\begin{align*}
|u(t, x)| & \leq C\left\{W\left(D_{0}^{T}\right)+W_{\infty}^{c}(T)+W_{1}(T)+W\left(D_{+}^{T}\right)+V\left(D_{+}^{T}\right)\right\} \\
& \leq C \theta \tag{6.1.74}
\end{align*}
$$

Thus, (6.1.43) follows immediately from (6.1.72) and (6.1.74). Moreover, by (6.1.74), we know that hypothesis (6.1.19) is reasonable.

The proof of Lemma 6.1.2 is finished.
Let

$$
\begin{equation*}
W_{\infty}^{m}(T)=\max _{r=1, \ldots, m} \sup _{\substack{0 \leq t \leq T \\ x \geq 0}}\left|w_{r}(t, x)\right| . \tag{6.1.75}
\end{equation*}
$$

By (6.1.34), (6.1.40), and (6.1.42), it is easy to get the following:
Lemma 6.1.3 Under the assumptions of Lemma 6.1.2, there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $\{(t, x) \mid 0 \leq t \leq T, x \geq 0\}$ of the $C^{1}$ solution $u=u(t, x)$ to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10), we have the following uniform a priori estimate:

$$
\begin{equation*}
W_{\infty}^{m}(T) \leq \kappa_{7} \theta \tag{6.1.76}
\end{equation*}
$$

In order to consider the one-sided mixed initial-boundary value problem in generalized normalized coordinates, we prove

Lemma 6.1.4 The boundary condition (6.1.10) keeps a similar form under any given smooth invertible transformation $u=u(\widetilde{u})[u(0)=0]$.

Proof. Let $u=u(\widetilde{u})[u(0)=0]$ be a smooth invertible transformation. We have

$$
\begin{equation*}
v_{i}=l_{i}(u) u=l_{i}(0)\left(\frac{\partial u}{\partial \widetilde{u}}\right)(0) \widetilde{u}+o(|\widetilde{u}|) . \tag{6.1.77}
\end{equation*}
$$

Noting Remark 6.1.1, in the $\widetilde{u}$-space we may suppose

$$
\begin{equation*}
\widetilde{l}_{i}(0)=l_{i}(0)\left(\frac{\partial u}{\partial \widetilde{u}}\right)(0) \quad(i=1, \ldots, n) . \tag{6.1.78}
\end{equation*}
$$

Then

$$
\begin{equation*}
v_{i}=\widetilde{l}_{i}(0) \widetilde{u}+o(|\widetilde{u}|)=\widetilde{v}_{i}+o(|\widetilde{v}|) \quad(i=1, \ldots, n), \tag{6.1.79}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{v}_{i}=\widetilde{l}_{i}(\widetilde{u}) \widetilde{u} \quad(i=1, \ldots, n) \tag{6.1.80}
\end{equation*}
$$

and $\widetilde{v}=\left(\widetilde{v}_{1}, \ldots, \widetilde{v}_{n}\right)^{T}$.
Substituting (6.1.79) into (6.1.10), it is easy to see that in a neighbourhood of $\widetilde{u}=0$, we have the following boundary condition similar to (6.1.10):

$$
\begin{align*}
x=0: \widetilde{v}_{s} & =g_{s}\left(\alpha(t), h_{m+1}(t), \ldots, h_{n}(t), \widetilde{v}_{1}, \ldots, \widetilde{v}_{m}\right) \\
& \stackrel{\text { def. }}{=} \widetilde{g}_{s}\left(\widetilde{\alpha}(t), \widetilde{v}_{1}, \ldots, \widetilde{v}_{m}\right)+\widetilde{h}_{s}(t) \quad(s=m+1, \ldots, n), \tag{6.1.81}
\end{align*}
$$

where $g_{s}, \widetilde{g}_{s} \in C^{1}(s=m+1, \ldots, n)$,

$$
\begin{align*}
\widetilde{\alpha}(t) & =\left(\alpha(t), h_{m+1}(t), \ldots, h_{n}(t)\right)  \tag{6.1.82}\\
\widetilde{h}_{s}(t) & =g_{s}\left(\alpha(t), h_{m+1}(t), \ldots, h_{n}(t), 0, \cdots, 0\right) \quad(s=m+1, \ldots, n) \tag{6.1.83}
\end{align*}
$$

then

$$
\begin{equation*}
\widetilde{g}_{s}(\widetilde{\alpha}(t), 0, \ldots, 0) \equiv 0 \quad(s=m+1, \ldots, n) \tag{6.1.84}
\end{equation*}
$$

Moreover, noting (6.1.13), it is easy to see that

$$
\begin{equation*}
g_{s}(\alpha(t), 0, \ldots, 0) \equiv 0 \quad(s=m+1, \ldots, n) \tag{6.1.85}
\end{equation*}
$$

Hence, condition (6.1.14) is also invariant under any given smooth invertible transformation.

By Lemma 6.1.4, in what follows we still denote generalized normalized variables as $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$.
Lemma 6.1.5 Under the assumptions of Theorem 6.1.1, in generalized normalized coordinates, there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $\{(t, x) \mid 0 \leq t \leq T, x \geq 0\}$ of the $C^{1}$ solution $u=u(t, x)$ to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10), we have the following uniform a priori estimates:

$$
\begin{align*}
V\left(D_{0}^{T}\right) & \leq \kappa_{8} \theta  \tag{6.1.86}\\
\widetilde{V}_{1}(T) & \leq \kappa_{9} \theta \tag{6.1.87}
\end{align*}
$$

and

$$
\begin{equation*}
V_{\infty}^{c}(T) \leq \kappa_{10} \theta \tag{6.1.88}
\end{equation*}
$$

Proof. Let

$$
\begin{align*}
U_{\infty}^{c}(T)=\max \{ & \max _{r=1, \ldots, m} \sup _{(t, x) \in D^{T}}(1+t)^{1+\mu}\left|u_{r}(t, x)\right|, \\
& \left.\max _{s=m+1, \ldots, n} \sup _{(t, x) \in D^{T} \backslash D_{s}^{T}}(1+t)^{1+\mu}\left|u_{s}(t, x)\right|\right\} . \tag{6.1.89}
\end{align*}
$$

By

$$
\begin{equation*}
u_{i}(t, x)=\sum_{k=1}^{n} v_{k} r_{k}^{T}(u) e_{i}=\sum_{k=1}^{m} v_{k} r_{k}^{T}(u) e_{i}+\sum_{k=m+1}^{n} v_{k} r_{k}^{T}(u) e_{i} \tag{6.1.90}
\end{equation*}
$$

and noting (2.4.20), it is easy to see that

$$
\begin{equation*}
U_{\infty}^{c}(T) \leq C V_{\infty}^{c}(T) \tag{6.1.91}
\end{equation*}
$$

Now we estimate $V\left(D_{0}^{T}\right)$.
i. For $r=1, \ldots, m$, for any fixed point $(t, x) \in D_{0}^{T}$, similarly to (6.1.48), we have

$$
\begin{align*}
v_{r}(t, x) & =v_{r}\left(t_{2}, x_{2}\right)+\int_{t_{2}}^{t} \sum_{j, k=1}^{n} \beta_{r j k}(u) v_{j} w_{k} d \tau \\
& =v_{r}\left(t_{2}, x_{2}\right)+\int_{t_{2}}^{t_{1}} \sum_{j, k=1}^{n} \beta_{r j k}(u) v_{j} w_{k} d \tau+\int_{t_{1}}^{t} \sum_{j, k=1}^{n} \beta_{r j k}(u) v_{j} w_{k} d \tau \tag{6.1.92}
\end{align*}
$$

Then, noting (2.6.12), by Hadamand's formula,

$$
\begin{align*}
\beta_{r j j}(u) & =\beta_{r j j}(u)-\beta_{r j j}\left(u_{j} e_{j}\right) \\
& =\int_{0}^{1} \sum_{\substack{l=1 \\
l \neq j}}^{n} \frac{\partial \beta_{r j j}}{\partial u_{l}}\left(s u_{1}, \ldots, s u_{j-1}, u_{j}, s u_{j+1}, \ldots, s u_{n}\right) u_{l} d s \tag{6.1.93}
\end{align*}
$$

we have

$$
\begin{align*}
&(1+t)^{1+\mu} v_{r}(t, x) \\
&=(1+t)^{1+\mu}\left\{v_{r}\left(t_{2}, x_{2}\right)+\int_{t_{1}}^{t} \sum_{j, k=1}^{n} \beta_{r j k}(u) v_{j} w_{k} d \tau\right. \\
&+\int_{t_{2}}^{t_{1}}\left[\left(\sum_{j, k=1}^{m}+\sum_{\substack{j \in\{1, \ldots, m\} \\
k \in\{1, \ldots, m\}}}+\sum_{\substack{k \in\{1, \ldots, m\} \\
j \in\{1, \ldots, m\}}}+\sum_{\substack{j, k=m+1 \\
j \neq k}}^{n}\right) \beta_{r j k}(u) v_{j} w_{k}\right. \\
&\left.\left.+\sum_{j=m+1}^{n}\left(\int_{0}^{1} \sum_{\substack{l=1 \\
l \neq j}}^{n} \frac{\partial \beta_{r j j}}{\partial u_{l}}\left(s u_{1}, \ldots, s u_{j-1}, u_{j}, s u_{j+1}, \ldots, s u_{n}\right) u_{l} d s\right) v_{j} w_{j}\right] d \tau\right\} . \tag{6.1.94}
\end{align*}
$$

Hence, noting (6.1.50) and (6.1.91) and using Lemmas 6.1.1 and 6.1.2, we get

$$
\begin{align*}
& (1+t)^{1+\mu}\left|v_{r}(t, x)\right| \\
& \leq C\left\{V\left(D_{+}^{T}\right)+V\left(D_{0}^{T}\right) W\left(D_{0}^{T}\right)+V_{\infty}^{c}(T) W_{\infty}^{c}(T)+V_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right. \\
& \left.\quad+\widetilde{V}_{1}(T) W_{\infty}^{c}(T)+V_{\infty}^{c}(T) V_{\infty}(T) \widetilde{W}_{1}(T)\right\} \\
& \leq C \theta\left\{1+V\left(D_{0}^{T}\right)+V_{\infty}^{c}(T)+\widetilde{V}_{1}(T)\right\} \tag{6.1.95}
\end{align*}
$$

ii. For $s=m+1, \ldots, n$, for any fixed point $(t, x) \in D_{0}^{T}$, similarly to (6.1.52), we have

$$
\begin{equation*}
v_{s}(t, x)=v_{s}\left(t_{0}, 0\right)+\int_{t_{0}}^{t} \sum_{j, k=1}^{n} \beta_{s j k}(u) v_{j} w_{k} d \tau \tag{6.1.96}
\end{equation*}
$$

Noting (6.1.13), by (6.1.10) it is easy to get

$$
\begin{equation*}
v_{s}\left(t_{0}, 0\right)=\sum_{r=1}^{m} g_{s r}\left(t_{0}\right) v_{r}\left(t_{0}, 0\right)+h_{s}\left(t_{0}\right) \tag{6.1.97}
\end{equation*}
$$

in which

$$
\begin{equation*}
g_{s r}\left(t_{0}\right)=\int_{0}^{1} \frac{\partial f_{s}}{\partial v_{r}}\left(\alpha\left(t_{0}\right), \tau v_{1}\left(t_{0}, 0\right), \ldots, \tau v_{m}\left(t_{0}, 0\right)\right) d \tau \tag{6.1.98}
\end{equation*}
$$

By (6.1.95), we have

$$
\begin{equation*}
\left(1+t_{0}\right)^{1+\mu}\left|v_{r}\left(t_{0}, 0\right)\right| \leq C \theta\left\{1+V\left(D_{0}^{T}\right)+V_{\infty}^{c}(T)+\widetilde{V}_{1}(T)\right\} \quad(r=1, \ldots, m) \tag{6.1.99}
\end{equation*}
$$

Then, noting (6.1.14) and (6.1.55), it easily follows from (6.1.96) that

$$
\begin{equation*}
(1+t)^{1+\mu}\left|v_{s}(t, x)\right| \leq C \theta\left\{1+V\left(D_{0}^{T}\right)+V_{\infty}^{c}(T)+\widetilde{V}_{1}(T)\right\} \tag{6.1.100}
\end{equation*}
$$

Combining (6.1.95) and (6.1.100), we get

$$
\begin{equation*}
V\left(D_{0}^{T}\right) \leq C \theta\left\{1+V_{\infty}^{c}(T)+\widetilde{V}_{1}(T)\right\} \tag{6.1.101}
\end{equation*}
$$

We next estimate $\widetilde{V}_{1}(T)$.
Let

$$
\begin{equation*}
V_{1}(T)=\max _{s=m+1, \ldots, n} \sup _{0 \leq t \leq T} \int_{D_{s}^{T}(t)}\left|v_{s}(t, x)\right| d x \tag{6.1.102}
\end{equation*}
$$

Similarly to (6.1.60), for $s=m+1, \ldots, n$, we have

$$
\begin{equation*}
\int_{\widetilde{P_{1} P_{0}}}\left|v_{s}\left(d x-\lambda_{s}(u) d t\right)\right| \leq \int_{O A}\left|v_{s}\left(d x-\lambda_{s}(u) d t\right)\right|+\iint_{P_{1} A O P_{0}} \sum_{l, k=1}^{n}\left|B_{s l k}(u) v_{l} w_{k}\right| d t d x \tag{6.1.103}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& \int \widetilde{P_{1} P_{0}}\left|v_{s}\left(\lambda_{j}(u)-\lambda_{s}(u)\right)\right| d t \\
& \leq \int_{O A}\left|v_{s}\left(\lambda_{m+1}(0)-\delta_{0}-\lambda_{s}(u)\right)\right| d t \\
& \quad+\iint_{P_{1} A O P_{0}}\left[\left(\sum_{l, k=1}^{m}+\sum_{\substack{l \in\{1, \ldots, m\} \\
k \in\{1, \ldots, m\}}}+\sum_{\substack{k \in\{1, \ldots, m\} \\
l \in\{1, \ldots, m\}}}+\sum_{\substack{l, k=m+1 \\
l \neq k}}^{n}\right)\left|B_{s l k}(u) v_{l} w_{k}\right|\right. \\
& \left.\quad+\sum_{l=m+1}^{n}\left|B_{s l l}(u) v_{l} w_{l}\right|\right] d t d x . \tag{6.1.104}
\end{align*}
$$

Noting that $\lambda_{s}(u)(s=m+1, \ldots, n)$ are WLD, by (2.6.11) and (2.6.13), we have

$$
\begin{equation*}
B_{s l l}\left(u_{l} e_{l}\right) \equiv 0, \quad \forall l \tag{6.1.105}
\end{equation*}
$$

Then, using Lemma 6.1.2 and (6.1.91), we see from (6.1.104) that

$$
\begin{align*}
& \int_{\widetilde{P_{1} P_{0}}}\left|v_{s}(t, x)\right| d t \leq C\left\{V\left(D_{0}^{T}\right)+V_{1}(T) W_{\infty}^{c}(T)+V_{\infty}^{c}(T)\left(W_{1}(T)+W_{\infty}^{c}(T)\right)\right. \\
& \left.\quad \quad+V_{\infty}(T) W_{1}(T) V_{\infty}^{c}(T)\right\} \\
& \leq C\left\{V\left(D_{0}^{T}\right)+\theta V_{1}(T)+\theta V_{\infty}^{c}(T)\right\} \tag{6.1.106}
\end{align*}
$$

Similarly, we have

$$
\begin{equation*}
\int_{\widetilde{P_{0} P_{2}}}\left|v_{s}(t, x)\right| d t \leq C\left\{V\left(D_{+}^{T}\right)+\theta V_{1}(T)+\theta V_{\infty}^{c}(T)\right\} \tag{6.1.107}
\end{equation*}
$$

Then, using Lemma 6.1.1, we get

$$
\begin{equation*}
\tilde{V}_{1}(T) \leq C\left\{\theta+V\left(D_{0}^{T}\right)+\theta V_{1}(T)+\theta V_{\infty}^{c}(T)\right\} \tag{6.1.108}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
V_{1}(T) \leq C\left\{\theta+V\left(D_{0}^{T}\right)+\theta V_{1}(T)+\theta V_{\infty}^{c}(T)\right\} \tag{6.1.109}
\end{equation*}
$$

Noting that $\theta>0$ is suitably small, we see from (6.1.108)-(6.1.109) that

$$
\begin{equation*}
\widetilde{V}_{1}(T) \leq C\left\{\theta+V\left(D_{0}^{T}\right)+\theta V_{\infty}^{c}(T)\right\} \tag{6.1.110}
\end{equation*}
$$

We next estimate $V_{\infty}^{c}(T)$.
i. For $r=1, \ldots, m$, similarly to (6.1.66), we have

$$
\begin{align*}
v_{r}(t, x)= & v_{r}(\bar{t}, \bar{x})+\int_{\bar{t}}^{t} \sum_{j, k=1}^{n} \beta_{r j k}(u) v_{j} w_{k} d \tau \\
= & v_{r}(\bar{t}, \bar{x})+\int_{\bar{t}}^{t}\left[\left(\sum_{j, k=1}^{m}+\sum_{\substack{j \in\{1, \ldots, m\} \\
k \in\{1, \ldots, m\}}}+\sum_{\substack{k \in\{1, \ldots, m\} \\
j \in\{1, \ldots, m\}}}+\sum_{\substack{j, k=m+1 \\
j \neq k}}^{n}\right) \beta_{r j k}(u) v_{j} w_{k}\right. \\
& \left.+\sum_{j=m+1}^{n}\left(\beta_{r j j}(u)-\beta_{r j j}\left(u_{j} e_{j}\right)\right) v_{j} w_{j}\right] d \tau . \tag{6.1.111}
\end{align*}
$$

Then, noting (6.1.67) and using Lemma 6.1.1, Lemma 6.1.2, and (6.1.91), similarly to (6.1.68), we get

$$
\begin{align*}
& (1+t)^{1+\mu}\left|v_{r}(t, x)\right| \leq C\left\{\left(V\left(D_{+}^{T}\right)+V_{\infty}^{c}(T) \widetilde{W}_{1}(T)+W_{\infty}^{c}(T)\left(\widetilde{V}_{1}(T)+V_{\infty}^{c}(T)\right)\right.\right. \\
& \left.\quad+V_{\infty}^{c}(T) V_{\infty}(T) \widetilde{W}_{1}(T)\right\} \\
& \leq C \theta\left\{1+V_{\infty}^{c}(T)+\widetilde{V}_{1}(T)\right\} . \tag{6.1.112}
\end{align*}
$$

ii. For $s=m+1, \ldots, n$, noting (6.1.91), similarly to (6.1.69), we have

$$
\begin{align*}
&(1+t)^{1+\mu}\left|v_{s}(t, x)\right| \\
& \leq C\left\{V\left(D_{0}^{T}\right)+V\left(D_{+}^{T}\right)+V_{\infty}^{c}(T) \widetilde{W}_{1}(T)+W_{\infty}^{c}(T)\left(\widetilde{V}_{1}(T)+V_{\infty}^{c}(T)\right)\right. \\
&\left.+V_{\infty}^{c}(T) V_{\infty}(T) \widetilde{W}_{1}(T)\right\} \tag{6.1.113}
\end{align*}
$$

Then, using Lemmas 6.1.1 and 6.1.2, we have

$$
\begin{equation*}
(1+t)^{1+\mu}\left|v_{s}(t, x)\right| \leq C\left\{V\left(D_{0}^{T}\right)+\theta\left(1+V_{\infty}^{c}(T)+\widetilde{V}_{1}(T)\right)\right\} \tag{6.1.114}
\end{equation*}
$$

Noting that $\theta>0$ is suitably small, we see from (6.1.112) and (6.1.114) that

$$
\begin{equation*}
V_{\infty}^{c}(T) \leq C\left\{\theta+V\left(D_{0}^{T}\right)+\theta \widetilde{V}_{1}(T)\right\} \tag{6.1.115}
\end{equation*}
$$

From (6.1.101), (6.1.110), and (6.1.115), it is easy to get (6.1.86)-(6.1.88). The proof of Lemma 6.1.5 is finished.

Lemma 6.1.6 Under the assumptions of Theorem 6.1.1, there exists $\theta_{0}>$ 0 so small that for any given $\theta \in\left[0, \theta_{0}\right]$, on any given existence domain $\{(t, x) \mid 0 \leq t \leq T, x \geq 0\}$ of the $C^{1}$ solution $u=u(t, x)$ to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10), we have the following uniform a priori estimate:

$$
\begin{equation*}
W_{\infty}(T) \leq \kappa_{11} \theta \tag{6.1.116}
\end{equation*}
$$

Proof. By Lemmas 6.1.1-6.1.3, it is only necessary to estimate $\left|w_{s}(t, x)\right|$ for $(t, x) \in D_{s}^{T}(s \in\{m+1, \ldots, n\})$. For this purpose, passing through any fixed point $(t, x) \in D_{s}^{T}(s \in\{m+1, \ldots, n\})$, we draw the $s$ th characteristic $c_{s}$, which intersects the boundary of $D^{T}$ at a point $\left(\bar{t}_{0}, \bar{x}_{0}\right)$. Integrating (2.6.14) along $c_{s}$, from $\bar{t}_{0}$ to $t$ yields

$$
\begin{align*}
& w_{s}(t, x) \\
& =w_{s}\left(\bar{t}_{0}, \bar{x}_{0}\right)+\int_{\bar{t}_{0}}^{t} \sum_{j, k=1}^{n} \gamma_{s j k}(u) w_{j} w_{k} d \tau \\
& =w_{s}\left(\bar{t}_{0}, \bar{x}_{0}\right)+\int_{\bar{t}_{0}}^{t}\left[\left(\sum_{j, k=1}^{m}+\sum_{\substack{j \in\{1, \ldots, m\} \\
k \in\{1, \ldots, m\}}}+\sum_{\substack{k \in\{1, \ldots, m\} \\
j \in\{1, \ldots, m\}}}+\sum_{\substack{j, k=m+1 \\
j \neq k}}^{n}\right) \gamma_{s j k}(u) w_{j} w_{k}\right. \\
& \left.\quad+\gamma_{s s s}(u) w_{s}^{2}\right] d \tau . \tag{6.1.117}
\end{align*}
$$

Noting that $\lambda_{s}(u)(s=m+1, \ldots, n)$ are WLD, by (2.6.17), we have

$$
\begin{equation*}
\gamma_{s s s}\left(u_{s} e_{s}\right) \equiv 0, \quad \forall\left|u_{s}\right| \text { small } \quad(s=m+1, \ldots, n) \tag{6.1.118}
\end{equation*}
$$

Then, using Lemmas 6.1.1, 6.1.2, and 6.1.5 and noting (6.1.91), we see from (6.1.117) that

$$
\begin{align*}
\left|w_{s}(t, x)\right| & \leq C\left\{W\left(D_{0}^{T}\right)+W\left(D_{+}^{T}\right)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{\infty}(T)+V_{\infty}^{c}(T)\left(W_{\infty}(T)\right)^{2}\right\} \\
& \leq C \theta\left\{1+W_{\infty}(T)+\left(W_{\infty}(T)\right)^{2}\right\} . \tag{6.1.119}
\end{align*}
$$

Hence, noting Lemmas 6.1.1-6.1.3, we get

$$
\begin{equation*}
W_{\infty}(T) \leq C \theta\left\{1+W_{\infty}(T)+\left(W_{\infty}(T)\right)^{2}\right\} \tag{6.1.120}
\end{equation*}
$$

Equation (6.1.116) follows immediately from (6.1.120).

The proof of Lemma 6.1.6 is finished.

Proof of Theorem 6.1.1. By Lemmas 6.1 .2 and 6.1.6, it is easy to see that on any given existence domain $\{(t, x) \mid 0 \leq t \leq T, x \geq 0\}$ of the $C^{1}$ solution $u=u(t, x)$ to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10), we have the following uniform a priori estimate:

$$
\begin{equation*}
\|u(t, \cdot)\|_{C^{1}} \stackrel{\text { def. }}{=}\|u(t, \cdot)\|_{C^{0}}+\left\|u_{x}(t, \cdot)\right\|_{C^{0}} \leq C \theta \tag{6.1.121}
\end{equation*}
$$

Hence, the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10) admits a unique $C^{1}$ solution $u=u(t, x)$ with a small $C^{1}$ norm on the domain $D=\{(t, x) \mid t \geq 0, x \geq 0\}$.

This proves Theorem 6.1.1.

### 6.2 Formation of Singularities of the $C^{1}$ Solution

For the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)(6.1.10), if the positive characteristics of system (6.1.1) are not all WLD, the following blow-up result can be obtained ([80]).

Theorem 6.2.1 Suppose that in a neighbourhood of $u=0, A(u)$ is suitably smooth and (6.1.7) holds. Suppose furthermore that $\phi(x)=\varepsilon \psi(x), \alpha(t)=$ $\varepsilon A(t)$, and $h(t)=\varepsilon H(t)$, where $\varepsilon>0$ is a small parameter, $\psi(\cdot), A(\cdot)$, and $H(\cdot)$ are all $C^{1}$ functions, and

$$
\begin{align*}
\max \{ & \sup _{x \geq 0}(1+x)^{1+\mu}\left(|\psi(x)|+\left|\psi^{\prime}(x)\right|\right)
\end{aligned} \quad \begin{aligned}
& \left.\sup _{t \geq 0}(1+t)^{1+\mu}\left(|A(t)|+|H(t)|+\left|A^{\prime}(t)\right|+\left|H^{\prime}(t)\right|\right)\right\} \\
& <+\infty
\end{align*}
$$

where $\mu>0$ is a constant. Suppose finally that $f_{s}(\cdot)(s=m+1, \ldots, n)$ with (6.1.13) are $C^{1}$ functions with respect to their arguments and the conditions of $C^{1}$ compatibility are satisfied at the point $(t, x)=(0,0)$. If $\lambda_{s}(u)(s=$ $m+1, \ldots, n)$ are not all $W L D$ and the nonempty set of non-WLD indices is denoted by $J \subseteq\{m+1, \ldots, n\}$, let

$$
\begin{equation*}
\alpha=\min \left\{\alpha_{i} \mid i \in J\right\}<+\infty, \tag{6.2.2}
\end{equation*}
$$

where $\alpha_{i}$ is defined by (2.5.14)-(2.5.15) and

$$
\begin{equation*}
J_{1}=\left\{i \mid i \in J, \alpha_{i}=\alpha\right\} \tag{6.2.3}
\end{equation*}
$$

If there exists $m_{0} \in J_{1}$ such that

$$
\begin{equation*}
l_{m_{0}}(0) \psi(x) \not \equiv 0, \quad x \geq 0 \tag{6.2.4}
\end{equation*}
$$

then there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the $C^{1}$ solution $u=u(t, x)$ to the one-sided mixed initial-boundary value problem (6.1.1) and (6.1.9)-(6.1.10) must blow up in a finite time and the life span $\widetilde{T}(\varepsilon)$ of $u=u(t, x)$ satisfies

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}\left(\varepsilon^{\alpha+1} \widetilde{T}(\varepsilon)\right)=M_{0} \tag{6.2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{0}=\left\{\max _{i \in J_{1}} \sup _{x \in \mathbb{R}}\left[-\left.\frac{1}{\alpha!} \frac{d^{\alpha+1} \lambda_{i}\left(u^{(i)}(s)\right)}{d s^{\alpha+1}}\right|_{s=0}\left(\Phi_{i}(x)\right)^{\alpha} \Phi_{i}^{\prime}(x)\right]\right\}^{-1} \tag{6.2.6}
\end{equation*}
$$

in which $u=u^{(i)}(s)$ is defined by (2.5.1) and

$$
\Phi_{i}(x)=\left\{\begin{array}{l}
l_{i}(0) \psi(x), \quad x \geq 0  \tag{6.2.7}\\
\sum_{r=1}^{m} \frac{\partial f_{i}}{\partial v_{r}}(0, \ldots, 0) l_{r}(0) \psi\left(\frac{\lambda_{r}(0)}{\lambda_{i}(0)} x\right)+H_{i}\left(-\frac{x}{\lambda_{i}(0)}\right), \quad x<0 .
\end{array}\right.
$$

Remark 6.2.1 Compared to the corresponding result on the Cauchy problem in Chapter 4 (also see [57] and [76]), the negative characteristics $\lambda_{r}(u)$ $(r=1, \ldots, m)$ have no effect on the blow-up of the $C^{1}$ solution.

### 6.3 Applications

In this section we give some applications of Theorems 6.1.1 and 6.2.1 for the system of the planar motion of an elastic string.

### 6.3.1 Planar Motion of an Elastic String with a Fixed End

Consider the following one-sided mixed initial-boundary value problem for the system of the planar motion of an elastic string (cf. [15], [62], [76]):

$$
\left\{\begin{array}{l}
u_{t}-v_{x}=0  \tag{6.3.1}\\
v_{t}-\left(\frac{T(r)}{r} u\right)_{x}=0
\end{array}\right.
$$

with the initial condition

$$
\begin{equation*}
t=0: u=\widetilde{u}_{0}+u_{0}(x), v=v_{0}(x), \quad x \geq 0 \tag{6.3.2}
\end{equation*}
$$

and the boundary condition on the fixed end

$$
\begin{equation*}
x=0: v=0, \tag{6.3.3}
\end{equation*}
$$

where $u=\left(u_{1}, u_{2}\right)^{T}, v=\left(v_{1}, v_{2}\right)^{T}, r=|u|=\sqrt{u_{1}^{2}+u_{2}^{2}}, T(r)$ is a $C^{3}$ function of $r>1$ such that

$$
\begin{equation*}
T^{\prime}\left(\widetilde{r}_{0}\right)>\frac{T\left(\widetilde{r}_{0}\right)}{\widetilde{r}_{0}}>0 \tag{6.3.4}
\end{equation*}
$$

in which $\widetilde{r}_{0}=\left|\widetilde{u}_{0}\right|>1, \widetilde{u}_{0}$ is a constant vector, $\left(u_{0}^{T}(x), v_{0}^{T}(x)\right) \in C^{1}$, and there exists a constant $\mu>0$ such that

$$
\begin{equation*}
\theta \stackrel{\text { def. }}{=} \sup _{x \geq 0}\left\{(1+x)^{1+\mu}\left(\left|u_{0}(x)\right|+\left|v_{0}(x)\right|+\left|u_{0}^{\prime}(x)\right|+\left|v_{0}^{\prime}(x)\right|\right)\right\}<+\infty \tag{6.3.5}
\end{equation*}
$$

Moreover, the conditions of $C^{1}$ compatibility are supposed to be satisfied at the point $(t, x)=(0,0)$.

Let

$$
\begin{equation*}
U=\binom{u}{v} \tag{6.3.6}
\end{equation*}
$$

By (6.3.4), in a neighbourhood of $U_{0}=\binom{\widetilde{u}_{0}}{0},(6.3 .1)$ is a strictly hyperbolic system with the following distinct real eigenvalues:

$$
\begin{align*}
\lambda_{1}(U) & =-\sqrt{T^{\prime}(r)}<\lambda_{2}(U)=-\sqrt{\frac{T(r)}{r}}<0<\lambda_{3}(U) \\
& =\sqrt{\frac{T(r)}{r}}<\lambda_{4}(U)=\sqrt{T^{\prime}(r)} \tag{6.3.7}
\end{align*}
$$

and the corresponding left eigenvectors can be taken as

$$
\begin{align*}
& l_{1}(U)=\left(\sqrt{T^{\prime}(r)} u^{T}, u^{T}\right), \quad l_{2}(U)=\left(\sqrt{\frac{T(r)}{r}} w, w\right)  \tag{6.3.8}\\
& l_{3}(U)=\left(\sqrt{\frac{T(r)}{r}} w,-w\right), \quad l_{4}(U)=\left(\sqrt{T^{\prime}(r)} u^{T},-u^{T}\right) \tag{6.3.9}
\end{align*}
$$

where $w=\left(-u_{2}, u_{1}\right)$.
$\lambda_{2}(U)$ and $\lambda_{3}(U)$ are LD, then WLD with respect to $U=U_{0}$. Moreover, $\lambda_{1}(U)$ and $\lambda_{4}(U)$ are WLD with respect to $U=U_{0}$, provided that

$$
\begin{equation*}
T^{\prime \prime}(r) \equiv 0, \quad \forall\left|r-r_{0}\right| \text { small. } \tag{6.3.10}
\end{equation*}
$$

Let

$$
\begin{equation*}
V_{i}=l_{i}(U)\left(U-U_{0}\right) \quad(i=1, \ldots, 4) \tag{6.3.11}
\end{equation*}
$$

The boundary condition (6.3.3) can be rewritten as

$$
\begin{equation*}
x=0: V_{3}=V_{2}, V_{4}=V_{1} . \tag{6.3.12}
\end{equation*}
$$

By Theorem 6.1.1, we have
Theorem 6.3.1 Suppose that (6.3.10) holds. There exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left[0, \theta_{0}\right]$, the one-sided mixed initial-boundary value problem (6.3.1)-(6.3.3) admits a unique global $C^{1}$ solution $U=U(t, x)$ on the domain $D=\{(t, x) \mid t \geq 0, x \geq 0\}$.

However, if (6.3.10) fails, $\lambda_{1}(U)$ and $\lambda_{4}(U)$ are not WLD with respect to $U=U_{0}$. By Theorem 6.2.1, we have

Theorem 6.3.2 Suppose that there exists an integer $\alpha \geq 0$ such that

$$
\begin{equation*}
T^{\prime \prime}\left(\widetilde{r}_{0}\right)=\cdots=T^{(\alpha+1)}\left(\widetilde{r}_{0}\right)=0, \quad \text { but } T^{(\alpha+2)}\left(\widetilde{r}_{0}\right) \neq 0 \tag{6.3.13}
\end{equation*}
$$

Suppose furthermore that $u_{0}(x)=\varepsilon \bar{u}_{0}(x)$ and $v_{0}(x)=\varepsilon \bar{v}_{0}(x)$, where $\varepsilon>0$ is a small parameter, $\bar{u}_{0}(\cdot)$ and $\bar{v}_{0}(\cdot)$ are $C^{1}$ functions, and

$$
\begin{equation*}
\sup _{x \geq 0}(1+x)^{1+\mu}\left(\left|\bar{u}_{0}(x)\right|+\left|\bar{u}_{0}^{\prime}(x)\right|+\left|\bar{v}_{0}(x)\right|+\left|\bar{v}_{0}^{\prime}(x)\right|\right)<+\infty \tag{6.3.14}
\end{equation*}
$$

where $\mu>0$ is a constant. If

$$
\begin{equation*}
\sqrt{T^{\prime}\left(\widetilde{r}_{0}\right)} \widetilde{u}_{0}^{T} \bar{u}_{0}(x) \not \equiv \widetilde{u}_{0}^{T} \bar{v}_{0}(x), \quad x \geq 0 \tag{6.3.15}
\end{equation*}
$$

then there exists $\varepsilon_{0}>0$ so small that for any fixed $\varepsilon \in\left(0, \varepsilon_{0}\right]$, the $C^{1}$ solution $U=U(t, x)$ to the one-sided mixed initial-boundary value problem (6.3.1)(6.3.3) must blow up in a finite time and the life span $\widetilde{T}(\varepsilon)$ of $U=U(t, x)$ satisfies

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}\left(\varepsilon^{\alpha+1} \widetilde{T}(\varepsilon)\right)=M_{0} \tag{6.3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{0}=\left\{\sup _{x \in \mathbb{R}}\left[\frac{(-1)^{\alpha+2} \widetilde{r}_{0}^{\alpha+1} T^{(\alpha+2)}\left(\widetilde{r}_{0}\right)}{2 \alpha!\sqrt{T^{\prime}\left(\widetilde{r}_{0}\right)}}(\Phi(x))^{\alpha} \Phi^{\prime}(x)\right]\right\}^{-1} \tag{6.3.17}
\end{equation*}
$$

in which

$$
\Phi(x)=\left\{\begin{array}{l}
\sqrt{T^{\prime}\left(\widetilde{r}_{0}\right)} \widetilde{u}_{0}^{T} \bar{u}_{0}(x)-\widetilde{u}_{0}^{T} \bar{v}_{0}(x), \quad x \geq 0  \tag{6.3.18}\\
\sqrt{T^{\prime}\left(\widetilde{r}_{0}\right)} \widetilde{u}_{0}^{T} \bar{u}_{0}(-x)+\widetilde{u}_{0}^{T} \bar{v}_{0}(-x), \quad x<0 .
\end{array}\right.
$$

### 6.3.2 Planar Motion of an Elastic String with a Dissipative Boundary

If the initial condition (6.3.2) is replaced by

$$
\begin{equation*}
t=0: u=\widetilde{u}_{0}+u_{0}(x), v=\widetilde{v}_{0}+v_{0}(x), \quad x \geq 0 \tag{6.3.19}
\end{equation*}
$$

and the boundary condition (6.3.3) is replaced by the following dissipative boundary condition:

$$
\begin{equation*}
x=0: \frac{T(r)}{r} u=\alpha v \quad(\alpha>0 \text { is a constant }) \tag{6.3.20}
\end{equation*}
$$

where $\widetilde{u}_{0}, \widetilde{v}_{0}$ are constant vectors such that $\widetilde{r}_{0}=\left|\widetilde{u}_{0}\right|>1$ and

$$
\begin{equation*}
\frac{T\left(\widetilde{r}_{0}\right)}{\widetilde{r}_{0}} \widetilde{u}_{0}=\alpha \widetilde{v}_{0} \tag{6.3.21}
\end{equation*}
$$

the conclusion of Theorem 6.3.1 is still valid. In fact, noting (6.3.11), in which $U_{0}=\binom{\widetilde{u}_{0}}{\widetilde{v}_{0}}$, it is easy to see that $(6.3 .20)$ can be rewritten as

$$
\begin{equation*}
x=0: V_{3}=f_{3}\left(V_{1}, V_{2}\right), V_{4}=f_{4}\left(V_{1}, V_{2}\right) \tag{6.3.22}
\end{equation*}
$$

where $f_{3}$ and $f_{4}$ are $C^{1}$ functions with respect to their arguments and

$$
\begin{equation*}
f_{3}(0,0)=f_{4}(0,0)=0 . \tag{6.3.23}
\end{equation*}
$$

By Theorem 6.1.1, we have
Theorem 6.3.3 Suppose that (6.3.10) holds. There exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left[0, \theta_{0}\right]$, the one-sided mixed initial-boundary value problem (6.3.1) and (6.3.19)-(6.3.20) admits a unique global $C^{1}$ solution $U=U(t, x)$ on the domain $D=\{(t, x) \mid t \geq 0, x \geq 0\}$.

If (6.3.10) fails, $\lambda_{1}(U)$ and $\lambda_{4}(U)$ are not WLD with respect to $U=U_{0}$. By Theorem 6.2.1, we can obtain a corresponding blow-up result.

## Chapter VII <br> Generalized Riemann Problem

### 7.1 Introduction and Main Results

Consider the following quasilinear system of conservation laws:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial x}=0 \tag{7.1.1}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$ is the unknown vector function of $(t, x)$ and $f(u)=$ $\left(f_{1}(u), \ldots, f_{n}(u)\right)^{T}$ is a given $C^{3}$ vector function of $u$.

Suppose that on the domain under consideration, system (7.1.1) is strictly hyperbolic, i.e., $\nabla f(u)$ possesses $n$ distinct real eigenvalues

$$
\begin{equation*}
\lambda_{1}(u)<\lambda_{2}(u)<\cdots<\lambda_{n}(u) \tag{7.1.2}
\end{equation*}
$$

For $i=1, \ldots, n$, let $l_{i}(u)=\left(l_{i 1}(u), \ldots, l_{\text {in }}(u)\right)$ and $r_{i}(u)=\left(r_{1 i}(u), \ldots\right.$, $\left.r_{n i}(u)\right)^{T}$ be the left and right eigenvectors corresponding to $\lambda_{i}(u)$, respectively. Without loss of generality, we assume that on the domain under consideration

$$
\begin{equation*}
l_{i}(u) r_{j}(u) \equiv \delta_{i j} \quad(i, j=1, \ldots, n) \tag{7.1.3}
\end{equation*}
$$

where $\delta_{i j}$ stands for Kronecker's delta.
Consider the generalized Riemann problem for system (7.1.1) with the following piecewise $C^{1}$ initial data:

$$
t=0: u= \begin{cases}u_{l}(x), & x \leq 0  \tag{7.1.4}\\ u_{r}(x), & x \geq 0\end{cases}
$$

where $u_{l}(x)$ and $u_{r}(x)$ are $C^{1}$ vector functions on $x \leq 0$ and $x \geq 0$, respectively, and

$$
\begin{equation*}
\eta \stackrel{\text { def. }}{=}\left|u_{r}(0)-u_{l}(0)\right|>0 \tag{7.1.5}
\end{equation*}
$$

is suitably small.

Suppose that all the characteristics are genuinely nonlinear (GN) in the sense of Lax: Without loss of generality, for $i=1, \ldots, n$,

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \equiv 1 \tag{7.1.6}
\end{equation*}
$$

Suppose furthermore that the corresponding Riemann problem for system (7.1.1) with the piecewise constant initial data

$$
t=0: u= \begin{cases}u_{l}(0), & x \leq 0  \tag{7.1.7}\\ u_{r}(0), & x \geq 0\end{cases}
$$

admits a unique small amplitude self-similar solution $u=U(x / t)$ which contains $n$ nondegenerate typical shocks $x=\hat{\lambda}_{i} t(i=1, \ldots, n)$ (cf. Lax [42]). Suppose finally that $u_{l}(x)$ and $u_{r}(x)$ are $C^{1}$ vector functions with a small $C^{1}$ norm and certain decaying properties as $|x| \rightarrow+\infty$. Then the generalized Riemann problem (7.1.1) and (7.1.4) admits a unique piecewise $C^{1}$ solution $u=u(t, x)$ containing only $n$ nondegenerate shocks, which possesses a similar structure to the self-similar solution $u=U(x / t)$ to the corresponding Riemann problem (see [50] and [73]).

On the other hand, suppose that all the characteristics are linearly degenerate (LD) in the sense of Lax:

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \equiv 0 \quad(i=1, \ldots, n) \tag{7.1.8}
\end{equation*}
$$

By Lax [42], the corresponding Riemann problem (7.1.1) and (7.1.7) admits a unique small amplitude self-similar solution $u=U(x / t)$ that contains $n$ typical contact discontinuities $x=\hat{\lambda}_{i} t(i=1, \ldots, n)$ (some of them may degenerate). Under the same hypothesis on $u_{l}(x)$ and $u_{r}(x)$ as mentioned above, the generalized Riemann problem (7.1.1) and (7.1.4) admits a unique piecewise $C^{1}$ solution $u=u(t, x)$ containing only $n$ contact discontinuities (some of them may degenerate to weak discontinuities), which possesses a similar structure to the self-similar solution $u=U(x / t)$ to the corresponding Riemann problem (see [55]).

Because that, for many practical quasilinear hyperbolic systems, have both GN and LD characteristics, in this chapter we generalize the previous results to the case that each characteristic is either GN or LD; correspondingly, the piecewise $C^{1}$ solution to the generalized Riemann problem (7.1.1) and (7.1.4) may contain both nondegenerate shocks and contact discontinuities. For this reason, the methods used in [73] and [55], which cannot be applied directly to this general situation, should be unified and improved.

We first give the following:
Definition 7.1.1 A piecewise smooth vector function $u=u(t, x)$ is said to be a classical discontinuous solution containing a $\boldsymbol{k}$ th shock $x=x_{k}(t)$ for system (7.1.1) if $u=u(t, x)$ satisfies system (7.1.1) in the classical sense on both sides of $x=x_{k}(t)$ and verifies the Rankine-Hugoniot condition

$$
\begin{equation*}
f\left(u^{+}\right)-f\left(u^{-}\right)=s\left(u^{+}-u^{-}\right) \tag{7.1.9}
\end{equation*}
$$

and the entropy condition

$$
\left\{\begin{array}{l}
\lambda_{k}\left(u^{+}\right)<s<\lambda_{k}\left(u^{-}\right)  \tag{7.1.10}\\
\lambda_{k-1}\left(u^{-}\right)<s<\lambda_{k+1}\left(u^{+}\right)
\end{array}\right.
$$

on $x=x_{k}(t)$, where $u^{ \pm}=u\left(t, x_{k}(t) \pm 0\right)$ and $s=d x_{k}(t) / d t$. When $[u]=$ $u^{+}-u^{-} \neq 0, x=x_{k}(t)$ is a $\boldsymbol{k}$ th nondegenerate shock.

Definition 7.1.2 A piecewise smooth vector function $u=u(t, x)$ is said to be a classical discontinuous solution containing a $k$ th contact discontinuity $x=x_{k}(t)$ for system (7.1.1) if $u=u(t, x)$ satisfies system (7.1.1) in the classical sense on both sides of $x=x_{k}(t)$ and verifies the RankineHugoniot condition (7.1.9) and

$$
\begin{equation*}
s=\lambda_{k}\left(u^{+}\right)=\lambda_{k}\left(u^{-}\right) \tag{7.1.11}
\end{equation*}
$$

on $x=x_{k}(t)$, where $u^{ \pm}=u\left(t, x_{k}(t) \pm 0\right)$ and $s=d x_{k}(t) / d t$. When $[u]=$ $u^{+}-u^{-}=0$, the $k$ th contact discontinuity $x=x_{k}(t)$ is degenerate and becomes a kth weak discontinuity, where $x=x_{k}(t)$ is a kth characteristic.

Remark 7.1.1 If the $k$ th characteristic $\lambda_{k}(u)$ is $G N$, then any given $k$ th wave $x=x_{k}(t)$, on which $u$ is discontinuous and the amplitude $\left|u^{+}-u^{-}\right|$is small, must be a kth shock. On the other hand, if $\lambda_{k}(u)$ is $L D$, then any given $k$ th wave $x=x_{k}(t)$, on which $u$ is discontinuous and the amplitude $\left|u^{+}-u^{-}\right|$ is small, must be a kth contact discontinuity (see [72]).

We now give the following hypotheses:
$\left(H_{1}\right) \quad$ For any given $k(k=1, \ldots, n), \lambda_{k}(u)$ is either GN or LD.
$\left(H_{2}\right)$ There exists a constant $\mu>0$ such that

$$
\begin{align*}
& \theta \stackrel{\text { def. }}{=} \\
& \sup _{x \leq 0}\left\{(1+|x|)^{1+\mu}\left(\left|u_{l}(x)-u_{l}(0)\right|+\left|u_{l}^{\prime}(x)\right|\right)\right\}  \tag{7.1.12}\\
& \quad+\sup _{x \geq 0}\left\{(1+x)^{1+\mu}\left(\left|u_{r}(x)-u_{r}(0)\right|+\left|u_{r}^{\prime}(x)\right|\right)\right\}<+\infty .
\end{align*}
$$

$\left(H_{3}\right)$ The corresponding Riemann problem (7.1.1) and (7.1.7) admits a unique self-similar solution $u=U(x / t)$ composed of $n+1$ constant states $\hat{u}^{(0)}=u_{l}(0), \hat{u}^{(1)}, \ldots, \hat{u}^{(n-1)}, \hat{u}^{(n)}=u_{r}(0)$ and $n$ small amplitude waves $x=\hat{\lambda}_{k} t(k=1, \ldots, n)$ (nondegenerate shocks corresponding to GN characteristics and contact discontinuities corresponding to LD characteristics):

$$
u=U\left(\frac{x}{t}\right)= \begin{cases}\hat{u}^{(0)}, & x \leq \hat{\lambda}_{1} t  \tag{7.1.13}\\ \hat{u}^{(l)}, & \hat{\lambda}_{l} t \leq x \leq \hat{\lambda}_{l+1} t \quad(l=1, \ldots, n-1), \\ \hat{u}^{(n)}, & x \geq \hat{\lambda}_{n} t\end{cases}
$$

The main results of this chapter are the following theorems.
Theorem 7.1.1 Suppose that system (7.1.1) is strictly hyperbolic and $f(u) \in$ $C^{3}$. Suppose furthermore that $u_{l}(x)$ and $u_{r}(x)$ are $C^{1}$ vector functions on $x \leq 0$ and $x \geq 0$, respectively, and $\eta=\left|u_{r}(0)-u_{l}(0)\right|>0$ is suitably small. Under assumptions $\left(H_{1}\right)-\left(H_{3}\right)$, there exists $\theta_{0}>0$ so small that for any given $\theta \in\left(0, \theta_{0}\right]$, the generalized Riemann problem (7.1.1) and (7.1.4) admits a unique global piecewise $C^{1}$ solution $u=u(t, x)$ which contains $n$ small amplitude waves $x=x_{k}(t)$ with $x_{k}(0)=0(k=1, \ldots, n)$ (nondegenerate shocks corresponding to GN characteristics and contact discontinuities corresponding to LD characteristics):

$$
u=u(t, x)= \begin{cases}u^{(0)}(t, x), & (t, x) \in R_{0}  \tag{7.1.14}\\ u^{(l)}(t, x), & (t, x) \in R_{l}(l=1, \ldots, n-1), \\ u^{(n)}(t, x), & (t, x) \in R_{n}\end{cases}
$$

in which $u^{(l)}(t, x) \in C^{1}$ satisfies system (7.1.1) in the classical sense on $R_{l}$ $(l=0,1, \ldots, n)$ with

$$
\begin{align*}
R_{0} & =\left\{(t, x) \mid t \geq 0, x \leq x_{1}(t)\right\}  \tag{7.1.15}\\
R_{l} & =\left\{(t, x) \mid t \geq 0, x_{l}(t) \leq x \leq x_{l+1}(t)\right\} \quad(l=1, \ldots, n-1)  \tag{7.1.16}\\
R_{n} & =\left\{(t, x) \mid t \geq 0, x \geq x_{n}(t)\right\} \tag{7.1.17}
\end{align*}
$$

Moreover, for $k=1, \ldots, n, u^{(k-1)}(t, x)$ and $u^{(k)}(t, x)$ are connected to each other by the $k$ th wave $x=x_{k}(t)$ (the $k$ th nondegenerate shock or the $k$ th contact discontinuity). This solution possesses a global structure similar to that of the self-similar solution (7.1.13) to Riemann problem (7.1.1) and (7.1.7), namely,

$$
\begin{align*}
u^{(l)}(0,0) & =\hat{u}^{(l)} \quad(l=0,1, \ldots, n),  \tag{7.1.18}\\
x_{k}^{\prime}(0) & =\hat{\lambda}_{k} \quad(k=1, \ldots, n),  \tag{7.1.19}\\
\left|u^{(l)}(t, x)-\hat{u}^{(l)}\right| & \leq C \theta, \quad \forall(t, x) \in R_{l} \quad(l=0,1, \ldots, n),  \tag{7.1.20}\\
\left|\frac{\partial u^{(l)}(t, x)}{\partial x}\right|,\left|\frac{\partial u^{(l)}(t, x)}{\partial t}\right| & \leq C \theta, \quad \forall(t, x) \in R_{l} \quad(l=0,1, \ldots, n), \tag{7.1.21}
\end{align*}
$$

and

$$
\begin{equation*}
\left|x_{k}^{\prime}(t)-\hat{\lambda}_{k}\right| \leq C \theta, \quad t \geq 0 \quad(k=1, \ldots, n) \tag{7.1.22}
\end{equation*}
$$

where $C$ is a positive constant independent of $t, x$, and $\theta$.

Remark 7.1.2 The result and the proof in [65] have been improved in Theorem 7.1.1.

Remark 7.1.3 In $\left(H_{3}\right)$, when some of contact discontinuities in the self-similar solution disappear, we still have Theorem 7.1.1, in which the corresponding contact discontinuities degenerate to weak discontinuities.

Remark 7.1.4 Suppose that (7.1.1) is a nonstrictly hyperbolic system with characteristics with constant multiplicity, say,
$\lambda_{1}(u)<\cdots<\lambda_{k}(u)<\lambda_{k+1}(u) \equiv \cdots \equiv \lambda_{k+p}(u)<\lambda_{k+p+1}(u)<\cdots<\lambda_{n}(u)(p>1)$.
Let

$$
\begin{equation*}
\lambda(u) \stackrel{\text { def. }}{=} \lambda_{k+1}(u) \equiv \cdots \equiv \lambda_{k+p}(u) \tag{7.1.23}
\end{equation*}
$$

Per Boillat [7] and Freistühler [25], $\lambda(u)$ is always LD. Suppose that each simple eigenvalue $\lambda_{i}(u)(i=1, \ldots, k, k+p+1, \ldots, n)$ is either $G N$ or $L D$. Similar conclusions hold as in Theorem 7.1.1 and Remark 7.1.3 (cf. [49]).

Theorem 7.1.2 Under the assumptions of Theorem 7.1.1, suppose furthermore that all the characteristics $\lambda_{k}(u)(k=1, \ldots, n)$ are $G N$ and $\mu=0$ in $\left(H_{2}\right)$, there exists $\theta_{0}>0$ so small that for any given $\theta \in\left(0, \theta_{0}\right]$, the generalized Riemann problem (7.1.1) and (7.1.4) admits a unique global piecewise $C^{1}$ solution $u=u(t, x)$ which contains only $n$ small amplitude nondegenerate shocks $x=x_{k}(t)$ with $x_{k}(0)=0(k=1, \ldots, n)$ :

$$
u=u(t, x)=\left\{\begin{array}{ll}
u^{(0)}(t, x), & (t, x) \in R_{0}  \tag{7.1.25}\\
u^{(l)}(t, x), & (t, x) \in R_{l} \\
u^{(n)}(t, x), & (t, x) \in R_{n}
\end{array} \quad(l=1, \ldots, n-1),\right.
$$

in which $u^{(l)}(t, x) \in C^{1}$ satisfies system (7.1.1) in the classical sense on $R_{l}(l=0,1, \ldots, n)$ given by (7.1.15)-(7.1.17). Moreover, for $k=1, \ldots, n$, $u^{(k-1)}(t, x)$ and $u^{(k)}(t, x)$ are connected to each other by the $k$ th nondegenerate shock $x=x_{k}(t)$. This solution possesses a global structure similar to that of the self-similar solution (7.1.13) to Riemann problem (7.1.1) and (7.1.7), namely,

$$
\begin{align*}
u^{(l)}(0,0) & =\hat{u}^{(l)} \quad(l=0,1, \ldots, n),  \tag{7.1.26}\\
x_{k}^{\prime}(0) & =\hat{\lambda}_{k} \quad(k=1, \ldots, n),  \tag{7.1.27}\\
\left|u^{(l)}(t, x)-\hat{u}^{(l)}\right| & \leq \frac{C \theta}{1+t}, \quad \forall(t, x) \in R_{l} \quad(l=0,1, \ldots, n),  \tag{7.1.28}\\
\left|\frac{\partial u^{(l)}(t, x)}{\partial x}\right|,\left|\frac{\partial u^{(l)}(t, x)}{\partial t}\right| & \leq \frac{C \theta}{1+t}, \quad \forall(t, x) \in R_{l} \quad(l=0,1, \ldots, n), \tag{7.1.29}
\end{align*}
$$

and

$$
\begin{equation*}
\left|x_{k}^{\prime}(t)-\hat{\lambda}_{k}\right| \leq \frac{C \theta}{1+t}, \quad t \geq 0 \quad(k=1, \ldots, n), \tag{7.1.30}
\end{equation*}
$$

where $C$ is a positive constant independent of $t, x$, and $\theta$.

Remark 7.1.5 The result of Theorem 7.1.2 can be found in [73], but in this book we prove it in a different way.

In Section 7.2 we give some preliminaries. Then the main results are proved in Section 7.3. Finally, some applications are given in Section 7.4.

### 7.2 Preliminaries

### 7.2.1 Decomposition of Waves

Let

$$
\begin{equation*}
\hat{v}_{i}^{(l)}=l_{i}\left(u^{(l)}\right)\left(u^{(l)}-\hat{u}^{(l)}\right) \quad(i=1, \ldots, n ; l=0,1, \ldots, n) \tag{7.2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{i}^{(l)}=l_{i}\left(u^{(l)}\right) u_{x}^{(l)} \quad(i=1, \ldots, n ; l=0,1, \ldots, n) . \tag{7.2.2}
\end{equation*}
$$

By (7.1.3), we have

$$
\begin{equation*}
u^{(l)}=\hat{u}^{(l)}+\sum_{k=1}^{n} \hat{v}_{k}^{(l)} r_{k}\left(u^{(l)}\right) \quad(l=0,1, \ldots, n) \tag{7.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{x}^{(l)}=\sum_{k=1}^{n} w_{k}^{(l)} r_{k}\left(u^{(l)}\right) \quad(l=0,1, \ldots, n) \tag{7.2.4}
\end{equation*}
$$

Let

$$
\begin{equation*}
\frac{d}{d_{i} t}=\frac{\partial}{\partial t}+\lambda_{i}(u) \frac{\partial}{\partial x} \tag{7.2.5}
\end{equation*}
$$

denote the directional derivative with respect to $t$ along the $i$ th characteristic. We have (see Chapter 2)

$$
\begin{equation*}
\frac{d \hat{v}_{i}^{(l)}}{d_{i} t}=\sum_{j, k=1}^{n} \beta_{i j k}\left(u^{(l)}\right) \hat{v}_{j}^{(l)} w_{k}^{(l)} \quad(i=1, \ldots, n ; l=0,1, \ldots, n), \tag{7.2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{i j k}\left(u^{(l)}\right)=\left(\lambda_{k}\left(u^{(l)}\right)-\lambda_{i}\left(u^{(l)}\right)\right) l_{i}\left(u^{(l)}\right) \nabla r_{j}\left(u^{(l)}\right) r_{k}\left(u^{(l)}\right) . \tag{7.2.7}
\end{equation*}
$$

Hence, we have

$$
\begin{equation*}
\beta_{i j i}\left(u^{(l)}\right) \equiv 0, \quad \forall i, j \tag{7.2.8}
\end{equation*}
$$

On the other hand, we have (see Chapter 2)

$$
\begin{equation*}
\frac{d w_{i}^{(l)}}{d_{i} t}=\sum_{j, k=1}^{n} \gamma_{i j k}\left(u^{(l)}\right) w_{j}^{(l)} w_{k}^{(l)} \quad(i=1, \ldots, n ; l=0,1, \ldots, n), \tag{7.2.9}
\end{equation*}
$$

where

$$
\begin{align*}
\gamma_{i j k}\left(u^{(l)}\right)= & \frac{1}{2}\left\{\left(\lambda_{j}\left(u^{(l)}\right)-\lambda_{k}\left(u^{(l)}\right)\right) l_{i}\left(u^{(l)}\right) \nabla r_{k}\left(u^{(l)}\right) r_{j}\left(u^{(l)}\right)\right. \\
& \left.-\nabla \lambda_{k}\left(u^{(l)}\right) r_{j}\left(u^{(l)}\right) \delta_{i k}+(j \mid k)\right\} \tag{7.2.10}
\end{align*}
$$

in which $(j \mid k)$ stands for all terms obtained by changing $j$ and $k$ in the previous terms. Hence,

$$
\begin{equation*}
\gamma_{i j j}\left(u^{(l)}\right) \equiv 0, \quad \forall j \neq i \tag{7.2.11}
\end{equation*}
$$

Moreover, if $\lambda_{i}(u)$ is LD, we have

$$
\begin{equation*}
\gamma_{i i i}\left(u^{(l)}\right) \equiv 0 \tag{7.2.12}
\end{equation*}
$$

Noting (7.2.4) and (7.2.9), we have (see Chapter 2)

$$
\begin{array}{r}
d\left[w_{i}^{(l)}\left(d x-\lambda_{i}\left(u^{(l)}\right) d t\right)\right]=\sum_{j, k=1}^{n} \Gamma_{i j k}\left(u^{(l)}\right) w_{j}^{(l)} w_{k}^{(l)} d t \wedge d x \\
(i=1, \ldots, n ; \quad l=0,1, \ldots, n) \tag{7.2.13}
\end{array}
$$

where
$\Gamma_{i j k}\left(u^{(l)}\right)=\frac{1}{2}\left(\lambda_{j}\left(u^{(l)}\right)-\lambda_{k}\left(u^{(l)}\right)\right) l_{i}\left(u^{(l)}\right)\left[\nabla r_{k}\left(u^{(l)}\right) r_{j}\left(u^{(l)}\right)-\nabla r_{j}\left(u^{(l)}\right) r_{k}\left(u^{(l)}\right)\right]$.
Obviously,

$$
\begin{equation*}
\Gamma_{i j j}\left(u^{(l)}\right) \equiv 0, \quad \forall i, j \tag{7.2.14}
\end{equation*}
$$

### 7.2.2 Rankine-Hugoniot Condition

Lemma 7.2.1 For any fixed $k=1, \ldots, n$, the Rankine-Hugoniot condition (7.1.9) on $x=x_{k}(t)$ (the $k$ th small amplitude shock or the $k$ th small amplitude contact discontinuity) can be rewritten in a neighbourhood of $\left(u^{-}, u^{+}\right)=$ $\left(\hat{u}^{(k-1)}, \hat{u}^{(k)}\right)$ as

$$
\begin{equation*}
\hat{v}_{i}^{-}=G_{i}\left(\hat{v}_{1}^{+}, \ldots, \hat{v}_{k}^{+}, \hat{v}_{k}^{-}, \ldots, \hat{v}_{n}^{-}\right) \quad(i=1, \ldots, k-1), \tag{7.2.16}
\end{equation*}
$$

$$
\begin{equation*}
\hat{v}_{i}^{+}=G_{i}\left(\hat{v}_{1}^{+}, \ldots, \hat{v}_{k}^{+}, \hat{v}_{k}^{-}, \ldots, \hat{v}_{n}^{-}\right) \quad(i=k+1, \ldots, n), \tag{7.2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d x_{k}(t)}{d t}=\lambda_{k}\left(u^{-}, u^{+}\right) \tag{7.2.18}
\end{equation*}
$$

where $u^{ \pm}=u\left(t, x_{k}(t) \pm 0\right)$,

$$
\begin{equation*}
\hat{v}_{i}^{-}=l_{i}\left(u^{-}\right)\left(u^{-}-\hat{u}^{(k-1)}\right), \hat{v}_{i}^{+}=l_{i}\left(u^{+}\right)\left(u^{+}-\hat{u}^{(k)}\right) \quad(i=1, \ldots, n) \tag{7.2.19}
\end{equation*}
$$

$\lambda_{k}\left(u^{-}, u^{+}\right)$is the $k$ th eigenvalue of the matrix

$$
\phi\left(u^{-}, u^{+}\right)=\int_{0}^{1} \nabla f\left(u^{-}+\sigma\left(u^{+}-u^{-}\right)\right) d \sigma
$$

and $G_{i}(\cdot)(i=1, \ldots, k-1, k+1, \ldots, n)$ and $\lambda_{k}(\cdot, \cdot)$ are all $C^{2}$ functions with respect to their arguments. Moreover, for $i=1, \ldots, k-1, k+1, \ldots, n$, we have

$$
\begin{align*}
G_{i}(0, \ldots, 0) & =0  \tag{7.2.20}\\
\frac{\partial G_{i}}{\partial \hat{v}_{j}^{+}}(0, \ldots, 0) & =\delta_{i j}+O\left(\left|\hat{u}^{(k)}-\hat{u}^{(k-1)}\right|\right) \quad(j=1, \ldots, k), \tag{7.2.21}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial G_{i}}{\partial \hat{v}_{j}^{-}}(0, \ldots, 0)=\delta_{i j}+O\left(\left|\hat{u}^{(k)}-\hat{u}^{(k-1)}\right|\right) \quad(j=k, \ldots, n) \tag{7.2.22}
\end{equation*}
$$

Proof. Noting that $\left|u^{+}-\hat{u}^{(k)}\right|$ and $\left|u^{-}-\hat{u}^{(k-1)}\right|$ are sufficiently small, the proof is similar to that of the corresponding result in [72].

Lemma 7.2.2 Suppose that $\left|u^{+}-\hat{u}^{(k)}\right|$ and $\left|u^{-}-\hat{u}^{(k-1)}\right|\left[u^{ \pm}=u\left(t, x_{k}(t) \pm\right.\right.$ $0)$ ] are sufficiently small. Then on $x=x_{k}(t)$ (the $k$ th small amplitude shock or the $k$ th small amplitude contact discontinuity) we have
$\hat{v}_{i}^{-}=\hat{v}_{i}^{+}+\sum_{j=1}^{k} O\left(\left|\hat{u}^{(k)}-\hat{u}^{(k-1)}\right|\right) \hat{v}_{j}^{+}+\sum_{j=k}^{n} O\left(\left|\hat{u}^{(k)}-\hat{u}^{(k-1)}\right|\right) \hat{v}_{j}^{-}+O\left(\left|\hat{v}^{ \pm}\right|^{2}\right) \quad(i \neq k)$
and

$$
\begin{align*}
w_{i}^{-}= & w_{i}^{+}+\sum_{m=1}^{k} O\left(\left|\hat{u}^{(k)}-\hat{u}^{(k-1)}\right|\right) w_{m}^{+}+\sum_{m=k}^{n} O\left(\left|\hat{u}^{(k)}-\hat{u}^{(k-1)}\right|\right) w_{m}^{-} \\
& +\sum_{m=1}^{n} O\left(\left|\hat{v}^{ \pm}\right|\right) w_{m}^{+}+\sum_{m=1}^{n} O\left(\left|\hat{v}^{ \pm}\right|\right) w_{m}^{-} \quad(i \neq k) \tag{7.2.24}
\end{align*}
$$

where $\hat{v}^{ \pm}=\left(\hat{v}_{1}^{ \pm}, \ldots, \hat{v}_{n}^{ \pm}\right)^{T}$. Moreover, if $x=x_{k}(t)$ is the $k$ th contact discontinuity, the summation in (7.2.24) is only for $m \neq k$.

Proof. By Lemma 7.2.1, it is easy to get (7.2.23).
We now prove (7.2.24).
Differentiating (7.2.16) with respect to $t$ gives

$$
\begin{equation*}
\frac{d \hat{v}_{i}^{-}}{d t}=\sum_{j=1}^{k} \frac{\partial G_{i}}{\partial \hat{v}_{j}^{+}} \frac{d \hat{v}_{j}^{+}}{d t}+\sum_{j=k}^{n} \frac{\partial G_{i}}{\partial \hat{v}_{j}^{-}} \frac{d \hat{v}_{j}^{-}}{d t} \quad(i=1, \ldots, k-1) . \tag{7.2.25}
\end{equation*}
$$

Noting (7.2.4) and (7.2.18), it easily follows from (7.2.19) that on $x=x_{k}(t)$,

$$
\begin{align*}
\frac{d \hat{v}_{i}^{+}}{d t}= & \frac{\partial \hat{v}_{i}^{+}}{\partial t}+s \frac{\partial \hat{v}_{i}^{+}}{\partial x}=\left(s-\lambda_{i}\left(u^{+}\right)\right) w_{i}^{+} \\
& +\sum_{m=1}^{n}\left(s-\lambda_{m}\left(u^{+}\right)\right) r_{m}^{T}\left(u^{+}\right) \nabla l_{i}\left(u^{+}\right)\left(u^{+}-\hat{u}^{(k)}\right) w_{m}^{+}, \quad \forall i \tag{7.2.26}
\end{align*}
$$

where

$$
\begin{equation*}
s=\lambda_{k}\left(u^{-}, u^{+}\right) \tag{7.2.27}
\end{equation*}
$$

Similarly, we have

$$
\begin{align*}
\frac{d \hat{v}_{i}^{-}}{d t}= & \frac{\partial \hat{v}_{i}^{-}}{\partial t}+s \frac{\partial \hat{v}_{i}^{-}}{\partial x}=\left(s-\lambda_{i}\left(u^{-}\right)\right) w_{i}^{-} \\
& +\sum_{m=1}^{n}\left(s-\lambda_{m}\left(u^{-}\right)\right) r_{m}^{T}\left(u^{-}\right) \nabla l_{i}\left(u^{-}\right)\left(u^{-}-\hat{u}^{(k-1)}\right) w_{m}^{-}, \quad \forall i \tag{7.2.28}
\end{align*}
$$

Then, noting (7.1.2) and (7.1.10)-(7.1.11), we get

$$
\begin{align*}
w_{i}^{-}= & \sum_{j=1}^{k} \frac{\partial G_{i}}{\partial \hat{v}_{j}^{+}} \frac{s-\lambda_{j}\left(u^{+}\right)}{s-\lambda_{i}\left(u^{-}\right)} w_{j}^{+}+\sum_{j=k}^{n} \frac{\partial G_{i}}{\partial \hat{v}_{j}^{-}} \frac{s-\lambda_{j}\left(u^{-}\right)}{s-\lambda_{i}\left(u^{-}\right)} w_{j}^{-} \\
& +\sum_{m=1}^{n} \frac{s-\lambda_{m}\left(u^{+}\right)}{s-\lambda_{i}\left(u^{-}\right)} G_{i m}^{(1)}\left(u^{+}-\hat{u}^{(k)}\right) w_{m}^{+} \\
& +\sum_{m=1}^{n} \frac{s-\lambda_{m}\left(u^{-}\right)}{s-\lambda_{i}\left(u^{-}\right)} G_{i m}^{(2)}\left(u^{-}-\hat{u}^{(k-1)}\right) w_{m}^{-} \quad(i=1, \ldots, k-1), \tag{7.2.29}
\end{align*}
$$

where

$$
\begin{equation*}
G_{i m}^{(1)}=r_{m}^{T}\left(u^{+}\right) \sum_{j=1}^{k} \frac{\partial G_{i}}{\partial \hat{v}_{j}^{+}} \nabla l_{j}\left(u^{+}\right) \tag{7.2.30}
\end{equation*}
$$

$$
\begin{equation*}
G_{i m}^{(2)}=r_{m}^{T}\left(u^{-}\right)\left(\sum_{j=k}^{n} \frac{\partial G_{i}}{\partial \hat{v}_{j}^{-}} \nabla l_{j}\left(u^{-}\right)-\nabla l_{i}\left(u^{-}\right)\right) . \tag{7.2.31}
\end{equation*}
$$

Hence, noting (7.2.21) and (7.2.22), it is easy to get

$$
\begin{align*}
w_{i}^{-}= & w_{i}^{+}+\sum_{m=1}^{k} O\left(\left|\hat{u}^{(k)}-\hat{u}^{(k-1)}\right|\right) w_{m}^{+}+\sum_{m=k}^{n} O\left(\left|\hat{u}^{(k)}-\hat{u}^{(k-1)}\right|\right) w_{m}^{-} \\
& +\sum_{m=1}^{n} O\left(\left|\hat{v}^{ \pm}\right|\right) w_{m}^{+}+\sum_{m=1}^{n} O\left(\left|\hat{v}^{ \pm}\right|\right) w_{m}^{-} \quad(i=1, \ldots, k-1) . \tag{7.2.32}
\end{align*}
$$

Moreover, noting (7.1.11), if $x=x_{k}(t)$ is the $k$ th contact discontinuity, the summation in (7.2.32) is only for $m \neq k$.

Similarly, we have

$$
\begin{align*}
w_{i}^{-}= & w_{i}^{+}+\sum_{m=1}^{k} O\left(\left|\hat{u}^{(k)}-\hat{u}^{(k-1)}\right|\right) w_{m}^{+}+\sum_{m=k}^{n} O\left(\left|\hat{u}^{(k)}-\hat{u}^{(k-1)}\right|\right) w_{m}^{-} \\
& +\sum_{m=1}^{n} O\left(\left|\hat{v}^{ \pm}\right|\right) w_{m}^{+}+\sum_{m=1}^{n} O\left(\left|\hat{v}^{ \pm}\right|\right) w_{m}^{-} \quad(i=k+1, \ldots, n), \tag{7.2.33}
\end{align*}
$$

and if $x=x_{k}(t)$ is the $k$ th contact discontinuity, the summation in (7.2.33) is only for $m \neq k$.

The combination of (7.2.32) and (7.2.33) gives (7.2.24).

### 7.3 Proof of Main Results

In what follows, we always assume that $\theta>0$ is suitably small.
By the existence and uniqueness of the local piecewise $C^{1}$ solution to the generalized Riemann problem (see [72]), there exists $T_{0}>0$ so small that the generalized Riemann problem (7.1.1) and (7.1.4) admits a unique piecewise $C^{1}$ solution $u=u(t, x)$ containing $n$ small amplitude waves $x=$ $x_{k}(t)(k=1, \ldots, n)$ (shocks corresponding to GN characteristics and contact discontinuities corresponding to LD characteristics) on the domain $R\left(T_{0}\right)=$ $\left\{(t, x) \mid 0 \leq t \leq T_{0},-\infty<x<+\infty\right\}$ :

$$
u=u(t, x)= \begin{cases}u^{(0)}(t, x), & (t, x) \in R_{0}\left(T_{0}\right),  \tag{7.3.1}\\ u^{(l)}(t, x), & (t, x) \in R_{l}\left(T_{0}\right) \quad(l=1, \ldots, n-1), \\ u^{(n)}(t, x), & (t, x) \in R_{n}\left(T_{0}\right),\end{cases}
$$

where

$$
\begin{aligned}
R_{0}\left(T_{0}\right) & =\left\{(t, x) \mid 0 \leq t \leq T_{0}, x \leq x_{1}(t)\right\} \\
R_{l}\left(T_{0}\right) & =\left\{(t, x) \mid 0 \leq t \leq T_{0}, x_{l}(t) \leq x \leq x_{l+1}(t)\right\} \quad(l=1, \ldots, n-1)
\end{aligned}
$$

and

$$
R_{n}\left(T_{0}\right)=\left\{(t, x) \mid 0 \leq t \leq T_{0}, x \geq x_{n}(t)\right\}
$$

This solution possesses a structure similar to the self-similar solution $u=U(x / t)$ of the corresponding Riemann problem (7.1.1) and (7.1.7), namely,

$$
\begin{equation*}
u^{(l)}(0,0)=\hat{u}^{(l)} \quad(l=0,1, \ldots, n) \tag{7.3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{k}^{\prime}(0)=\hat{\lambda}_{k} \quad(k=1, \ldots, n) \tag{7.3.3}
\end{equation*}
$$

In order to prove Theorem 7.1.1, it suffices to establish a uniform a priori estimate on the piecewise $C^{1}$ norm of $u$ on any given existence domain of the piecewise $C^{1}$ solution $u=u(t, x)$.

Without loss of generality, we suppose that

$$
\begin{equation*}
\left|u_{l}(0)\right|,\left|u_{r}(0)\right| \leq \eta . \tag{7.3.4}
\end{equation*}
$$

Noting (7.1.2), we have

$$
\begin{equation*}
\lambda_{1}(0)<\lambda_{2}(0)<\cdots<\lambda_{n}(0) \tag{7.3.5}
\end{equation*}
$$

Then there exist positive constants $\delta$ and $\delta_{0}$ so small that

$$
\begin{equation*}
\lambda_{i+1}(u)-\lambda_{i}\left(u^{\prime}\right) \geq 4 \delta_{0}, \quad \forall|u|,\left|u^{\prime}\right| \leq \delta \quad(i=1, \ldots, n-1) \tag{7.3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\lambda_{i}(u)-\lambda_{i}\left(u^{\prime}\right)\right| \leq \frac{\delta_{0}}{2}, \quad \forall|u|,\left|u^{\prime}\right| \leq \delta \quad(i=1, \ldots, n) \tag{7.3.7}
\end{equation*}
$$

Without loss of generality, we may suppose that

$$
\begin{equation*}
\lambda_{i}(0)>\delta_{0} \quad(i=1, \ldots, n) \tag{7.3.8}
\end{equation*}
$$

For the time being we suppose that on any given existence domain $R(T)=$ $\{(t, x) \mid 0 \leq t \leq T,-\infty<x<+\infty\}$ of the piecewise $C^{1}$ solution $u=u(t, x)$ to the generalized Riemann problem (7.1.1) and (7.1.4), we have

$$
\begin{equation*}
\left|u^{(l)}(t, x)\right| \leq \delta, \quad \forall(t, x) \in R_{l}(T) \quad(l=0,1, \ldots, n) \tag{7.3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{0}(T)=\left\{(t, x) \mid 0 \leq t \leq T, x \leq x_{1}(t)\right\} \tag{7.3.10}
\end{equation*}
$$

$$
\begin{align*}
R_{l}(T) & =\left\{(t, x) \mid 0 \leq t \leq T, x_{l}(t) \leq x \leq x_{l+1}(t)\right\} \quad(l=1, \ldots, n-1)  \tag{7.3.11}\\
R_{n}(T) & =\left\{(t, x) \mid 0 \leq t \leq T, x \geq x_{n}(t)\right\} \tag{7.3.12}
\end{align*}
$$

where $x=x_{k}(t)$ is the $k$ th wave $(k=1, \ldots, n)$. At the end of the proof of Lemma 7.3.3, we will explain that this hypothesis is reasonable.

Let $I$ and $J$ be the sets of indices such that $I \cup J=\{1, \ldots, n\}$ and, when $i \in I, \lambda_{i}(u)$ is LD, whereas, when $i \in J, \lambda_{i}(u)$ is GN.

Let

$$
\begin{align*}
& D_{+}^{T}=\left\{\begin{array}{l}
\left\{(t, x) \mid 0 \leq t \leq T, x \geq x_{n}(t)\right\} \text { if } n \in J, \\
\left\{(t, x) \mid 0 \leq t \leq T, x \geq\left(\lambda_{n}(0)+\delta_{0}\right) t\right\} \text { if } n \in I,
\end{array}\right.  \tag{7.3.13}\\
& D_{-}^{T}=\{(t, x) \mid 0 \leq t \leq T, x \leq-t\},  \tag{7.3.14}\\
& D_{0}^{T}=\left\{\begin{array}{l}
\left\{(t, x) \mid 0 \leq t \leq T,-t \leq x \leq x_{1}(t)\right\} \text { if } 1 \in J, \\
\left\{(t, x) \mid 0 \leq t \leq T,-t \leq x \leq\left(\lambda_{1}(0)-\delta_{0}\right) t\right\} \text { if } 1 \in I, \\
D^{T}=\{(t, x) \mid 0 \leq t \leq T,-\infty<x<+\infty\} \backslash\left(D_{+}^{T} \cup D_{-}^{T} \cup D_{0}^{T}\right),
\end{array}\right. \tag{7.3.15}
\end{align*}
$$

and, for $k=1, \ldots, n$,

$$
D_{k}^{T}=\left\{\begin{array}{l}
\left\{(t, x) \mid 0 \leq t \leq T, x=x_{k}(t)\right\} \text { if } k \in J  \tag{7.3.17}\\
\left\{(t, x) \mid 0 \leq t \leq T,\left(\lambda_{k}(0)-\delta_{0}\right) t \leq x \leq\left(\lambda_{k}(0)+\delta_{0}\right) t\right\} \text { if } k \in I
\end{array}\right.
$$

Obviously,

$$
\begin{equation*}
\bigcup_{k=1}^{n} D_{k}^{T} \subset D^{T} \tag{7.3.18}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
D_{-}^{T} \cup D_{0}^{T} \subseteq R_{0}(T) \tag{7.3.19}
\end{equation*}
$$

and

$$
\begin{gather*}
D_{-}^{T} \cup D_{0}^{T}=R_{0}(T) \quad \text { iff } \quad 1 \in J,  \tag{7.3.20}\\
D_{+}^{T} \subseteq R_{n}(T) \tag{7.3.21}
\end{gather*}
$$

and

$$
\begin{equation*}
D_{+}^{T}=R_{n}(T) \quad \text { iff } \quad n \in J \tag{7.3.22}
\end{equation*}
$$

On any given existence domain

$$
\begin{equation*}
\{(t, x) \mid 0 \leq t \leq T,-\infty<x<+\infty\}=D^{T} \cup D_{+}^{T} \cup D_{-}^{T} \cup D_{0}^{T}=\bigcup_{l=0}^{n} R_{l}(T) \tag{7.3.23}
\end{equation*}
$$

of the piecewise $C^{1}$ solution $u=u(t, x)$ to the generalized Riemann problem (7.1.1) and (7.1.4), let

$$
\begin{align*}
\hat{v}^{(l)} & =\left(\hat{v}_{1}^{(l)}, \ldots, \hat{v}_{n}^{(l)}\right), \quad w^{(l)}=\left(w_{1}^{(l)}, \ldots, w_{n}^{(l)}\right) \quad(l=0,1, \ldots, n),  \tag{7.3.24}\\
W\left(D_{+}^{T}\right) & =\max _{i=1, \ldots, n} \sup _{(t, x) \in D_{+}^{T}}\left\{(1+x)^{1+\mu}\left|w_{i}^{(n)}(t, x)\right|\right\},  \tag{7.3.25}\\
W\left(D_{-}^{T}\right) & =\max _{i=1, \ldots, n} \sup _{(t, x) \in D_{-}^{T}}\left\{(1+|x|)^{1+\mu}\left|w_{i}^{(0)}(t, x)\right|\right\},  \tag{7.3.26}\\
W\left(D_{0}^{T}\right) & =\max _{i=1, \ldots, n} \sup _{(t, x) \in D_{0}^{T}}\left\{(1+t)^{1+\mu}\left|w_{i}^{(0)}(t, x)\right|\right\},  \tag{7.3.27}\\
W_{\infty}^{c}(T) & =\max _{i=1, \ldots, n} \max _{l=0,1, \ldots, n}(t, x) \in\left(D^{T} \backslash D_{i}^{T}\right) \cap R_{l}(T)  \tag{7.3.28}\\
& \left.\sup ^{2}(1+t)^{1+\mu}\left|w_{i}^{(l)}(t, x)\right|\right\},  \tag{7.3.29}\\
\widetilde{W}_{1}(T) & =\max _{i \in I} \max _{j \neq i}\left\{\sup _{c_{j}} \int_{c_{j}}\left|w_{i}^{(i-1)}(t, x)\right| d t+\sup _{c_{j}} \int_{c_{j}}\left|w_{i}^{(i)}(t, x)\right| d t\right\},
\end{align*}
$$

where $c_{j}$ denotes any given $j$ th characteristic on $D_{i}^{T}$,
$W_{1}(T)=\max _{i \in I} \sup _{0 \leq t \leq T}\left\{\int_{\left(\lambda_{i}(0)-\delta_{0}\right) t}^{x_{i}(t)}\left|w_{i}^{(i-1)}(t, x)\right| d x+\int_{x_{i}(t)}^{\left(\lambda_{i}(0)+\delta_{0}\right) t}\left|w_{i}^{(i)}(t, x)\right| d x\right\}$,
$U_{\infty}(T)=\sum_{l=0}^{n}\left\|u^{(l)}(t, x)-\hat{u}^{(l)}\right\|_{L^{\infty}\left(R_{l}(T)\right)}$,
$V_{\infty}(T)=\sum_{l=0}^{n}\left\|\hat{v}^{(l)}(t, x)\right\|_{L^{\infty}\left(R_{l}(T)\right)}$,
and

$$
\begin{equation*}
W_{\infty}(T)=\sum_{l=0}^{n}\left\|w^{(l)}(t, x)\right\|_{L^{\infty}\left(R_{l}(T)\right)} \tag{7.3.33}
\end{equation*}
$$

Lemma 7.3.1 Let

$$
\begin{equation*}
M=\left\{(t, x) \mid 0 \leq t \leq T, g_{1}(t) \leq x \leq g_{2}(t)\right\} \tag{7.3.34}
\end{equation*}
$$

be any given existence domain of the solution $u=u(t, x)$ (in the classical sense) to system (7.1.1), in which

$$
\begin{equation*}
|u(t, x)| \leq \delta, \quad \forall(t, x) \in M \tag{7.3.35}
\end{equation*}
$$

$g_{i}(0)=0(i=1,2), g_{1}(t)<g_{2}(t), \forall t \in(0, T], g_{1}^{\prime}(0)<g_{2}^{\prime}(0)$, and

$$
\begin{equation*}
\left|g_{i}^{\prime}(t)-g_{i}^{\prime}(0)\right| \leq \frac{\delta_{0}}{2}, \quad \forall t \in[0, T] \quad(i=1,2) . \tag{7.3.36}
\end{equation*}
$$

Suppose that

$$
\begin{equation*}
\left|g_{i}^{\prime}(0)-\lambda_{k}(u(0,0))\right| \geq 2 \delta_{0} \quad(i=1,2), \tag{7.3.37}
\end{equation*}
$$

which, noting (7.3.7) and (7.3.36), implies that the $k$ th characteristic passing through the origin $O(0,0)$ never enters the domain (7.3.34). Moreover, let $c_{k}: \xi=\xi_{k}(\tau)(0 \leq \tau \leq t)$ be the $k$ th characteristic passing through any given point $(t, x) \in M$ and $\left(t_{k}, x_{k}\right)$ be the intersection point of $c_{k}$ with the boundary of $M$. Then there exists a positive constant $\eta_{k}$ independent of $t$ and $x$ such that

$$
\begin{equation*}
t_{k} \geq \eta_{k} t . \tag{7.3.38}
\end{equation*}
$$

Proof. Without loss of generality, we assume that

$$
\begin{equation*}
\lambda_{k}(u(0,0))<g_{1}^{\prime}(0)<g_{2}^{\prime}(0) . \tag{7.3.39}
\end{equation*}
$$

Then, noting (7.3.7) and (7.3.36), we have

$$
\begin{aligned}
\frac{\left(g_{1}^{\prime}(0)-\frac{\delta_{0}}{2}\right) t-\left(g_{2}^{\prime}(0)+\frac{\delta_{0}}{2}\right) t_{k}}{t-t_{k}} & \leq \frac{g_{1}(t)-g_{2}\left(t_{k}\right)}{t-t_{k}} \leq \frac{x-x_{k}}{t-t_{k}} \\
& \leq \lambda_{k}(u(0,0))+\frac{\delta_{0}}{2} ;
\end{aligned}
$$

then

$$
\left(g_{1}^{\prime}(0)-\frac{\delta_{0}}{2}\right) t-\left(g_{2}^{\prime}(0)+\frac{\delta_{0}}{2}\right) t_{k} \leq\left(\lambda_{k}(u(0,0))+\frac{\delta_{0}}{2}\right)\left(t-t_{k}\right) .
$$

Thus, noting (7.3.37) and (7.3.39), we get (7.3.38) immediately (cf. [73]).
In the present situation, similarly to Lemma 6.1.1 (also see the corresponding result in [57] and [76]), we have
Lemma 7.3.2 Under the assumptions of Theorem 7.1.1, there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, on any given existence domain $0 \leq$ $t \leq T$ of the piecewise $C^{1}$ solution $u=u(t, x)$ to the generalized Riemann problem (7.1.1) and (7.1.4), we have the following uniform a priori estimate:

$$
\begin{equation*}
W\left(D_{ \pm}^{T}\right), W\left(D_{0}^{T}\right) \leq \kappa_{1} \theta \tag{7.3.40}
\end{equation*}
$$

Here and henceforth, $\kappa_{i}(i=1,2, \ldots)$ denote positive constants independent of $\theta$ and $T$.
Lemma 7.3.3 Under the assumptions of Theorem 7.1.1, there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, on any given existence domain $0 \leq t \leq T$ of the piecewise $C^{1}$ solution $u=u(t, x)$ to the generalized Riemann
problem (7.1.1) and (7.1.4), we have the following uniform a priori estimates:

$$
\begin{align*}
W_{\infty}^{c}(T) & \leq \kappa_{2} \theta  \tag{7.3.41}\\
\widetilde{W}_{1}(T), W_{1}(T) & \leq \kappa_{3} \theta \tag{7.3.42}
\end{align*}
$$

and

$$
\begin{equation*}
V_{\infty}(T) \leq \kappa_{4} \theta . \tag{7.3.43}
\end{equation*}
$$

Proof. We first estimate $W_{\infty}^{c}(T)$.
For any given $i \in\{1, \ldots, n\}$, passing through any fixed point $(t, x) \in$ $\left(D^{T} \backslash D_{i}^{T}\right) \cap R_{l}(T)(l=0,1, \ldots, n)$, we draw the $i$ th characteristic $c_{i}: \xi=$ $\xi_{i}(\tau)(0 \leq \tau \leq t)$, which, noting (7.1.10) and (7.1.11), must intersect the boundary of $D^{T}$ at a point $\left(t_{i 0}, x_{i 0}\right)$. Without loss of generality, we assume that if $l \geq i$, then $i<n$ and ( $t_{i 0}, x_{i 0}$ ) lies on the right boundary of $D_{n}^{T}$ (if $n \in I$ ) or on $x=x_{n}(t)$ (if $n \in J$ ). Integrating (7.2.9) along $c_{i}$ from $t_{i 0}$ to $t$ yields

$$
\begin{align*}
w_{i}^{(l)}(t, x)= & w_{i}^{(n-1)}\left(t_{i 0}, x_{i 0}\right)-\sum_{k=l+1}^{n-1}\left[w_{i}\right]_{k}+\int_{t_{i, l+1}}^{t} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(l)}\right) w_{j}^{(l)} w_{m}^{(l)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& +\sum_{k=l+2}^{n} \int_{t_{i k}}^{t_{i, k-1}} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(k-1)}\right) w_{j}^{(k-1)} w_{m}^{(k-1)}\left(\tau, \xi_{i}(\tau)\right) d \tau \quad \text { if } n \in J \tag{7.3.44}
\end{align*}
$$

and

$$
\begin{align*}
w_{i}^{(l)}(t, x)= & w_{i}^{(n)}\left(t_{i 0}, x_{i 0}\right)-\sum_{k=l+1}^{n}\left[w_{i}\right]_{k}+\int_{t_{i, l+1}}^{t} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(l)}\right) w_{j}^{(l)} w_{m}^{(l)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& +\sum_{k=l+2}^{n} \int_{t_{i k}}^{t_{i, k-1}} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(k-1)}\right) w_{j}^{(k-1)} w_{m}^{(k-1)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& +\int_{t_{i 0}}^{t_{i n}} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(n)}\right) w_{j}^{(n)} w_{m}^{(n)}\left(\tau, \xi_{i}(\tau)\right) d \tau \quad \text { if } n \in I, \quad \text { 7.3.45) } \tag{7.3.45}
\end{align*}
$$

where

$$
\begin{equation*}
\left[w_{i}\right]_{k}=w_{i}^{(k)}\left(t_{i k}, x_{k}\left(t_{i k}\right)\right)-w_{i}^{(k-1)}\left(t_{i k}, x_{k}\left(t_{i k}\right)\right), \tag{7.3.46}
\end{equation*}
$$

in which $\left(t_{i k}, x_{k}\left(t_{i k}\right)\right)$ stands for the intersection point of $c_{i}$ with the $k$ th wave $x=x_{k}(t)(k=1, \ldots, n)$; moreover, when $n \in J, t_{i 0}=t_{i n}$.

When $n \in J$, noting (7.1.10), (7.3.7), and (7.3.9), we easily see that

$$
\begin{equation*}
\left(\lambda_{n}(0)-\frac{\delta_{0}}{2}\right) t_{i 0} \leq x_{i 0} \leq\left(\lambda_{n}(0)+\frac{\delta_{0}}{2}\right) t_{i 0} . \tag{7.3.47}
\end{equation*}
$$

By Lemma 7.2.2, we have

$$
\begin{align*}
w_{i}^{(n-1)}\left(t_{i 0}, x_{i 0}\right)= & w_{i}^{(n)}\left(t_{i 0}, x_{i 0}\right)+\sum_{m=1}^{n} O\left(\left|\hat{u}^{(n)}-\hat{u}^{(n-1)}\right|\right) w_{m}^{(n)}\left(t_{i 0}, x_{i 0}\right) \\
& +O\left(\left|\hat{u}^{(n)}-\hat{u}^{(n-1)}\right|\right) w_{n}^{(n-1)}\left(t_{i 0}, x_{i 0}\right) \\
& +\sum_{m=1}^{n} O\left(\left|\hat{v}^{ \pm}\right|\right) w_{m}^{(n-1)}\left(t_{i 0}, x_{i 0}\right)+\sum_{m=1}^{n} O\left(\left|\hat{v}^{ \pm}\right|\right) w_{m}^{(n)}\left(t_{i 0}, x_{i 0}\right) \tag{7.3.48}
\end{align*}
$$

Then, noting (7.3.47) and using Lemma 7.3.2, we get

$$
\begin{align*}
\left(1+x_{i 0}\right)^{1+\mu}\left|w_{i}^{(n-1)}\left(t_{i 0}, x_{i 0}\right)\right| & \leq C\left\{W\left(D_{+}^{T}\right)+\left(\eta+V_{\infty}(T)\right)\left(W_{\infty}^{c}(T)+W\left(D_{+}^{T}\right)\right)\right\} \\
& \leq C\left\{\theta\left(1+V_{\infty}(T)\right)+\left(\eta+V_{\infty}(T)\right) W_{\infty}^{c}(T)\right\} \tag{7.3.49}
\end{align*}
$$

Here and henceforth, $C$ denotes different positive constants independent of $\theta$ and $T$. Similarly, using Lemmas 7.2.2 and 7.3.1, noting (7.1.10), and noting that $\delta_{0}$ is suitably small, it is easy to see that

$$
\begin{equation*}
(1+t)^{1+\mu}\left|\sum_{k=l+1}^{n-1}\left[w_{i}\right]_{k}\right| \leq C\left(\eta+V_{\infty}(T)\right) W_{\infty}^{c}(T) \tag{7.3.50}
\end{equation*}
$$

Then, by Lemmas 7.3.1 and 7.3.2 and noting (7.2.11), it follows from (7.3.44) that

$$
\begin{align*}
& (1+t)^{1+\mu}\left|w_{i}^{(l)}(t, x)\right| \\
& \leq C\left\{\theta\left(1+V_{\infty}(T)\right)+\left(\eta+V_{\infty}(T)\right) W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\} \tag{7.3.51}
\end{align*}
$$

When $n \in I$, by the definition of $D_{n}^{T}$, instead of (7.3.47) we have

$$
\begin{equation*}
x_{i 0}=\left(\lambda_{n}(0)+\delta_{0}\right) t_{i 0} \tag{7.3.52}
\end{equation*}
$$

Then, in a completely similar manner, from (7.3.45) we still get (7.3.51).
Thus, noting that $\eta>0$ is suitably small, we have
$W_{\infty}^{c}(T) \leq C\left\{\theta\left(1+V_{\infty}(T)\right)+V_{\infty}(T) W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\}$.

Next, we estimate $\widetilde{W}_{1}(T)$ and $W_{1}(T)$.
For $i \in I$, passing through any fixed point $A \in D_{i}^{T} \cap R_{i}(T)$, we draw the $j$ th characteristic $c_{j}: \xi=\xi_{j}(\tau)(j>i)$, which intersects $x=\left(\lambda_{i}(0)+\delta_{0}\right) t$ or the straight line $t=T$ at a point $B$ and, in the meantime, intersects the $i$ th contact discontinuity $x=x_{i}(t)$ at a point $C$.

When $B$ lies on the straight line $x=\left(\lambda_{i}(0)+\delta_{0}\right) t$, by (7.2.13) and using Stokes' formula on the domain $B C O$, we have

$$
\begin{align*}
& \int_{c_{j}}\left|w_{i}^{(i)}\left(\lambda_{j}\left(u^{(i)}\right)-\lambda_{i}\left(u^{(i)}\right)\right)\left(t, \xi_{j}(t)\right)\right| d t \\
& \leq \int_{O B}\left|w_{i}^{(i)}\left(\lambda_{i}(0)+\delta_{0}-\lambda_{i}\left(u^{(i)}\right)\right)\left(t,\left(\lambda_{i}(0)+\delta_{0}\right) t\right)\right| d t \\
&+\iint_{B C O}\left|\sum_{j, m=1}^{n} \Gamma_{i j m}\left(u^{(i)}\right) w_{j}^{(i)} w_{m}^{(i)}(t, x)\right| d t d x . \tag{7.3.54}
\end{align*}
$$

Then, noting (7.2.15) and (7.3.6), it is easy to get

$$
\begin{equation*}
\int_{c_{j}}\left|w_{i}^{(i)}\left(t, \xi_{j}(t)\right)\right| d t \leq C\left\{W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{7.3.55}
\end{equation*}
$$

On the other hand, when $B$ lies on the straight line $t=T$, passing through $B$, we draw the $i$ th characteristic, which intersects $x=\left(\lambda_{i}(0)+\delta_{0}\right) t$ at a point $E$. Using Stokes' formula on the domain $B C O E$, we still have (7.3.55). Moreover, (7.3.55) also holds for $j<i$. Similarly, we have

$$
\begin{equation*}
\int_{c_{j}}\left|w_{i}^{(i-1)}\left(t, \xi_{j}(t)\right)\right| d t \leq C\left\{W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{7.3.56}
\end{equation*}
$$

Then we get

$$
\begin{equation*}
\widetilde{W}_{1}(T) \leq C\left\{W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{7.3.57}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
W_{1}(T) \leq C\left\{W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{7.3.58}
\end{equation*}
$$

Finally, we estimate $V_{\infty}(T)$.
For $i=1, \ldots, n$, passing through any given point $(t, x) \in R_{l}(T) \quad(l=$ $0,1, \ldots, n)$, we draw the $i$ th characteristic $c_{i}: \xi=\xi_{i}(\tau)(0 \leq \tau \leq t)$, which intersects the $x$-axis at a point $\left(0, x_{i 0}\right)$. Integrating (7.2.6) along $c_{i}$ from 0 to $t$ gives

$$
\begin{align*}
\hat{v}_{i}^{(l)}(t, x)= & \hat{v}_{i}^{(0)}\left(0, x_{i 0}\right)+\sum_{k=1}^{l}\left[\hat{v}_{i}\right]_{k}+\int_{t_{i l}}^{t} \sum_{j, m=1}^{n} \beta_{i j m}\left(u^{(l)}\right) \hat{v}_{j}^{(l)} w_{m}^{(l)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& +\sum_{k=1}^{l-1} \int_{t_{i k}}^{t_{i, k+1}} \sum_{j, m=1}^{n} \beta_{i j m}\left(u^{(k)}\right) \hat{v}_{j}^{(k)} w_{m}^{(k)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& +\int_{0}^{t_{i 1}} \sum_{j, m=1}^{n} \beta_{i j m}\left(u^{(0)}\right) \hat{v}_{j}^{(0)} w_{m}^{(0)}\left(\tau, \xi_{i}(\tau)\right) d \tau \quad \text { if } i>l \tag{7.3.59}
\end{align*}
$$

and

$$
\begin{align*}
\hat{v}_{i}^{(l)}(t, x)= & \hat{v}_{i}^{(n)}\left(0, x_{i 0}\right)-\sum_{k=l+1}^{n}\left[\hat{v}_{i}\right]_{k}+\int_{t_{i, l+1}}^{t} \sum_{j, m=1}^{n} \beta_{i j m}\left(u^{(l)}\right) \hat{v}_{j}^{(l)} w_{m}^{(l)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& +\sum_{k=l+2}^{n} \int_{t_{i k}}^{t_{i, k-1}} \sum_{j, m=1}^{n} \beta_{i j m}\left(u^{(k-1)}\right) \hat{v}_{j}^{(k-1)} w_{m}^{(k-1)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& +\int_{0}^{t_{i n}} \sum_{j, m=1}^{n} \beta_{i j m}\left(u^{(n)}\right) \hat{v}_{j}^{(n)} w_{m}^{(n)}\left(\tau, \xi_{i}(\tau)\right) d \tau, \quad \text { if } i \leq l \tag{7.3.60}
\end{align*}
$$

where

$$
\begin{equation*}
\left[\hat{v}_{i}\right]_{k}=\hat{v}_{i}^{(k)}\left(t_{i k}, x_{k}\left(t_{i k}\right)\right)-\hat{v}_{i}^{(k-1)}\left(t_{i k}, x_{k}\left(t_{i k}\right)\right) \tag{7.3.61}
\end{equation*}
$$

in which $\left(t_{i k}, x_{k}\left(t_{i k}\right)\right)$ stands for the intersection point of $c_{i}$ with the $k$ th wave $x=x_{k}(t)(k=1, \ldots, n)$.

Noting (7.1.12) and (7.3.9), by (7.2.1), we have

$$
\begin{equation*}
\left|\hat{v}_{i}^{(0)}\left(0, x_{i 0}\right)\right|, \quad\left|\hat{v}_{i}^{(n)}\left(0, x_{i 0}\right)\right| \leq C \theta \quad(i=1, \ldots, n) \tag{7.3.62}
\end{equation*}
$$

By Lemma 7.2.2, we have

$$
\begin{equation*}
\left|\left[\hat{v}_{i}\right]_{k}\right| \leq C\left\{\eta V_{\infty}(T)+\left(V_{\infty}(T)\right)^{2}\right\} \quad(i \neq k) \tag{7.3.63}
\end{equation*}
$$

Then, noting (7.2.8) and using Lemma 7.3.2, it follows from (7.3.59)(7.3.60) that for $i=1, \ldots, n$ and for any given $(t, x) \in R_{l}(T)(l=0,1, \ldots, n)$, we have

$$
\begin{align*}
\left|\hat{v}_{i}^{(l)}(t, x)\right| \leq & C\left\{\theta+V_{\infty}(T)\left(\eta+V_{\infty}(T)+W_{\infty}^{c}(T)+\widetilde{W}_{1}(T)\right.\right. \\
& \left.\left.+W\left(D_{ \pm}^{T}\right)+W\left(D_{0}^{T}\right)\right)\right\} \\
\leq & C\left\{\theta+V_{\infty}(T)\left(\eta+\theta+V_{\infty}(T)+W_{\infty}^{c}(T)+\widetilde{W}_{1}(T)\right)\right\} \tag{7.3.64}
\end{align*}
$$

Then we get

$$
\begin{equation*}
V_{\infty}(T) \leq C\left\{\theta+V_{\infty}(T)\left(V_{\infty}(T)+W_{\infty}^{c}(T)+\widetilde{W}_{1}(T)\right)\right\} \tag{7.3.65}
\end{equation*}
$$

It is easy to see that the combination of (7.3.53), (7.3.57)-(7.3.58), and (7.3.65) gives (7.3.41)-(7.3.43). Then, noting (7.2.3), we have

$$
\begin{equation*}
U_{\infty}(T) \leq C \theta \tag{7.3.66}
\end{equation*}
$$

which means that hypothesis (7.3.9) is reasonable.

Lemma 7.3.4 Under the assumptions of Theorem 7.1.1, there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, on any given existence domain $0 \leq$ $t \leq T$ of the piecewise $C^{1}$ solution $u=u(t, x)$ to the generalized Riemann
problem (7.1.1) and (7.1.4), we have the following uniform a priori estimate:

$$
\begin{equation*}
W_{\infty}(T) \leq \kappa_{5} \theta . \tag{7.3.67}
\end{equation*}
$$

Proof. For $i=1, \ldots, n$ and for any given point $(t, x) \in R_{l}(T)(l=$ $0,1, \ldots, n)$, we distinguish the following two cases:
i. $i \in J$.

By Lemmas 7.3.2 and 7.3.3, it is easy to see that

$$
\begin{equation*}
\left|w_{i}^{(l)}(t, x)\right| \leq C\left\{W\left(D_{ \pm}^{T}\right)+W\left(D_{0}^{T}\right)+W_{\infty}^{c}(T)\right\} \leq C \theta \quad(l=0,1, \ldots, n) . \tag{7.3.68}
\end{equation*}
$$

ii. $i \in I$.

When $(t, x) \in R_{l}(T) \backslash D_{i}^{T}(l=0,1, \ldots, n)$, similarly to (7.3.68), we have

$$
\begin{equation*}
\left|w_{i}^{(l)}(t, x)\right| \leq C\left\{W\left(D_{ \pm}^{T}\right)+W\left(D_{0}^{T}\right)+W_{\infty}^{c}(T)\right\} \leq C \theta \quad(l=0,1, \ldots, n), \tag{7.3.69}
\end{equation*}
$$

whereas, when $(t, x) \in D_{i}^{T}$, passing through $(t, x)$, we draw the $i$ th characteristic $c_{i}: \xi=\xi_{i}(\tau)(0 \leq \tau \leq t)$, which intersects the $x$-axis at a point $\left(0, x_{i 0}\right)$. Integrating (7.2.9) along $c_{i}$ from 0 to $t$, we get

$$
\begin{align*}
& w_{i}^{(i-1)}(t, x) \\
& =w_{i}^{(0)}\left(0, x_{i 0}\right)+\sum_{k=1}^{i-1}\left[w_{i}\right]_{k}+\int_{t_{i, i-1}}^{t} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(i-1)}\right) w_{j}^{(i-1)} w_{m}^{(i-1)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& \quad+\sum_{k=1}^{i-2} \int_{t_{i k}}^{t_{i, k+1}} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(k)}\right) w_{j}^{(k)} w_{m}^{(k)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& \quad+\int_{0}^{t_{i 1}} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(0)}\right) w_{j}^{(0)} w_{m}^{(0)}\left(\tau, \xi_{i}(\tau)\right) d \tau \text { if }(t, x) \in D_{i}^{T} \cap R_{i-1}(T) \tag{7.3.70}
\end{align*}
$$

and

$$
\begin{align*}
w_{i}^{(i)}(t, x)= & w_{i}^{(n)}\left(0, x_{i 0}\right)-\sum_{k=i+1}^{n}\left[w_{i}\right]_{k}+\int_{t_{i, i+1}}^{t} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(i)}\right) w_{j}^{(i)} w_{m}^{(i)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& +\sum_{k=i+2}^{n} \int_{t_{i k}}^{t_{i, k-1}} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(k-1)}\right) w_{j}^{(k-1)} w_{m}^{(k-1)}\left(\tau, \xi_{i}(\tau)\right) d \tau \\
& +\int_{0}^{t_{i n}} \sum_{j, m=1}^{n} \gamma_{i j m}\left(u^{(n)}\right) w_{j}^{(n)} w_{m}^{(n)}\left(\tau, \xi_{i}(\tau)\right) d \tau \text { if }(t, x) \in D_{i}^{T} \cap R_{i}(T), \tag{7.3.71}
\end{align*}
$$

where $\left[w_{i}\right]_{k}$ is given by (7.3.46) and $t_{i k}$ is the same as in (7.3.46). Then, since $\lambda_{i}(u)(i \in I)$ is LD, noting (7.1.12) and (7.2.11)-(7.2.12) and using Lemma 7.2.2, it is easy to get

$$
\begin{align*}
\left|w_{i}^{(i-1)}(t, x)\right|,\left|w_{i}^{(i)}(t, x)\right| \leq & C\left\{\theta+V_{\infty}(T)\left(W_{\infty}^{c}(T)+W\left(D_{+}^{T}\right)+W\left(D_{0}^{T}\right)\right)\right. \\
& +\left(W\left(D_{ \pm}^{T}\right)\right)^{2}+\left(W\left(D_{0}^{T}\right)\right)^{2}+\left(W_{\infty}^{c}(T)\right)^{2} \\
& \left.+W_{\infty}^{c}(T) W_{\infty}(T)\right\}, \quad \forall(t, x) \in D_{i}^{T} \tag{7.3.72}
\end{align*}
$$

Hence, by Lemmas 7.3.2 and 7.3.3, we have

$$
\begin{equation*}
\left|w_{i}^{(i-1)}(t, x)\right|,\left|w_{i}^{(i)}(t, x)\right| \leq C \theta\left\{1+W_{\infty}(T)\right\}, \quad \forall(t, x) \in D_{i}^{T} \tag{7.3.73}
\end{equation*}
$$

The combination of (7.3.68)-(7.3.69) and (7.3.73) gives

$$
\begin{equation*}
W_{\infty}(T) \leq C \theta\left\{1+W_{\infty}(T)\right\} \tag{7.3.74}
\end{equation*}
$$

which implies (7.3.67).

From Lemmas 7.3.3 and 7.3.4 and noting (7.2.3)-(7.2.4), (7.2.18), system (7.1.1), and (7.3.2)-(7.3.3), we immediately get Theorem 7.1.1.

In order to prove Theorem 7.1.2, we take $\mu=0$ in (7.3.25)-(7.3.28) and let

$$
\begin{align*}
& V\left(D_{+}^{T}\right)=\max _{i=1, \ldots, n} \sup _{(t, x) \in D_{+}^{T}}\left\{(1+x)\left|\hat{v}_{i}^{(n)}(t, x)\right|\right\},  \tag{7.3.75}\\
& V\left(D_{-}^{T}\right)=\max _{i=1, \ldots, n} \sup _{(t, x) \in D_{-}^{T}}\left\{(1+|x|)\left|\hat{v}_{i}^{(0)}(t, x)\right|\right\},  \tag{7.3.76}\\
& V\left(D_{0}^{T}\right)=\max _{i=1, \ldots, n} \sup _{(t, x) \in D_{0}^{T}}\left\{(1+t)\left|\hat{v}_{i}^{(0)}(t, x)\right|\right\},  \tag{7.3.77}\\
& V_{\infty}^{c}(T)=\max _{i=1, \ldots, n} \max _{l=0,1, \ldots, n} \sup _{(t, x) \in\left(D^{T} \backslash D_{i}^{T}\right) \cap R_{l}(T)}\left\{(1+t)\left|\hat{v}_{i}^{(l)}(t, x)\right|\right\} . \tag{7.3.78}
\end{align*}
$$

Similarly to Lemmas 7.3.2 and 7.3.3, we have
Lemma 7.3.5 Under the assumptions of Theorem 7.1.2, there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, on any given existence domain $0 \leq$ $t \leq T$ of the piecewise $C^{1}$ solution $u=u(t, x)$ to the generalized Riemann problem (7.1.1) and (7.1.4), we have the following uniform a priori estimate:

$$
\begin{equation*}
V\left(D_{ \pm}^{T}\right), V\left(D_{0}^{T}\right), W\left(D_{ \pm}^{T}\right), W\left(D_{0}^{T}\right) \leq \kappa_{6} \theta \tag{7.3.79}
\end{equation*}
$$

Lemma 7.3.6 Under the assumptions of Theorem 7.1.2, there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, on any given existence domain $0 \leq$
$t \leq T$ of the piecewise $C^{1}$ solution $u=u(t, x)$ to the generalized Riemann problem (7.1.1) and (7.1.4), we have the following uniform a priori estimate:

$$
\begin{equation*}
V_{\infty}^{c}(T), W_{\infty}^{c}(T) \leq \kappa_{7} \theta \tag{7.3.80}
\end{equation*}
$$

Using Lemmas 7.3.5 and 7.3.6 and noting

$$
\begin{equation*}
|x| \geq C t \quad \text { on } D_{ \pm}^{T} \tag{7.3.81}
\end{equation*}
$$

we have
$\left|\hat{v}_{i}^{(l)}(t, x)\right|,\left|w_{i}^{(l)}(t, x)\right|<\frac{C \theta}{1+t}, \quad \forall(t, x) \in R_{l} \quad(i=1, \ldots, n ; l=0,1, \ldots, n)$.
Then, noting (7.2.3)-(7.2.4) and system (7.1.1), we get (7.1.28) and (7.1.29).

By (7.2.18) in Lemma 7.2.1, we have

$$
\begin{equation*}
\frac{d x_{k}(t)}{d t}=\lambda_{k}\left(u^{(k-1)}\left(t, x_{k}(t)\right), u^{(k)}\left(t, x_{k}(t)\right)\right) \quad(k=1, \ldots, n) \tag{7.3.83}
\end{equation*}
$$

Then, noting $\hat{\lambda}_{k}=\lambda_{k}\left(\hat{u}^{(k-1)}, \hat{u}^{(k)}\right)(k=1, \ldots, n)$ and (7.1.28), we obtain (7.1.30).

Thus, we finish the proof of Theorem 7.1.2.

### 7.4 Applications

### 7.4.1 System of Traffic Flow

For the system of traffic flow (cf. Section 1.3.2)

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\partial_{x}(\rho v)=0  \tag{7.4.1}\\
\partial_{t}(\rho(v+p(\rho)))+\partial_{x}(\rho v(v+p(\rho)))=0
\end{array}\right.
$$

where $\rho(>0)$ and $v$ are the density and velocity of cars at point $x$ and time $t$, respectively, and

$$
\begin{equation*}
p(\rho)=\rho^{\gamma} \quad(\gamma>0 \text { is a constant }) \tag{7.4.2}
\end{equation*}
$$

we consider the generalized Riemann problem with the initial data

$$
t=0: \quad(\rho, v)=\left\{\begin{array}{lc}
\left(\widetilde{\rho}_{0}+\rho_{l}(x), \widetilde{v}_{0}+v_{l}(x)\right), & x \leq 0  \tag{7.4.3}\\
\left(\widetilde{\rho}_{0}+\rho_{r}(x), \widetilde{v}_{0}+v_{r}(x)\right), & x \geq 0
\end{array}\right.
$$

where $\widetilde{\rho}_{0}>0$ and $\widetilde{v}_{0}$ are constants, $\rho_{l}(x), \rho_{r}(x), v_{l}(x)$, and $v_{r}(x) \in C^{1}$,

$$
\begin{equation*}
\left|\rho_{r}(0)-\rho_{l}(0)\right|+\left|v_{r}(0)-v_{l}(0)\right|>0 \tag{7.4.4}
\end{equation*}
$$

is suitably small, and

$$
\begin{align*}
\theta & \stackrel{\text { def. }}{=} \sup _{x \leq 0}\left\{(1+|x|)^{1+\mu}\left(\left|\rho_{l}(x)-\rho_{l}(0)\right|+\left|v_{l}(x)-v_{l}(0)\right|+\left|\rho_{l}^{\prime}(x)\right|+\left|v_{l}^{\prime}(x)\right|\right)\right\} \\
& +\sup _{x \geq 0}\left\{(1+x)^{1+\mu}\left(\left|\rho_{r}(x)-\rho_{r}(0)\right|+\left|v_{r}(x)-v_{r}(0)\right|+\left|\rho_{r}^{\prime}(x)\right|+\left|v_{r}^{\prime}(x)\right|\right)\right\} \\
< & +\infty \tag{7.4.5}
\end{align*}
$$

Let

$$
\begin{equation*}
U=(\rho, v)^{T} \tag{7.4.6}
\end{equation*}
$$

It is easy to see that for $\rho>0,(7.4 .1)$ is a strictly hyperbolic system with the following two distinct real eigenvalues:

$$
\begin{equation*}
\lambda_{1}(U)=v-\rho p^{\prime}(\rho)<\lambda_{2}(U)=v \tag{7.4.7}
\end{equation*}
$$

in which $\lambda_{1}(U)$ is GN and $\lambda_{2}(U)$ is LD.
Let

$$
\begin{equation*}
\bar{U}=\left(u_{1}, u_{2}\right)^{T} \stackrel{\text { def. }}{=}(\rho, \rho(v+p(\rho)))^{T} \tag{7.4.8}
\end{equation*}
$$

System (7.4.1) can be rewritten in the form of (7.1.1) and the corresponding initial data satisfy the decaying property (7.1.12).

By Theorem 7.1.1 and Remark 7.1.3, we have
Theorem 7.4.1 Suppose that the corresponding Riemann problem for system (7.4.1) with the initial data

$$
t=0: \quad(\rho, v)=\left\{\begin{array}{lc}
\left(\widetilde{\rho}_{0}+\rho_{l}(0), \widetilde{v}_{0}+v_{l}(0)\right), \quad x \leq 0  \tag{7.4.9}\\
\left(\widetilde{\rho}_{0}+\rho_{r}(0), \widetilde{v}_{0}+v_{r}(0)\right), \quad x \geq 0
\end{array}\right.
$$

admits a unique self-similar solution $U=U_{0}(x / t)$ containing one nondegenerate shock (corresponding to the left characteristic) and one contact discontinuity (corresponding to the right characteristic) with small amplitude. Then there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, the generalized Riemann problem (7.4.1) and (7.4.3) admits a unique global piecewise $C^{1}$ solution $U=U(t, x)$ on $t \geq 0$, containing one nondegenerate shock (corresponding to the left characteristic) and one contact discontinuity (corresponding to the right characteristic) with small amplitude. This solution possesses a global structure similar to that of the self-similar solution $U=U_{0}(x / t)$. Moreover, the contact discontinuity degenerates into a weak discontinuity, if the contact discontinuity disappears in the self-similar solution $U=U_{0}(x / t)$.

### 7.4.2 System of One-Dimensional Gas Dynamics

For the system of one-dimensional gas dynamics in Lagrangian representation (see [22], [72], [76], and [87])

$$
\left\{\begin{array}{l}
\partial_{t} \tau-\partial_{x}(\rho u)=0  \tag{7.4.10}\\
\partial_{t} u+\partial_{x} p=0 \\
\partial_{t}\left(e+\frac{1}{2} u^{2}\right)+\partial_{x}(p u)=0
\end{array}\right.
$$

where $\tau(>0)$ is the specific volume, $u$ the velocity, $p$ the pressure, $e(>0)$ the internal energy, and

$$
\begin{equation*}
p=p(\tau, S) \tag{7.4.11}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{\tau}(\tau, S)<0, \quad \forall \tau>0 \tag{7.4.12}
\end{equation*}
$$

in which $S$ is the entropy:

$$
\begin{equation*}
S=S(\tau, e) \tag{7.4.13}
\end{equation*}
$$

we consider the generalized Riemann problem with the initial data

$$
t=0:(\tau, u, e)=\left\{\begin{array}{l}
\left(\widetilde{\tau}_{0}+\tau_{l}(x), \widetilde{u}_{0}+u_{l}(x), \widetilde{e}_{0}+e_{l}(x)\right), \quad x \leq 0  \tag{7.4.14}\\
\left(\widetilde{\tau}_{0}+\tau_{r}(x), \widetilde{u}_{0}+u_{r}(x), \widetilde{e}_{0}+e_{r}(x)\right), \quad x \geq 0
\end{array}\right.
$$

where $\widetilde{\tau}_{0}>0, \widetilde{e}_{0}>0$, and $\widetilde{u}_{0}$ are constants, $\tau_{l}(x), \tau_{r}(x), u_{l}(x), u_{r}(x), e_{l}(x)$, and $e_{r}(x) \in C^{1}$, satisfying the decaying property as shown in (7.1.12), and

$$
\begin{equation*}
\left|\tau_{r}(0)-\tau_{l}(0)\right|+\left|u_{r}(0)-u_{l}(0)\right|+\left|e_{r}(0)-e_{l}(0)\right|>0 \tag{7.4.15}
\end{equation*}
$$

is suitably small.
Let

$$
\begin{equation*}
U=(\tau, u, e)^{T} \tag{7.4.16}
\end{equation*}
$$

It is easy to see that under hypothesis (7.4.12), (7.4.10) is a strictly hyperbolic system with the following three distinct real eigenvalues:

$$
\begin{equation*}
\lambda_{1}(U)=-\sqrt{-p_{\tau}}<\lambda_{2}(U)=0<\lambda_{3}(U)=\sqrt{-p_{\tau}} \tag{7.4.17}
\end{equation*}
$$

$\lambda_{2}(U)$ is LD , and if

$$
\begin{equation*}
p_{\tau \tau}\left(\widetilde{\tau}_{0}, \widetilde{S}_{0}\right) \neq 0 \tag{7.4.18}
\end{equation*}
$$

in which

$$
\begin{equation*}
\widetilde{S}_{0}=S\left(\widetilde{\tau}_{0}, \widetilde{e}_{0}\right) \tag{7.4.19}
\end{equation*}
$$

then $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are GN in a neighbourhood of $U=\widetilde{U}_{0} \stackrel{\text { def. }}{=}\left(\widetilde{\tau}_{0}, \widetilde{u}_{0}, \widetilde{e}_{0}\right)^{T}$.

By Theorem 7.1.1 and Remark 7.1.3, we have
Theorem 7.4.2 Suppose that the corresponding Riemann problem for system (7.4.10) with the initial data

$$
t=0: \quad(\tau, u, e)=\left\{\begin{array}{l}
\left(\widetilde{\tau}_{0}+\tau_{l}(0), \widetilde{u}_{0}+u_{l}(0), \widetilde{e}_{0}+e_{l}(0)\right), \quad x \leq 0  \tag{7.4.20}\\
\left(\widetilde{\tau}_{0}+\tau_{r}(0), \widetilde{u}_{0}+u_{r}(0), \widetilde{e}_{0}+e_{r}(0)\right), \quad x \geq 0
\end{array}\right.
$$

admits a unique self-similar solution $U=U_{0}(x / t)$ containing two nondegenerate
shocks (corresponding to the first and third characteristics) and one contact discontinuity (corresponding to the second characteristic) with small amplitude. Then there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, the generalized Riemann problem (7.4.10) and (7.4.14) admits a unique global piecewise $C^{1}$ solution $U=U(t, x)$ on $t \geq 0$, which contains two nondegenerate shocks (corresponding to the first and the third characteristics) and one contact discontinuity (corresponding to the second characteristic) with small amplitude. This solution possesses a global structure similar to that of the selfsimilar solution $U=U_{0}(x / t)$. Moreover, the contact discontinuity degenerates into a weak discontinuity if the contact discontinuity disppears in the self-similar solution $U=U_{0}(x / t)$.

### 7.4.3 System of Plane Elastic Waves for Hyperelastic Material

We now consider the time-dependent deformation of an elastic medium from the natural state, in which the position vector of a particle is denoted by $X=\left(X_{1}, X_{2}, X_{3}\right)^{T}$. At time $t$, the same particle has a position vector $Y=$ $Y(t, X)=\left(Y_{1}, Y_{2}, Y_{3}\right)^{T}$. For homogeneous hyperelastic materials, there exists a stored energy function $W=W(p)$, where

$$
p=\left(p_{i k}\right)=\left(\frac{\partial Y_{i}}{\partial X_{k}}\right)
$$

is the strain tensor.
For Ciarlet-Geymonat material (see [20]), the stored energy function is given by

$$
\begin{equation*}
W(p)=a\|p\|^{2}+b\|\operatorname{Cof} p\|^{2}+\Gamma(\operatorname{det} p)+e \tag{7.4.21}
\end{equation*}
$$

where $a, b$ are positive constants, $e$ is a real number, and

$$
\begin{equation*}
\|p\|=\left(\operatorname{tr}\left(p^{T} p\right)\right)^{\frac{1}{2}}, \operatorname{Cof} p=\operatorname{det} p \cdot\left(p^{-1}\right)^{T}, \Gamma(\delta)=c \delta^{2}-d \log \delta, \quad \forall \delta>0 \tag{7.4.22}
\end{equation*}
$$

in which $c$ and $d$ are two positive constants.

By [54] or [58] we know that for this kind of material, the system of plane elastic waves can be written as

$$
\begin{equation*}
\frac{\partial U}{\partial t}+\frac{\partial f(U)}{\partial x}=0 \tag{7.4.23}
\end{equation*}
$$

where $U=\left(u_{1}, \ldots, u_{6}\right)^{T}$ and

$$
\nabla f(U)=\left(\begin{array}{cc}
0 & -I  \tag{7.4.24}\\
-V^{\prime \prime}(u) & 0
\end{array}\right)
$$

where $I$ is the $3 \times 3$ unit matrix,

$$
\begin{equation*}
V^{\prime \prime}(u)=2(a+b) I+\left[2(b+c)+d(1+\omega u)^{-2}\right] \omega^{T} \omega \tag{7.4.25}
\end{equation*}
$$

in which $u=\left(u_{1}, u_{2}, u_{3}\right)^{T}$, and $\omega$ is a three-dimensional constant vector with $|\omega|=1$.

It is easy to see that (7.4.23) is a hyperbolic system with the following six real eigenvalues:

$$
\begin{equation*}
\lambda_{1}(U)=-\lambda, \quad \lambda_{2}(U) \equiv \lambda_{3}(U)=-\lambda_{0}, \quad \lambda_{4}(U) \equiv \lambda_{5}(U)=\lambda_{0}, \quad \lambda_{6}(U)=\lambda \tag{7.4.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\sqrt{2(a+b)+2(b+c)+d(1+\omega u)^{-2}}, \quad \lambda_{0}=\sqrt{2(a+b)} . \tag{7.4.27}
\end{equation*}
$$

Moreover, the simple characteristics $\lambda_{1}(U)$ and $\lambda_{6}(U)$ are GN, whereas, $\lambda_{i}(U)(i=2, \ldots, 5)$ are LD characteristics with constant multiplicity 2.

We consider the generalized Riemann problem for system (7.4.23) with the following initial data:

$$
t=0: U= \begin{cases}U_{l}(x), & x \leq 0  \tag{7.4.28}\\ U_{r}(x), & x \geq 0\end{cases}
$$

where $U_{l}(x)$ and $U_{r}(x)$ are two given $C^{1}$ vector functions satisfying the decay property as shown in (7.1.12) and

$$
\begin{equation*}
\left|U_{r}(0)-U_{l}(0)\right|>0 \tag{7.4.29}
\end{equation*}
$$

is suitably small.
By Theorem 7.1.1 and Remarks 7.1.3 and 7.1.4, we have
Theorem 7.4.3 Suppose that the corresponding Riemann problem for system (7.4.23) with the initial data

$$
t=0: \quad U= \begin{cases}U_{l}(0), & x \leq 0  \tag{7.4.30}\\ U_{r}(0), & x \geq 0\end{cases}
$$

admits a unique self-similar solution $U=U_{0}(x / t)$ containing two nondegenerate shocks (corresponding to the leftmost and rightmost characteristics) and two contact discontinuities [corresponding to the second (or third) characteristic and the fourth (or fifth) characteristic] with small amplitude. Then there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right]$, the generalized Riemann problem (7.4.23) and (7.4.28) admits a unique global piecewise $C^{1}$ solution $U=U(t, x)$ on $t \geq 0$, which contains two nondegenerate shocks (corresponding to the leftmost and rightmost characteristics) and two contact discontinuities [corresponding to the second (or third) characteristic and the forth (or fifth) characteristic] with small amplitude. This solution possesses a global structure similar to that of the self-similar solution $U=U_{0}(x / t)$. Moreover, if a contact discontinuity disappears in the self-similar solution $U=U_{0}(x / t)$, then the corresponding contact discontinuity degenerates into a weak discontinuity.

## Chapter VIII <br> Generalized Nonlinear Initial-Boundary Riemann Problem

### 8.1 Introduction and Main Results

In hydrodynamics one often meets the mixed initial-boundary value problem for first-order quasilinear hyperbolic system of conservation laws. In certain situations, for example, the piston problem, the conditions of $C^{0}$ compatibility may fail at the corner where the initial axis meets the boundary (see [22], [26], [50], and [84]). Moreover, one also uses this kind of problem in numerical analysis (see [88] and [94]).

The aim of this chapter is to discuss this kind of problem in the general case with nonlinear boundary conditions.

First, we consider the following nonlinear initial-boundary Riemann problem with constant initial data:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial x}=0, \quad t>0, x>0  \tag{8.1.1}\\
t=0: u=u_{+}, \quad x \geq 0 \\
x=0: v_{s}=G_{s}\left(v_{1}, \ldots, v_{m}\right) \quad(s=m+1, \ldots, n), \quad t \geq 0
\end{array}\right.
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{T}, f(u)=\left(f_{1}(u), \ldots, f_{n}(u)\right)^{T}$ is a given $C^{3}$ vector function of $u$, such that $\nabla f(u)$ has $n$ real eigenvalues:

$$
\begin{equation*}
\lambda_{1}(u), \ldots, \lambda_{m}(u)<0<\lambda_{m+1}(u)<\cdots<\lambda_{n}(u) \tag{8.1.2}
\end{equation*}
$$

and a complete set of left (resp. right) eigenvectors $l_{1}(u), \ldots, l_{n}(u)$ [resp. $\left.r_{1}(u), \ldots, r_{n}(u)\right], u_{+}$is a constant vector,

$$
\begin{equation*}
v_{i}=l_{i}(u) u \quad(i=1, \ldots, n), \tag{8.1.3}
\end{equation*}
$$

and $G_{s}(\cdot) \in C^{1}(s=m+1, \ldots, n)$. However, the conditions of $C^{0}$ compatibility at the point $(t, x)=(0,0)$,

$$
\begin{equation*}
v_{s}^{+}=G_{s}\left(v_{1}^{+}, \ldots, v_{m}^{+}\right) \quad(s=m+1, \ldots, n), \tag{8.1.4}
\end{equation*}
$$
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fail, in which

$$
\begin{equation*}
v_{i}^{+}=l_{i}\left(u_{+}\right) u_{+} \quad(i=1, \ldots, n) \tag{8.1.5}
\end{equation*}
$$

All $\lambda_{i}(u), l_{i}(u)$, and $r_{i}(u)(i=1, \ldots, n)$ are supposed to have the same regularity as $\nabla f(u)$, and, without loss of generality, we assume that on the domain under consideration,

$$
\begin{equation*}
l_{i}(u) r_{j}(u) \equiv \delta_{i j} \quad(i, j=1, \ldots, n) \tag{8.1.6}
\end{equation*}
$$

where $\delta_{i j}$ stands for Kronecker's delta.
Suppose that on the domain under consideration, each positive eigenvalue $\lambda_{s}(u)(s \in\{m+1, \ldots, n\})$ is either genuinely nonlinear (GN): Without loss of generality,

$$
\begin{equation*}
\nabla \lambda_{s}(u) r_{s}(u) \equiv 1, \quad \forall u \tag{8.1.7}
\end{equation*}
$$

or linearly degenerate (LD):

$$
\begin{equation*}
\nabla \lambda_{s}(u) r_{s}(u) \equiv 0, \quad \forall u \tag{8.1.8}
\end{equation*}
$$

For the nonlinear initial-boundary Riemann problem (8.1.1), we have
Theorem 8.1.1 Suppose that (8.1.2) holds and each positive eigenvalue is either $G N$ or $L D$. If $\left|u_{+}\right|$and $\left|v_{s}^{+}-G_{s}\left(v_{1}^{+}, \ldots, v_{m}^{+}\right)\right|(s=m+1, \ldots, n)$ are suitably small, then the nonlinear initial-boundary Riemann problem (8.1.1) admits a unique small amplitude self-similar solution $u=U(x / t)$. This solution is composed of $n-m+1$ constant states $\hat{u}^{(i)}(i=m, \ldots, n)$, with $\hat{u}^{(n)}=u_{+}$and $n-m$ elementary waves with small amplitude (shocks or centered rarefaction waves corresponding to GN characteristics, contact discontinuities corresponding to LD characteristics).

Remark 8.1.1 The result of Theorem 8.1.1 can be found in [67].

Remark 8.1.2 If $u_{+}$is suitably small and

$$
\begin{equation*}
G_{s}(0, \ldots, 0)=0 \quad(s=m+1, \ldots, n) \tag{8.1.9}
\end{equation*}
$$

then $\left|v_{s}^{+}-G_{s}\left(v_{1}^{+}, \ldots, v_{m}^{+}\right)\right|(s=m+1, \ldots, n)$ must be suitably small.

Remark 8.1.3 If there are positive characteristics with constant multiplicity $p(>1)$, a similar result holds as in Theorem 8.1.1.

Remark 8.1.4 Theorem 8.1.1 generalizes Theorem 2.2 with the special boundary conditions in [26].

We next investigate the following generalized nonlinear initialboundary Riemann problem:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial x}=0, \quad t>0, x>0  \tag{8.1.10}\\
t=0: u=u_{r}(x), \quad x \geq 0 \\
x=0: v_{s}=G_{s}\left(\alpha_{s}(t), v_{1}, \ldots, v_{m}\right)+h_{s}(t) \quad(s=m+1, \ldots, n), \quad t \geq 0
\end{array}\right.
$$

where $f(\cdot) \in C^{3}, u_{r}(\cdot), \alpha_{s}(\cdot), h_{s}(\cdot)$, and $G_{s}(\cdot) \in C^{1}(s=m+1, \ldots, n)$. Moreover, without loss of generality, we assume that

$$
\begin{equation*}
G_{s}\left(\alpha_{s}(t), 0, \ldots, 0\right) \equiv 0 \quad(s=m+1, \ldots, n) \tag{8.1.11}
\end{equation*}
$$

However, we assume that at the point $(t, x)=(0,0)$, the conditions of $C^{0}$ compatibility fail.

In order to construct the globally defined piecewise $C^{1}$ solution to problem (8.1.10), we give the following hypotheses:
$\left(H_{1}\right) \quad \eta \stackrel{\text { def. }}{=}\left|u_{r}(0)\right|+|\alpha(0)|+|h(0)|>0$ is suitably small, where

$$
\alpha(t)=\left(\alpha_{m+1}(t), \ldots, \alpha_{n}(t)\right), h(t)=\left(h_{m+1}(t), \ldots, h_{n}(t)\right), \quad \forall t \geq 0
$$

$\left(H_{2}\right)$ There is a constant $\mu>0$ such that

$$
\begin{align*}
\theta \stackrel{\text { def. }}{=} & \sup _{x \geq 0}\left\{(1+x)^{1+\mu}\left(\left|u_{r}(x)-u_{r}(0)\right|+\left|u_{r}^{\prime}(x)\right|\right)\right\} \\
& +\sup _{t \geq 0}\left\{(1+t)^{1+\mu}\left(|\alpha(t)-\alpha(0)|+\left|\alpha^{\prime}(t)\right|+|h(t)-h(0)|+\left|h^{\prime}(t)\right|\right)\right\} \\
& <+\infty \tag{8.1.12}
\end{align*}
$$

$\left(H_{3}\right)$ The corresponding nonlinear initial-boundary Riemann problem

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial x}=0, \quad t>0, x>0,  \tag{8.1.13}\\
t=0: u=u_{r}(0), \quad x \geq 0, \\
x=0: v_{s}=G_{s}\left(\alpha_{s}(0), v_{1}, \ldots, v_{m}\right)+h_{s}(0) \\
\quad \stackrel{\text { def. }}{=} \bar{G}_{s}\left(v_{1}, \ldots, v_{m}\right) \quad(s=m+1, \ldots, n), \quad t \geq 0,
\end{array}\right.
$$

admits a unique self-similar solution $u=U(x / t)$ composed of $n-m+1$ constant states $\hat{u}^{(m)}, \ldots, \hat{u}^{(n-1)}, \hat{u}^{(n)}=u_{+}(0)$, and $n-m$ small amplitude elementary waves $x=\hat{\lambda}_{k} t(k=m+1, \ldots, n)$ (nondegenerate shocks corresponding to GN characteristics and contact discontinuities corresponding to

LD characteristics):

$$
u=U\left(\frac{x}{t}\right)= \begin{cases}\hat{u}^{(m)}, & 0 \leq x \leq \hat{\lambda}_{m+1} t,  \tag{8.1.14}\\ \hat{u}^{(l)}, & \hat{\lambda}_{l} t \leq x \leq \hat{\lambda}_{l+1} t \quad(l=m+1, \ldots, n-1), \\ \hat{u}^{(n)}, & x \geq \hat{\lambda}_{n} t .\end{cases}
$$

For the generalized nonlinear initial-boundary Riemann problem (8.1.10), our main result is

Theorem 8.1.2 Suppose that (8.1.2) holds and each positive characteristic is either $G N$ or LD. Under assumptions $\left(H_{1}\right)-\left(H_{3}\right)$, there exists $\theta_{0}>0$ so small that for any given $\theta \in\left(0, \theta_{0}\right]$, the generalized nonlinear initial-boundary Riemann problem (8.1.10) admits a unique global piecewise $C^{1}$ solution

$$
u=u(t, x)= \begin{cases}u^{(m)}(t, x), & 0 \leq x \leq x_{m+1}(t),  \tag{8.1.15}\\ u^{(l)}(t, x), & x_{l}(t) \leq x \leq x_{l+1}(t) \quad(l=m+1, \ldots, n-1), \\ u^{(n)}(t, x), & x \geq x_{n}(t)\end{cases}
$$

in which, for $l=m, \ldots, n, u^{(l)}(t, x) \in C^{1}$ satisfies the system in (8.1.10) in the classical sense on the corresponding angular domain. Moreover, for $k=m+1, \ldots, n, u^{(k-1)}(t, x)$ and $u^{(k)}(t, x)$ are connected to each other by the $k$ th small amplitude wave $x=x_{k}(t)$ with $x_{k}(0)=0$ [the $k$ th nondegenerate shock when $\lambda_{k}(u)$ is $G N$ or the $k$ th contact discontinuity when $\lambda_{k}(u)$ is $\left.L D\right]$. This solution possesses a global structure similar to that of the self-similar solution (8.1.14) to the corresponding nonlinear initial-boundary Riemann problem (8.1.13), namely,

$$
\begin{align*}
u^{(l)}(0,0) & =\hat{u}^{(l)} \quad(l=m, \ldots, n),  \tag{8.1.16}\\
x_{k}^{\prime}(0) & =\hat{\lambda}_{k} \quad(k=m+1, \ldots, n),  \tag{8.1.17}\\
\left|u^{(l)}(t, x)-\hat{u}^{(l)}\right| & \leq C(\theta+\eta), \quad \forall(t, x) \in R_{l} \quad(l=m, \ldots, n), \tag{8.1.18}
\end{align*}
$$

and

$$
\begin{equation*}
\left|x_{k}^{\prime}(t)-\hat{\lambda}_{k}\right| \leq C \theta, \quad t \geq 0 \quad(k=m+1, \ldots, n), \tag{8.1.19}
\end{equation*}
$$

where $C$ is a positive constant independent of $t, x, \theta$, and $\eta$.
Thus, we claim that the corresponding small amplitude self-similar solution $u=U(x / t)$ to the nonlinear initial-boundary Riemann problem (8.1.13) has global structural stability.

Remark 8.1.5 The corresponding result and proof in [67] have been improved in Theorem 8.1.2.

Remark 8.1.6 Suppose that the system in (8.1.10) has some positive characteristics with constant multiplicity. Then similar results hold as in Theorem 8.1.2.

Remark 8.1.7 In $\left(H_{3}\right)$, when some contact discontinuities disappear in the self-similar solution (8.1.14), we still have Theorem 8.1.2 in which the corresponding contact discontinuities degenerate to weak discontinuities.

This chapter is organized as follows. In Section 8.2 we give some preliminaries. Then Theorems 8.1.1 and 8.1.2 proved in Sections 8.3 and 8.4, respectively.

### 8.2 Preliminaries

Let

$$
\begin{equation*}
\hat{v}_{i}^{(l)}=l_{i}\left(u^{(l)}\right)\left(u^{(l)}-\hat{u}^{(l)}\right) \quad(i=1, \ldots, n ; l=m, \ldots, n) \tag{8.2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{i}^{(l)}=l_{i}\left(u^{(l)}\right) u_{x}^{(l)} \quad(i=1, \ldots, n ; l=m, \ldots, n) . \tag{8.2.2}
\end{equation*}
$$

By (8.1.6), we have

$$
\begin{equation*}
u^{(l)}=\hat{u}^{(l)}+\sum_{k=1}^{n} \hat{v}_{k}^{(l)} r_{k}\left(u^{(l)}\right) \quad(l=m, \ldots, n) \tag{8.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{x}^{(l)}=\sum_{k=1}^{n} w_{k}^{(l)} r_{k}\left(u^{(l)}\right) \quad(l=m, \ldots, n) . \tag{8.2.4}
\end{equation*}
$$

Let

$$
\begin{equation*}
\frac{d}{d_{i} t}=\frac{\partial}{\partial t}+\lambda_{i}(u) \frac{\partial}{\partial x} \tag{8.2.5}
\end{equation*}
$$

denote the directional derivative with respect to $t$ along the $i$ th characteristic. We have (see Chapter 7)

$$
\begin{equation*}
\frac{d \hat{v}_{i}^{(l)}}{d_{i} t}=\sum_{j, k=1}^{n} \beta_{i j k}\left(u^{(l)}\right) \hat{v}_{j}^{(l)} w_{k}^{(l)} \quad(i=1, \ldots, n ; l=m, \ldots, n), \tag{8.2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{i j k}\left(u^{(l)}\right)=\left(\lambda_{k}\left(u^{(l)}\right)-\lambda_{i}\left(u^{(l)}\right)\right) l_{i}\left(u^{(l)}\right) \nabla r_{j}\left(u^{(l)}\right) r_{k}\left(u^{(l)}\right) . \tag{8.2.7}
\end{equation*}
$$

Hence, we have

$$
\begin{equation*}
\beta_{i j i}\left(u^{(l)}\right) \equiv 0, \quad \forall i, j . \tag{8.2.8}
\end{equation*}
$$

On the other hand, we have (see Chapter 7)

$$
\begin{equation*}
\frac{d w_{i}^{(l)}}{d_{i} t}=\sum_{j, k=1}^{n} \gamma_{i j k}\left(u^{(l)}\right) w_{j}^{(l)} w_{k}^{(l)} \quad(i=1, \ldots, n ; l=m, \ldots, n) \tag{8.2.9}
\end{equation*}
$$

where

$$
\begin{align*}
\gamma_{i j k}\left(u^{(l)}\right)= & \frac{1}{2}\left\{\left(\lambda_{j}\left(u^{(l)}\right)-\lambda_{k}\left(u^{(l)}\right)\right) l_{i}\left(u^{(l)}\right) \nabla r_{k}\left(u^{(l)}\right) r_{j}\left(u^{(l)}\right)\right. \\
& \left.-\nabla \lambda_{k}\left(u^{(l)}\right) r_{j}\left(u^{(l)}\right) \delta_{i k}+(j \mid k)\right\}, \tag{8.2.10}
\end{align*}
$$

in which $(j \mid k)$ stands for all terms obtained by changing $j$ and $k$ in the previous terms. Hence,

$$
\begin{equation*}
\gamma_{i j j}\left(u^{(l)}\right) \equiv 0, \quad \forall j \neq i \tag{8.2.11}
\end{equation*}
$$

Moreover, if $\lambda_{i}(u)$ is LD, we have

$$
\begin{equation*}
\gamma_{i i i}\left(u^{(l)}\right) \equiv 0 \tag{8.2.12}
\end{equation*}
$$

Noting (8.2.4) and (8.2.9), we have (see Chapter 7)
$d\left[w_{i}^{(l)}\left(d x-\lambda_{i}\left(u^{(l)}\right) d t\right)\right]=\sum_{j, k=1}^{n} \Gamma_{i j k}\left(u^{(l)}\right) w_{j}^{(l)} w_{k}^{(l)} d t \wedge d x(i=1, \ldots, n ; l=m, \ldots, n)$,
where
$\Gamma_{i j k}\left(u^{(l)}\right)=\frac{1}{2}\left(\lambda_{j}\left(u^{(l)}\right)-\lambda_{k}\left(u^{(l)}\right)\right) l_{i}\left(u^{(l)}\right)\left[\nabla r_{k}\left(u^{(l)}\right) r_{j}\left(u^{(l)}\right)-\nabla r_{j}\left(u^{(l)}\right) r_{k}\left(u^{(l)}\right)\right]$.
Obviously,

$$
\begin{equation*}
\Gamma_{i j j}\left(u^{(l)}\right) \equiv 0, \quad \forall i, j \tag{8.2.14}
\end{equation*}
$$

### 8.3 Proof of Theorem 8.1.1

First, we give the following lemma (see [42], [49] and [72]).
Lemma 8.3.1 For any given $G N$ or $L D$ simple characteristic $\lambda_{k}(u)$ and any given left (resp. right) state $\underline{u}$, the right (resp. left) state $\bar{u}$, which can be connected with $\underline{u}$, by a kth elementary wave with small amplitude, forms a
one-parameter family

$$
\begin{equation*}
\bar{u}=W(\underline{u} ; \varepsilon), \quad-\varepsilon_{0} \leq \varepsilon \leq \varepsilon_{0}\left(\varepsilon_{0}>0 \text { suitably small }\right), \tag{8.3.1}
\end{equation*}
$$

where $W$ is a $C^{1}$ function of $\varepsilon$, satisfying

$$
\begin{equation*}
W(\underline{u} ; 0)=\underline{u} \tag{8.3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d W}{d \varepsilon}(\underline{u} ; 0)=r_{k}(\underline{u}) . \tag{8.3.3}
\end{equation*}
$$

Here, when $\lambda_{k}(u)$ is LD, the $k$ th elementary wave with small amplitude is a contact discontinuity, whereas, when $\lambda_{k}(u)$ is GN, the kth wave with small amplitude is a shock or a centered rarefaction wave.

Proof of Theorem 8.1.1. By Lemma 8.3.1, there is a one-parameter family of states $u^{(n-1)}=u^{(n-1)}\left(u_{+} ; \varepsilon_{n}\right)$ which can be connected with the right state $u_{+}$by an $n$th elementary wave. Similarly, there is a one-parameter family of states $u^{(n-2)}=\widetilde{u}^{(n-2)}\left(u^{(n-1)}, \varepsilon_{n-1}\right)=u^{(n-2)}\left(u_{+} ; \varepsilon_{n}, \varepsilon_{n-1}\right)$ which can be connected with the right state $u^{(n-1)}$ by an ( $n-1$ )st elementary wave. Repeating this procedure, we obtain a one-parameter family of states $u^{(m)}=\widetilde{u}^{(m)}\left(u^{(m+1)}, \varepsilon_{m+1}\right)=u^{(m)}\left(u_{+} ; \varepsilon_{n}, \varepsilon_{n-1}, \ldots, \varepsilon_{m+1}\right)$, which can be connected with the right state $u^{(m+1)}$ by an $(m+1)$ st elementary wave. Noting (8.3.2)-(8.3.3), for

$$
\begin{equation*}
u^{(m)}=u^{(m)}\left(u_{+} ; \varepsilon_{n}, \varepsilon_{n-1}, \ldots, \varepsilon_{m+1}\right), \tag{8.3.4}
\end{equation*}
$$

we have

$$
\begin{gather*}
u^{(m)}\left(u_{+} ; 0, \ldots, 0\right)=u_{+},  \tag{8.3.5}\\
\frac{\partial u^{(m)}}{\partial \varepsilon_{i}}\left(u_{+} ; 0, \ldots, 0\right)=r_{i}\left(u_{+}\right) \quad(i=m+1, \ldots, n) . \tag{8.3.6}
\end{gather*}
$$

On the other hand, $u^{(m)}$ should satisfy the boundary condition in (8.1.1):

$$
\begin{equation*}
v_{s}^{(m)}=G_{s}\left(v_{1}^{(m)}, \ldots, v_{m}^{(m)}\right) \quad(s=m+1, \ldots, n), \tag{8.3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{i}^{(m)}=l_{i}\left(u^{(m)}\right) u^{(m)} \quad(i=1, \ldots, n) . \tag{8.3.8}
\end{equation*}
$$

Let
$F_{s}\left(u_{+} ; \varepsilon_{m+1}, \ldots, \varepsilon_{n} ; c_{s}\right)=v_{s}^{(m)}-G_{s}\left(v_{1}^{(m)}, \ldots, v_{m}^{(m)}\right)-c_{s} \quad(s=m+1, \ldots, n)$,
where $c_{s}(s=m+1, \ldots, n)$ are independent variables. Noting (8.1.6) and (8.3.5)-(8.3.6), we can easily get

$$
\begin{equation*}
F_{s}\left(u_{+} ; 0, \ldots, 0 ; v_{s}^{+}-G_{s}\left(v_{1}^{+}, \ldots, v_{m}^{+}\right)\right)=0 \quad(s=m+1, \ldots, n), \tag{8.3.10}
\end{equation*}
$$

and at $\left(\varepsilon_{m+1}, \ldots, \varepsilon_{n}\right)=(0, \ldots, 0)$ and $c_{s}=v_{s}^{+}-G_{s}\left(v_{1}^{+}, \ldots, v_{m}^{+}\right)(s=m+$ $1, \ldots, n)$, where $v_{i}^{+}(i=1, \ldots, n)$ are given by (8.1.5), we have

$$
\begin{equation*}
\frac{\partial\left(F_{m+1}, \ldots, F_{n}\right)}{\partial\left(\varepsilon_{m+1}, \ldots, \varepsilon_{n}\right)} \neq 0 \tag{8.3.11}
\end{equation*}
$$

provided that $\left|u_{+}\right|$is suitably small. Then when $\left|v_{s}^{+}-G_{s}\left(v_{1}^{+}, \ldots, v_{m}^{+}\right)\right|$ ( $s=m+1, \ldots, n$ ) are suitably small, by the implicit function theorem and taking $c_{s}=0(s=m+1, \ldots, n)$, we uniquely get $\hat{\varepsilon}_{m+1}, \ldots, \hat{\varepsilon}_{n}$ in a neighbourhood of $\left(\varepsilon_{m+1}, \ldots, \varepsilon_{n}\right)=(0, \ldots, 0)$ such that (8.3.4) with $\left(\varepsilon_{m+1}, \ldots, \varepsilon_{n}\right)=$ $\left(\hat{\varepsilon}_{m+1}, \ldots, \hat{\varepsilon}_{n}\right)$ satisfies (8.3.7). Thus, the nonlinear initial-boundary Riemann problem (8.1.1) admits a unique self-similar solution with small amplitude, composed of the constant states $\hat{u}^{(m)}=u^{(m)}\left(u_{+} ; \hat{\varepsilon}_{n}, \hat{\varepsilon}_{n-1}, \ldots, \hat{\varepsilon}_{m+1}\right)$, $\hat{u}^{(m+1)}=u^{(m+1)}\left(u_{+} ; \hat{\varepsilon}_{n}, \hat{\varepsilon}_{n-1}, \ldots, \hat{\varepsilon}_{m+2}\right), \ldots, \hat{u}^{(n-1)}=u^{(n-1)}\left(u_{+} ; \hat{\varepsilon}_{n}\right)$, and $\hat{u}^{(n)}=u_{+}$. By Lemma 8.3.1, for $k=m+1, \ldots, n$, if $\lambda_{k}(u)$ is GN, $\hat{u}^{(k-1)}$ and $\hat{u}^{(k)}$ are connected by a shock or a centered rarefaction wave, whereas if $\lambda_{k}(u)$ is LD, $\hat{u}^{(k-1)}$ and $\hat{u}^{(k)}$ are connected by a contact discontinuity.

The proof of Theorem 8.1.1 is finished.

### 8.4 Proof of Theorem 8.1.2

First, we show the existence and uniqueness of a local piecewise $C^{1}$ solution to the generalized nonlinear initial-boundary Riemann problem (8.1.10). Let

$$
\begin{equation*}
\widetilde{v}_{i}^{(k)}=l_{i}\left(\hat{u}^{(k)}\right) u^{(k)} \quad(i=1, \ldots, n ; k=m, \ldots, n), \tag{8.4.1}
\end{equation*}
$$

where $\hat{u}^{(k)}(k=m, \ldots, n)$ stand for the constant states in the self-similar solution $u=U(x / t)$ to the nonlinear initial-boundary Riemann problem (8.1.13). It is easy to see that the boundary condition in (8.1.10) can be equivalently rewritten as

$$
\begin{equation*}
x=0: \widetilde{v}_{s}^{(m)}=\widetilde{G}_{s}\left(t, \widetilde{v}_{1}^{(m)}, \ldots, \widetilde{v}_{m}^{(m)}\right) \quad(s=m+1, \ldots, n) . \tag{8.4.2}
\end{equation*}
$$

Then, similarly to the proof of the existence and uniqueness of a local piecewise $C^{1}$ solution to the generalized Riemann problem (see [72] and [49]), we obtain that there exists $T_{0}>0$ such that the generalized nonlinear initial-boundary Riemann problem (8.1.10) admits a unique piecewise $C^{1}$ solution $u=u(t, x)$ on $R\left(T_{0}\right)$ containing $n-m$ small amplitude waves $x=x_{k}(t)$ with $x_{k}(0)=0(k=m+1, \ldots, n)$ (nondegenerate shocks corresponding to GN characteristics or contact discontinuities corresponding to

LD characteristics):

$$
u=u(t, x)= \begin{cases}u^{(m)}(t, x), & (t, x) \in R_{m}\left(T_{0}\right),  \tag{8.4.3}\\ u^{(l)}(t, x), & (t, x) \in R_{l}\left(T_{0}\right) \quad(l=m+1, \ldots, n-1), \\ u^{(n)}(t, x), & (t, x) \in R_{n}\left(T_{0}\right),\end{cases}
$$

where
$R_{l}\left(T_{0}\right)=\left\{\begin{array}{l}\left\{(t, x) \mid 0 \leq t \leq T_{0}, 0 \leq x \leq x_{m+1}(t)\right\} \quad(l=m), \\ \left\{(t, x) \mid 0 \leq t \leq T_{0}, x_{l}(t) \leq x \leq x_{l+1}(t)\right\} \quad(l=m+1, \ldots, n-1), \\ \left\{(t, x) \mid 0 \leq t \leq T_{0}, x \geq x_{n}(t)\right\} \quad(l=n),\end{array}\right.$
and

$$
\begin{equation*}
R\left(T_{0}\right)=\bigcup_{l=m}^{n} R_{l}\left(T_{0}\right) \tag{8.4.4}
\end{equation*}
$$

Moreover, this solution possesses a structure similar to that of the selfsimilar solution $u=U(x / t)$ to the corresponding nonlinear initial-boundary Riemann problem (8.1.13), namely,

$$
\begin{equation*}
u^{(l)}(0,0)=\hat{u}^{(l)} \quad(l=m, \ldots, n) \tag{8.4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{k}^{\prime}(0)=\hat{\lambda}_{k} \quad(k=m+1, \ldots, n) . \tag{8.4.7}
\end{equation*}
$$

In order to obtain the global piecewise $C^{1}$ solution to the generalized nonlinear initial-boundary Riemann problem (8.1.10), we need to establish a uniform a priori estimate on the piecewise $C^{1}$ norm of the piecewise $C^{1}$ solution $u=u(t, x)$ on any given existence domain.

By (8.1.2), there exist small positive constants $\delta_{0}$ and $\delta$ such that

$$
\begin{align*}
& \lambda_{i}(u)-\lambda_{j}\left(u^{\prime}\right) \geq 4 \delta_{0}, \quad \forall|u|,\left|u^{\prime}\right| \leq \delta( i=m+1, \ldots, n, \\
&j=i-1 \text { or } j=1, \ldots, m)  \tag{8.4.8}\\
&\left|\lambda_{i}(u)-\lambda_{i}\left(u^{\prime}\right)\right| \leq \frac{\delta_{0}}{2}, \quad \forall|u|,\left|u^{\prime}\right| \leq \delta \quad(i=1, \ldots, n) \tag{8.4.9}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\lambda_{i}(0)\right| \geq 3 \delta_{0} \quad(i=1, \ldots, n) \tag{8.4.10}
\end{equation*}
$$

For the time being, we assume that on any given existence domain $R(T)=$ $\{(t, x) \mid 0 \leq t \leq T, x \geq 0\}$ of the piecewise $C^{1}$ solution $u=u(t, x)$ to the generalized nonlinear initial-boundary Riemann problem (8.1.10), we have

$$
\begin{equation*}
\left|u^{(l)}(t, x)\right| \leq \delta, \quad \forall(t, x) \in R_{l}(T) \quad(l=m, \ldots, n), \tag{8.4.11}
\end{equation*}
$$

where the piecewise $C^{1}$ solution

$$
u=u(t, x)= \begin{cases}u^{(m)}(t, x), & (t, x) \in R_{m}(T)  \tag{8.4.12}\\ u^{(l)}(t, x), & (t, x) \in R_{l}(T) \quad(l=m+1, \ldots, n-1) \\ u^{(n)}(t, x), & (t, x) \in R_{n}(T)\end{cases}
$$

in which
$R_{l}(T)=\left\{\begin{array}{l}\left\{(t, x) \mid 0 \leq t \leq T, 0 \leq x \leq x_{m+1}(t)\right\} \quad(l=m), \\ \left\{(t, x) \mid 0 \leq t \leq T, x_{l}(t) \leq x \leq x_{l+1}(t)\right\} \quad(l=m+1, \ldots, n-1), \\ \left\{(t, x) \mid 0 \leq t \leq T, x \geq x_{n}(t)\right\} \quad(l=n),\end{array}\right.$
where $x=x_{k}(t)$ with $x_{k}(0)=0$ is the $k$ th wave $(k=m+1, \ldots, n)$. Later we will explain that hypothesis (8.4.11) is reasonable.

Let $I$ and $J$ be the sets of indices such that $I \cup J=\{m+1, \ldots, n\}$. Also, when $i \in I, \lambda_{i}(u)$ is LD, whereas when $i \in J, \lambda_{i}(u)$ is GN. Let

$$
\begin{equation*}
D_{i}^{T}=\left\{(t, x) \mid 0 \leq t \leq T, x=x_{i}(t)\right\} \quad \text { for } i \in J \tag{8.4.14}
\end{equation*}
$$

and for $i \in I$, let
$D_{i}^{T}=\left\{\begin{array}{l}\left\{(t, x) \mid 0 \leq t \leq T,\left(\lambda_{i}(0)-\delta_{0}\right) t \leq x \leq\left(\lambda_{i}(0)+\delta_{0}\right) t\right\} \quad(i \neq m+1, n), \\ \left\{(t, x) \mid 0 \leq t \leq T, 0 \leq x \leq\left(\lambda_{m+1}(0)+\delta_{0}\right) t\right\} \quad(i=m+1), \\ \left\{(t, x) \mid 0 \leq t \leq T,\left(\lambda_{n}(0)-\delta_{0}\right) t \leq x\right\} \quad(i=n) .\end{array}\right.$
Obviously,

$$
\bigcup_{i=m+1}^{n} D_{i}^{T} \subset R(T)
$$

On any given existence domain $R(T)$ of the piecewise $C^{1}$ solution $u=$ $u(t, x)$ to the generalized nonlinear initial-boundary Riemann problem (8.1.10), let

$$
\begin{equation*}
\hat{v}^{(l)}=\left(\hat{v}_{1}^{(l)}, \ldots, \hat{v}_{n}^{(l)}\right), \quad w^{(l)}=\left(w_{1}^{(l)}, \ldots, w_{n}^{(l)}\right) \quad(l=m, \ldots, n), \tag{8.4.17}
\end{equation*}
$$

in which

$$
\begin{align*}
\hat{v}_{i}^{(l)}= & l_{i}\left(u^{(l)}\right)\left(u^{(l)}-\hat{u}^{(l)}\right), \quad w_{i}^{(l)}=l_{i}\left(u^{(l)}\right) u_{x}^{(l)} \quad(i=1, \ldots, n),  \tag{8.4.18}\\
W_{\infty}^{c}(T)= & \max _{i=1, \ldots, n}\left\{\max _{l=m, \ldots, n-1} \sup _{(t, x) \in R_{l}(T) \backslash D_{i}^{T}}(1+t)^{1+\mu}\left|w_{i}^{(l)}(t, x)\right|,\right. \\
& \left.\sup _{(t, x) \in R_{n}(T) \backslash D_{i}^{T}}(1+x)^{1+\mu}\left|w_{i}^{(n)}(t, x)\right|\right\}, \tag{8.4.19}
\end{align*}
$$

in which $D_{i}^{T}=\emptyset$ for $i=1, \ldots, m$,

$$
\begin{equation*}
\widetilde{W}_{1}(T)=\max _{i \in I} \max _{j \neq i} \sup _{c_{j}}\left\{\int_{c_{j}}\left|w_{i}^{(i-1)}(t, x)\right| d t+\int_{c_{j}}\left|w_{i}^{(i)}(t, x)\right| d t\right\}, \tag{8.4.20}
\end{equation*}
$$

where $c_{j}$ denotes any given $j$ th characteristic on $D_{i}^{T}$,

$$
\begin{equation*}
W_{1}(T)=\max _{i \in I} \sup _{0 \leq t \leq T}\left\{\int_{a_{i}(t)}^{x_{i}(t)}\left|w_{i}^{(i-1)}(t, x)\right| d x+\int_{x_{i}(t)}^{b_{i}(t)}\left|w_{i}^{(i)}(t, x)\right| d x\right\}, \tag{8.4.21}
\end{equation*}
$$

where

$$
\begin{align*}
a_{i}(t) & =\left\{\begin{array}{l}
0 \text { for } i=m+1, \\
\left(\lambda_{i}(0)-\delta_{0}\right) t \text { for } i \neq m+1,
\end{array} \quad\right. \text { and } \\
b_{i}(t) & =\left\{\begin{array}{l}
+\infty \text { for } i=n, \\
\left(\lambda_{i}(0)+\delta_{0}\right) t \text { for } i \neq n,
\end{array}\right.  \tag{8.4.22}\\
V_{\infty}(T) & =\sum_{l=m}^{n}\left\|\hat{v}^{(l)}(t, x)\right\|_{L^{\infty}\left(R_{l}(T)\right),}, \tag{8.4.23}
\end{align*}
$$

and

$$
\begin{equation*}
W_{\infty}(T)=\sum_{l=m}^{n}\left\|w^{(l)}(t, x)\right\|_{L^{\infty}\left(R_{l}(T)\right)} . \tag{8.4.24}
\end{equation*}
$$

In what follows, we show that there exists $\theta_{0}>0$ so small that for any fixed $\theta \in\left(0, \theta_{0}\right.$ ], on any given existence domain $R(T)$ of the piecewise $C^{1}$ solution $u=u(t, x)$ [see (8.4.12)] to the generalized nonlinear initial-boundary Riemann problem (8.1.10), we have the following uniform a priori estimates:

$$
\begin{align*}
W_{\infty}^{c}(T) & \leq \kappa_{1} \theta,  \tag{8.4.25}\\
\widetilde{W}_{1}(T), W_{1}(T) & \leq \kappa_{2} \theta,  \tag{8.4.26}\\
V_{\infty}(T) & \leq \kappa_{3}(\theta+\eta), \tag{8.4.27}
\end{align*}
$$

and

$$
\begin{equation*}
W_{\infty}(T) \leq \kappa_{4} \theta, \tag{8.4.28}
\end{equation*}
$$

where $\kappa_{i}(i=1, \ldots, 4)$ are positive constants independent of $\theta, \eta$, and $T$.
We first estimate $W_{\infty}^{c}(T)$.
For $r=1, \ldots, m$, passing through any given point $(t, x) \in R(T)$, we draw the $r$ th characteristic $c_{r}: \xi=\xi_{r}(\tau ; t, x)(0 \leq \tau \leq t)$, which, noting (8.1.2), must intersect the $x$-axis at a point $\left(0, x_{r 0}\right)$. If $(t, x) \in R_{l}(T)$ for some $l \in\{m, \ldots, n-1\}$, integrating the $r$ th equation in (8.2.9) along $c_{r}$
from 0 to $t$ yields

$$
\begin{align*}
w_{r}^{(l)}(t, x)= & w_{r}^{(n)}\left(0, x_{r 0}\right)-\sum_{k=l+1}^{n}\left[w_{r}\right]_{k}+\int_{t_{r, l+1} j, q=1}^{t} \gamma_{r j q}^{n}\left(u^{(l)}\right) w_{j}^{(l)} w_{q}^{(l)}\left(\tau, \xi_{r}(\tau, t, x)\right) d \tau \\
& +\sum_{k=l+2}^{n} \int_{t_{r k}}^{t_{r, k-1}} \sum_{j, q=1}^{n} \gamma_{r j q}\left(u^{(k-1)}\right) w_{j}^{(k-1)} w_{q}^{(k-1)}\left(\tau, \xi_{r}(\tau ; t, x)\right) d \tau \\
& +\int_{0}^{t_{r n}} \sum_{j, q=1}^{n} \gamma_{r j q}\left(u^{(n)}\right) w_{j}^{(n)} w_{q}^{(n)}\left(\tau, \xi_{r}(\tau ; t, x)\right) d \tau \tag{8.4.29}
\end{align*}
$$

where $t_{r k}$ stands for the $t$-coordinate of the intersection point of $c_{r}$ with the $k$ th wave $x=x_{k}(t)$ and

$$
\begin{equation*}
\left[w_{r}\right]_{k}=w_{r}^{(k)}\left(t_{r k}, x_{k}\left(t_{r k}\right)\right)-w_{r}^{(k-1)}\left(t_{r k}, x_{k}\left(t_{r k}\right)\right) \tag{8.4.30}
\end{equation*}
$$

Noting (7.1.10)-(7.1.11) and (8.4.8)-(8.4.11), by Lemma 7.3.1, we have

$$
\begin{equation*}
t_{r k} \geq C t \quad(k=l+1, \ldots, n) \tag{8.4.31}
\end{equation*}
$$

Here and henceforth, $C$ denotes different positive constants independent of $\theta, \eta$, and $T$. Moreover, noting (8.1.2) and (8.4.9)-(8.4.10), we have

$$
\begin{equation*}
x_{r 0} \geq C t_{r n} \tag{8.4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi_{r}(\tau ; t, x) \geq C x_{r 0}, \quad \forall\left(\tau, \xi_{r}(\tau ; t, x)\right) \in R_{n}(T) \tag{8.4.33}
\end{equation*}
$$

Then, noting (8.4.11), (8.2.11), (8.1.12), and Lemma 7.2.2, it follows from (8.4.29) that
$(1+t)^{1+\mu}\left|w_{r}^{(l)}(t, x)\right| \leq C\left\{\theta+\left(\eta+V_{\infty}(T)\right) W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\}$.
If $(t, x) \in R_{n}(T)$, similarly to (8.4.34), we have

$$
\begin{equation*}
(1+x)^{1+\mu}\left|w_{r}^{(n)}(t, x)\right| \leq C\left\{\theta+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\} \tag{8.4.35}
\end{equation*}
$$

For $s=m+1, \ldots, n$ and for any fixed point $(t, x) \in R(T) \backslash D_{s}^{T}$, if $(t, x) \in R_{l}(T)$ for some $l \geq s$, similarly we have (8.4.34)-(8.4.35), in which the subscript $r$ should be replaced by $s$. If $(t, x) \in R_{l}(T)$ for some $l<s$, the $s$-th characteristic $c_{s}$ passing through $(t, x): \xi=\xi_{s}(\tau ; t, x)(0 \leq \tau \leq t)$ intersects the $t$-axis at a point $\left(t_{s 0}, 0\right)$. Integrating the $s$ th equation in (8.2.9) along $c_{s}$ from $t_{s 0}$ to $t$ yields
$w_{s}^{(l)}(t, x)=w_{s}^{(m)}\left(t_{s 0}, 0\right)+\sum_{k=m+1}^{l}\left[w_{s}\right]_{k}+\int_{t_{s l}}^{t} \sum_{j, q=1}^{n} \gamma_{s j q}\left(u^{(l)}\right) w_{j}^{(l)} w_{q}^{(l)}\left(\tau, \xi_{s}(\tau ; t, x)\right) d \tau$

$$
\begin{align*}
& +\sum_{k=m+1}^{l-1} \int_{t_{s k}}^{t_{s, k+1}} \sum_{j, q=1}^{n} \gamma_{s j q}\left(u^{(k)}\right) w_{j}^{(k)} w_{q}^{(k)}\left(\tau, \xi_{s}(\tau ; t, x)\right) d \tau \\
& +\int_{t_{s 0}}^{t_{s, m+1}} \sum_{j, q=1}^{n} \gamma_{s j q}\left(u^{(m)}\right) w_{j}^{(m)} w_{q}^{(m)}\left(\tau, \xi_{s}(\tau ; t, x)\right) d \tau \tag{8.4.36}
\end{align*}
$$

By the boundary condition in (8.1.10), noting (8.1.2) and (8.4.11), it is easy to get (cf. Chapter 6)

$$
\begin{align*}
w_{s}^{(m)}\left(t_{s 0}, 0\right)= & \sum_{r=1}^{m} f_{s r}\left(\alpha\left(t_{s 0}\right), u^{(m)}\right) w_{r}^{(m)}\left(t_{s 0}, 0\right) \\
& +\sum_{\bar{s}=m+1}^{n} \bar{f}_{s \bar{s}}\left(\alpha\left(t_{s 0}\right), u^{(m)}\right) \alpha_{\bar{s}}^{\prime}\left(t_{s 0}\right) \\
& +\sum_{\bar{s}=m+1}^{n} \tilde{f}_{s \bar{s}}\left(\alpha\left(t_{s 0}\right), u^{(m)}\right) h_{\bar{s}}^{\prime}\left(t_{s 0}\right) \quad(s=m+1, \ldots, n), \tag{8.4.37}
\end{align*}
$$

where $f_{s r}(\cdot), \bar{f}_{s \bar{s}}(\cdot)$, and $\widetilde{f}_{s \bar{s}}(\cdot)$ are continuous functions of $\alpha$ and $u$. Similarly to (8.4.31), we have

$$
\begin{equation*}
t_{s 0}, t_{s k} \geq c t \quad(k=m+1, \ldots, l ; s=m+1, \ldots, n) \tag{8.4.38}
\end{equation*}
$$

Thus, noting (8.1.12), (8.4.11), (8.2.11), and Lemma 7.2.2, it follows from (8.4.36)-(8.4.37) that

$$
\begin{aligned}
(1+t)^{1+\mu}\left|w_{s}^{(l)}(t, x)\right| \leq & C\left\{\theta+\left(1+t_{s 0}\right)^{(1+\mu)} \sum_{r=1}^{m}\left|w_{r}^{(m)}\left(t_{s 0}, 0\right)\right|\right. \\
& \left.+\left(\eta+V_{\infty}(T)\right) W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\}
\end{aligned}
$$

Then, by (8.4.34), we get
$(1+t)^{1+\mu}\left|w_{s}^{(l)}(t, x)\right| \leq C\left\{\theta+\left(\eta+V_{\infty}(T)\right) W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) \widetilde{W}_{1}(T)\right\}$.

The combination of (8.4.34)-(8.4.35) and (8.4.39) gives

$$
\begin{equation*}
W_{\infty}^{c}(T) \leq C\left\{\theta+W_{\infty}^{c}(T)\left(V_{\infty}(T)+W_{\infty}^{c}(T)+\widetilde{W}_{1}(T)\right)\right\} \tag{8.4.40}
\end{equation*}
$$

Next we estimate $V_{\infty}(T)$.
When $r=1, \ldots, m$, for any given point $(t, x) \in R_{l}(T)$ with $l \in\{m, \ldots$, $n-1\}$, similarly to (8.4.29), integrating the $r$ th equation in (8.2.6) along $c_{r}$
from 0 to $t$ gives

$$
\begin{align*}
\hat{v}_{r}^{(l)}(t, x)= & \hat{v}_{r}^{(n)}\left(0, x_{r 0}\right)-\sum_{k=l+1}^{n}\left[\hat{v}_{r}\right]_{k}+\int_{t_{r, l+1}}^{t} \sum_{j, q=1}^{n} \beta_{r j q}\left(u^{(l)}\right) \hat{v}_{j}^{(l)} w_{q}^{(l)}\left(\tau, \xi_{r}(\tau ; t, x)\right) d \tau \\
& +\sum_{k=l+2}^{n} \int_{t_{r k}}^{t_{r, k-1}} \sum_{j, q=1}^{n} \beta_{r j q}\left(u^{(k-1)}\right) \hat{v}_{j}^{(k-1)} w_{q}^{(k-1)}\left(\tau, \xi_{r}(\tau ; t, x)\right) d \tau \\
& +\int_{0}^{t_{r n}} \sum_{j, q=1}^{n} \beta_{r j q}\left(u^{(n)}\right) \hat{v}_{j}^{(n)} w_{q}^{(n)}\left(\tau, \xi_{r}(\tau ; t, x)\right) d \tau \tag{8.4.41}
\end{align*}
$$

Then, noting Lemma 7.2 .2 , (8.1.12), and (8.4.9)-(8.4.11) we get

$$
\begin{equation*}
\left|\hat{v}_{r}^{(l)}(t, x)\right| \leq C\left\{\theta+\eta V_{\infty}(T)+\left(V_{\infty}(T)\right)^{2}+V_{\infty}(T) W_{\infty}^{c}(T)+V_{\infty}(T) \widetilde{W}_{1}(T)\right\} \tag{8.4.42}
\end{equation*}
$$

Moreover, similarly to (8.4.35), for any given point $(t, x) \in R_{n}(T)$, we have

$$
\begin{equation*}
\left|\hat{v}_{r}^{(n)}(t, x)\right| \leq C\left\{\theta+V_{\infty}(T) W_{\infty}^{c}(T)+V_{\infty}(T) \widetilde{W}_{1}(T)\right\} \tag{8.4.43}
\end{equation*}
$$

When $s=m+1, \ldots, n$, if $l \geq s$, for $\hat{v}_{s}^{(l)}(t, x)$ we still have (8.4.42)-(8.4.43), whereas, if $l<s$, similarly to (8.4.36), we have

$$
\begin{align*}
\hat{v}_{s}^{(l)}(t, x)= & \hat{v}_{s}^{(m)}\left(t_{s 0}, 0\right)+\sum_{k=m+1}^{l}\left[\hat{v}_{s}\right]_{k}+\int_{t_{s l}}^{t} \sum_{j, q=1}^{n} \beta_{s j q}\left(u^{(l)}\right) \hat{v}_{j}^{(l)} w_{q}^{(l)}\left(\tau, \xi_{s}(\tau ; t, x)\right) d \tau \\
& +\sum_{k=m+1}^{l-1} \int_{t_{s k}}^{t_{s, k+1}} \sum_{j, q=1}^{n} \beta_{s j q}\left(u^{(k)}\right) \hat{v}_{j}^{(k)} w_{q}^{(k)}\left(\tau, \xi_{s}(\tau ; t, x)\right) d \tau \\
& +\int_{t_{s 0}}^{t_{s, m+1}} \sum_{j, q=1}^{n} \beta_{s j q}\left(u^{(m)}\right) \hat{v}_{j}^{(m)} w_{q}^{(m)}\left(\tau, \xi_{s}(\tau ; t, x)\right) d \tau . \tag{8.4.44}
\end{align*}
$$

Noting (8.1.11)-(8.1.12) and (8.4.11), by the boundary condition in (8.1.10), it is easy to get

$$
\begin{equation*}
\left|\hat{v}_{s}^{(m)}\left(t_{s 0}, 0\right)\right| \leq C\left(\theta+\eta+\sum_{r=1}^{m}\left|\hat{v}_{r}^{(m)}\left(t_{s 0}, 0\right)\right|\right) \tag{8.4.45}
\end{equation*}
$$

Then, noting (8.4.42), it follows from (8.4.44) that
$\left|\hat{v}_{s}^{(l)}(t, x)\right| \leq C\left\{\theta+\eta+\eta V_{\infty}(T)+\left(V_{\infty}(T)\right)^{2}+V_{\infty}(T) W_{\infty}^{c}(T)+V_{\infty}(T) \widetilde{W}_{1}(T)\right\}$.
Thus, finally, we have

$$
\begin{equation*}
V_{\infty}(T) \leq C\left\{\theta+\eta+V_{\infty}(T)\left(V_{\infty}(T)+W_{\infty}^{c}(T)+\widetilde{W}_{1}(T)\right)\right\} \tag{8.4.47}
\end{equation*}
$$

Now we estimate $\widetilde{W}_{1}(T)$ and $W_{1}(T)$.

We first estimate $\int_{c_{j}}\left|w_{i}^{(i)}(t, x)\right| d \tau$. Suppose that for $i \in I, c_{j}: \xi=\xi_{j}(\tau)$ is a $j$ th characteristic $(j \neq i)$ on $R_{i}(T) \cap D_{i}^{T}$ whose ends are denoted by $A$ and $B$. Passing through $A$ and $B$, we draw the $i$ th characteristics, respectively, which intersect the boundary of $D_{i}^{T}$ at $C$ and $D$, respectively, where if $i<n$, $C$ and $D$ lie on $x=\left(\lambda_{i}(0)+\delta_{0}\right) t$; however, if $i=n, C$ and $D$ lie on the $x$-axis. On the domain $A C D B$, by (8.2.13) and noting (8.4.9), it is easy to get

$$
\begin{align*}
& \int_{c_{j}}\left|w_{i}^{(i)}\left(\lambda_{j}\left(u^{(i)}\right)-\lambda_{i}\left(u^{(i)}\right)\right)(t, x)\right| d t \\
& \leq \int_{C}^{D}\left|w_{i}^{(i)}(t, x)\right|\left(d x-\lambda_{i}\left(u^{(i)}\right) d t\right)+\iint_{A C D B}\left|\sum_{j, q=1}^{n} \Gamma_{i j q}\left(u^{(i)}\right) w_{j}^{(i)} w_{q}^{(i)}(t, x)\right| d t d x \tag{8.4.48}
\end{align*}
$$

Then, noting (8.1.12), (8.4.8), (8.4.11), and (8.2.15), we have

$$
\begin{equation*}
\int_{c_{j}}\left|w_{i}^{(i)}(t, x)\right| d t \leq C\left\{\theta+W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right\} \tag{8.4.49}
\end{equation*}
$$

For $\int_{c_{j}}\left|w_{i}^{(i-1)}(t, x)\right| d t$, noting (8.1.12) and (8.4.37) (when $m+1 \in I$ ), we similarly have

$$
\begin{equation*}
\left.\int_{c_{j}}\left|w_{i}^{(i-1)}(t, x)\right| d t \leq C\left\{\theta+W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{1}(T)\right)\right\} \tag{8.4.50}
\end{equation*}
$$

Thus, we get

$$
\begin{equation*}
\widetilde{W}_{1}(T) \leq C\left\{\theta+W_{\infty}^{c}(T)\left(1+W_{\infty}^{c}(T)+W_{1}(T)\right)\right\} \tag{8.4.51}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
W_{1}(T) \leq C\left\{\theta+W_{\infty}^{c}(T)\left(1+W_{\infty}^{c}(T)+W_{1}(T)\right)\right\} \tag{8.4.52}
\end{equation*}
$$

Then, by the method in Chapter 3 (see the proof of Lemma 3.2.2), the combination of (8.4.40), (8.4.47), and (8.4.51)-(8.4.52) gives (8.4.25)-(8.4.27).

Noting (8.2.3) and (8.4.27), we easily to see that hypothesis (8.4.11) is reasonable.

Finally, we estimate $W_{\infty}(T)$.
By the definition of $W_{\infty}^{c}(T)$, we need only to estimate $w_{s}^{(s)}(t, x)$ for $s \in I$ and $(t, x) \in R_{s}(T) \cap D_{s}^{T}$ and to estimate $w_{s}^{(s-1)}(t, x)$ for $s \in I$ and $(t, x) \in$ $R_{s-1}(T) \cap D_{s}^{T}$. To this end, passing through any given point $(t, x) \in R_{s}(T) \cap$ $D_{s}^{T}\left[\right.$ resp. $\left.(t, x) \in R_{s-1}(T) \cap D_{s}^{T}\right]$, we draw the $s$ th characteristic $c_{s}: ~ \xi=$ $\xi_{s}(\tau ; t, x)(0 \leq \tau \leq t)$, which intersects the boundary of $D_{s}^{T}$ at $\left(t_{0}^{(s)}, x_{0}^{(s)}\right)$ $\left[\operatorname{resp} .\left(t_{0}^{(s-1)}, x_{0}^{(s-1)}\right)\right]$. Then, integrating the $s$ th equation in (8.2.9) along $c_{s}$
from $t_{0}^{(s-1)}$ to $t$ and from $t_{0}^{(s)}$ to $t$, respectively, we get

$$
\begin{align*}
w_{s}^{(s-1)}(t, x)= & w_{s}^{(s-1)}\left(t_{0}^{(s-1)}, x_{0}^{(s-1)}\right) \\
& +\int_{t_{0}^{(s-1)}}^{t} \sum_{j, q=1}^{n} \gamma_{s j q}\left(u^{(s-1)}\right) w_{j}^{(s-1)} w_{q}^{(s-1)}\left(\tau, \xi_{s}(\tau ; t, x)\right) d \tau \tag{8.4.53}
\end{align*}
$$

and

$$
\begin{equation*}
w_{s}^{(s)}(t, x)=w_{s}^{(s)}\left(t_{0}^{(s)}, x_{0}^{(s)}\right)+\int_{t_{0}^{(s)}}^{t} \sum_{j, q=1}^{n} \gamma_{s j q}\left(u^{(s)}\right) w_{j}^{(s)} w_{q}^{(s)}\left(\tau, \xi_{s}(\tau ; t, x)\right) d \tau \tag{8.4.54}
\end{equation*}
$$

In (8.4.53), when $s=m+1$, $\left(t_{0}^{(s-1)}, x_{0}^{(s-1)}\right)$ lies on the $t$-axis, whereas in (8.4.54), when $s=n,\left(t_{0}^{(s)}, x_{0}^{(s)}\right)$ lies on the $x$-axis. Then, since $\lambda_{s}(u)(s \in I)$ is LD, noting (8.2.12), (8.1.12), and (8.4.37), we easily get

$$
\begin{equation*}
\left|w_{s}^{(s-1)}(t, x)\right|,\left|w_{s}^{(s)}(t, x)\right| \leq C\left\{\theta+W_{\infty}^{c}(T)+\left(W_{\infty}^{c}(T)\right)^{2}+W_{\infty}^{c}(T) W_{\infty}(T)\right\} \tag{8.4.55}
\end{equation*}
$$

Hence, noting (8.4.25), we have

$$
\begin{equation*}
W_{\infty}(T) \leq C \theta\left\{1+W_{\infty}(T)\right\} \tag{8.4.56}
\end{equation*}
$$

which implies (8.4.28).
Then, noting (8.2.3) and (7.2.18), we finish the proof of Theorem 8.1.2.

## Chapter IX Inverse Generalized Riemann Problem

### 9.1 Introduction and Main Results

Consider the following hyperbolic system of conservation laws:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial f(u)}{\partial x}=0 \tag{9.1.1}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$ is the unknown vector function of $t$ and $x$, and $f(u)=\left(f_{1}(u), \ldots, f_{n}(u)\right)^{T}$ is a given $C^{2}$ vector function of $u$.

Suppose that on the domain under consideration,
$\left(H_{1}\right)$ System (9.1.1) is strictly hyperbolic, i.e., the matrix $\nabla f(u)$ has $n$ distinct real eigenvalues

$$
\begin{equation*}
\lambda_{1}(u)<\lambda_{2}(u)<\cdots<\lambda_{n}(u) \tag{9.1.2}
\end{equation*}
$$

For $i=1, \ldots, n$, let $l_{i}(u)=\left(l_{i 1}(u), \ldots, l_{\text {in }}(u)\right)$ and $r_{i}(u)=\left(r_{1 i}(u), \ldots\right.$, $\left.r_{n i}(u)\right)^{T}$ be the left and right eigenvectors corresponding to $\lambda_{i}(u)$, respectively. Without loss of generality, we assume that on the domain under consideration,

$$
\begin{equation*}
l_{i}(u) r_{j}(u) \equiv \delta_{i j} \quad(i, j=1, \ldots, n) \tag{9.1.3}
\end{equation*}
$$

where $\delta_{i j}$ stands for Kronecker's delta.
$\left(H_{2}\right)$ System (9.1.1) is genuinely nonlinear (GN) in the sense of Lax: Without loss of generality, for $i=1, \ldots, n$,

$$
\begin{equation*}
\nabla \lambda_{i}(u) \cdot r_{i}(u) \equiv 1 \tag{9.1.4}
\end{equation*}
$$

$\left(H_{3}\right)$ For the Riemann problem of system (9.1.1) with the following piecewise constant initial data:

$$
t=0: u= \begin{cases}u_{-}, & x \leq 0  \tag{9.1.5}\\ u_{+}, & x \geq 0\end{cases}
$$

with $\left|u_{+}-u_{-}\right|$small enough, suppose that the self-similar solution $u=U(x / t)$ is composed of $n+1$ constants states $\hat{u}^{(0)}=u_{-}, \hat{u}^{(1)}, \ldots, \hat{u}^{(n-1)}$ and $\hat{u}^{(n)}=u_{+}$ and $n$ small amplitude nondegenerate typical shocks $x=s_{i} t(i=1, \ldots, n)$ with

$$
\begin{equation*}
s_{1}<s_{2}<\cdots<s_{n} \tag{9.1.6}
\end{equation*}
$$

on which we have the Rankine-Hugoniot condition

$$
\begin{equation*}
f\left(\hat{u}^{(i)}\right)-f\left(\hat{u}^{(i-1)}\right)=s_{i}\left(\hat{u}^{(i)}-\hat{u}^{(i-1)}\right) \tag{9.1.7}
\end{equation*}
$$

and the entropy condition

$$
\left\{\begin{array}{l}
\lambda_{i}\left(\hat{u}^{(i)}\right)<s_{i}<\lambda_{i}\left(\hat{u}^{(i-1)}\right)  \tag{9.1.8}\\
\lambda_{i-1}\left(\hat{u}^{(i-1)}\right)<s_{i}<\lambda_{i+1}\left(\hat{u}^{(i)}\right)
\end{array}\right.
$$

for $i=1, \ldots, n$ (cf. [42]).
In order to consider the local or global structural stability of the selfsimilar solution $u=U(x / t)$ to Riemann problem (9.1.1) and (9.1.5), we consider the corresponding generalized Riemann problem of system (9.1.1) with the following piecewise smooth initial data:

$$
t=0: u= \begin{cases}u_{l}(x), & x \leq 0  \tag{9.1.9}\\ u_{r}(x), & x \geq 0\end{cases}
$$

in which

$$
\begin{equation*}
u_{l}(0)=u_{-}, \quad u_{r}(0)=u_{+} . \tag{9.1.10}
\end{equation*}
$$

In [72], Li and Yu got the local structural stability. On the other hand, in [50] and [73], Li and Zhao got the following (also see Theorem 7.1.2 in Chapter 7).

Proposition 9.1.1 Under assumptions $\left(H_{1}\right)-\left(H_{3}\right)$, suppose that $u_{l}(x)$ and $u_{r}(x)$ are $C^{1}$ functions on $x \leq 0$ and $x \geq 0$, respectively, and that $f(u)$ is a $C^{2}$ vector function. Then there exists a positive constant $\varepsilon_{0}>0$ so small that for any given $\varepsilon$ with $0<\varepsilon \leq \varepsilon_{0}$, if

$$
\begin{equation*}
\left|u_{l}(x)-u_{l}(0)\right|, \quad\left|u_{l}^{\prime}(x)\right| \leq \frac{\varepsilon}{1+|x|}, \quad \forall x \leq 0 \tag{9.1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{r}(x)-u_{r}(0)\right|, \quad\left|u_{r}^{\prime}(x)\right| \leq \frac{\varepsilon}{1+x}, \quad \forall x \geq 0 \tag{9.1.12}
\end{equation*}
$$

then the generalized Riemann problem (9.1.1) and (9.1.9) admits a unique global piecewise $C^{1}$ solution on $t \geq 0$ :

$$
u=u(t, x)= \begin{cases}u^{(0)}(t, x), & (t, x) \in R_{0}  \tag{9.1.13}\\ u^{(l)}(t, x), & (t, x) \in R_{l} \quad(l=1, \ldots, n-1) \\ u^{(n)}(t, x), & (t, x) \in R_{n}\end{cases}
$$

containing only $n$ small amplitude nondegenerate shocks $x=x_{i}(t)(i=$ $1, \ldots, n)$ passing through the origin, in which $u^{(l)}(t, x) \in C^{1}$ with

$$
\begin{equation*}
u^{(l)}(0,0)=\hat{u}^{(l)} \quad(l=0,1, \ldots, n) \tag{9.1.14}
\end{equation*}
$$

satisfies system (9.1.1) in the classical sense on the domain $R_{l}(l=0,1, \ldots, n)$, respectively, where

$$
\left\{\begin{array}{l}
R_{0}=\left\{(t, x) \mid t \geq 0, x \leq x_{1}(t)\right\}  \tag{9.1.15}\\
R_{l}=\left\{(t, x) \mid t \geq 0, x_{l}(t) \leq x \leq x_{l+1}(t)\right\} \quad(l=1, \ldots, n-1) \\
R_{n}=\left\{(t, x) \mid t \geq 0, x \geq x_{n}(t)\right\}
\end{array}\right.
$$

and $x_{i}(t) \in C^{2}$ on $t \geq 0$ with

$$
\begin{equation*}
x_{i}(0)=0, x_{i}^{\prime}(0)=s_{i} \quad(i=1, \ldots, n) . \tag{9.1.16}
\end{equation*}
$$

For $i=1, \ldots, n$, on $x=x_{i}(t)$ we have the Rankine-Hugoniot condition

$$
\begin{equation*}
f\left(u^{(i)}\right)-f\left(u^{(i-1)}\right)=x_{i}^{\prime}(t)\left(u^{(i)}-u^{(i-1)}\right) \tag{9.1.17}
\end{equation*}
$$

and the entropy condition

$$
\left\{\begin{array}{l}
\lambda_{i}\left(u^{(i)}\right)<x_{i}^{\prime}(t)<\lambda_{i}\left(u^{(i-1)}\right)  \tag{9.1.18}\\
\lambda_{i-1}\left(u^{(i-1)}\right)<x_{i}^{\prime}(t)<\lambda_{i+1}\left(u^{(i)}\right)
\end{array}\right.
$$

where $u^{(i)}=u^{(i)}\left(t, x_{i}(t)\right)$ and $u^{(i-1)}=u^{(i-1)}\left(t, x_{i}(t)\right)$. Moreover, we have

$$
\begin{align*}
&\left|u^{(l)}(t, x)-\hat{u}^{(l)}\right| \leq \frac{K \varepsilon}{1+t}, \forall(t, x) \in R_{l} \quad(l=0,1, \ldots, n),  \tag{9.1.19}\\
&\left|\frac{\partial u^{(l)}(t, x)}{\partial x}\right|,\left|\frac{\partial u^{(l)}(t, x)}{\partial t}\right| \leq \frac{K \varepsilon}{1+t}, \quad \forall(t, x) \in R_{l} \quad(l=0,1, \ldots, n), \tag{9.1.20}
\end{align*}
$$

and

$$
\begin{equation*}
\left|x_{i}^{\prime}(t)-x_{i}^{\prime}(0)\right| \leq \frac{K \varepsilon}{1+t}, \quad \forall t \geq 0 \quad(i=1, \ldots, n) \tag{9.1.21}
\end{equation*}
$$

where $K$ is a positive constant independent of $\varepsilon$, $t$, and $x$.

From Proposition 9.1.1, under perturbation (9.1.9) satisfying (9.1.10), we have the global structural stability of the self-similar solution $u=U(x / t)$ to Riemann problem (9.1.1) and (9.1.5). Moreover, under the assumptions of Proposition 9.1.1, noting (9.1.17), we have

$$
\begin{equation*}
x_{i}^{\prime}(t)=\lambda_{i}\left(u^{(i-1)}, u^{(i)}\right), \tag{9.1.22}
\end{equation*}
$$

where $\lambda_{i}\left(u^{(i-1)}, u^{(i)}\right)$ is the $i$ th eigenvalue of the matrix

$$
\begin{equation*}
\int_{0}^{1} \nabla f\left(u^{(i-1)}+\sigma\left(u^{(i)}-u^{(i-1)}\right)\right) d \sigma \tag{9.1.23}
\end{equation*}
$$

Differentiating (9.1.22) with respect to $t$ gives

$$
\begin{align*}
x_{i}^{\prime \prime}(t)= & \frac{\partial \lambda_{i}}{\partial u^{(i-1)}}\left(u^{(i-1)}, u^{(i)}\right)\left(\frac{\partial u^{(i-1)}}{\partial t}+\frac{\partial u^{(i-1)}}{\partial x} x_{i}^{\prime}(t)\right) \\
& +\frac{\partial \lambda_{i}}{\partial u^{(i)}}\left(u^{(i-1)}, u^{(i)}\right)\left(\frac{\partial u^{(i)}}{\partial t}+\frac{\partial u^{(i)}}{\partial x} x_{i}^{\prime}(t)\right) . \tag{9.1.24}
\end{align*}
$$

Then, noting (9.1.19)-(9.1.21), we easily to get

$$
\begin{equation*}
\left|x_{i}^{\prime \prime}(t)\right| \leq \frac{K \varepsilon}{1+t}, \quad \forall t \geq 0 \tag{9.1.25}
\end{equation*}
$$

where $K$ is still a positive constant independent of $\varepsilon$ and $t$.
Inversely, under assumptions $\left(H_{1}\right)-\left(H_{3}\right)$, when the position of $n$ small amplitude nondegenerate shocks $x=x_{i}(t) \in C^{2}(i=1, \ldots, n)$ satisfying (9.1.16) is given, to what degree can we determine the initial data (9.1.9) satisfying (9.1.10), such that the corresponding generalized Riemann problem (9.1.1) and (9.1.9) admits a unique piecewise $C^{1}$ solution (9.1.13) in which $n$ small amplitude nondegenerate shocks passing through the origin are just $x=x_{i}(t)(i=1, \ldots, n)$ ? In [53], Li first considered the inverse generalized Riemann problem for system (9.1.1) and got a local result as follows: Suppose that the position of $n$ small amplitude nondegenerate shocks $x=x_{i}(t) \in C^{2}(i=1, \ldots, n)$ satisfying (9.1.16) is prescribed. For any given $u_{l}(x) \in C^{1}$ with $u_{l}(0)=u_{-}$, in a neighbourhood of the origin, one can uniquely determine $u_{r}(x) \in C^{1}$ with $u_{r}(0)=u_{+}$such that the corresponding generalized Riemann problem (9.1.1) and (9.1.9) admits a unique local piecewise $C^{1}$ solution (9.1.13) in which $n$ small amplitude nondegenerate shocks passing through the origin are just $x=x_{i}(t)(i=1, \ldots, n)$.

In this chapter we generalize the previous local result to the global case and get

Theorem 9.1.1 Under assumptions $\left(H_{1}\right)-\left(H_{3}\right)$, there exists an $\varepsilon_{0}>0$ so small that for any given $\varepsilon$ with $0<\varepsilon \leq \varepsilon_{0}$, if one knows the position of $n$
small amplitude nondegenerate shocks $x=x_{i}(t) \in C^{2}(i=1, \ldots, n)$ satisfying (9.1.16) and

$$
\begin{equation*}
\left|x_{i}^{\prime}(t)-x_{i}^{\prime}(0)\right|, \quad\left|x_{i}^{\prime \prime}(t)\right| \leq \frac{\varepsilon}{1+t}, \quad \forall t \geq 0 \quad(i=1, \ldots, n) \tag{9.1.26}
\end{equation*}
$$

then for any given $u_{l}(x) \in C^{1}(x \leq 0)$ satisfying $u_{l}(0)=u_{-}$and

$$
\begin{equation*}
\left|u_{l}(x)-u_{l}(0)\right|, \quad\left|u_{l}^{\prime}(x)\right| \leq \frac{\varepsilon}{1+|x|}, \quad \forall x \leq 0 \tag{9.1.27}
\end{equation*}
$$

we can uniquely determine $u_{r}(x) \in C^{1}(x \geq 0)$ satisfying $u_{r}(0)=u_{+}$and

$$
\begin{equation*}
\left|u_{r}(x)-u_{r}(0)\right|, \quad\left|u_{r}^{\prime}(x)\right| \leq \frac{K \varepsilon}{1+x}, \quad \forall x \geq 0 \tag{9.1.28}
\end{equation*}
$$

where $K$ is a positive constant independent of $\varepsilon$ and $x$ such that the corresponding generalized Riemann problem (9.1.1) and (9.1.9) admits a unique global piecewise $C^{1}$ solution (9.1.13) in which $n$ small amplitude nondegenerate shocks passing through the origin are just $x=x_{i}(t)(i=1, \ldots, n)$, on which we have the Rankine-Hugoniot condition (9.1.17) and the entropy condition (9.1.18).
Remark 9.1.1 In Theorem 9.1.1, if we arbitrarily give $u_{r}(x) \in C^{1}(x \geq 0)$ satisfying $u_{r}(0)=u_{+}$and

$$
\begin{equation*}
\left|u_{r}(x)-u_{r}(0)\right|, \quad\left|u_{r}^{\prime}(x)\right| \leq \frac{\varepsilon}{1+x}, \quad \forall x \geq 0 \tag{9.1.29}
\end{equation*}
$$

we can obtain a similar result.
Remark 9.1.2 The results in this chapter can be found in [68].
This chapter is organized as follows. In Section 9.2 we first discuss the generalized Cauchy problem; then in Section 9.3 we prove Theorem 9.1.1.

### 9.2 Generalized Cauchy Problem

In this section we first consider the Cauchy problem for the quasilinear strictly hyperbolic system of the general form

$$
\begin{equation*}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=0 \tag{9.2.1}
\end{equation*}
$$

with the initial data on the negative $x$-axis

$$
\begin{equation*}
t=0: u=\phi(x), \quad x \leq 0 \tag{9.2.2}
\end{equation*}
$$

where $A(u) \in C^{1}$. Suppose that the distinct real eigenvalues $\lambda_{i}(u)$ and the corresponding right eigenvectors $r_{i}(u)(i=1, \ldots, n)$ of $A(u)$ have the same regularity as $A(u)$.

Lemma 9.2.1 There exists a positive constant $\varepsilon_{0}$ so small that for any given $\varepsilon$ with $0<\varepsilon \leq \varepsilon_{0}$, if $\phi(x) \in C^{1}$ and

$$
\begin{equation*}
|\phi(x)-\phi(0)|, \quad\left|\phi^{\prime}(x)\right| \leq \frac{\varepsilon}{1+|x|}, \quad \forall x \leq 0 \tag{9.2.3}
\end{equation*}
$$

then on the domain

$$
\begin{equation*}
\hat{D}=\{(t, x) \mid t \geq 0, x \leq \xi t\} \tag{9.2.4}
\end{equation*}
$$

where $\xi$ satisfies

$$
\begin{equation*}
\xi<\min _{i=1, \ldots, n}\left\{\lambda_{i}(\phi(0))\right\} \tag{9.2.5}
\end{equation*}
$$

the Cauchy problem (9.2.1) and (9.2.2) admits a unique global $C^{1}$ solution $u=u(t, x)$ with

$$
\begin{align*}
|u(t, x)-u(0,0)| & \leq \frac{K \varepsilon}{1+t}, \quad \forall(t, x) \in \hat{D}  \tag{9.2.6}\\
\left|\frac{\partial u}{\partial x}(t, x)\right|,\left|\frac{\partial u}{\partial t}(t, x)\right| & \leq \frac{K \varepsilon}{1+t}, \quad \forall(t, x) \in \hat{D} \tag{9.2.7}
\end{align*}
$$

where $K$ is a positive constant independent of $\varepsilon$, $t$, and $x$.
Proof. According to the existence and uniqueness of the local $C^{1}$ solution to the Cauchy problem (cf. [72]), there exists $\tau_{0}>0$ such that on the domain $\left\{(t, x) \mid 0 \leq t \leq \tau_{0}, x \leq \xi t\right\}$, the Cauchy problem (9.2.1)-(9.2.2) has a unique $C^{1}$ solution $u=u(t, x)$.

In order to obtain the unique global $C^{1}$ solution $u=u(t, x)$ on $\hat{D}$, it is only necessary to establish a uniform a priori estimate on the $C^{1}$ norm of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (9.2.1)-(9.2.2) on any given existence domain $\hat{D}(T)=\{(t, x) \mid 0 \leq t \leq T, x \leq \xi t\}$.

Let

$$
\begin{align*}
V(\hat{D}(T)) & =\max _{i=1, \ldots, n} \sup _{(t, x) \in \hat{D}(T)}\left\{\left(1+\left|x-\lambda_{i}(\phi(0)) t\right|\right)\left|\bar{v}_{i}(t, x)\right|\right\},  \tag{9.2.8}\\
W(\hat{D}(T)) & =\max _{i=1, \ldots, n} \sup _{(t, x) \in \hat{D}(T)}\left\{\left(1+\left|x-\lambda_{i}(\phi(0)) t\right|\right)\left|w_{i}(t, x)\right|\right\} \tag{9.2.9}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{v}_{i}=l_{i}(u)(u-\phi(0)) \quad(i=1, \ldots, n) \tag{9.2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{i}=l_{i}(u) u_{x} \quad(i=1, \ldots, n) \tag{9.2.11}
\end{equation*}
$$

By (9.1.3), we have

$$
\begin{equation*}
u=\phi(0)+\sum_{k=1}^{n} \bar{v}_{k} r_{k}(u) \tag{9.2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{x}=\sum_{k=1}^{n} w_{k} r_{k}(u) \tag{9.2.13}
\end{equation*}
$$

Similarly to (7.2.6) and (7.2.9) (also see Chapter 2), we have

$$
\begin{equation*}
\frac{d \bar{v}_{i}}{d_{i} t} \stackrel{\text { def. }}{=} \frac{\partial \bar{v}_{i}}{\partial t}+\lambda_{i}(u) \frac{\partial \bar{v}_{i}}{\partial x}=\sum_{j, k=1}^{n} \beta_{i j k}(u) \bar{v}_{j} w_{k} \quad(i=1, \ldots, n), \tag{9.2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{i j k}(u)=\left(\lambda_{k}(u)-\lambda_{i}(u)\right) l_{i}(u) \nabla r_{j}(u) r_{k}(u) \tag{9.2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d w_{i}}{d_{i} t} \stackrel{\text { def. }}{=} \frac{\partial w_{i}}{\partial t}+\lambda_{i}(u) \frac{\partial w_{i}}{\partial x}=\sum_{j, k=1}^{n} \gamma_{i j k}(u) w_{j} w_{k} \quad(i=1, \ldots, n) \tag{9.2.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{i j k}(u)=\frac{1}{2}\left\{\left(\lambda_{j}(u)-\lambda_{k}(u)\right) l_{i}(u) \nabla r_{k}(u) r_{j}(u)-\nabla \lambda_{k}(u) r_{j}(u) \delta_{i k}+(j \mid k)\right\} \tag{9.2.17}
\end{equation*}
$$

in which $(j \mid k)$ stands for all terms obtained by changing $j$ and $k$ in the previous terms.

By continuity, there exist, positive constants $\delta_{0}\left(<\min _{i=1, \ldots, n}\left\{\lambda_{i}(\phi(0))\right\}-\xi\right)$ and $\delta$ so small that

$$
\begin{equation*}
\left|\lambda_{i}(u)-\lambda_{i}(\phi(0))\right| \leq \frac{\delta_{0}}{2}, \quad \forall|u-\phi(0)| \leq \delta \quad(i=1, \ldots, n) \tag{9.2.18}
\end{equation*}
$$

For the time being, we assume that on any given existence domain $\hat{D}(T)$ of the $C^{1}$ solution $u=u(t, x)$ to the Cauchy problem (9.2.1)-(9.2.2), we have

$$
\begin{equation*}
|u(t, x)-\phi(0)| \leq \delta \tag{9.2.19}
\end{equation*}
$$

At the end of the proof, we will explain why this hypothesis is reasonable.
For each $i=1, \ldots, n$ and any given point $(t, x) \in \hat{D}(T)$, let $c_{i}: \xi_{i}=$ $\xi_{i}(\tau)(0 \leq \tau \leq t)$ be the $i$ th characteristic passing through $(t, x)$, which intersects the $x$-axis at $\left(0, x_{i 0}\right)$. Noting $\delta_{0}<\min _{i=1, \ldots, n}\left\{\lambda_{i}(\phi(0))\right\}-\xi$ and (9.2.18), it is easy to see that $c_{i}: \xi_{i}=\xi_{i}(\tau)(0 \leq \tau \leq t)$ always stays in $\hat{D}(T)$ and

$$
\begin{align*}
\left|x-\lambda_{i}(\phi(0)) t\right| & \geq \delta_{0} t  \tag{9.2.20}\\
\frac{2}{3}\left|x_{i 0}\right| \leq\left|\xi_{i}(\tau)-\lambda_{i}(\phi(0)) \tau\right| & \leq 2\left|x_{i 0}\right| \tag{9.2.21}
\end{align*}
$$

Then, integrating the $i$ th equation in (9.2.14) and (9.2.16) along $c_{i}$ from 0 to $t$, respectively, we get

$$
\begin{equation*}
\bar{v}_{i}(t, x)=\bar{v}_{i}\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \beta_{i j k}(u) \bar{v}_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right) d \tau \tag{9.2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{i}(t, x)=w_{i}\left(0, x_{i 0}\right)+\int_{0}^{t} \sum_{j, k=1}^{n} \gamma_{i j k}(u) w_{j} w_{k}\left(\tau, \xi_{i}(\tau)\right) d \tau \tag{9.2.23}
\end{equation*}
$$

Noting (9.1.27) and (9.2.19)-(9.2.21), we get

$$
\begin{align*}
& \left(1+\left|x-\lambda_{i}(\phi(0)) t\right|\right)\left|\bar{v}_{i}(t, x)\right| \\
& \leq C\left(1+\left|x_{i 0}\right|\right)\left\{\left|\bar{v}_{i}\left(0, x_{i 0}\right)\right|+V(\hat{D}(T)) W(\hat{D}(T)) \int_{0}^{t}\left(1+\left|\xi_{i}(\tau)-\lambda_{i}(\phi(0)) \tau\right|\right)^{-2} d \tau\right\} \\
& \leq C\{\varepsilon+V(\hat{D}(T)) W(\hat{D}(T))\} \tag{9.2.24}
\end{align*}
$$

Here and henceforth, $C$ denotes different positive constants independent of $\varepsilon$ and $T$. Hence, we have

$$
\begin{equation*}
V(\hat{D}(T)) \leq C\{\varepsilon+V(\hat{D}(T)) W(\hat{D}(T))\} \tag{9.2.25}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
W(\hat{D}(T)) \leq C\left\{\varepsilon+(W(\hat{D}(T)))^{2}\right\} \tag{9.2.26}
\end{equation*}
$$

Then, similarly to the proof of Lemma 3.2.2, it follows from (9.2.25)(9.2.26) that

$$
\begin{equation*}
V(\hat{D}(T)), W(\hat{D}(T)) \leq C \varepsilon \tag{9.2.27}
\end{equation*}
$$

Thus, noting (9.2.20) and system (9.2.1), we get (9.2.6)-(9.2.7) immediately.

Moreover, noting (9.2.12), from (9.2.27) we see that hypothesis (9.2.19) is reasonable.

Remark 9.2.1 The result of Lemma 9.2.1 can be found in Lemma 3.1 in Chapter 8 of [50] or Corollary 3.2 in [73]. Here we prove it in a different way.

From Lemma 9.2.1, we have
Lemma 9.2.2 Under the assumptions of Lemma 9.2.1, on the domain

$$
\begin{equation*}
D=\{(t, x) \mid t \geq 0, x \leq g(t)\} \tag{9.2.28}
\end{equation*}
$$

where $g(t) \in C^{1}$ satisfies $g(0)=0$,

$$
\begin{equation*}
\left|g^{\prime}(t)-g^{\prime}(0)\right| \leq \varepsilon, \quad \forall t \geq 0 \tag{9.2.29}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{\prime}(0)<\min _{i=1, \ldots, n}\left\{\lambda_{i}(\phi(0))\right\} \tag{9.2.30}
\end{equation*}
$$

the Cauchy problem (9.2.1) and (9.2.2) admits a unique global $C^{1}$ solution $u=u(t, x)$ with (9.2.6)-(9.2.7) on $D$.

Proof. Let

$$
\begin{equation*}
\xi=\frac{1}{2} \min _{i=1, \ldots, n}\left\{g^{\prime}(0)+\lambda_{i}(\phi(0))\right\} \tag{9.2.31}
\end{equation*}
$$

Using (9.2.29)-(9.2.30) and noting that $\varepsilon_{0}>0$ is suitably small, we easily see that $D \subseteq \hat{D}$.

Next, we consider the generalized Cauchy problem for system (9.2.1) with the following generalized initial data:

$$
\begin{equation*}
x=g_{1}(t): u=\psi(t), \quad t \geq 0 \tag{9.2.32}
\end{equation*}
$$

where $x=g_{1}(t)$ is a noncharacteristic curve.
In order to get the global $C^{1}$ solution to problem (9.2.1) and (9.2.32), we assume that $x=g_{1}(t) \in C^{2}$ and $x=g_{2}(t) \in C^{2}(t \geq 0)$ satisfy

$$
\begin{align*}
g_{1}(0) & =g_{2}(0)=0 \\
\lambda_{r}(\psi(0)) & <g_{1}^{\prime}(0)<g_{2}^{\prime}(0)<\lambda_{s}(\psi(0)) \quad(r=1, \ldots, m ; s=m+1, \ldots, n),  \tag{9.2.34}\\
\left|g_{i}^{\prime}(t)-g_{i}^{\prime}(0)\right| & \leq \frac{\varepsilon}{1+t}, \quad \forall t \geq 0 \quad(i=1,2), \tag{9.2.35}
\end{align*}
$$

and

$$
\begin{equation*}
\left|g_{1}^{\prime \prime}(t)\right| \leq \frac{\varepsilon}{1+t}, \quad \forall t \geq 0 \tag{9.2.36}
\end{equation*}
$$

where $0<\varepsilon \leq \varepsilon_{0}$ with $\varepsilon_{0}$ suitably small. We have

Theorem 9.2.1 Under assumptions (9.2.33)-(9.2.36), if $\psi(t) \in C^{1}$ and

$$
\begin{equation*}
|\psi(t)-\psi(0)|, \quad\left|\psi^{\prime}(t)\right| \leq \frac{\varepsilon}{1+t}, \quad \forall t \geq 0 \tag{9.2.37}
\end{equation*}
$$

then on the domain

$$
\begin{equation*}
\widetilde{D}=\left\{(t, x) \mid t \geq 0, g_{1}(t) \leq x \leq g_{2}(t)\right\} \tag{9.2.38}
\end{equation*}
$$

the generalized Cauchy problem (9.2.1) and (9.2.32) admits a unique global $C^{1}$ solution $u=u(t, x)$ with

$$
\left.\begin{array}{rl}
|u(t, x)-u(0,0)| & \leq \frac{K \varepsilon}{1+x-g_{1}(t)}, \quad \forall(t, x)
\end{array}\right) \widetilde{D},
$$

where $K$ is a positive constant independent of $\varepsilon$, $t$, and $x$.
Proof. We first suppose that on the domain $\widetilde{D}$,

$$
\begin{equation*}
|u(t, x)-\psi(0)| \leq \delta_{0} \tag{9.2.41}
\end{equation*}
$$

where $\delta_{0}>0$ is a suitably small constant. At the end of the proof, we will explain why this hypothesis is reasonable.

Taking the transformation of independent variables

$$
\begin{equation*}
\bar{x}=-t, \bar{t}=x-g_{1}(t) \tag{9.2.42}
\end{equation*}
$$

and noting (9.2.33)-(9.2.35) and (9.2.41), we easily see that the original generalized Cauchy problem on $\widetilde{D}$ is reduced to the following Cauchy problem on $\bar{D}=\{(\bar{t}, \bar{x}) \mid \bar{t} \geq 0, \bar{x} \leq g(\bar{t})\}$ :

$$
\begin{align*}
& \frac{\partial u}{\partial \bar{t}}-\left(A(u)-g_{1}^{\prime}(-\bar{x}) I\right)^{-1} \frac{\partial u}{\partial \bar{x}}=0  \tag{9.2.43}\\
& \bar{t}=0: u=\psi(-\bar{x}), \quad \bar{x} \leq 0 \tag{9.2.44}
\end{align*}
$$

where $\bar{x}=g(\bar{t})(\leq 0) \in C^{2}$ with $g(0)=0$ is determined by

$$
\begin{equation*}
\bar{t}=g_{2}(-\bar{x})-g_{1}(-\bar{x}) \tag{9.2.45}
\end{equation*}
$$

Let

$$
\begin{align*}
u_{n+1} & =g_{1}^{\prime}(-\bar{x}),  \tag{9.2.46}\\
U & =\binom{u}{u_{n+1}}, \tag{9.2.47}
\end{align*}
$$

and

$$
\begin{equation*}
\Psi(\bar{x})=\binom{\psi(-\bar{x})}{g_{1}^{\prime}(-\bar{x})} . \tag{9.2.48}
\end{equation*}
$$

On the domain $\bar{D},(9.2 .43)-(9.2 .44)$ can be rewritten as

$$
\begin{align*}
& \frac{\partial U}{\partial \bar{t}}+\bar{A}(U) \frac{\partial U}{\partial \bar{x}}=0  \tag{9.2.49}\\
& \bar{t}=0: \quad U=\Psi(\bar{x}), \quad \bar{x} \leq 0 \tag{9.2.50}
\end{align*}
$$

where

$$
\bar{A}(U)=\left(\begin{array}{cc}
-\left(A(u)-u_{n+1} I\right)^{-1} & 0  \tag{9.2.51}\\
0 & 0
\end{array}\right) .
$$

The eigenvalues of $\bar{A}(U)$ are given by

$$
\begin{equation*}
\bar{\lambda}_{1}(U)=\left(u_{n+1}-\lambda_{1}(u)\right)^{-1}, \ldots, \bar{\lambda}_{n}(U)=\left(u_{n+1}-\lambda_{n}(u)\right)^{-1}, \bar{\lambda}_{n+1}(U)=0, \tag{9.2.52}
\end{equation*}
$$

and, noting (9.2.34)-(9.2.35) and (9.2.41), we see that (9.2.49) is still a strictly hyperbolic system with

$$
\begin{equation*}
\bar{\lambda}_{r}(U)>\bar{\lambda}_{n+1}(U)=0>\bar{\lambda}_{s}(U) \quad(r=1, \ldots, m ; s=m+1, \ldots, n) . \tag{9.2.53}
\end{equation*}
$$

It follows from (9.2.35)-(9.2.37) that

$$
\begin{equation*}
|\Psi(\bar{x})-\Psi(0)|,\left|\Psi^{\prime}(\bar{x})\right| \leq \frac{\varepsilon}{1+|\bar{x}|}, \quad \forall \bar{x} \leq 0 . \tag{9.2.54}
\end{equation*}
$$

From (9.2.45), we have

$$
\begin{equation*}
g^{\prime}(\bar{t})=\frac{1}{g_{1}^{\prime}(-g(\bar{t}))-g_{2}^{\prime}(-g(\bar{t}))}, \quad \forall \bar{t} \geq 0 . \tag{9.2.55}
\end{equation*}
$$

then, noting (9.2.34)-(9.2.35) we easily get

$$
\begin{equation*}
\left|g^{\prime}(\bar{t})-g^{\prime}(0)\right| \leq K \varepsilon, \quad \forall \bar{t} \geq 0 . \tag{9.2.56}
\end{equation*}
$$

Here and henceforth, $K$ denotes a positive constant independent of $\varepsilon$ and $\bar{t}$. Moreover, noting (9.2.46), from (9.2.52)-(9.2.53), we have

$$
\begin{equation*}
\min _{i=1, \ldots, n+1} \bar{\lambda}_{i}(\Psi(0))=\frac{1}{g_{1}^{\prime}(0)-\min _{s=m+1, \ldots, n} \lambda_{s}(\psi(0))} . \tag{9.2.57}
\end{equation*}
$$

Then, noting (9.2.34) and $g^{\prime}(0)=1 /\left[g_{1}^{\prime}(0)-g_{2}^{\prime}(0)\right]$, we get

$$
\begin{equation*}
g^{\prime}(0)<\min _{i=1, \ldots, n+1} \bar{\lambda}_{i}(\Psi(0)) . \tag{9.2.58}
\end{equation*}
$$

Hence, by Lemma 9.2.2, the Cauchy problem (9.2.49)-(9.2.50) admits a unique global $C^{1}$ solution $U=U(\bar{t}, \bar{x})$ on $\bar{D}$ and

$$
\begin{align*}
|U(\bar{t}, \bar{x})-U(0,0)| \leq \frac{K \varepsilon}{1+\bar{t}}, & \forall(\bar{t}, \bar{x}) \in \bar{D},  \tag{9.2.59}\\
\left|\frac{\partial U}{\partial \bar{x}}(\bar{t}, \bar{x})\right|,\left|\frac{\partial U}{\partial \bar{t}}(\bar{t}, \bar{x})\right| \leq \frac{K \varepsilon}{1+\bar{t}}, & \forall(\bar{t}, \bar{x}) \in \bar{D} . \tag{9.2.60}
\end{align*}
$$

Then the Cauchy problem (9.2.43)-(9.2.44) admits a unique global $C^{1}$ solution $u=\bar{u}(\bar{t}, \bar{x})$ on $\bar{D}$ and

$$
\begin{align*}
|\bar{u}(\bar{t}, \bar{x})-\bar{u}(0,0)| & \leq \frac{K \varepsilon}{1+\bar{t}}, \quad \forall(\bar{t}, \bar{x}) \in \bar{D}  \tag{9.2.61}\\
\left|\frac{\partial \bar{u}}{\partial \bar{x}}(\bar{t}, \bar{x})\right|,\left|\frac{\partial \bar{u}}{\partial \bar{t}}(\bar{t}, \bar{x})\right| & \leq \frac{K \varepsilon}{1+\bar{t}}, \quad \forall(\bar{t}, \bar{x}) \in \bar{D} \tag{9.2.62}
\end{align*}
$$

As a result, the generalized Cauchy problem (9.2.1) and (9.2.32) admits a unique global $C^{1}$ solution $u=u(t, x)=\bar{u}\left(x-g_{1}(t),-t\right)$ on $\widetilde{D}$. Moreover, since

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)=-g_{1}^{\prime}(t) \frac{\partial \bar{u}}{\partial \bar{t}}\left(x-g_{1}(t),-t\right)-\frac{\partial \bar{u}}{\partial \bar{x}}\left(x-g_{1}(t),-t\right) \tag{9.2.63}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u}{\partial x}(t, x)=\frac{\partial \bar{u}}{\partial \bar{t}}\left(x-g_{1}(t),-t\right) \tag{9.2.64}
\end{equation*}
$$

noting (9.2.33)-(9.2.35) and (9.2.42), we see that (9.2.39)-(9.2.40) follow from (9.2.61)-(9.2.62).

Then, from (9.2.39), we have

$$
\begin{equation*}
|u(t, x)-u(0,0)| \leq K \varepsilon \leq K \varepsilon_{0}, \quad \forall(t, x) \in \widetilde{D} \tag{9.2.65}
\end{equation*}
$$

which implies the validity of hypothesis (9.2.41), provided that $\varepsilon_{0}>0$ is suitably small.

The proof of Theorem 9.2.1 is finished.
Remark 9.2.2 In Theorem 9.2.1, when $x=g_{2}(t)$ is replaced by the positive $x$-axis and (9.2.34) is replaced by

$$
\begin{equation*}
\lambda_{i}(\psi(0))<g_{1}^{\prime}(0) \quad(i=1, \ldots, n) \tag{9.2.66}
\end{equation*}
$$

Theorem 9.2.1 still holds.

### 9.3 Proof of Theorem 9.1.1

In what follows, we assume that all assumptions of Theorem 9.1.1 hold. First, we prove

Lemma 9.3.1 For $i=1, \ldots, n$, suppose that on the left side of the $i$ th shock $x=x_{i}(t)$ satisfying $x_{i}(0)=0, x_{i}^{\prime}(0)=s_{i}$, and

$$
\begin{equation*}
\left|x_{i}^{\prime}(t)-x_{i}^{\prime}(0)\right|, \quad\left|x_{i}^{\prime \prime}(t)\right| \leq \frac{\varepsilon}{1+t}, \quad \forall t \geq 0 \tag{9.3.1}
\end{equation*}
$$

the value of the solution $u_{-}^{(i)}=u_{-}^{(i)}(t) \in C^{1}$ satisfies

$$
\begin{equation*}
u_{-}^{(i)}(0)=\hat{u}^{(i-1)} \tag{9.3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{-}^{(i)}(t)-\hat{u}^{(i-1)}\right|, \quad\left|\frac{d u_{-}^{(i)}(t)}{d t}\right| \leq \frac{K \varepsilon}{1+t}, \quad \forall t \geq 0 \tag{9.3.3}
\end{equation*}
$$

Henceforth, $K$ stands for different positive constants independent of $\varepsilon, t$, and $x$. Then, on the right side of $x=x_{i}(t)$, we can uniquely determine the value of solution $u_{+}^{(i)}=u_{+}^{(i)}(t)$ such that

$$
\begin{equation*}
u_{+}^{(i)}(0)=\hat{u}^{(i)} \tag{9.3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{+}^{(i)}(t)-\hat{u}^{(i)}\right|,\left|\frac{d u_{+}^{(i)}(t)}{d t}\right| \leq \frac{K \varepsilon}{1+t}, \quad \forall t \geq 0 \tag{9.3.5}
\end{equation*}
$$

Proof. Similarly to [53], let

$$
\begin{equation*}
H\left(u_{+}^{(i)}, u_{-}^{(i)}, s^{(i)}\right)=f\left(u_{+}^{(i)}\right)-f\left(u_{-}^{(i)}\right)-s^{(i)}\left(u_{+}^{(i)}-u_{-}^{(i)}\right) \tag{9.3.6}
\end{equation*}
$$

where $s^{(i)}=x_{i}^{\prime}(t)$. Noting (9.1.7)-(9.1.8), we have

$$
\begin{equation*}
H\left(\hat{u}^{(i)}, \hat{u}^{(i-1)}, s_{i}\right)=0 \tag{9.3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial H}{\partial u_{+}^{(i)}}\left(u_{+}^{(i)}, u_{-}^{(i)}, s^{(i)}\right)=\nabla f\left(u_{+}^{(i)}\right)-s^{(i)} I \tag{9.3.8}
\end{equation*}
$$

is nonsingular at $\left(u_{+}^{(i)}, u_{-}^{(i)}, s^{(i)}\right)=\left(\hat{u}^{(i)}, \hat{u}^{(i-1)}, s_{i}\right)$. Then, in a neighbourhood of $\left(\hat{u}^{(i)}, \hat{u}^{(i-1)}, s_{i}\right)$, the Rankine-Hugoniot condition

$$
\begin{equation*}
f\left(u_{+}^{(i)}\right)-f\left(u_{-}^{(i)}\right)=s^{(i)}\left(u_{+}^{(i)}-u_{-}^{(i)}\right) \tag{9.3.9}
\end{equation*}
$$

can be rewritten as

$$
\begin{equation*}
u_{+}^{(i)}=G\left(u_{-}^{(i)}, s^{(i)}\right) \tag{9.3.10}
\end{equation*}
$$

where $G(\cdot, \cdot) \in C^{2}$ and $\hat{u}^{(i)}=G\left(\hat{u}^{(i-1)}, s_{i}\right)$. Hence, as we have (9.3.1)-(9.3.3), the value of solution on the right side of $x=x_{i}(t)$ can be uniquely determined as $u_{+}^{(i)}=u_{+}^{(i)}(t)=G\left(u_{-}^{(i)}(t), x_{i}^{\prime}(t)\right)$, which satisfies (9.3.4).

From (9.3.10), we have

$$
\begin{aligned}
u_{+}^{(i)}(t)-\hat{u}^{(i)} & =G\left(u_{-}^{(i)}(t), s^{(i)}\right)-G\left(\hat{u}^{(i-1)}, s_{i}\right) \\
& =G\left(u_{-}^{(i)}(t), s^{(i)}\right)-G\left(u_{-}^{(i)}(t), s_{i}\right)+G\left(u_{-}^{(i)}(t), s_{i}\right)-G\left(\hat{u}^{(i-1)}, s_{i}\right)
\end{aligned}
$$

$$
\begin{align*}
= & {\left[\int_{0}^{1} \frac{\partial G}{\partial s^{(i)}}\left(u_{-}^{(i)}(t), s_{i}+\tau\left(s^{(i)}-s_{i}\right)\right) d \tau\right]\left(s^{(i)}-s_{i}\right) } \\
& +\left[\int_{0}^{1} \frac{\partial G}{\partial u_{-}^{(i)}}\left(\hat{u}^{(i-1)}+\tau\left(u_{-}^{(i)}(t)-\hat{u}^{(i-1)}\right), s_{i}\right) d \tau\right]\left(u_{-}^{(i)}(t)-\hat{u}^{(i-1)}\right) \tag{9.3.11}
\end{align*}
$$

in which $s^{(i)}=x_{i}^{\prime}(t)$. Noting (9.3.1) and (9.3.3), we have the first inequality of (9.3.5). On the other hand, differentiating $u_{+}^{(i)}(t)=G\left(u_{-}^{(i)}(t), x_{i}^{\prime}(t)\right)$ with respect to $t$ yields

$$
\begin{equation*}
\frac{d u_{+}^{(i)}(t)}{d t}=\frac{\partial G}{\partial u_{-}^{(i)}}\left(u_{-}^{(i)}(t), x_{i}^{\prime}(t)\right) \frac{d u_{-}^{(i)}(t)}{d t}+\frac{\partial G}{\partial s^{(i)}}\left(u_{-}^{(i)}(t), x_{i}^{\prime}(t)\right) x_{i}^{\prime \prime}(t) \tag{9.3.12}
\end{equation*}
$$

Then, noting (9.3.1) and (9.3.3), we get the second inequality of (9.3.5). The proof of Lemma 9.3.1 is finished.

Proof of Theorem. 9.1.1. First, on the domain $R_{0}$ [see (9.1.15)], we solve the Cauchy problem for system (9.1.1) with the initial data

$$
\begin{equation*}
t=0: u=u_{l}(x), \quad x \leq 0 \tag{9.3.13}
\end{equation*}
$$

By the entropy condition (9.1.8) (in which we take $i=1$ ) and noting $\left(H_{1}\right)$, we have

$$
\begin{equation*}
x_{1}^{\prime}(0)<\lambda_{1}\left(\hat{u}^{(0)}\right)<\cdots<\lambda_{n}\left(\hat{u}^{(0)}\right) \tag{9.3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{u}^{(0)}=u_{l}(0) . \tag{9.3.15}
\end{equation*}
$$

Then, noting (9.1.26) (in which we take $i=1$ ), by Lemma 9.2.2, the Cauchy problem (9.1.1) and (9.3.13) admits a unique global $C^{1}$ solution $u=$ $u^{(0)}(t, x)$ on the domain $R_{0}$, satisfying

$$
\begin{align*}
u^{(0)}(0,0) & =\hat{u}^{(0)}  \tag{9.3.16}\\
\left|u^{(0)}(t, x)-\hat{u}^{(0)}\right| & \leq \frac{K \varepsilon}{1+t}, \quad \forall(t, x) \in R_{0}, \tag{9.3.17}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial u^{(0)}(t, x)}{\partial x}\right|,\left|\frac{\partial u^{(0)}(t, x)}{\partial t}\right| \leq \frac{K \varepsilon}{1+t}, \quad \forall(t, x) \in R_{0} \tag{9.3.18}
\end{equation*}
$$

Since $x=x_{1}(t)$ satisfies (9.1.16) and (9.1.26) and, according to (9.3.16)(9.3.18), $u_{-}^{(1)}(t)=u^{(0)}\left(t, x_{1}(t)\right)$ satisfies (9.3.2)-(9.3.3) (in which $i=1$ ), we can use Lemma 9.3.1 to uniquely determine the value of the right side of $x=x_{1}(t)$ as $u_{+}^{(1)}=u_{+}^{(1)}(t)$ with

$$
\begin{equation*}
u_{+}^{(1)}(0)=\hat{u}^{(1)} \tag{9.3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{+}^{(1)}(t)-\hat{u}^{(1)}\right|, \quad\left|\frac{d u_{+}^{(1)}(t)}{d t}\right| \leq \frac{K \varepsilon}{1+t}, \quad \forall t \geq 0 \tag{9.3.20}
\end{equation*}
$$

Then, on the domain $R_{1}$ [see (9.1.15)] we solve the generalized Cauchy problem for system (9.1.1) with the generalized initial data

$$
\begin{equation*}
x=x_{1}(t): u=u_{+}^{(1)}(t), \quad t \geq 0 . \tag{9.3.21}
\end{equation*}
$$

Noting (9.1.16), the entropy condition (9.1.8), and $\left(H_{1}\right)$, we have

$$
\begin{equation*}
\lambda_{1}\left(\hat{u}^{(1)}\right)<x_{1}^{\prime}(0)<x_{2}^{\prime}(0)<\lambda_{2}\left(\hat{u}^{(1)}\right)<\cdots<\lambda_{n}\left(\hat{u}^{(1)}\right) . \tag{9.3.22}
\end{equation*}
$$

Noting (9.1.26) (in which we take $i=1,2$ ) and (9.3.19), by Theorem 9.2.1, the generalized Cauchy problem (9.1.1) and (9.3.21) admits a unique global $C^{1}$ solution $u=u^{(1)}(t, x)$ on the domain $R_{1}$, with

$$
\begin{equation*}
\left|u^{(1)}(t, x)-\hat{u}^{(1)}\right| \leq \frac{K \varepsilon}{1+x-x_{1}(t)}, \quad \forall(t, x) \in R_{1}, \tag{9.3.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial u^{(1)}(t, x)}{\partial x}\right|,\left|\frac{\partial u^{(1)}(t, x)}{\partial t}\right| \leq \frac{K \varepsilon}{1+x-x_{1}(t)}, \quad \forall(t, x) \in R_{1} . \tag{9.3.24}
\end{equation*}
$$

Noting (9.1.6), (9.1.16), and (9.1.26) (in which we take $i=1,2$ ), we have

$$
x_{2}(t)-x_{1}(t) \geq C t, \quad \forall t \geq 0,
$$

where $C$ is a positive constant independent of $t$. Then it follows from (9.3.23)(9.3.24) that $u_{-}^{(2)}(t)=u^{(1)}\left(t, x_{2}(t)\right)$ satisfies (9.3.2)-(9.3.3) (in which $\left.i=2\right)$. Thus, by Lemma 9.3.1, the value of the right side of $x=x_{2}(t)$ can be uniquely determined as $u_{+}^{(2)}=u_{+}^{(2)}(t)$ with

$$
\begin{equation*}
u_{+}^{(2)}(0)=\hat{u}^{(2)} \tag{9.3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{+}^{(2)}(t)-\hat{u}^{(2)}\right|, \quad\left|\frac{d u_{+}^{(2)}(t)}{d t}\right| \leq \frac{K \varepsilon}{1+t}, \quad \forall t \geq 0 . \tag{9.3.26}
\end{equation*}
$$

Repeating the previous procedure, for any given $i=2, \ldots, n-1$, we can uniquely determine the value of the right side of $x=x_{i}(t)$ as $u_{+}^{(i)}=u_{+}^{(i)}(t)$ with

$$
\begin{equation*}
u_{+}^{(i)}(0)=\hat{u}^{(i)} \tag{9.3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{+}^{(i)}(t)-\hat{u}^{(i)}\right|, \quad\left|\frac{d u_{+}^{(i)}(t)}{d t}\right| \leq \frac{K \varepsilon}{1+t}, \quad \forall t \geq 0 . \tag{9.3.28}
\end{equation*}
$$

Then for any given $i=2, \ldots, n-1$, on the domain $R_{i}$ [see (9.1.15)], we solve the generalized Cauchy problem for system (9.1.1) with the generalized initial data

$$
\begin{equation*}
x=x_{i}(t): u=u_{+}^{(i)}(t), \quad t \geq 0 . \tag{9.3.29}
\end{equation*}
$$

Noting (9.1.6) and (9.1.16), the entropy condition (9.1.8), and $\left(H_{1}\right)$, we have

$$
\begin{equation*}
\lambda_{1}\left(\hat{u}^{(i)}\right)<\cdots<\lambda_{i}\left(\hat{u}^{(i)}\right)<x_{i}^{\prime}(0)<x_{i+1}^{\prime}(0)<\lambda_{i+1}\left(\hat{u}^{(i)}\right)<\cdots<\lambda_{n}\left(\hat{u}^{(i)}\right) . \tag{9.3.30}
\end{equation*}
$$

Noting (9.1.26) and (9.3.27), by Theorem 9.2.1, the generalized Cauchy problem (9.1.1) and (9.3.29) admits a unique global $C^{1}$ solution $u=u^{(i)}(t, x)$ on the domain $R_{i}$, with

$$
\begin{equation*}
\left|u^{(i)}(t, x)-\hat{u}^{(i)}\right| \leq \frac{K \varepsilon}{1+x-x_{i}(t)}, \quad \forall(t, x) \in R_{i}, \tag{9.3.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial u^{(i)}(t, x)}{\partial x}\right|, \quad\left|\frac{\partial u^{(i)}(t, x)}{\partial t}\right| \leq \frac{K \varepsilon}{1+x-x_{i}(t)}, \quad \forall(t, x) \in R_{i} . \tag{9.3.32}
\end{equation*}
$$

Finally, since $x=x_{n}(t)$ satisfies (9.1.16) and (9.1.26) (in which we take $i=n-1, n$ ), noting (9.1.6), we have

$$
x_{n}(t)-x_{n-1}(t) \geq C t, \quad \forall t \geq 0,
$$

where $C$ is a positive constant independent of $t$. Then according to (9.3.31)(9.3.32) (in which $i=n-1), u_{-}^{(n)}(t)=u^{(n-1)}\left(t, x_{n}(t)\right)$ satisfies (9.3.2)-(9.3.3) (in which $i=n$ ). By Lemma 9.3.1, on the right side of $x=x_{n}(t)$, we can uniquely determine the value of solution $u_{+}^{(n)}=u_{+}^{(n)}(t)$ satisfying

$$
\begin{equation*}
u_{+}^{(n)}(0)=\hat{u}^{(n)} \tag{9.3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{+}^{(n)}(t)-\hat{u}^{(n)}\right|, \quad\left|\frac{d u_{+}^{(n)}(t)}{d t}\right| \leq \frac{K \varepsilon}{1+t}, \quad \forall t \geq 0 . \tag{9.3.34}
\end{equation*}
$$

Then we solve the generalized Cauchy problem on the domain $R_{n}$ [see (9.1.15)] for system (9.1.1) with the generalized initial data

$$
\begin{equation*}
x=x_{n}(t): u=u_{+}^{(n)}(t), \quad t \geq 0 . \tag{9.3.35}
\end{equation*}
$$

Noting (9.1.16), the entropy condition (9.1.8), and, $\left(H_{1}\right)$, we have

$$
\begin{equation*}
x_{n}^{\prime}(0)>\lambda_{n}\left(\hat{u}^{(n)}\right)>\cdots>\lambda_{1}\left(\hat{u}^{(n)}\right) . \tag{9.3.36}
\end{equation*}
$$

Using (9.1.26) (in which we take $i=n$ ) and (9.3.33), by Remark 9.2.2, the generalized Cauchy problem (9.1.1) and (9.3.35) admits a unique global $C^{1}$ solution $u=u^{(n)}(t, x)$ on the domain $R_{n}$, with

$$
\begin{equation*}
\left|u^{(n)}(t, x)-\hat{u}^{(n)}\right| \leq \frac{K \varepsilon}{1+x-x_{n}(t)}, \quad \forall(t, x) \in R_{n} \tag{9.3.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial u^{(n)}(t, x)}{\partial x}\right|, \quad\left|\frac{\partial u^{(n)}(t, x)}{\partial t}\right| \leq \frac{K \varepsilon}{1+x-x_{n}(t)}, \quad \forall(t, x) \in R_{n} \tag{9.3.38}
\end{equation*}
$$

Thus, noting $x_{n}(0)=0,(9.3 .33)$, and $\hat{u}^{(n)}=u_{+}$, on the positive $x$-axis, we see that the initial value $u_{r}(x)=u^{(n)}(0, x)$ satisfies

$$
\begin{equation*}
u_{r}(0)=u_{+} \tag{9.3.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|u_{r}(x)-u_{r}(0)\right|, \quad\left|u_{r}^{\prime}(x)\right| \leq \frac{K \varepsilon}{1+x}, \quad \forall x \geq 0 \tag{9.3.40}
\end{equation*}
$$

The proof of Theorem 9.1.1 is complete.

## Chapter X Inverse Piston Problem

### 10.1 Inverse Piston Problem for the System of One-Dimensional Isentropic Flow

### 10.1.1 Introduction and Main Results

Suppose that a piston originally located at the origin at $t=0$ moves with the speed $v_{p}=\phi(t)(t \geq 0)$ in a tube whose the length is assumed to be infinite and that the gas on the right side of the piston possesses an isentropic state. In order to determine the state of the gas on the right side of this piston, in Lagrangian representation this piston problem reduces to the following mixed initial-boundary value problem for the system

$$
\left\{\begin{array}{l}
\frac{\partial \tau}{\partial t}-\frac{\partial u}{\partial x}=0  \tag{10.1.1}\\
\frac{\partial u}{\partial t}+\frac{\partial p(\tau)}{\partial x}=0
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
t=0: \quad \tau=\tau_{0}^{+}(x)(>0), \quad u=u_{0}^{+}(x), \quad x \geq 0, \tag{10.1.2}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
x=0: u=\phi(t), \quad t \geq 0, \tag{10.1.3}
\end{equation*}
$$

where $\tau$ is the specific volume, $u$ the velocity, and $p=p(\tau)$ the pressure. For polytropic gases,

$$
\begin{equation*}
p=p(\tau)=A \tau^{-\gamma}, \quad \forall \tau>0, \tag{10.1.4}
\end{equation*}
$$

where $\gamma>1$ is the adiabatic exponent and $A$ is a positive constant.

Suppose that

$$
\begin{equation*}
\phi(0)>u_{0}^{+}(0) . \tag{10.1.5}
\end{equation*}
$$

The motion of the piston produces a forward shock $x=x_{2}(t)$ passing through the origin at least for a short time $T_{0}>0$ (see [50], [72], [74]) such that the corresponding piecewise $C^{1}$ solution on the domain

$$
\begin{equation*}
D\left(T_{0}\right)=\left\{(t, x) \mid 0 \leq t \leq T_{0}, x \geq 0\right\} \tag{10.1.6}
\end{equation*}
$$

is written as

$$
(\tau, u)= \begin{cases}\left(\tau_{0}(t, x), u_{0}(t, x)\right), & 0 \leq x \leq x_{2}(t),  \tag{10.1.7}\\ \left(\tau_{+}(t, x), u_{+}(t, x)\right), & x \geq x_{2}(t),\end{cases}
$$

where $\left(\tau_{0}(t, x), u_{0}(t, x)\right),\left(\tau_{+}(t, x), u_{+}(t, x)\right) \in C^{1}$ satisfy system (10.1.1) in the classical sense on their domains, respectively, and verify the RankineHugoniot condition

$$
\left\{\begin{array}{l}
{[\tau] x_{2}^{\prime}(t)+[u]=0,}  \tag{10.1.8}\\
{[u] x_{2}^{\prime}(t)-[p(\tau)]=0}
\end{array}\right.
$$

and the entropy condition

$$
\left\{\begin{array}{l}
\lambda_{1}\left(\tau_{0}\left(t, x_{2}(t)\right)\right)<x_{2}^{\prime}(t)<\lambda_{2}\left(\tau_{0}\left(t, x_{2}(t)\right)\right),  \tag{10.1.9}\\
x_{2}^{\prime}(t)>\lambda_{2}\left(\tau_{+}\left(t, x_{2}(t)\right)\right)
\end{array}\right.
$$

on $x=x_{2}(t)$, in which $[\tau]=\tau_{+}\left(t, x_{2}(t)\right)-\tau_{0}\left(t, x_{2}(t)\right)$, etc. and

$$
\begin{equation*}
-\lambda_{1}(\tau)=\lambda_{2}(\tau)=\sqrt{-p^{\prime}(\tau)} . \tag{10.1.10}
\end{equation*}
$$

Introducing the Riemann invariants

$$
\left\{\begin{array}{l}
r=\frac{1}{2}\left(u-\int_{\tau}^{\infty} \sqrt{-p^{\prime}(\eta)} d \eta\right)=\frac{1}{2} u-\frac{\sqrt{A \gamma}}{\gamma-1} \tau^{-\frac{\gamma-1}{2}},  \tag{10.1.11}\\
s=\frac{1}{2}\left(u+\int_{\tau}^{\infty} \sqrt{-p^{\prime}(\eta)} d \eta\right)=\frac{1}{2} u+\frac{\sqrt{A \gamma}}{\gamma-1} \tau^{-\frac{\gamma-1}{2}}
\end{array}\right.
$$

as new unknown functions, we can reduce (10.1.1)-(10.1.3) to the following problem:

$$
\begin{gather*}
\left\{\begin{array}{l}
\frac{\partial r}{\partial t}+\lambda(r, s) \frac{\partial r}{\partial x}=0 \\
\frac{\partial s}{\partial t}+\mu(r, s) \frac{\partial s}{\partial x}=0
\end{array}\right.  \tag{10.1.12}\\
t=0:(r, s)=\left(r_{0}^{+}(x), s_{0}^{+}(x)\right), \quad x \geq 0, \tag{10.1.13}
\end{gather*}
$$

and

$$
\begin{equation*}
x=0: s=-r+\phi(t), \quad t \geq 0, \tag{10.1.14}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
r_{0}^{+}(x)=\frac{1}{2} u_{0}^{+}(x)-\frac{\sqrt{A \gamma}}{\gamma-1}\left(\tau_{0}^{+}(x)\right)^{-\frac{\gamma-1}{2}},  \tag{10.1.15}\\
s_{0}^{+}(x)=\frac{1}{2} u_{0}^{+}(x)+\frac{\sqrt{A \gamma}}{\gamma-1}\left(\tau_{0}^{+}(x)\right)^{-\frac{\gamma-1}{2}},
\end{array}\right.
$$

with

$$
\begin{equation*}
s_{0}^{+}(x)-r_{0}^{+}(x)>0, \quad \forall x \geq 0, \tag{10.1.16}
\end{equation*}
$$

and

$$
\begin{equation*}
-\lambda(r, s)=\mu(r, s)=\sqrt{-p^{\prime}(\tau(s-r))}=\frac{\left(\frac{\gamma-1}{2}\right)^{\frac{\gamma+1}{\gamma-1}}}{(A \gamma)^{\frac{1}{\gamma-1}}}(s-r)^{\frac{\gamma+1}{\gamma-1}} . \tag{10.1.17}
\end{equation*}
$$

In the special case that the piston moves with a constant speed $u_{p}$ and the initial state is a constant state $\left(\bar{\tau}_{+}, \bar{u}_{+}\right)\left(\bar{\tau}_{+}>0\right)$ with

$$
\begin{equation*}
u_{p}>\bar{u}_{+}, \tag{10.1.18}
\end{equation*}
$$

(10.1.13) and (10.1.14) become, respectively,

$$
\begin{equation*}
t=0: \quad(r, s)=\left(\bar{r}_{+}, \bar{s}_{+}\right), \quad x \geq 0 \tag{10.1.19}
\end{equation*}
$$

and

$$
\begin{equation*}
x=0: s=-r+u_{p}, \quad t \geq 0 \tag{10.1.20}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\bar{r}_{+}=\frac{1}{2} \bar{u}_{+}-\frac{\sqrt{A \gamma}}{\gamma-1}\left(\bar{\tau}_{+}\right)^{-\frac{\gamma-1}{2}},  \tag{10.1.21}\\
\bar{s}_{+}=\frac{1}{2} \bar{u}_{+}+\frac{\sqrt{A \gamma}}{\gamma-1}\left(\bar{\tau}_{+}\right)^{-\frac{\gamma-1}{2}},
\end{array}\right.
$$

with

$$
\begin{equation*}
\bar{s}_{+}-\bar{r}_{+}>0 \tag{10.1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{p}>\bar{r}_{+}+\bar{s}_{+} . \tag{10.1.23}
\end{equation*}
$$

The solution to the previous problem is the typical forward shock

$$
(r, s)= \begin{cases}\left(r_{0}, s_{0}\right), & 0 \leq x \leq V t,  \tag{10.1.24}\\ \left(\bar{r}_{+}, \bar{s}_{+}\right), & x \geq V t,\end{cases}
$$

where $V$ is the speed of propagation of the typical forward shock:

$$
\begin{equation*}
V=G\left(\bar{r}_{+}, \bar{s}_{+}, r_{0}, s_{0}\right) \tag{10.1.25}
\end{equation*}
$$

satisfying the entropy condition

$$
\left\{\begin{array}{l}
\lambda\left(r_{0}, s_{0}\right)<V<\mu\left(r_{0}, s_{0}\right)  \tag{10.1.26}\\
V>\mu\left(\bar{r}_{+}, \bar{s}_{+}\right)
\end{array}\right.
$$

in which $r_{0}, s_{0}$, and (10.1.25) are uniquely determined by

$$
\begin{equation*}
r_{0}+s_{0}=u_{p} \tag{10.1.27}
\end{equation*}
$$

and the Rankine-Hugoniot condition:

$$
\begin{align*}
& \left(r_{0}+s_{0}\right)-\left(\bar{r}_{+}+\bar{s}_{+}\right) \\
& =\sqrt{-\left(p\left(\tau\left(s_{0}-r_{0}\right)\right)-p\left(\tau\left(\bar{s}_{+}-\bar{r}_{+}\right)\right)\right)\left(\tau\left(s_{0}-r_{0}\right)-\tau\left(\bar{s}_{+}-\bar{r}_{+}\right)\right)}  \tag{10.1.28}\\
V & =\sqrt{-\frac{p\left(\tau\left(s_{0}-r_{0}\right)\right)-p\left(\tau\left(\bar{s}_{+}-\bar{r}_{+}\right)\right)}{\tau\left(s_{0}-r_{0}\right)-\tau\left(\bar{s}_{+}-\bar{r}_{+}\right)}} \tag{10.1.29}
\end{align*}
$$

(see [22] or [50]).
As a perturbation of the simplest piston problem mentioned above, in [50] and [74], the piston problem (10.1.1)-(10.1.3) is globally studied and we have the following:

Proposition 10.1.1 Suppose that $\tau_{0}^{+}(x), u_{0}^{+}(x)$, and $\phi(t) \in C^{1}$ and

$$
\begin{equation*}
\tau_{0}^{+}(0)=\bar{\tau}_{+}, \quad u_{0}^{+}(0)=\bar{u}_{+}, \quad \phi(0)=u_{p} . \tag{10.1.30}
\end{equation*}
$$

Suppose furthermore that

$$
\begin{gather*}
\left|\tau_{0}^{+}(x)-\bar{\tau}_{+}\right|, \quad\left|u_{0}^{+}(x)-\bar{u}_{+}\right| \leq \varepsilon, \quad \forall x \geq 0  \tag{10.1.31}\\
\left|\phi(t)-u_{p}\right| \leq \varepsilon, \quad \forall t \geq 0  \tag{10.1.32}\\
\left|\tau_{0}^{+^{\prime}}(x)\right|, \quad\left|u_{0}^{+^{\prime}}(x)\right| \leq \frac{\eta}{1+x}, \quad \forall x \geq 0 \tag{10.1.33}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|\phi^{\prime}(t)\right| \leq \frac{\eta}{1+t}, \quad \forall t \geq 0 \tag{10.1.34}
\end{equation*}
$$

where $\varepsilon>0$ and $\eta>0$ are suitably small. Then the piston problem (10.1.1)-(10.1.3) admits a unique global piecewise $C^{1}$ solution

$$
(\tau(t, x), u(t, x))=\left\{\begin{array}{lc}
\left(\tau_{0}(t, x), u_{0}(t, x)\right), & 0 \leq x \leq x_{2}(t)  \tag{10.1.35}\\
\left(\tau_{+}(t, x), u_{+}(t, x)\right), & x \geq x_{2}(t)
\end{array}\right.
$$

on the domain

$$
\begin{equation*}
D=\{(t, x) \mid t \geq 0, x \geq 0\} . \tag{10.1.36}
\end{equation*}
$$

This solution, containing only one forward shock $x=x_{2}(t)$ passing through the origin with $x_{2}^{\prime}(0)=V$, satisfies the following estimates: On the domain

$$
\begin{equation*}
D_{+}=\left\{(t, x) \mid t \geq 0, x \geq x_{2}(t)\right\}, \tag{10.1.37}
\end{equation*}
$$

we have

$$
\begin{align*}
\left|\tau_{+}(t, x)-\bar{\tau}_{+}\right|,\left|u_{+}(t, x)-\bar{u}_{+}\right| & \leq K_{1} \varepsilon  \tag{10.1.38}\\
\left|\frac{\partial \tau_{+}}{\partial x}(t, x)\right|,\left|\frac{\partial \tau_{+}}{\partial t}(t, x)\right|,\left|\frac{\partial u_{+}}{\partial x}(t, x)\right|,\left|\frac{\partial u_{+}}{\partial t}(t, x)\right| & \leq \frac{K_{2} \eta}{1+t} ; \tag{10.1.39}
\end{align*}
$$

on the domain

$$
\begin{equation*}
D_{-}=\left\{(t, x) \mid t \geq 0,0 \leq x \leq x_{2}(t)\right\}, \tag{10.1.40}
\end{equation*}
$$

we have

$$
\begin{align*}
\left|\tau_{0}(t, x)-\tau_{0}\right|,\left|u_{0}(t, x)-u_{p}\right| & \leq K_{3} \varepsilon,  \tag{10.1.41}\\
\left|\frac{\partial \tau_{0}}{\partial x}(t, x)\right|,\left|\frac{\partial \tau_{0}}{\partial t}(t, x)\right|,\left|\frac{\partial u_{0}}{\partial x}(t, x)\right|,\left|\frac{\partial u_{0}}{\partial t}(t, x)\right| & \leq \frac{K_{4} \eta}{1+t}, \tag{10.1.42}
\end{align*}
$$

where $\tau_{0}$ is determined by (10.1.11) (in which $r=r_{0}, s=s_{0}$, and $u=u_{p}$ ). Additionally,

$$
\begin{align*}
&\left|x_{2}^{\prime}(t)-V\right| \leq K_{5} \varepsilon, \quad \forall t \geq 0  \tag{10.1.43}\\
&\left|x_{2}^{\prime \prime}(t)\right| \leq \frac{K_{6} \eta}{1+t}, \quad \forall t \geq 0 . \tag{10.1.44}
\end{align*}
$$

Here and henceforth, $K_{i}(i=1,2, \ldots)$ are positive constants independent of $\varepsilon$ and $\eta$.

In this section we consider the corresponding inverse piston problem: Suppose that we know the original state $\left(\tau_{0}^{+}(x), u_{0}^{+}(x)\right)$ of the gas on the right side of this piston and the position of the forward shock $x=x_{2}(t) \in C^{2}$ with

$$
\begin{equation*}
x_{2}(0)=0 \tag{10.1.45}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{2}^{\prime}(0)=V \tag{10.1.46}
\end{equation*}
$$

Then can we determine the piston velocity $v_{p}=\phi(t)$ ?
For the supersonic plane flow past a curved wedge, the direct problem aims to determine the shock from the given curved wedge, while the target in the inverse problem is to determine the curved wedge from the given shock (see [47], [48], [72], [86]). The problem under consideration in this section can be regarded as an analogue in one-dimensional gas dynamics in which the moving piston corresponds to the curved wedge.

As in [53], this problem can be easily solved in the local sense. In this section we will give an affirmative answer to this problem in the global sense. We have

Theorem 10.1.1 Suppose that the position of the forward shock $x=x_{2}(t) \in$ $C^{2}(t \geq 0)$ with (10.1.45)-(10.1.46) is prescribed and, for suitably small $\varepsilon>0$ and $\eta>0$, we have

$$
\begin{equation*}
\left|x_{2}^{\prime}(t)-V\right| \leq \varepsilon, \quad \forall t \geq 0, \tag{10.1.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|x_{2}^{\prime \prime}(t)\right| \leq \frac{\eta}{1+t}, \quad \forall t \geq 0 \tag{10.1.48}
\end{equation*}
$$

where $V$ satisfies (10.1.25)-(10.1.26). Then for any given $\tau_{0}^{+}(x)$ and $u_{0}^{+}(x) \in$ $C^{1}(x \geq 0)$ satisfying

$$
\begin{array}{r}
\tau_{0}^{+}(0)=\bar{\tau}_{+}, u_{0}^{+}(0)=\bar{u}_{+}, \\
\left|\tau_{0}^{+}(x)-\bar{\tau}_{+}\right|,\left|u_{0}^{+}(x)-\bar{u}_{+}\right| \leq \varepsilon, \quad \forall x \geq 0, \tag{10.1.50}
\end{array}
$$

and

$$
\begin{equation*}
\left|\tau_{0}^{+^{\prime}}(x)\right|,\left|u_{0}^{+^{\prime}}(x)\right| \leq \frac{\eta}{1+x}, \quad \forall x \geq 0 \tag{10.1.51}
\end{equation*}
$$

we can uniquely determine the piston velocity $v_{p}=\phi(t)(t \geq 0)$ with

$$
\begin{align*}
\phi(0) & =u_{p},  \tag{10.1.52}\\
\left|\phi(t)-u_{p}\right| & \leq K_{7} \varepsilon, \quad \forall t \geq 0, \tag{10.1.53}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\phi^{\prime}(t)\right| \leq \frac{K_{8} \eta}{1+t}, \quad \forall t \geq 0 \tag{10.1.54}
\end{equation*}
$$

where $u_{p}$ is the same as in (10.1.18), such that by Proposition 10.1.1, the corresponding direct piston problem (10.1.1)-(10.1.3) admits a unique global piecewise $C^{1}$ solution $(\tau(t, x), u(t, x))$ in which the forward shock passing through the origin is just $x=x_{2}(t)$.

Remark 10.1.1 The inverse piston problem under consideration can be regarded as a perturbation of the simplest inverse piston problem: to determine the constant piston velocity under the condition that the constant speed $V$ of propagation of the forward typical shock and the constant initial state $\left(\bar{\tau}_{+}, \bar{u}_{+}\right)$ of the gas on the right side of the piston are given.

Remark 10.1.2 The results in this section can be found in [71].
Theorem 10.1.1 is proved in Section 10.1.2. Then the corresponding discussion in Eulerian representation is given in Section 10.1.3.

### 10.1.2 Proof of Theorem 10.1.1

By (10.1.15) and (10.1.21), it follows from (10.1.49)-(10.1.51) that

$$
\begin{align*}
& r_{0}^{+}(0)=\bar{r}_{+}, s_{0}^{+}(0)=\bar{s}_{+}  \tag{10.1.55}\\
& \left|r_{0}^{+}(x)-\bar{r}_{+}\right|,\left|s_{0}^{+}(x)-\bar{s}_{+}\right| \leq C_{1} \varepsilon, \quad \forall x \geq 0 \tag{10.1.56}
\end{align*}
$$

and

$$
\begin{equation*}
\left|r_{0}^{+^{\prime}}(x)\right|,\left|s_{0}^{+^{\prime}}(x)\right| \leq \frac{C_{2} \eta}{1+x}, \quad \forall x \geq 0 \tag{10.1.57}
\end{equation*}
$$

Here and henceforth, $C_{i}(i=1,2, \ldots)$ are positive constants independent of $\varepsilon$ and $\eta$.

Lemma 10.1.1 Suppose that (10.1.55)-(10.1.57) hold for suitably small $\varepsilon>$ 0 and $\eta>0$. Then the Cauchy problem

$$
\left\{\begin{array}{l}
\frac{\partial r}{\partial t}+\lambda(r, s) \frac{\partial r}{\partial x}=0  \tag{10.1.58}\\
\frac{\partial s}{\partial t}+\mu(r, s) \frac{\partial s}{\partial x}=0 \\
t=0:(r, s)=\left(r_{0}^{+}(x), s_{0}^{+}(x)\right), \quad x \geq 0
\end{array}\right.
$$

admits a unique global $C^{1}$ solution $(r, s)=\left(\widetilde{r}_{+}(t, x), \widetilde{s}_{+}(t, x)\right)$ on the domain

$$
\begin{equation*}
\hat{D}_{+}=\{(t, x) \mid t \geq 0, x \geq \xi t\} \tag{10.1.59}
\end{equation*}
$$

where $\xi$ is a constant satisfying

$$
\begin{equation*}
\xi>\mu\left(\bar{r}_{+}, \bar{s}_{+}\right) \tag{10.1.60}
\end{equation*}
$$

Moreover, we have

$$
\begin{align*}
\widetilde{s}_{+}(t, x)-\widetilde{r}_{+}(t, x) & >0, \quad \forall(t, x) \in \hat{D}_{+}  \tag{10.1.61}\\
\left|\widetilde{r}_{+}(t, x)-\bar{r}_{+}\right|,\left|\widetilde{s}_{+}(t, x)-\bar{s}_{+}\right| & \leq K_{9} \varepsilon, \quad \forall(t, x) \in \hat{D}_{+}, \tag{10.1.62}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial \widetilde{r}_{+}}{\partial x}(t, x)\right|,\left|\frac{\partial \widetilde{r}_{+}}{\partial t}(t, x)\right|,\left|\frac{\partial \widetilde{s}_{+}}{\partial x}(t, x)\right|,\left|\frac{\partial \widetilde{s}_{+}}{\partial t}(t, x)\right| \leq \frac{K_{10} \eta}{1+t}, \quad \forall(t, x) \in \hat{D}_{+} . \tag{10.1.63}
\end{equation*}
$$

Proof. Similarly to the proof of Lemma 9.2.1, it is easy to get (10.1.62)(10.1.63). Then, noting that $\bar{s}_{+}-\bar{r}_{+}>0$ and that $\varepsilon>0$ is suitably small, we have (10.1.61).

Remark 10.1.3 The result of Lemma 10.1.1 can be found in Chapter 6 of [50].

The proof of Theorem 10.1.1 is as follows.
Step 1. We first solve the Cauchy problem (10.1.58) on the domain $D_{+}$ defined by (10.1.37).

Let

$$
\begin{equation*}
\xi=\frac{1}{2}\left(V+\mu\left(\bar{r}_{+}, \bar{s}_{+}\right)\right) . \tag{10.1.64}
\end{equation*}
$$

Noting (10.1.26), we have

$$
\begin{equation*}
V>\xi>\mu\left(\bar{r}_{+}, \bar{s}_{+}\right) \tag{10.1.65}
\end{equation*}
$$

Hence, for suitably small $\varepsilon>0$, by (10.1.45)-(10.1.47), we have

$$
D_{+} \subseteq \hat{D}_{+}
$$

Hence, by Lemma 10.1.1, the Cauchy problem (10.1.58) admits a unique global $C^{1}$ solution $(r, s)=\left(r_{+}(t, x), s_{+}(t, x)\right)$ on the domain $D_{+}$and we have

$$
\begin{align*}
& s_{+}(t, x)-r_{+}(t, x)>0, \quad \forall(t, x) \in D_{+}  \tag{10.1.66}\\
&\left|r_{+}(t, x)-\bar{r}_{+}\right|,\left|s_{+}(t, x)-\bar{s}_{+}\right| \leq C_{3} \varepsilon, \quad \forall(t, x) \in D_{+} \tag{10.1.67}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial r_{+}}{\partial x}(t, x)\right|,\left|\frac{\partial r_{+}}{\partial t}(t, x)\right|,\left|\frac{\partial s_{+}}{\partial x}(t, x)\right|,\left|\frac{\partial s_{+}}{\partial t}(t, x)\right| \leq \frac{C_{4} \eta}{1+t}, \quad \forall(t, x) \in D_{+} . \tag{10.1.68}
\end{equation*}
$$

Then we obtain the value of $(r, s)$ on the right side of $x=x_{2}(t)$ :

$$
\begin{equation*}
(r, s)=\left(\widetilde{r}_{+}(t), \widetilde{s}_{+}(t)\right)=\left(r_{+}\left(t, x_{2}(t)\right), s_{+}\left(t, x_{2}(t)\right)\right), \quad \forall t \geq 0, \tag{10.1.69}
\end{equation*}
$$

and we have

$$
\begin{gather*}
\widetilde{r}_{+}(0)=\bar{r}_{+}, \quad \widetilde{s}_{+}(0)=\bar{s}_{+}  \tag{10.1.70}\\
\widetilde{s}_{+}(t)-\widetilde{r}_{+}(t)>0, \quad \forall t \geq 0  \tag{10.1.71}\\
\left|\widetilde{r}_{+}(t)-\bar{r}_{+}\right|,\left|\widetilde{s}_{+}(t)-\bar{s}_{+}\right| \leq C_{3} \varepsilon, \quad \forall t \geq 0 \tag{10.1.72}
\end{gather*}
$$

In additions, noting (10.1.47), we also have

$$
\begin{equation*}
\left|\frac{d \widetilde{r}_{+}(t)}{d t}\right|,\left|\frac{d \widetilde{s}_{+}(t)}{d t}\right| \leq \frac{C_{5} \eta}{1+t}, \quad \forall t \geq 0 . \tag{10.1.73}
\end{equation*}
$$

Step 2. By the Rankine-Hugoniot condition, we now find the value of $(r, s)$ on the left side of $x=x_{2}(t)$.

On the forward shock $x=x_{2}(t)$, the Rankine-Hugoniot condition is written as

$$
\left\{\begin{array}{l}
{[\tau(s-r)] x_{2}^{\prime}(t)+[r+s]=0}  \tag{10.1.74}\\
{[r+s] x_{2}^{\prime}(t)-[p(\tau(s-r))]=0}
\end{array}\right.
$$

where $[\tau]=\tau\left(t, x_{2}(t)+0\right)-\tau\left(t, x_{2}(t)-0\right)$, etc. Denoting the value of $(r, s)$ on the left side of $x=x_{2}(t)$ as $(r, s)=\left(\widetilde{r}_{-}(t), \widetilde{s}_{-}(t)\right)$ and $x_{2}^{\prime}(t)=d$, we can rewrite (10.1.74) as

$$
\left\{\begin{array}{l}
\left(\tau\left(\widetilde{s}_{-}-\widetilde{r}_{-}\right)-\tau\left(\widetilde{s}_{+}-\widetilde{r}_{+}\right)\right) d+\left(\widetilde{r}_{-}+\widetilde{s}_{-}-\widetilde{r}_{+}-\widetilde{s}_{+}\right)=0  \tag{10.1.75}\\
\left(\widetilde{r}_{-}+\widetilde{s}_{-}-\widetilde{r}_{+}-\widetilde{s}_{+}\right) d-\left(p\left(\tau\left(\widetilde{s}_{-}-\widetilde{r}_{-}\right)\right)-p\left(\tau\left(\widetilde{s}_{+}-\widetilde{r}_{+}\right)\right)\right)=0
\end{array}\right.
$$

Similarly to the proof of Lemma 9.3.1 (also see [53] and [68]), in a neighbourhood of $\left(\bar{r}_{+}, \bar{s}_{+}, r_{0}, s_{0}, V\right),(10.1 .75)$ can be rewritten as

$$
\left\{\begin{array}{l}
\widetilde{r}_{-}=g\left(\widetilde{r}_{+}, \widetilde{s}_{+}, d\right),  \tag{10.1.76}\\
\widetilde{s}_{-}=h\left(\widetilde{r}_{+}, \widetilde{s}_{+}, d\right)
\end{array}\right.
$$

where $g(\cdot), h(\cdot) \in C^{2}$ and

$$
\left\{\begin{array}{l}
r_{0}=g\left(\bar{r}_{+}, \bar{s}_{+}, V\right)  \tag{10.1.77}\\
s_{0}=h\left(\bar{r}_{+}, \bar{s}_{+}, V\right)
\end{array}\right.
$$

Hence, the value of $(r, s)$ on the left side of $x=x_{2}(t)$ can be uniquely determined as

$$
\left\{\begin{array}{l}
r=\widetilde{r}_{-}(t)=g\left(\widetilde{r}_{+}(t), \widetilde{s}_{+}(t), x_{2}^{\prime}(t)\right)  \tag{10.1.78}\\
s=\widetilde{s}_{-}(t)=h\left(\widetilde{r}_{+}(t), \widetilde{s}_{+}(t), x_{2}^{\prime}(t)\right)
\end{array}\right.
$$

Moreover, noting (10.1.45)-(10.1.48), (10.1.70), (10.1.72), (10.1.73), and (10.1.77), we have

$$
\begin{gather*}
\widetilde{r}_{-}(0)=r_{0}, \quad \widetilde{s}_{-}(0)=s_{0}  \tag{10.1.79}\\
\left|\widetilde{r}_{-}(t)-r_{0}\right|,\left|\widetilde{s}_{-}(t)-s_{0}\right| \leq C_{6} \varepsilon, \quad \forall t \geq 0 \tag{10.1.80}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|\frac{d \widetilde{r}_{-}(t)}{d t}\right|,\left|\frac{d \widetilde{s}_{-}(t)}{d t}\right| \leq \frac{C_{7} \eta}{1+t}, \quad \forall t \geq 0 \tag{10.1.81}
\end{equation*}
$$

Also, noting (10.1.26), (10.1.46), and (10.1.47), we have

$$
\begin{equation*}
\lambda\left(\widetilde{r}_{-}(t), \widetilde{s}_{-}(t)\right)<x_{2}^{\prime}(t)<\mu\left(\widetilde{r}_{-}(t), \widetilde{s}_{-}(t)\right) \tag{10.1.82}
\end{equation*}
$$

Step 3. We finally solve the generalized Cauchy problem

$$
\left\{\begin{array}{l}
\frac{\partial r}{\partial t}+\lambda(r, s) \frac{\partial r}{\partial x}=0  \tag{10.1.83}\\
\frac{\partial s}{\partial t}+\mu(r, s) \frac{\partial s}{\partial x}=0 \\
x=x_{2}(t):(r, s)=\left(\widetilde{r}_{-}(t), \widetilde{s}_{-}(t)\right), \quad t \geq 0
\end{array}\right.
$$

on the domain $D_{-}$defined by (10.1.40).
Noting (10.1.82), we see that the generalized Cauchy problem (10.1.83) always admits a unique local $C^{1}$ solution $(r, s)=\left(r_{-}(t, x), s_{-}(t, x)\right)$ (see [72]). For the time being, we assume that on any existence domain of $(r, s)=$ $\left(r_{-}(t, x), s_{-}(t, x)\right)$, we have

$$
\begin{equation*}
\left|r_{-}(t, x)-r_{0}\right|,\left|s_{-}(t, x)-s_{0}\right| \leq \delta \tag{10.1.84}
\end{equation*}
$$

where $\delta>0$ is suitably small. At the end of the proof, we will why this hypothesis is reasonable.

Let

$$
\left\{\begin{array}{l}
\bar{t}=x_{2}(t)-x  \tag{10.1.85}\\
\bar{x}=t
\end{array}\right.
$$

Then, noting (10.1.26), (10.1.45)-(10.1.47), and (10.1.84), we can reduce the generalized Cauchy problem (10.1.83) on the domain $D_{-}$to the following Cauchy problem:

$$
\left\{\begin{array}{l}
\frac{\partial \bar{r}}{\partial \bar{t}}+\bar{\lambda}(\bar{x}, \bar{r}, \bar{s}) \frac{\partial \bar{r}}{\partial \bar{x}}=0  \tag{10.1.86}\\
\frac{\partial \bar{s}}{\partial \bar{t}}+\bar{\mu}(\bar{x}, \bar{r}, \bar{s}) \frac{\partial \bar{s}}{\partial \bar{x}}=0 \\
\bar{t}=0:(\bar{r}, \bar{s})=\left(\widetilde{r}_{-}(\bar{x}), \widetilde{s}_{-}(\bar{x})\right), \quad \bar{x} \geq 0
\end{array}\right.
$$

on the domain $\bar{D}_{-}=\{(\bar{t}, \bar{x}) \mid \bar{t} \geq 0, \bar{x} \geq \theta(\bar{t})\}$, where

$$
\begin{align*}
(\bar{r}(\bar{t}, \bar{x}), \bar{s}(\bar{t}, \bar{x})) & =\left(r_{-}\left(\bar{x}, x_{2}(\bar{x})-\bar{t}\right), s_{-}\left(\bar{x}, x_{2}(\bar{x})-\bar{t}\right)\right)  \tag{10.1.87}\\
\bar{\lambda}(\bar{x}, \bar{r}, \bar{s}) & =\frac{1}{x_{2}^{\prime}(\bar{x})-\lambda(\bar{r}, \bar{s})}  \tag{10.1.88}\\
\bar{\mu}(\bar{x}, \bar{r}, \bar{s}) & =\frac{1}{x_{2}^{\prime}(\bar{x})-\mu(\bar{r}, \bar{s})} \tag{10.1.89}
\end{align*}
$$

and $\bar{x}=\theta(\bar{t}) \in C^{2}$ with $\theta(0)=0$ is determined by

$$
\begin{equation*}
x_{2}(\bar{x})=\bar{t} \tag{10.1.90}
\end{equation*}
$$

Additionally, by (10.1.26), (10.1.46), (10.1.47), and (10.1.84), we have

$$
\begin{equation*}
\frac{1}{x_{2}^{\prime}(\bar{x})}>\bar{\lambda}(\bar{x}, \bar{r}, \bar{s})>\bar{\mu}(\bar{x}, \bar{r}, \bar{s}) \tag{10.1.91}
\end{equation*}
$$

and it follows from (10.1.80)-(10.1.81) that

$$
\begin{equation*}
\left|\widetilde{r}_{-}(\bar{x})-r_{0}\right|,\left|\widetilde{s}_{-}(\bar{x})-s_{0}\right| \leq C_{8} \varepsilon, \quad \forall \bar{x} \geq 0 \tag{10.1.92}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\widetilde{r}_{-}^{\prime}(\bar{x})\right|,\left|\widetilde{s}_{-}^{\prime}(\bar{x})\right| \leq \frac{C_{9} \eta}{1+\bar{x}}, \quad \forall \bar{x} \geq 0 \tag{10.1.93}
\end{equation*}
$$

Obviously, problem (10.1.86) admits a unique local $C^{1}$ solution $(\bar{r}, \bar{s})=(\bar{r}(\bar{t}, \bar{x}), \bar{s}(\bar{t}, \bar{x}))=\left(r_{-}\left(\bar{x}, x_{2}(\bar{x})-\bar{t}\right), s_{-}\left(\bar{x}, x_{2}(\bar{x})-\bar{t}\right)\right)$ on the domain $\bar{D}_{-}\left(\delta_{0}\right)=\left\{(\bar{t}, \bar{x}) \mid 0 \leq \bar{t} \leq \delta_{0}, \bar{x} \geq \theta(\bar{t})\right\}$, where $\delta_{0}>0$ is a small number (see [72]). In order to get the global existence of the $C^{1}$ solution on $\bar{D}_{-}$, we need a
uniform a priori estimate on the $C^{1}$ norm of the $C^{1}$ solution $(\bar{r}(\bar{t}, \bar{x}), \bar{s}(\bar{t}, \bar{x}))$ on any existence domain $\bar{D}_{-}(T)$.

Noting (10.1.80), we have

$$
\begin{equation*}
\left|\bar{r}(\bar{t}, \bar{x})-r_{0}\right|,\left|\bar{s}(\bar{t}, \bar{x})-s_{0}\right| \leq C_{6} \varepsilon, \quad \forall(\bar{t}, \bar{x}) \in \bar{D}_{-}(T) \tag{10.1.94}
\end{equation*}
$$

In what follows, we want to get a uniform a priori estimate on the $C^{0}$ norm of $\partial \bar{r} / \partial \bar{x}, \partial \bar{r} / \partial \bar{t}, \partial \bar{s} / \partial \bar{x}$ and $\partial \bar{s} / \partial \bar{t}$ on $\bar{D}_{-}(T)$. For this purpose, since the system in (10.1.86) depends explicitly on $\bar{x}$, differently from the usual Lax transformation, we introduce

$$
\begin{equation*}
w=e^{q(\bar{r}, \bar{s})} \frac{\partial \bar{r}}{\partial \bar{t}}, \tag{10.1.95}
\end{equation*}
$$

where $q(\bar{r}, \bar{s}) \in C^{1}$ satisfies

$$
\begin{equation*}
\frac{\partial q}{\partial \bar{s}}=\frac{1}{\lambda(\bar{r}, \bar{s})-\mu(\bar{r}, \bar{s})} \frac{\partial \lambda}{\partial \bar{s}} \tag{10.1.96}
\end{equation*}
$$

By (10.1.86)-(10.1.89), it is easy to get

$$
\left\{\begin{array}{l}
\frac{\partial w}{\partial \bar{t}}+\bar{\lambda}(\bar{x}, \bar{r}, \bar{s}) \frac{\partial w}{\partial \bar{x}}=\frac{\partial \lambda(\bar{r}, \bar{s})}{\partial \bar{r}} \bar{\lambda}(\bar{x}, \bar{r}, \bar{s}) e^{-q(\bar{r}, \bar{s})} w^{2}  \tag{10.1.97}\\
\bar{t}=0: w=-e^{q\left(\widetilde{r}_{-}(\bar{x}), \widetilde{s}_{-}(\bar{x})\right)} \bar{\lambda}\left(\bar{x}, \widetilde{r}_{-}(\bar{x}), \widetilde{s}_{-}(\bar{x})\right) \widetilde{r}_{-}^{\prime}(\bar{x}), \quad \bar{x} \geq 0
\end{array}\right.
$$

By (10.1.91), each characteristic passing through any given point $(\bar{t}, \bar{x})=$ $(0, \beta)(\beta \geq 0)$ intersects the boundary $\bar{x}=\theta(\bar{t})(\bar{t} \geq 0)$ of $\bar{D}_{-}$in a finite time. Let $\bar{x}=\bar{x}_{1}(\bar{t}, \beta)$ be the forward characteristic passing through a point $(0, \beta)$ and let $\left(\bar{T}, \bar{x}_{1}(\bar{T}, \beta)\right)$ be the intersection point of $\bar{x}=\bar{x}_{1}(\bar{t}, \beta)$ with $\bar{x}=\theta(\bar{t})$.

Noting (10.1.45), (10.1.47), (10.1.84), and (10.1.87), for suitably small $\varepsilon>$ 0 and $\delta>0$, we have

$$
\begin{align*}
\frac{\bar{T}}{V-\frac{1}{4} \lambda\left(r_{0}, s_{0}\right)} \leq \bar{x}_{1}(\bar{T}, \beta)= & \beta+\int_{0}^{\bar{T}} \bar{\lambda}(\bar{x}, \bar{r}, \bar{s})\left(\tau, \bar{x}_{1}(\tau, \beta)\right) d \tau \leq \beta \\
& +\frac{\bar{T}}{V-\frac{1}{2} \lambda\left(r_{0}, s_{0}\right)} \tag{10.1.98}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\bar{T} \leq M_{0} \beta \tag{10.1.99}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{0}=\frac{\left(4 V-\lambda\left(r_{0}, s_{0}\right)\right)\left(2 V-\lambda\left(r_{0}, s_{0}\right)\right)}{-2 \lambda\left(r_{0}, s_{0}\right)}>0 \tag{10.1.100}
\end{equation*}
$$

Noting (10.1.86), on $\bar{x}=\bar{x}_{1}(\bar{t}, \beta)$ we have

$$
\begin{equation*}
\bar{r}(\bar{t}, \bar{x})=\bar{r}\left(\bar{t}, \bar{x}_{1}(\bar{t}, \beta)\right)=\widetilde{r}_{-}(\beta) \tag{10.1.101}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{s}(\bar{t}, \bar{x})=\bar{s}\left(\bar{t}, \bar{x}_{1}(\bar{t}, \beta)\right)=\widetilde{s}_{-}(\alpha(\bar{t}, \beta)), \tag{10.1.102}
\end{equation*}
$$

where $\alpha(\bar{t}, \beta)$ is the $\bar{x}$-coordinate of the intersection point of the backward characteristic passing through $\left(\bar{t}, \bar{x}_{1}(\bar{t}, \beta)\right)$ with the $\bar{x}$-axis. Then it follows from (10.1.97) that on $\bar{x}=\bar{x}_{1}(\bar{t}, \beta)$ we have

$$
\begin{equation*}
w(\bar{t}, \bar{x})=w\left(\bar{t}, \bar{x}_{1}(\bar{t}, \beta)\right)=\frac{-e^{q\left(\tilde{r}_{-}(\beta), \tilde{s}_{-}(\beta)\right)} \bar{\lambda}\left(\beta, \widetilde{r}_{-}(\beta), \widetilde{s}_{-}(\beta)\right) \widetilde{r}_{-}^{\prime}(\beta)}{1+B}, \tag{10.1.103}
\end{equation*}
$$

where

$$
\begin{aligned}
B= & \int_{0}^{\bar{t}} \frac{\partial \lambda}{\partial \bar{r}}\left(\widetilde{r}_{-}(\beta), \bar{s}\left(\tau, \bar{x}_{1}(\tau, \beta)\right)\right) \bar{\lambda}\left(\beta, \widetilde{r}_{-}(\beta), \widetilde{s}_{-}(\beta)\right) \bar{\lambda}\left(\bar{x}_{1}(\tau, \beta), \widetilde{r}_{-}(\beta),\right. \\
& \left.\bar{s}\left(\tau, \bar{x}_{1}(\tau, \beta)\right)\right) \cdot \widetilde{r}_{-}^{\prime}(\beta) e^{q\left(\widetilde{r}_{-}(\beta), \tilde{s}_{-}(\beta)\right)-q\left(\widetilde{r}_{-}(\beta), \bar{s}\left(\tau, \bar{x}_{1}(\tau, \beta)\right)\right)} d \tau . \quad \text { (10.1.104) }
\end{aligned}
$$

Hence, by (10.1.95), we get

$$
\begin{equation*}
\frac{\partial \bar{r}}{\partial \bar{t}}\left(\bar{t}_{x} \bar{x}_{1}(\bar{t}, \beta)\right)=\frac{-e^{q\left(\tilde{r}_{-}(\beta), \tilde{s}_{-}(\beta)\right)-q\left(\tilde{r}_{-}(\beta), \bar{s}\left(\bar{t}, \bar{x}_{1}(\bar{t}, \beta)\right)\right)} \bar{\lambda}\left(\beta, \widetilde{r}_{-}(\beta), \widetilde{s}_{-}(\beta)\right) \widetilde{r}_{-}^{\prime}(\beta)}{1+B} . \tag{10.1.105}
\end{equation*}
$$

By (10.1.47), (10.1.92), (10.1.101), and (10.1.102) and noting (10.1.26), on $\bar{x}=\bar{x}_{1}(\bar{t}, \beta)$ we have

$$
\begin{equation*}
\frac{1}{2}\left(V-\lambda\left(r_{0}, s_{0}\right)\right)<x_{2}^{\prime}(\bar{x})-\lambda(\bar{r}, \bar{s})<2\left(V-\lambda\left(r_{0}, s_{0}\right)\right) . \tag{10.1.106}
\end{equation*}
$$

Then, noting (10.1.92), (10.1.101), and (10.1.102), we get

$$
\begin{equation*}
e^{2|q|}|\bar{\lambda}| \leq M_{1}, \quad\left|\frac{\partial \lambda}{\partial \bar{r}}\right| \bar{\lambda}^{2} e^{2|q|} \leq M_{2}, \tag{10.1.107}
\end{equation*}
$$

where $M_{1}$ and $M_{2}$ are two positive constants independent of $\varepsilon$ and $\eta$.
We choose $\eta>0$ so small that

$$
\begin{equation*}
C_{9} M_{0} M_{2} \eta<\frac{1}{2} . \tag{10.1.108}
\end{equation*}
$$

Then it follows from (10.1.105) that

$$
\begin{equation*}
\left|\frac{\partial \bar{r}}{\partial \bar{t}}\left(\bar{t}, \bar{x}_{1}(\bar{t}, \beta)\right)\right| \leq M_{1} \frac{C_{9} \eta}{1+\beta}\left(1-M_{2} \frac{C_{9} \eta}{1+\beta} \bar{T}\right)^{-1} . \tag{10.1.109}
\end{equation*}
$$

Thus, noting (10.1.99) and (10.1.108), we get

$$
\begin{align*}
\left|\frac{\partial \bar{r}}{\partial \bar{t}}\left(\bar{t}, \bar{x}_{1}(\bar{t}, \beta)\right)\right| & \leq C_{9} M_{1} \frac{\eta}{1+\beta}\left(1-C_{9} M_{0} M_{2} \eta\right)^{-1} \\
& \leq 2 C_{9} M_{1} \frac{\eta}{1+\beta} \\
& \leq \frac{C_{10} \eta}{1+\bar{t}}, \quad 0 \leq \bar{t} \leq T \tag{10.1.110}
\end{align*}
$$

Hence, noting (10.1.88) and (10.1.106), we get

$$
\begin{equation*}
\left|\frac{\partial \bar{r}}{\partial \bar{x}}\left(\bar{t}, \bar{x}_{1}(\bar{t}, \beta)\right)\right| \leq \frac{C_{11} \eta}{1+\bar{t}}, \quad 0 \leq \bar{t} \leq T . \tag{10.1.111}
\end{equation*}
$$

Finally, we obtain

$$
\begin{equation*}
\left|\frac{\partial \bar{r}}{\partial \bar{t}}(\bar{t}, \bar{x})\right|,\left|\frac{\partial \bar{r}}{\partial \bar{x}}(\bar{t}, \bar{x})\right| \leq \frac{C_{12} \eta}{1+\bar{t}}, \quad \forall(\bar{t}, \bar{x}) \in \bar{D}_{-}(T) . \tag{10.1.112}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left|\frac{\partial \bar{s}}{\partial \bar{t}}(\bar{t}, \bar{x})\right|,\left|\frac{\partial \bar{s}}{\partial \bar{x}}(\bar{t}, \bar{x})\right| \leq \frac{C_{13} \eta}{1+\bar{t}}, \quad \forall(\bar{t}, \bar{x}) \in \bar{D}_{-}(T) \tag{10.1.113}
\end{equation*}
$$

Thus, we get a unique global $C^{1}$ solution $(\bar{r}, \bar{s})=(\bar{r}(\bar{t}, \bar{x}), \bar{s}(\bar{t}, \bar{x}))$ to (10.1.86) on $\bar{D}_{-}$. Noting (10.1.85), for the generalized Cauchy problem (10.1.83), we obtain the unique global $C^{1}$ solution

$$
\begin{equation*}
(r, s)=\left(r_{-}(t, x), s_{-}(t, x)\right)=\left(\bar{r}\left(x_{2}(t)-x, t\right), \bar{s}\left(x_{2}(t)-x, t\right)\right) \tag{10.1.114}
\end{equation*}
$$

on the domain $D_{-}$. Noting (10.1.94) and (10.1.114), we immediately obtain

$$
\begin{equation*}
\left|r_{-}(t, x)-r_{0}\right|,\left|s_{-}(t, x)-s_{0}\right| \leq C_{14} \varepsilon, \quad \forall(t, x) \in D_{-}, \tag{10.1.115}
\end{equation*}
$$

which also implies that hypothesis (10.1.84) is reasonable. In addition, noting (10.1.47), it follows from (10.1.112)-(10.1.113) that

$$
\begin{equation*}
\left|\frac{\partial r_{-}}{\partial t}(t, x)\right|,\left|\frac{\partial r_{-}}{\partial x}(t, x)\right|,\left|\frac{\partial s_{-}}{\partial t}(t, x)\right|,\left|\frac{\partial s_{-}}{\partial x}(t, x)\right| \leq \frac{C_{15} \eta}{1+t}, \quad \forall(t, x) \in D_{-} . \tag{10.1.116}
\end{equation*}
$$

Hence, we get the piston velocity

$$
\begin{equation*}
\phi(t)=r_{-}(t, 0)+s_{-}(t, 0), \quad t \geq 0 \tag{10.1.117}
\end{equation*}
$$

Moreover, noting (10.1.79) and (10.1.27), we see that (10.1.52)-(10.1.54) hold.

Theorem 10.1.1 is then proved.

### 10.1.3 Related Problem in Eulerian Representation

In Eulerian representation, the system of one-dimensional isentropic flow is written as

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}+\frac{\partial(\rho u)}{\partial x}=0  \tag{10.1.118}\\
\frac{\partial(\rho u)}{\partial t}+\frac{\partial\left(\rho u^{2}+p(\rho)\right)}{\partial x}=0
\end{array}\right.
$$

where $\rho$ is the density, $u$ the velocity, and $p=p(\rho)$ the pressure. For polytropic gases,

$$
\begin{equation*}
p=p(\rho)=A \rho^{\gamma}, \quad \forall \rho>0, \tag{10.1.119}
\end{equation*}
$$

where $\gamma>1$ is the adiabatic exponent and $A$ is a positive constant. In this situation the corresponding piston problem asks us to solve the following mixed initial-boundary value problem for system (10.1.118) with the initial data

$$
\begin{equation*}
t=0: \rho=\rho_{0}^{+}(x)(>0), \quad u=u_{0}^{+}(x), \quad x \geq 0 \tag{10.1.120}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
x=f(t): u=\varphi(t), \quad t \geq 0 \tag{10.1.121}
\end{equation*}
$$

with

$$
\begin{equation*}
f(t)=\int_{0}^{t} \varphi(\xi) d \xi \tag{10.1.122}
\end{equation*}
$$

Suppose that

$$
\begin{equation*}
\varphi(0)>u_{0}^{+}(0) . \tag{10.1.123}
\end{equation*}
$$

Then the motion of the piston produces a forward shock $x=x_{f}(t)$ passing through the origin at least for a short time $T_{1}$ (see [72]) such that the corresponding piecewise $C^{1}$ solution on the domain

$$
\begin{equation*}
\Omega\left(T_{1}\right)=\left\{(t, x) \mid 0 \leq t \leq T_{1}, x \geq f(t)\right\} \tag{10.1.124}
\end{equation*}
$$

is written as

$$
(\rho, u)= \begin{cases}\left(\rho_{0}(t, x), u_{0}(t, x)\right), & f(t) \leq x \leq x_{f}(t)  \tag{10.1.125}\\ \left(\rho_{+}(t, x), u_{+}(t, x)\right), & x \geq x_{f}(t)\end{cases}
$$

where $\left(\rho_{0}(t, x), u_{0}(t, x)\right),\left(\rho_{+}(t, x), u_{+}(t, x)\right) \in C^{1}$ satisfy system (10.1.118) in the classical sense on their domains, respectively, and verify the

Rankine-Hugoniot condition

$$
\left\{\begin{array}{l}
{[\rho] x_{f}^{\prime}(t)-[\rho u]=0,}  \tag{10.1.126}\\
{[\rho u] x_{f}^{\prime}(t)-\left[\rho u^{2}+p(\rho)\right]=0}
\end{array}\right.
$$

and the entropy condition

$$
\left\{\begin{array}{l}
\lambda_{1}\left(\rho_{0}\left(t, x_{f}(t)\right)\right)<x_{f}^{\prime}(t)<\lambda_{2}\left(\rho_{0}\left(t, x_{f}(t)\right)\right)  \tag{10.1.127}\\
x_{f}^{\prime}(t)>\lambda_{2}\left(\rho_{+}\left(t, x_{f}(t)\right)\right)
\end{array}\right.
$$

on $x=x_{f}(t)$, in which $[\rho]=\rho_{+}\left(t, x_{f}(t)\right)-\rho_{0}\left(t, x_{f}(t)\right)$, etc. and

$$
\begin{equation*}
-\lambda_{1}(\rho)=\lambda_{2}(\rho)=\sqrt{p^{\prime}(\rho)} \tag{10.1.128}
\end{equation*}
$$

In the special case that the piston moves with a constant speed $u_{p}$ and the initial state is a constant state $\left(\bar{\rho}_{+}, \bar{u}_{+}\right)\left(\bar{\rho}_{+}>0\right)$ with $u_{p}>\bar{u}_{+}$, the solution to the previous problem is the typical forward shock (see [22])

$$
(\rho, u)= \begin{cases}\left(\rho_{0}, u_{p}\right), & u_{p} t \leq x \leq U t  \tag{10.1.129}\\ \left(\bar{\rho}_{+}, \bar{u}_{+}\right), & x \geq U t\end{cases}
$$

where $U$, the speed of propagation of the typical forward shock, and $\rho_{0}$ are determined by the Rankine-Hugoniot condition:

$$
\left\{\begin{array}{l}
\left(\rho_{0} u_{p}-\bar{\rho}_{+} \bar{u}_{+}\right)^{2}=\left(\rho_{0}-\bar{\rho}_{+}\right)\left(\rho_{0} u_{p}^{2}+p\left(\rho_{0}\right)-\bar{\rho}_{+} \bar{u}_{+}^{2}-p\left(\bar{\rho}_{+}\right)\right)  \tag{10.1.130}\\
U=\frac{\rho_{0} u_{p}-\bar{\rho}_{+} \bar{u}_{+}}{\rho_{0}-\bar{\rho}_{+}}
\end{array}\right.
$$

As a global perturbation of the simplest piston problem mentioned above, for the piston problem (10.1.118) and (10.1.120)-(10.1.121), we have the following:

Theorem 10.1.2 Suppose that $\rho_{0}^{+}(x), u_{0}^{+}(x) \in C^{1}$, and $f(t) \in C^{2}$ with

$$
\begin{equation*}
\rho_{0}^{+}(0)=\bar{\rho}_{+}, \quad u_{0}^{+}(0)=\bar{u}_{+}, \quad \varphi(0)=u_{p} . \tag{10.1.131}
\end{equation*}
$$

Suppose furthermore that

$$
\begin{align*}
\left|\rho_{0}^{+}(x)-\bar{\rho}_{+}\right|,\left|u_{0}^{+}(x)-\bar{u}_{+}\right| & \leq \varepsilon, \quad \forall x \geq 0  \tag{10.1.132}\\
\left|\varphi(t)-u_{p}\right| & \leq \varepsilon, \quad \forall t \geq 0  \tag{10.1.133}\\
\left|\rho_{0}^{+^{\prime}}(x)\right|,\left|u_{0}^{+^{\prime}}(x)\right| & \leq \frac{\eta}{1+x}, \quad \forall x \geq 0 \tag{10.1.134}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\varphi^{\prime}(t)\right| \leq \frac{\eta}{1+t}, \quad \forall t \geq 0, \tag{10.1.135}
\end{equation*}
$$

where $\varepsilon>0$ and $\eta>0$ are suitably small. Then the piston problem (10.1.118) and (10.1.120)-(10.1.121) admits a unique global piecewise $C^{1}$ solution

$$
(\rho(t, x), u(t, x))= \begin{cases}\left(\rho_{0}(t, x), u_{0}(t, x)\right), & f(t) \leq x \leq x_{f}(t)  \tag{10.1.136}\\ \left(\rho_{+}(t, x), u_{+}(t, x)\right), & x \geq x_{f}(t)\end{cases}
$$

on the domain

$$
\begin{equation*}
\Omega=\{(t, x) \mid t \geq 0, x \geq f(t)\} . \tag{10.1.137}
\end{equation*}
$$

This solution, containing only one forward shock $x=x_{f}(t)$ passing through the origin with $x_{f}^{\prime}(0)=U$, satisfies the following estimates: On the domain

$$
\begin{equation*}
\Omega_{+}=\left\{(t, x) \mid t \geq 0, x \geq x_{f}(t)\right\} \tag{10.1.138}
\end{equation*}
$$

we have

$$
\begin{align*}
\left|\rho_{+}(t, x)-\bar{\rho}_{+}\right|,\left|u_{+}(t, x)-\bar{u}_{+}\right| & \leq K_{11} \varepsilon  \tag{10.1.139}\\
\left|\frac{\partial \rho_{+}}{\partial x}(t, x)\right|,\left|\frac{\partial \rho_{+}}{\partial t}(t, x)\right|,\left|\frac{\partial u_{+}}{\partial x}(t, x)\right|,\left|\frac{\partial u_{+}}{\partial t}(t, x)\right| & \leq \frac{K_{12} \eta}{1+t} \tag{10.1.140}
\end{align*}
$$

on the domain

$$
\begin{equation*}
\Omega_{-}=\left\{(t, x) \mid t \geq 0, f(t) \leq x \leq x_{f}(t)\right\} \tag{10.1.141}
\end{equation*}
$$

we have

$$
\begin{align*}
\left|\rho_{0}(t, x)-\rho_{0}\right|,\left|u_{0}(t, x)-u_{p}\right| & \leq K_{13} \varepsilon  \tag{10.1.142}\\
\left|\frac{\partial \rho_{0}}{\partial x}(t, x)\right|,\left|\frac{\partial \rho_{0}}{\partial t}(t, x)\right|,\left|\frac{\partial u_{0}}{\partial x}(t, x)\right|,\left|\frac{\partial u_{0}}{\partial t}(t, x)\right| & \leq \frac{K_{14} \eta}{1+t} \tag{10.1.143}
\end{align*}
$$

Moreover,

$$
\begin{align*}
\left|x_{f}^{\prime}(t)-U\right| & \leq K_{15} \varepsilon, \quad \forall t \geq 0  \tag{10.1.144}\\
\left|x_{f}^{\prime \prime}(t)\right| & \leq \frac{K_{16} \eta}{1+t}, \quad \forall t \geq 0 \tag{10.1.145}
\end{align*}
$$

Proof. Taking the Lagrange coordinates $(\tilde{t}, m)$ :

$$
\left\{\begin{array}{l}
m=\int_{(0,0)}^{(t, x)} \rho d x-\rho u d t  \tag{10.1.146}\\
\tilde{t}=t
\end{array}\right.
$$

as new variables, problem (10.1.118) and (10.1.120)-(10.1.121) reduces to (10.1.1)-(10.1.3) in which $(t, x)$ is replaced by $(\tilde{t}, m)$ and

$$
\begin{align*}
\tau_{0}^{+}(m) & =\frac{1}{\rho_{0}^{+}(x(m))}, \quad u_{0}^{+}(m)=u_{0}^{+}(x(m))  \tag{10.1.147}\\
\phi(\tilde{t}) & =\varphi(\tilde{t}) \tag{10.1.148}
\end{align*}
$$

where $x=x(m)$ is determined by

$$
\begin{equation*}
m=\int_{0}^{x} \rho_{0}^{+}(\xi) d \xi \tag{10.1.149}
\end{equation*}
$$

By (10.1.131)-(10.1.135), it is easy to see that

$$
\begin{array}{rlrl}
\tau_{0}^{+}(0) & =\frac{1}{\bar{\rho}_{+}}=\bar{\tau}_{+}, \quad u_{0}^{+}(0)=\bar{u}_{+}, & \phi(0)=u_{p} \\
\left|\tau_{0}^{+}(m)-\bar{\tau}_{+}\right|,\left|u_{0}^{+}(m)-\bar{u}_{+}\right| & \leq C_{16} \varepsilon, \quad \forall m \geq 0, \\
|\phi(\tilde{t})-\phi(0)| & \leq \varepsilon, \quad \forall \tilde{t} \geq 0, \\
\left|\tau_{0}^{+^{\prime}}(m)\right|,\left|u_{0}^{+^{\prime}}(m)\right| & \leq \frac{C_{17} \eta}{1+m}, \quad \forall m \geq 0, \tag{10.1.153}
\end{array}
$$

and

$$
\begin{equation*}
\left|\phi^{\prime}(\tilde{t})\right| \leq \frac{\eta}{1+\tilde{t}}, \quad \forall \tilde{t} \geq 0 \tag{10.1.154}
\end{equation*}
$$

By Proposition 10.1.1, we obtain that problem (10.1.1)-(10.1.3) corresponding to problem (10.1.118) and (10.1.120)-(10.1.121) admits a unique global piecewise $C^{1}$ solution

$$
(\tau(\tilde{t}, m), u(\tilde{t}, m))=\left\{\begin{array}{l}
\left(\tau_{0}(\tilde{t}, m), u_{0}(\tilde{t}, m)\right), \quad 0 \leq m \leq m_{2}(\tilde{t})  \tag{10.1.155}\\
\left(\tau_{+}(\tilde{t}, m), u_{+}(\tilde{t}, m)\right), \quad m \geq m_{2}(\tilde{t})
\end{array}\right.
$$

on the domain

$$
\begin{equation*}
\{(\tilde{t}, m) \mid \tilde{t} \geq 0, m \geq 0\} \tag{10.1.156}
\end{equation*}
$$

This solution, containing only one forward shock $m=m_{2}(\tilde{t})$ passing through the origin with $m_{2}^{\prime}(0)=V$, where

$$
\begin{equation*}
V=\bar{\rho}_{+}\left(U-\bar{u}_{+}\right), \tag{10.1.157}
\end{equation*}
$$

satisfies the following estimates: On the domain

$$
\begin{equation*}
\left\{(\tilde{t}, m) \mid \tilde{t} \geq 0, m \geq m_{2}(\tilde{t})\right\} \tag{10.1.158}
\end{equation*}
$$

we have

$$
\begin{align*}
\left|\tau_{+}(\tilde{t}, m)-\bar{\tau}_{+}\right|,\left|u_{+}(\tilde{t}, m)-\bar{u}_{+}\right| & \leq C_{18} \varepsilon  \tag{10.1.159}\\
\left|\frac{\partial \tau_{+}}{\partial m}(\tilde{t}, m)\right|,\left|\frac{\partial \tau_{+}}{\partial \tilde{t}}(\tilde{t}, m)\right|,\left|\frac{\partial u_{+}}{\partial m}(\tilde{t}, m)\right|,\left|\frac{\partial u_{+}}{\partial \tilde{t}}(\tilde{t}, m)\right| & \leq \frac{C_{19} \eta}{1+\tilde{t}} \tag{10.1.160}
\end{align*}
$$

on the domain

$$
\begin{equation*}
\left\{(\tilde{t}, m) \mid \tilde{t} \geq 0,0 \leq m \leq m_{2}(\tilde{t})\right\} \tag{10.1.161}
\end{equation*}
$$

we have

$$
\begin{gather*}
\left|\tau_{0}(\tilde{t}, m)-\tau_{0}\right|,\left|u_{0}(\tilde{t}, m)-u_{0}\right| \leq C_{20} \varepsilon  \tag{10.1.162}\\
\left|\frac{\partial \tau_{0}}{\partial m}(\tilde{t}, m)\right|,\left|\frac{\partial \tau_{0}}{\partial \tilde{t}}(\tilde{t}, m)\right|,\left|\frac{\partial u_{0}}{\partial m}(\tilde{t}, m)\right|,\left|\frac{\partial u_{0}}{\partial \tilde{t}}(\tilde{t}, m)\right| \leq \frac{C_{21} \eta}{1+\tilde{t}} . \tag{10.1.163}
\end{gather*}
$$

Moreover,

$$
\begin{align*}
&\left|m_{2}^{\prime}(\tilde{t})-V\right| \leq C_{22} \varepsilon, \quad \forall \tilde{t} \geq 0  \tag{10.1.164}\\
&\left|m_{2}^{\prime \prime}(\tilde{t})\right| \leq \frac{C_{23} \eta}{1+\tilde{t}}, \quad \forall \tilde{t} \geq 0 \tag{10.1.165}
\end{align*}
$$

Using the inverse transformation of (10.1.146):

$$
\left\{\begin{array}{l}
x=\int_{(0,0)}^{(\tilde{t}, m)} \tau d m+u d \tilde{t}  \tag{10.1.166}\\
t=\tilde{t}
\end{array}\right.
$$

we get

$$
\begin{equation*}
m=m(t, x) \tag{10.1.167}
\end{equation*}
$$

Then, by $(\rho(t, x), u(t, x))=(1 / \tau(t, m(t, x)), u(t, m(t, x)))$, it is easy to see that the original piston problem (10.1.118) and (10.1.120)-(10.1.121) admits a unique global piecewise $C^{1}$ solution
$(\rho(t, x), u(t, x))=\left\{\begin{array}{c}\left(\rho_{0}(t, x), u_{0}(t, x)\right)=\left(\frac{1}{\tau_{0}(t, m(t, x))}, u_{0}(t, m(t, x))\right), \\ \\ f(t) \leq x \leq x_{f}(t), \\ \left(\rho_{+}(t, x), u_{+}(t, x)\right)=\left(\frac{1}{\tau_{+}(t, m(t, x))}, u_{+}(t, m(t, x))\right), \\ x \geq x_{f}(t),\end{array}\right.$
on the domain (10.1.137), where

$$
\begin{equation*}
x_{f}(t)=\int_{0}^{t}\left(\tau\left(\sigma, m_{2}(\sigma)\right) m_{2}^{\prime}(\sigma)+u\left(\sigma, m_{2}(\sigma)\right)\right) d \sigma \tag{10.1.169}
\end{equation*}
$$

moreover, (10.1.138)-(10.1.145) hold.
This proves Theorem 10.1.2.
For the global inverse piston problem, we have
Theorem 10.1.3 Suppose that the position of the forward shock $x=x_{f}(t) \in$ $C^{2}(t \geq 0)$ with

$$
\begin{equation*}
x_{f}(0)=0 \tag{10.1.170}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{f}^{\prime}(0)=U \tag{10.1.171}
\end{equation*}
$$

is prescribed and for suitably small $\varepsilon>0$ and $\eta>0$, we have

$$
\begin{equation*}
\left|x_{f}^{\prime}(t)-U\right| \leq \varepsilon, \quad \forall t \geq 0 \tag{10.1.172}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|x_{f}^{\prime \prime}(t)\right| \leq \frac{\eta}{1+t}, \quad \forall t \geq 0 \tag{10.1.173}
\end{equation*}
$$

Then for any given $\rho_{0}^{+}(x)$ and $u_{0}^{+}(x) \in C^{1}(x \geq 0)$ satisfying

$$
\begin{align*}
\rho_{0}^{+}(0) & =\bar{\rho}_{+}, \quad u_{0}^{+}(0)=\bar{u}_{+},  \tag{10.1.174}\\
\left|\rho_{0}^{+}(x)-\bar{\rho}_{+}\right|,\left|u_{0}^{+}(x)-\bar{u}_{+}\right| & \leq \varepsilon, \quad \forall x \geq 0 \tag{10.1.175}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\rho_{0}^{+^{\prime}}(x)\right|,\left|u_{0}^{+^{\prime}}(x)\right| \leq \frac{\eta}{1+x}, \quad \forall x \geq 0 \tag{10.1.176}
\end{equation*}
$$

we can uniquely determine the piston velocity $v_{p}=\varphi(t)(t \geq 0)$ with

$$
\begin{align*}
\varphi(0) & =u_{p}  \tag{10.1.177}\\
\left|\varphi(t)-u_{p}\right| & \leq K_{17} \varepsilon, \quad \forall t \geq 0 \tag{10.1.178}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\varphi^{\prime}(t)\right| \leq \frac{K_{18} \eta}{1+t}, \quad \forall t \geq 0 \tag{10.1.179}
\end{equation*}
$$

where $u_{p}$ is the same as in (10.1.129), such that by Theorem 10.1.2, the corresponding direct piston problem (10.1.118) and (10.1.120)-(10.1.121) admits
a unique global piecewise $C^{1}$ solution $(\rho(t, x), u(t, x))[$ see (10.1.136)] in which the forward shock passing through the origin is just $x=x_{f}(t)$.

Proof. First, we solve the Cauchy problem (10.1.118) and (10.1.120) on the domain $\Omega_{+}$defined by (10.1.138). Noting (10.1.174)-(10.1.176), just as we did in Lagrangian representation (see Lemma 10.1.1), the Cauchy problem (10.1.118) and (10.1.120) admits a unique global $C^{1}$ solution $(\rho, u)=$ $\left(\rho_{+}(t, x), u_{+}(t, x)\right)$ on the domain $\Omega_{+}$and we have

$$
\begin{equation*}
\left|\rho_{+}(t, x)-\bar{\rho}_{+}\right|,\left|u_{+}(t, x)-\bar{u}_{+}\right| \leq C_{24} \varepsilon, \quad \forall(t, x) \in \Omega_{+}, \tag{10.1.180}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial \rho_{+}}{\partial x}(t, x)\right|,\left|\frac{\partial \rho_{+}}{\partial t}(t, x)\right|,\left|\frac{\partial u_{+}}{\partial x}(t, x)\right|,\left|\frac{\partial u_{+}}{\partial t}(t, x)\right| \leq \frac{C_{25} \eta}{1+t}, \quad \forall(t, x) \in \Omega_{+} \tag{10.1.181}
\end{equation*}
$$

Using the Lagrange transformation (10.1.146), the forward shock in Eulerian representation $x=x_{f}(t)$ reduces to the forward shock $m=m_{2}(\tilde{t})$ in Lagrangian representation with

$$
\begin{equation*}
m_{2}(\tilde{t})=\int_{0}^{\tilde{t}} \rho_{+}\left(\sigma, x_{f}(\sigma)\right)\left(x_{f}^{\prime}(\sigma)-u_{+}\left(\sigma, x_{f}(\sigma)\right)\right) d \sigma \tag{10.1.182}
\end{equation*}
$$

Noting (10.1.170)-(10.1.173) and (10.1.180)-(10.1.181), we have

$$
\begin{align*}
m_{2}(0) & =0  \tag{10.1.183}\\
m_{2}^{\prime}(0) & =V  \tag{10.1.184}\\
\left|m_{2}^{\prime}(\tilde{t})-V\right| & \leq C_{26} \varepsilon, \quad \forall \tilde{t} \geq 0  \tag{10.1.185}\\
\left|m_{2}^{\prime \prime}(\tilde{t})\right| & \leq \frac{C_{27} \eta}{1+\tilde{t}}, \quad \forall \tilde{t} \geq 0 \tag{10.1.186}
\end{align*}
$$

where $V$ is given by (10.1.157). Furthermore, $\tau_{0}^{+}(m)$ and $u_{0}^{+}(m)$ defined by (10.1.147) satisfy

$$
\begin{align*}
\tau_{0}^{+}(0) & =\bar{\tau}_{+}, \quad u_{0}^{+}(0)=\bar{u}_{+},  \tag{10.1.187}\\
\left|\tau_{0}^{+}(m)-\bar{\tau}_{+}\right|,\left|u_{0}^{+}(m)-\bar{u}_{+}\right| & \leq C_{28} \varepsilon, \quad \forall m \geq 0 \tag{10.1.188}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\tau_{0}^{+^{\prime}}(m)\right|,\left|u_{0}^{+^{\prime}}(m)\right| \leq \frac{C_{29} \eta}{1+m}, \quad \forall m \geq 0 \tag{10.1.189}
\end{equation*}
$$

Thus, the inverse piston problem in Eulerian representation reduces to the corresponding one in Lagrangian representation. By Theorem 10.1.1, in Lagrangian representation we can uniquely determine the piston velocity $v_{p}=$ $\phi(\tilde{t})(\tilde{t} \geq 0)$ with (10.1.52)-(10.1.54), such that the corresponding direct
piston problem (10.1.1)-(10.1.3), where $(t, x)$ is replaced by $(\tilde{t}, m)$, admits a unique global piecewise $C^{1}$ solution $(\tau(\tilde{t}, m), u(\tilde{t}, m))$ [see (10.1.155)] in which the forward shock passing through the origin is just $m=m_{2}(\tilde{t})$.

Using the inverse transformation (10.1.166), in Eulerian representation we get the piston path

$$
\begin{equation*}
x=f(t)=\int_{0}^{t} \phi(\xi) d \xi \tag{10.1.190}
\end{equation*}
$$

Then, noting (10.1.52)-(10.1.54), the piston velocity $\varphi(t)$, which is nothing but $\phi(t)$, satisfies (10.1.177)-(10.1.179). Thus, by Theorem 10.1.2, the corresponding direct piston problem (10.1.118) and (10.1.120)-(10.1.121) admits a unique global piecewise $C^{1}$ solution $(\rho(t, x), u(t, x))$ [see (10.1.136)] in which the forward shock passing through the origin is just $x=x_{f}(t)$.

Theorem 10.1.3 is then proved.

### 10.2 Generalized Cauchy Problem with Cauchy Data Given on a Semibounded Noncharacteristic Curve

Consider the following first-order quasilinear hyperbolic system:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+A(u) \frac{\partial u}{\partial x}=0 \tag{10.2.1}
\end{equation*}
$$

where $u=\left(u_{1}, \ldots, u_{n}\right)^{T}$ is the unknown vector function of $(t, x)$ and $A(u)$ is an $n \times n$ matrix with suitably smooth elements $a_{i j}(u)(i, j=1, \ldots, n)$.

By hyperbolicity, for any given $u$ on the domain under consideration, $A(u)$ has $n$ real eigenvalues $\lambda_{1}(u), \ldots, \lambda_{n}(u)$ and a complete set of left (resp. right) eigenvectors. For $i=1, \ldots, n$, let $l_{i}(u)=\left(l_{i 1}(u), \ldots, l_{\text {in }}(u)\right)$ [resp. $\left.r_{i}(u)=\left(r_{1 i}(u), \ldots, r_{n i}(u)\right)^{T}\right]$ be a left (resp. right) eigenvector corresponding to $\lambda_{i}(u)$ :

$$
\begin{equation*}
l_{i}(u) A(u)=\lambda_{i}(u) l_{i}(u) \tag{10.2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
A(u) r_{i}(u)=\lambda_{i}(u) r_{i}(u) . \tag{10.2.3}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\operatorname{det}\left|l_{i j}(u)\right| \neq 0 \quad\left[\text { resp. } \quad \operatorname{det}\left|r_{i j}(u)\right| \neq 0\right] \tag{10.2.4}
\end{equation*}
$$

Without loss of generality, we assume that on the domain under consideration,

$$
\begin{equation*}
l_{i}(u) r_{j}(u) \equiv \delta_{i j} \quad(i, j=1, \ldots, n) \tag{10.2.5}
\end{equation*}
$$

where $\delta_{i j}$ stands for Kronecker's delta.

We suppose that all $\lambda_{i}(u), l_{i j}(u)$, and $r_{i j}(u)(i, j=1, \ldots, n)$ have the same regularity as $a_{i j}(u)(i, j=1, \ldots, n)$.

In Chapter 5 we showed that for the Cauchy problem of system (10.2.1) with small and decaying initial data given on a semibounded initial axis

$$
\begin{equation*}
t=0: u=\phi(x), \quad x \geq 0 \tag{10.2.6}
\end{equation*}
$$

there exists a unique global $C^{1}$ solution on the corresponding maximum determinate domain if and only if the rightmost characteristic $\lambda_{n}(u)$ satisfying

$$
\begin{equation*}
\lambda_{1}(u), \ldots, \lambda_{n-1}(u)<\lambda_{n}(u) \tag{10.2.7}
\end{equation*}
$$

is weakly linearly degenerate (WLD). Precisely speaking, we have the following:

Lemma 10.2.1 Suppose that in a neighbourhood of $u=0, A(u) \in C^{2}$, system (10.2.1) is hyperbolic and (10.2.7) holds. Suppose furthermore that $\lambda_{n}(u)$ is $W L D$. Suppose finally that

$$
\theta \stackrel{\text { def. }}{=} \sup _{x \geq 0}\left\{(1+x)^{1+\mu}\left(|\phi(x)|+\left|\phi^{\prime}(x)\right|\right)\right\}<+\infty,
$$

where $\mu>0$ is a constant. Then there exists $\theta_{0}>0$ so small that for any given $\theta \in\left[0, \theta_{0}\right]$, the Cauchy problem (10.2.1) and (10.2.6) admits a unique global $C^{1}$ solution $u=u(t, x)$ with

$$
|u(t, x)|,\left|\frac{\partial u}{\partial t}(t, x)\right|,\left|\frac{\partial u}{\partial x}(t, x)\right| \leq \kappa \theta
$$

on the domain $D=\left\{(t, x) \mid t \geq 0, x \geq x_{n}(t)\right\}$, where $\kappa$ is a positive constant independent of $\theta$ and $x=x_{n}(t)$ is the nth characteristic passing through the origin $O(0,0)$.

Recall that the $i$ th characteristic $\lambda_{i}(u)$ is said to be WLD (see Chapter 2) if, along the $i$ th characteristic trajectory $u=u^{(i)}(s)$ passing through $u=u_{0}$, defined by

$$
\left\{\begin{array}{l}
\frac{d u}{d s}=r_{i}(u)  \tag{10.2.8}\\
s=0: u=0
\end{array}\right.
$$

we have

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \equiv 0, \quad \forall|u| \text { small } \tag{10.2.9}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\lambda_{i}\left(u^{(i)}(s)\right) \equiv \lambda_{i}(0), \quad \forall|s| \text { small. } \tag{10.2.10}
\end{equation*}
$$

Obviously, if a characteristic $\lambda_{i}(u)$ is linearly degenerate (LD) in the sense of Lax:

$$
\begin{equation*}
\nabla \lambda_{i}(u) r_{i}(u) \equiv 0 \tag{10.2.11}
\end{equation*}
$$

then it is WLD.
In order to solve the inverse piston problem for the system of onedimensional adiabatic flow, we should generalize the previous result to the generalized Cauchy problem with Cauchy data given on a semibounded noncharacteristic curve. For this purpose, we consider the generalized Cauchy problem for system (10.2.1) with the following generalized Cauchy data:

$$
\begin{equation*}
x=g_{2}(t): u=\psi(t), \quad t \geq 0 \tag{10.2.12}
\end{equation*}
$$

where the curve $x=g_{2}(t)$ is noncharacteristic everywhere.
Theorem 10.2.1 Suppose that for any given $u$ on the domain under consideration, the eigenvalues of $A(u)$ satisfy

$$
\begin{equation*}
\lambda_{1}(u), \ldots, \lambda_{m-1}(u)<\lambda_{m}(u)<\lambda_{m+1}(u), \ldots, \lambda_{n}(u) . \tag{10.2.13}
\end{equation*}
$$

Suppose furthermore that $x=g_{2}(t) \in C^{2}$ with $g_{2}(0)=0$ and $\psi(t) \in C^{1}$. Suppose finally that

$$
\begin{align*}
\lambda_{m}(\psi(0)) & <g_{2}^{\prime}(0)<\lambda_{s}(\psi(0)) \quad(s=m+1, \ldots, n)  \tag{10.2.14}\\
\left|g_{2}^{\prime}(t)-g_{2}^{\prime}(0)\right| & \leq \frac{\varepsilon}{(1+t)^{1+\mu}}, \quad \forall t \geq 0  \tag{10.2.15}\\
\left|g_{2}^{\prime \prime}(t)\right| & \leq \frac{\varepsilon}{(1+t)^{1+\mu}}, \quad \forall t \geq 0 \tag{10.2.16}
\end{align*}
$$

and

$$
\begin{equation*}
|\psi(t)-\psi(0)|, \quad\left|\psi^{\prime}(t)\right| \leq \frac{\varepsilon}{(1+t)^{1+\mu}}, \quad \forall t \geq 0 \tag{10.2.17}
\end{equation*}
$$

where $0 \leq \varepsilon \leq \varepsilon_{0}$ with $\varepsilon_{0}$ suitably small and $\mu>0$ is a constant. If $\lambda_{m}(u)$ is WLD, then the generalized Cauchy problem (10.2.1) and (10.2.12) admits a unique global $C^{1}$ solution $u=u(t, x)$ on the maximum determinate domain $D=\left\{(t, x) \mid t \geq 0, g_{1}(t) \leq x \leq g_{2}(t)\right\}$, where $x=g_{1}(t)(t \geq 0)$ is the mth characteristic passing through the origin $O(0,0)$ :

$$
\left\{\begin{array}{l}
\frac{d g_{1}(t)}{d t}=\lambda_{m}\left(u\left(t, g_{1}(t)\right)\right)  \tag{10.2.18}\\
g_{1}(0)=0
\end{array}\right.
$$

Moreover,

$$
\begin{equation*}
|u(t, x)-u(0,0)| \leq K \varepsilon, \quad \forall(t, x) \in D \tag{10.2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial u}{\partial x}(t, x)\right|,\left|\frac{\partial u}{\partial t}(t, x)\right| \leq K \varepsilon, \quad \forall(t, x) \in D \tag{10.2.20}
\end{equation*}
$$

where $K$ is a positive constant independent of $\varepsilon$, $t$, and $x$.
Remark 10.2.1 If $x=g_{1}(t)$ and $x=g_{2}(t)$ are all noncharacteristic curves, the corresponding generalized Cauchy problem is as discussed in Chapter 9.

Remark 10.2.2 Suppose that on the domain under consideration,

$$
\begin{equation*}
\lambda_{1}(u), \ldots, \lambda_{m-1}(u)<\lambda_{m}(u) \equiv \cdots \equiv \lambda_{m+p}(u)<\lambda_{m+p+1}(u), \ldots, \lambda_{n}(u) \tag{10.2.21}
\end{equation*}
$$

where $\lambda(u) \stackrel{\text { def. }}{=} \lambda_{m}(u) \equiv \cdots \equiv \lambda_{m+p}(u)$ is a characteristic with constant multiplicity $p+1$, where $0 \leq p \leq n-m$. Suppose furthermore that $\lambda_{m}(u), \ldots, \lambda_{m+p}(u)$ are WLD (see Chapter 2). Then the conclusion of Theorem 10.2.1 is still valid.

Remark 10.2.3 The result in this section can be found in [70].
Proof of Theorem 10.2.1. It is well known that the generalized Cauchy problem (10.2.1) and (10.2.12) always admits a local $C^{1}$ solution $u=u(t, x)$ (see [72]). For the time being, we assume that on any existence domain of $u=u(t, x)$, we have

$$
\begin{equation*}
|u(t, x)-\psi(0)| \leq \delta_{0} \tag{10.2.22}
\end{equation*}
$$

where $\delta_{0}>0$ is a suitably small constant. At the end of the proof, we will, explain why this hypothesis is reasonable.

Taking the transformation of independent variables

$$
\left\{\begin{array}{l}
\bar{x}=t  \tag{10.2.23}\\
\bar{t}=g_{2}(t)-x
\end{array}\right.
$$

and noting $g_{1}(0)=g_{2}(0)=0,(10.2 .14)-(10.2 .15),(10.2 .18)$, and (10.2.22), we can rewrite the original generalized Cauchy problem (10.2.1) and (10.2.12) on $D$ as the following Cauchy problem on $\bar{D}=\{(\bar{t}, \bar{x}) \mid \bar{t} \geq 0, \bar{x} \geq \rho(\bar{t})\}$ :

$$
\begin{equation*}
\frac{\partial \bar{u}}{\partial \bar{t}}+\left(g_{2}^{\prime}(\bar{x}) I-A(\bar{u})\right)^{-1} \frac{\partial \bar{u}}{\partial \bar{x}}=0 \tag{10.2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{t}=0: \quad \bar{u}=\psi(\bar{x}), \quad \bar{x} \geq 0 \tag{10.2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{u}(\bar{t}, \bar{x})=u\left(\bar{x}, g_{2}(\bar{x})-\bar{t}\right) \tag{10.2.26}
\end{equation*}
$$

and $\bar{x}=\rho(\bar{t})(\geq 0) \in C^{2}$ with $\rho(0)=0$ is determined by

$$
\begin{equation*}
\bar{t}=g_{2}(\bar{x})-g_{1}(\bar{x}) . \tag{10.2.27}
\end{equation*}
$$

Let

$$
\begin{equation*}
\bar{u}_{n+1}=g_{2}^{\prime}(\bar{x}) \tag{10.2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{U}=\binom{\bar{u}}{\bar{u}_{n+1}} . \tag{10.2.29}
\end{equation*}
$$

The Cauchy problem (10.2.24)-(10.2.25) on the domain $\bar{D}$ can be rewritten as

$$
\begin{equation*}
\frac{\partial \bar{U}}{\partial \bar{t}}+B(\bar{U}) \frac{\partial \bar{U}}{\partial \bar{x}}=0 \tag{10.2.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{t}=0: \quad \bar{U}=\Psi(\bar{x}), \quad \bar{x} \geq 0 \tag{10.2.31}
\end{equation*}
$$

where

$$
B(\bar{U})=\left(\begin{array}{cc}
\left(\bar{u}_{n+1} I-A(\bar{u})\right)^{-1} & 0  \tag{10.2.32}\\
0 & 0
\end{array}\right)
$$

and

$$
\begin{equation*}
\Psi(\bar{x})=\binom{\psi(\bar{x})}{g_{2}^{\prime}(\bar{x})} \tag{10.2.33}
\end{equation*}
$$

The eigenvalues of $B(\bar{U})$ are

$$
\begin{equation*}
\bar{\lambda}_{i}(\bar{U})=\left(\bar{u}_{n+1}-\lambda_{i}(\bar{u})\right)^{-1} \quad(i=1, \ldots, n), \quad \bar{\lambda}_{n+1}(\bar{U})=0 \tag{10.2.34}
\end{equation*}
$$

Noting (10.2.13)-(10.2.15) and (10.2.22), it is easy to see that

$$
\begin{equation*}
\bar{\lambda}_{1}(\bar{U}), \ldots, \bar{\lambda}_{m-1}(\bar{U}), \bar{\lambda}_{m+1}(\bar{U}), \ldots, \bar{\lambda}_{n+1}(\bar{U})<\bar{\lambda}_{m}(\bar{U}) . \tag{10.2.35}
\end{equation*}
$$

Moreover, the right eigenvectors corresponding to $\bar{\lambda}_{i}(\bar{U})(i=1, \ldots, n+1)$ can be taken as

$$
\begin{equation*}
\bar{r}_{i}(\bar{U})=\binom{r_{i}(\bar{u})}{0} \quad(i=1, \ldots, n) \tag{10.2.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{r}_{n+1}(\bar{U})=\binom{0}{1} . \tag{10.2.37}
\end{equation*}
$$

Then the weak linear degeneracy of $\lambda_{m}(u)$ implies the weak linear degeneracy of $\bar{\lambda}_{m}(\bar{U})$.

For the initial data $\Psi(\bar{x})$, noting (10.2.15)-(10.2.17), we have

$$
\begin{equation*}
|\Psi(\bar{x})-\Psi(0)|,\left|\Psi^{\prime}(\bar{x})\right| \leq \frac{\varepsilon}{(1+\bar{x})^{1+\mu}}, \quad \forall \bar{x} \geq 0 \tag{10.2.38}
\end{equation*}
$$

Besides, noting (10.2.18), by (10.2.27), we have

$$
\begin{align*}
\rho^{\prime}(\bar{t}) & =\frac{1}{g_{2}^{\prime}(\rho(\bar{t}))-g_{1}^{\prime}(\rho(\bar{t}))}=\frac{1}{\left(\bar{u}_{n+1}-\lambda_{m}(\bar{u})\right)(\bar{t}, \rho(\bar{t}))} \\
& =\bar{\lambda}_{m}(\bar{U}(\bar{t}, \rho(\bar{t}))), \quad \forall \bar{t} \geq 0 . \tag{10.2.39}
\end{align*}
$$

Hence, $\bar{x}=\rho(\bar{t})$ is the $m$ th characteristic and the rightmost characteristic for system (10.2.30) passing through the origin $(\bar{t}, \bar{x})=(0,0)$.

By Lemma 10.2.1, it is easy to see that the Cauchy problem (10.2.30)(10.2.31) admits a unique global $C^{1}$ solution $\bar{U}=\bar{U}(\bar{t}, \bar{x})$ on $\bar{D}$ and

$$
\begin{align*}
|\bar{U}(\bar{t}, \bar{x})-\Psi(0)| & \leq K \varepsilon, \quad \forall(\bar{t}, \bar{x}) \tag{10.2.40}
\end{align*} \in \bar{D},
$$

where $K$ is a positive constant independent of $\varepsilon$. As a result, the generalized Cauchy problem (10.2.1) and (10.2.12) admits a unique global $C^{1}$ solution $u=u(t, x)=\bar{u}\left(g_{2}(t)-x, t\right)$ on $D$ and (10.2.19)-(10.2.20) hold.

Finally, by (10.2.19), we have

$$
\begin{equation*}
|u(t, x)-\psi(0)| \leq K \varepsilon \leq K \varepsilon_{0}, \quad \forall(t, x) \in D \tag{10.2.42}
\end{equation*}
$$

which implies the validity of hypothesis (10.2.22), provided that $\varepsilon_{0}>0$ is suitably small.

The proof of Theorem 10.2.1 is finished.

### 10.3 Inverse Piston Problem for the System of One-Dimensional Adiabatic Flow

### 10.3.1 Introduction

Suppose that a piston originally located at the origin at $t=0$ moves with the speed $v_{p}=\phi(t)$ in a straight tube, whose length is assumed to be infinite. In order to determine the state of the ideal gas on the right side of this piston, in Lagrangian representation this piston problem asks us to solve the following mixed initial-boundary value problem:

$$
\begin{gather*}
\left\{\begin{array}{l}
\partial_{t} \tau-\partial_{x} u=0, \\
\partial_{t} u+\partial_{x} p=0, \\
\partial_{t}\left(e+\frac{1}{2} u^{2}\right)+\partial_{x}(p u)=0,
\end{array} \quad t, x \geq 0,\right.  \tag{10.3.1}\\
t=0:(\tau, u, e)=\left(\tau_{0}+\tau_{+}(x), u_{0}+u_{+}(x), e_{0}+e_{+}(x)\right), \quad x \geq 0, \tag{10.3.2}
\end{gather*}
$$

and

$$
\begin{equation*}
x=0: u=\phi(t), \quad t \geq 0 \tag{10.3.3}
\end{equation*}
$$

where $\tau$ is the specific volume, $u$ the velocity, $p$ the pressure, $e$ the internal energy, and

$$
\begin{equation*}
p=p(\tau, S) \tag{10.3.4}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{\tau}(\tau, S)<0, \quad \forall \tau>0 \tag{10.3.5}
\end{equation*}
$$

in which $S$ is the entropy:

$$
\begin{equation*}
S=S(\tau, e) \tag{10.3.6}
\end{equation*}
$$

Moreover, $\tau_{0}>0, e_{0}>0$, and $u_{0}$ are constants, and $\tau_{+}(x), u_{+}(x), e_{+}(x)$, and $\phi(t) \in C^{1}$.

Let

$$
\begin{equation*}
U=(\tau, u, e)^{T} \tag{10.3.7}
\end{equation*}
$$

It is easy to see that under hypothesis $(10.3 .5),(10.3 .1)$ is a strictly hyperbolic system with three distinct real eigenvalues:

$$
\begin{equation*}
\lambda_{1}(U)=-\sqrt{-p_{\tau}}<\lambda_{2}(U)=0<\lambda_{3}(U)=\sqrt{-p_{\tau}} \tag{10.3.8}
\end{equation*}
$$

Moreover, $\lambda_{2}(U)$ is linearly degenerate (LD), and if

$$
\begin{equation*}
p_{\tau \tau}\left(\tau_{0}, S_{0}\right) \neq 0 \tag{10.3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{0}=S\left(\tau_{0}, e_{0}\right) \tag{10.3.10}
\end{equation*}
$$

then $\lambda_{1}(U)$ and $\lambda_{3}(U)$ are genuinely nonlinear (GN) in a neighbourhood of $U=U_{0} \stackrel{\text { def. }}{=}\left(\tau_{0}, u_{0}, e_{0}\right)$.

If

$$
\begin{equation*}
\tau_{+}(x)=u_{+}(x)=e_{+}(x)=0, \quad \forall x \geq 0 \tag{10.3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(t)=a, \quad \forall t \geq 0 \tag{10.3.12}
\end{equation*}
$$

with

$$
\begin{equation*}
a>u_{0} \tag{10.3.13}
\end{equation*}
$$

then the solution to the piston problem is given by

$$
(\tau, u, e)= \begin{cases}\left(\tau_{-}, a, e_{-}\right) \stackrel{\text { def. }}{=} \hat{U}_{-}, & 0 \leq x \leq V t  \tag{10.3.14}\\ \left(\tau_{0}, u_{0}, e_{0}\right) \stackrel{\text { def. }}{=} \hat{U}_{+}, & x \geq V t\end{cases}
$$

where $V$ is the speed of propagation of the forward typical shock, satisfying

$$
\begin{equation*}
V=G\left(\hat{U}_{+}, \hat{U}_{-}\right) \tag{10.3.15}
\end{equation*}
$$

and the entropy condition

$$
\left\{\begin{array}{l}
\lambda_{3}\left(\hat{U}_{-}\right)>V>\lambda_{2}\left(\hat{U}_{-}\right),  \tag{10.3.16}\\
V>\lambda_{3}\left(\hat{U}_{+}\right),
\end{array}\right.
$$

in which $\tau_{-}, e_{-}$, and (10.3.15) are uniquely determined by the RankineHugoniot condition

$$
\left\{\begin{array}{l}
{[\tau] V+[u]=0,}  \tag{10.3.17}\\
{[u] V-[p]=0,} \\
{\left[e+\frac{1}{2} u^{2}\right] V-[p u]=0,}
\end{array}\right.
$$

where $[\tau]=\tau(t, V t+0)-\tau(t, V t-0)=\tau_{0}-\tau_{-}$, etc. (see [22]).
As a perturbation of the simplest piston problem mentioned above, for the piston problem (10.3.1)-(10.3.3), suppose that

$$
\begin{equation*}
\tau_{+}(0)=u_{+}(0)=e_{+}(0)=0 \tag{10.3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(0)=a \tag{10.3.19}
\end{equation*}
$$

with (10.3.13). Then the motion of the piston should produce a forward shock $x=x_{3}(t)$ passing through the origin at least for a short time $T_{0}$. More precisely, the corresponding piecewise $C^{1}$ solution is written as (see [72])

$$
U(t, x)= \begin{cases}\left(\tau^{-}(t, x), u^{-}(t, x), e^{-}(t, x)\right) \stackrel{\text { def. }}{=} U^{-}(t, x), & 0 \leq x \leq x_{3}(t),  \tag{10.3.20}\\ \left(\tau^{+}(t, x), u^{+}(t, x), e^{+}(t, x)\right) \stackrel{\text { def. }}{=} U^{+}(t, x), & x \geq x_{3}(t),\end{cases}
$$

where $U=U^{-}(t, x)$ and $U=U^{+}(t, x)$ satisfy system (10.3.1) in the classical sense on the domain $\left\{(t, x) \mid 0 \leq x \leq x_{3}(t)\right\}$ and $\left\{(t, x) \mid x \geq x_{3}(t)\right\}$, respectively, and verify the Rankine-Hugoniot condition

$$
\left\{\begin{array}{l}
{[\tau] x_{3}^{\prime}(t)+[u]=0,}  \tag{10.3.21}\\
{[u] x_{3}^{\prime}(t)-[p]=0,} \\
{\left[e+\frac{1}{2} u^{2}\right] x_{3}^{\prime}(t)-[p u]=0}
\end{array}\right.
$$

and the entropy condition

$$
\left\{\begin{array}{l}
\lambda_{3}\left(U^{-}\right)>x_{3}^{\prime}(t)>\lambda_{3}\left(U^{+}\right),  \tag{10.3.22}\\
x_{3}^{\prime}(t)>\lambda_{2}\left(U^{-}\right)
\end{array}\right.
$$

on $x=x_{3}(t)$, where $U^{ \pm}=U\left(t, x_{3}(t) \pm 0\right)$ and $[\tau]=\tau^{+}\left(t, x_{3}(t)+0\right)-$ $\tau^{-}\left(t, x_{3}(t)-0\right)$, etc. Moreover, we have

$$
\begin{equation*}
U^{+}(0,0)=\hat{U}_{+}, \quad U^{-}(0,0)=\hat{U}_{-} \tag{10.3.23}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{3}^{\prime}(0)=V . \tag{10.3.24}
\end{equation*}
$$

In this section we consider the corresponding inverse piston problem: Under the hypotheses that we know the original state (10.3.2) of the gas on
the right side of the piston and the position of the forward shock $x=x_{3}(t)$, is it possible to determine the speed $v_{p}=\phi(t)$ of the piston?

In the case of one-dimensional isentropic flow, since the system consists of two equations and both the boundary $x=0$ and the forward shock $x=x_{3}(t)$ are noncharacteristic, the inverse piston problem can be solved not only locally but also globally by means of the method given in Chapter 9 (see Section 9.1). In the case of the one-dimensional adiabatic flow considered in this section, the corresponding inverse piston problem is more difficult because the system consists of three equations and $x=0$ is a characteristic curve. Even though this inverse piston problem can also be easily solved locally via the method in [53], however, to get a unique global solution to the inverse piston problem, we need a generalization of the global existence on the maximum determinate domain for the Cauchy problem with Cauchy data on a semibounded initial axis-this has been done in Section 10.2. Thus, in Sections 10.3.2 and 10.3.3 the inverse piston problem for one-dimensional adiabatic gas dynamics is discussed in Lagrangian representation and in Eulerian representation, respectively.

Remark 10.3.1 The result in this section can be found in [70].

### 10.3.2 Inverse Piston Problem in Lagrangian Representation

As mentioned in Section 10.3.1, the inverse problem can be easily solved in the local sense. We now discuss this inverse problem globally. We have

Theorem 10.3.1 Suppose that the position of the forward shock $x=x_{3}(t) \in$ $C^{2}$ is given and

$$
\begin{align*}
x_{3}(0) & =0, \quad x_{3}^{\prime}(0)=V  \tag{10.3.25}\\
\left|x_{3}^{\prime}(t)-V\right|, \quad\left|x_{3}^{\prime \prime}(t)\right| & \leq \frac{\varepsilon}{(1+t)^{1+\mu}}, \quad \forall t \geq 0 \tag{10.3.26}
\end{align*}
$$

where $\varepsilon>0$ is suitably small and $\mu>0$ is a constant. Then for any given $\left(\tau_{+}(x), u_{+}(x), e_{+}(x)\right) \in C^{1}$ satisfying

$$
\begin{align*}
\tau_{+}(0) & =u_{+}(0)=e_{+}(0)=0  \tag{10.3.27}\\
\left|\tau_{+}(x)\right|,\left|u_{+}(x)\right|,\left|e_{+}(x)\right| & \leq \frac{\varepsilon}{(1+x)^{1+\mu}}, \quad \forall x \geq 0 \tag{10.3.28}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\tau_{+}^{\prime}(x)\right|,\left|u_{+}^{\prime}(x)\right|,\left|e_{+}^{\prime}(x)\right| \leq \frac{\varepsilon}{(1+x)^{1+\mu}}, \quad \forall x \geq 0 \tag{10.3.29}
\end{equation*}
$$

there exists a unique speed $v_{p}=\phi(t)(t \geq 0)$ of the piston such that

$$
\begin{align*}
\phi(0) & =a  \tag{10.3.30}\\
|\phi(t)-a| & \leq \kappa \varepsilon, \quad \forall t \geq 0 \tag{10.3.31}
\end{align*}
$$

and

$$
\begin{equation*}
\left|\phi^{\prime}(t)\right| \leq \kappa \varepsilon, \quad \forall t \geq 0 \tag{10.3.32}
\end{equation*}
$$

where $\kappa$ is a positive constant independent of $\varepsilon$.
Proof. Since $x=x_{3}(t)$ is a given forward shock, noting (10.3.27)-(10.3.29) and the entropy condition

$$
\left\{\begin{array}{l}
\lambda_{3}\left(U_{-}\right)>x_{3}^{\prime}(t)>\lambda_{2}\left(U_{-}\right)  \tag{10.3.33}\\
x_{3}^{\prime}(t)>\lambda_{3}\left(U_{+}\right)
\end{array}\right.
$$

where $U_{ \pm}$denote the value of $U$ on the right and left sides of $x=x_{3}(t)$, respectively, similarly to Lemma 9.2.2 (also see [50], [73] and [76]), we easily show that on the domain $D^{+}=\left\{(t, x) \mid x \geq x_{3}(t), t \geq 0\right\}$, the Cauchy problem (10.3.1) and (10.3.2) admits a unique $C^{1}$ solution $U=U_{+}(t, x)$ satisfying

$$
\begin{align*}
U_{+}(0,0) & =\hat{U}_{+}  \tag{10.3.34}\\
\left|U_{+}(t, x)-\hat{U}_{+}\right|,\left|\frac{\partial U_{+}}{\partial t}(t, x)\right|,\left|\frac{\partial U_{+}}{\partial x}(t, x)\right| & \leq \frac{K \varepsilon}{(1+t)^{1+\mu}}, \quad \forall(t, x) \in D^{+} \tag{10.3.35}
\end{align*}
$$

Here and henceforth, $K$ denotes a positive constant independent of $\varepsilon$. Hence, the value of $U$ on the right side of $x=x_{3}(t)$ is given by

$$
\begin{equation*}
U_{+}(t)=U_{+}\left(t, x_{3}(t)\right) \tag{10.3.36}
\end{equation*}
$$

with $U_{+}(0)=\hat{U}_{+}$. Then, by Lemma 9.3.1 in Chapter 9 (also see [53]), via the Rankine-Hugoniot condition, we can uniquely determine the value $U_{-}(t)$ of $U$ on the left side of $x=x_{3}(t)$ such that

$$
\begin{equation*}
U_{-}(0)=\hat{U}_{-} \tag{10.3.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|U_{-}(t)-\hat{U}_{-}\right|,\left|\frac{d U_{-}(t)}{d t}\right| \leq \frac{K \varepsilon}{(1+t)^{1+\mu}}, \quad \forall t \geq 0 \tag{10.3.38}
\end{equation*}
$$

Noting (10.3.16), (10.3.25)-(10.3.26), and that $\lambda_{2}(U)$ is LD, by Theorem 10.2.1, we get that on the domain $D^{-}=\left\{(t, x) \mid 0 \leq x \leq x_{3}(t), t \geq 0\right\}$, the generalized Cauchy problem (10.3.1) with the Cauchy data

$$
\begin{equation*}
x=x_{3}(t): U=U_{-}(t), \quad t \geq 0 \tag{10.3.39}
\end{equation*}
$$

admits a unique $C^{1}$ solution $U=U_{-}(t, x)=\left(\tau_{-}(t, x), u_{-}(t, x), e_{-}(t, x)\right)$ with

$$
\begin{equation*}
U_{-}(0,0)=\hat{U}_{-} \tag{10.3.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|U_{-}(t, x)-\hat{U}_{-}\right|,\left|\frac{\partial U_{-}}{\partial t}(t, x)\right|,\left|\frac{\partial U_{-}}{\partial x}(t, x)\right| \leq K \varepsilon, \quad \forall(t, x) \in D^{-} \tag{10.3.41}
\end{equation*}
$$

Thus, we obtain the speed of the piston:

$$
\begin{equation*}
\phi(t)=u_{-}(t, 0) \tag{10.3.42}
\end{equation*}
$$

Moreover, noting (10.3.40)-(10.3.41), we see that (10.3.30)-(10.3.32) hold.

### 10.3.3 Inverse Piston Problem in Eulerian Representation

Let us consider the system of one-dimensional gas dynamics in Eulerian representation

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}+\frac{\partial(\rho u)}{\partial x}=0  \tag{10.3.43}\\
\frac{\partial(\rho u)}{\partial t}+\frac{\partial\left(\rho u^{2}+p\right)}{\partial x}=0 \\
\frac{\partial\left(\rho e+\frac{1}{2} \rho u^{2}\right)}{\partial t}+\frac{\partial\left(\left(\rho e+\frac{1}{2} \rho u^{2}+p\right) u\right)}{\partial x}=0
\end{array}\right.
$$

where $\rho$ is the density, $u$ the velocity, $p$ the pressure, $e$ the internal energy, and

$$
\begin{equation*}
p=p(\rho, S) \tag{10.3.44}
\end{equation*}
$$

with

$$
\begin{equation*}
p_{\rho}(\rho, S)>0, \quad \forall \rho>0 \tag{10.3.45}
\end{equation*}
$$

in which $S$ is the entropy:

$$
\begin{equation*}
S=S(\rho, e) \tag{10.3.46}
\end{equation*}
$$

The corresponding piston problem asks us to solve the mixed initialboundary value problem for system (10.3.43) with the initial data

$$
\begin{equation*}
t=0:(\rho, v, e)=\left(\rho_{0}+\rho_{+}(x), u_{0}+u_{+}(x), e_{0}+e_{+}(x)\right), \quad x \geq 0 \tag{10.3.47}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
x=f(t): u=\varphi(t), \quad t \geq 0, \tag{10.3.48}
\end{equation*}
$$

where $\rho_{0}>0, e_{0}>0$, and $u_{0}$ are constants, and $\rho_{+}(x), u_{+}(x), e_{+}(x)$, and $\varphi(t) \in C^{1}$ with

$$
\begin{align*}
\rho_{+}(0) & =u_{+}(0)=e_{+}(0)=0,  \tag{10.3.49}\\
\varphi(0) & =a \tag{10.3.50}
\end{align*}
$$

and

$$
\begin{equation*}
f(t)=\int_{0}^{t} \varphi(\xi) d \xi . \tag{10.3.51}
\end{equation*}
$$

Let

$$
\begin{equation*}
W=(\rho, u, e)^{T} . \tag{10.3.52}
\end{equation*}
$$

It is easy to see that under hypothesis (10.3.45), (10.3.43) is a strictly hyperbolic system with the three distinct real eigenvalues

$$
\begin{equation*}
\lambda_{1}(W)=u-c, \quad \lambda_{2}(W)=u, \quad \lambda_{3}(W)=u+c, \tag{10.3.53}
\end{equation*}
$$

where

$$
\begin{equation*}
c^{2}=\frac{\partial p}{\partial \rho} . \tag{10.3.54}
\end{equation*}
$$

Moreover, $\lambda_{2}(W)$ is LD, and if

$$
\begin{equation*}
\frac{\rho_{0}}{2} \frac{\partial^{2} p}{\partial \rho^{2}}\left(\rho_{0}, S_{0}\right)+c^{2}\left(\rho_{0}, S_{0}\right) \neq 0, \tag{10.3.55}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{0}=S\left(\rho_{0}, e_{0}\right), \tag{10.3.56}
\end{equation*}
$$

then $\lambda_{1}(W)$ and $\lambda_{3}(W)$ are GN in a neighbourhood of $W=W_{0} \stackrel{\text { def. }}{=}$ $\left(\rho_{0}, u_{0}, e_{0}\right)^{T}$.

Suppose that

$$
\begin{equation*}
a>u_{0} . \tag{10.3.57}
\end{equation*}
$$

Then the motion of the piston produces a forward shock $x=x_{f}(t)$ passing through the origin at least for a short time $T_{1}$ (see [72]). Furthermore, the corresponding piecewise $C^{1}$ solution is written as

$$
W(t, x)= \begin{cases}\left(\rho^{-}(t, x), u^{-}(t, x), e^{-}(t, x)\right) \stackrel{\text { def. }}{=} W^{-}(t, x), & f(t) \leq x \leq x_{f}(t),  \tag{10.3.58}\\ \left(\rho^{+}(t, x), u^{+}(t, x), e^{+}(t, x)\right) \stackrel{\text { def. }}{=} W^{+}(t, x), & x \geq x_{f}(t),\end{cases}
$$

where $W=W^{-}(t, x)$ and $W=W^{+}(t, x)$ satisfy system (10.3.43) in the classical sense on the domain $\left\{(t, x) \mid f(t) \leq x \leq x_{f}(t)\right\}$ and $\left\{(t, x) \mid x \geq x_{f}(t)\right\}$,
respectively, and verify the Rankine-Hugoniot condition

$$
\left\{\begin{array}{l}
{[\rho] x_{f}^{\prime}(t)-[\rho u]=0,}  \tag{10.3.59}\\
{[\rho u] x_{f}^{\prime}(t)-\left[\rho u^{2}+p\right]=0,} \\
{\left[\rho e+\frac{1}{2} \rho u^{2}\right] x_{f}^{\prime}(t)-\left[\left(\rho e+\frac{1}{2} \rho u^{2}+p\right) u\right]=0}
\end{array}\right.
$$

and the entropy condition

$$
\left\{\begin{array}{l}
\lambda_{3}\left(W^{-}\right)>x_{f}^{\prime}(t)>\lambda_{3}\left(W^{+}\right)  \tag{10.3.60}\\
x_{f}^{\prime}(t)>\lambda_{2}\left(W^{-}\right)
\end{array}\right.
$$

on $x=x_{f}(t)$, where $W^{ \pm}=W\left(t, x_{f}(t) \pm 0\right)$ and $[\rho]=\rho^{+}\left(t, x_{f}(t)+0\right)-$ $\rho^{-}\left(t, x_{f}(t)-0\right)$ etc. Moreover,

$$
\begin{array}{ll}
\rho^{-}(0,0)=\rho_{-}, & u^{-}(0,0)=a, \\
e^{-}(0,0)=e_{-}  \tag{10.3.62}\\
\rho^{+}(0,0)=\rho_{0}, & u^{+}(0,0)=u_{0},
\end{array} e^{+}(0,0)=e_{0}, ~ l
$$

and

$$
\begin{equation*}
x_{f}(0)=0, \quad x_{f}^{\prime}(0)=\widetilde{V} \tag{10.3.63}
\end{equation*}
$$

Here, $\rho_{-}, e_{-}$, and $\widetilde{V}$ are uniquely determined by the solution

$$
(\rho, u, e)= \begin{cases}\left(\rho_{-}, a, e_{-}\right) \stackrel{\text { def. }}{=} \hat{W}_{-}, & a t \leq x \leq \widetilde{V} t,  \tag{10.3.64}\\ \left(\rho_{0}, u_{0}, e_{0}\right) \stackrel{\text { def. }}{=} \hat{W}_{+}, & x \geq \widetilde{V} t,\end{cases}
$$

to the previous piston problem in the special case that the piston moves with a constant speed $a$ and the initial state is a constant state $\left(\rho_{0}, u_{0}, e_{0}\right)$ with $a>u_{0}$ (see [22]).

For the corresponding inverse piston problem, using Theorem 10.2.1 as in the proof of Theorem 10.3 .1 or using the Lagrange transformation as in the proof of Theorem 10.1.3, we get

Theorem 10.3.2 Suppose that the position of the forward shock $x=x_{f}(t) \in C^{2}$ with (10.3.63) is given and

$$
\begin{equation*}
\left|x_{f}^{\prime}(t)-\widetilde{V}\right|, \quad\left|x_{f}^{\prime \prime}(t)\right| \leq \frac{\varepsilon}{(1+t)^{1+\mu}}, \quad \forall t \geq 0 \tag{10.3.65}
\end{equation*}
$$

where $\varepsilon>0$ is suitably small and $\mu>0$ is a constant. Then for any given $\left(\rho_{+}(x), u_{+}(x), e_{+}(x)\right) \in C^{1}$ with (10.3.49) satisfying

$$
\begin{equation*}
\left|\rho_{+}(x)\right|, \quad\left|u_{+}(x)\right|,\left|e_{+}(x)\right| \leq \frac{\varepsilon}{(1+x)^{1+\mu}}, \quad \forall x \geq 0 \tag{10.3.66}
\end{equation*}
$$

10.3 Inverse Piston Problem for the System of One-Dimensional Adiabatic Flow
and

$$
\begin{equation*}
\left|\rho_{+}^{\prime}(x)\right|,\left|u_{+}^{\prime}(x)\right|,\left|e_{+}^{\prime}(x)\right| \leq \frac{\varepsilon}{(1+x)^{1+\mu}}, \quad \forall x \geq 0, \tag{10.3.67}
\end{equation*}
$$

we can uniquely determine the speed $v_{p}=\varphi(t)(t \geq 0)$ of the piston with (10.3.50) and

$$
\begin{equation*}
|\varphi(t)-a| \leq \bar{\kappa} \varepsilon, \quad \forall t \geq 0, \tag{10.3.68}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\varphi^{\prime}(t)\right| \leq \bar{\kappa} \varepsilon, \quad \forall t \geq 0, \tag{10.3.69}
\end{equation*}
$$

where $\bar{\kappa}$ is a positive constant independent of $\varepsilon$.

## References

1. Alinhac S., Blowup for Nonlinear Hyperbolic Equations, Progress in Nonlinear Differential Equations and Their Applications 17, Birkhäuser, Boston, 1995.
2. Alinhac S., Solutions explosives exceptionnelles d'équations d'ondes quasi-linéaires, Séminaire Equations aux Dénivées Partielles 2005-2006, Centre de Mathématiques Laurent Schwartz, Ecole Polytechnique, Exposé $n^{\circ}$ XIX, 1-10.
3. Aw A. and Rascle M., Resurrection of "second order" models of traffic flow, SIAM J. Appl. Math., 60(2000), 916-938.
4. Baiti P. and Jenssen H. K., Blowup in $L^{\infty}$ for a class of genuinely nonlinear hyperbolic systems of conservation laws, Discrete Contin. Dynam. Systems, 7(2001), 837-853.
5. Bianchni S., Interaction estimates and Glimm functional for general hyperbolic systems, Discrete Contin. Dynam. Systems, 9(2003), 133-166.
6. Bianchni S. and Bressan A., Vanishing viscosity solutions of nonlinear hyperbolic systems, Ann. Math., 161(2005), 223-342.
7. Boillat G., Chocs caractéristiques, C. R. Acad. Sci. Paris, Série A, 274(1972).
8. Boiti C. and Manfrin R., Some results of blow-up and formation of singularities for non-strictly hyperbolic equations, Funkcialaj Ekvacioj, 43(2000), 87-119.
9. Bressan A., Contractive metrics for nonlinear hyperbolic systems, Indiana Univ. Math. J., 37(1988), 409-420.
10. Bressan A., Hyperbolic Systems of Conservation Laws: The One-Dimensional Cauchy Problem, Oxford Lecture Series in Mathematics and Its Applications, 20, Oxford University Press, Oxford, 2000.
11. Bressan A., Hyperbolic systems of conservation laws in one dimensional space, PICM, I(2002), 159-178, Higher Education. Press, Beijing, 2002.
12. Bressan A., Crasta G., and Piccoli B., Well-posedness of the Cauchy problem for $n \times n$ systems of conservation laws, Mem. AMS, 146(2000), no. 694, viii +134 pp .
13. Bressan A., Liu T., and Yang T., $L^{1}$ stability estimates for $n \times n$ conservation laws, Arch. Rational Mech. Anal., 149(1999), 1-22.
14. Bressan A. and Yang T., A sharp decay estimate for positive nonlinear waves, SIAM J. Math. Anal., 36(2004), 659-677.
15. Carasso C., Rascle M., and Serre D., Etude d'un modèle hyperbolique en dynamique des câbles, Modél. Math. Anal. Numér., 19(1985), 573-599.
16. Chen G., The method of quasidecoupling for discontinuous solutions to conservation laws, Arch. Rational Mech. Anal., 121(1992), 131-185.
17. Chen G. and Frid H., Large-time behavior of entropy solutions of conservation laws, J. Diff. Eqs., 152(1999), 308-357.
18. Chen Y., Global classical solutions to a kind of inhomogeneous mixed initial-boundary value problem for quasilinear hyperbolic systems, master's thesis, Fudan University, 2006.
19. Christodoulou D., Global solution of nonlinear hyperbolic equations for small initial data, Comm. Pure Appl. Math., 39(1986), 267-282.
20. Ciarlet P. G., Mathematical Elasticity, Vol. I, Three-Dimensional Elasticity, Studies in Mathematics and Its Applications 20, North-Holland, Amsterdam, 1988.
21. Colombini F. and Del Santo D., Formation of singularities for nonlinear hyperbolic $2 \times 2$ systems with periodic data, Osaka J. Math., 34(1997), 843-857.
22. Courant R. and Friedrichs K. C., Supersonic Flow and Shock Waves, Interscience, New York, 1948.
23. Denise A. D. and Bernard H., Cauchy problem for one-dimensional semilinear hyperbolic systems: Global existence, blow up, J. Diff. Eqs., 125(1996), 1-26.
24. Evans L. C., Partial Differential Equations, Graduate Studies in Mathematics 19, American Mathematical Society, Providence, RI, 1998.
25. Freistühler H., Linear degeneracy and shock waves, Math. Zeit., 207(1991), 583-596.
26. Frid H., Initial-boundary value problems for conservation laws, J. Diff. Eqs., 128(1996), 1-45.
27. Glimm J., Solutions in the large for nonlinear hyperbolic systems of equations, Comm. Pure Appl. Math., XVIII(1965), 697-715.
28. Greenberg J. M. and Li T., The effect of boundary damping for the quasilinear wave equation, J. Diff. Eqs., 52(1984), 66-75.
29. Guo F., Global existence of weakly discontinuous solutions to a kind of mixed initialboundary value problem for quasilinear hyperbolic systems, Applied Mathematics: A Journal of Chinese Universities, Series B, 22(2007), 181-200.
30. Han W., Global existence of classical solutions to the Cauchy problem on a semibounded initial axis for inhomogeneous quasilinear hyperbolic systems, to appear in J. Partial Diff. Eqs.
31. Han W., Formation of singularities of classical solutions to the Cauchy problem on a semi-bounded initial axis for quasilinear hyperbolic systems, to appear in Nonlinear Anal.
32. Hörmander L., The life span of classical solutions of nonlinear hyperbolic equations, Report No. 5, Institute Mittag-Leffler, 1985.
33. Hörmander L., The lifespan of classical solutions of nonlinear hyperbolic equations, Lecture Notes in Math., Springer, 1256(1987), 214-280.
34. Hoshiga A., The life-span of classical solutions to quasilinear hyperbolic systems in the critical case, Funkcialaj Ekvacioj, 41(1998), 167-188.
35. Jenssen H. K., Blowup for systems of conservation laws, SIAM J. Math. Anal., 31(2000), 894-908.
36. Jenssen H. K. and Sinestrari C., Blowup for hyperbolic systems, Hyperbolic problems: Theory, Numerics, Applications, Vol II, Zürich, 1998, 515-524., Internat. Ser. Numer. Math., 130, Birhäuser, Basel; 1999.
37. Jenssen H. K. and Young R., Gradient driven and singular flux blowup of smooth solutions to hyperbolic conservation laws, J. Hyperbolic Diff. Eqs., 1(2004), 627-641.
38. John F., Formation of singularities in one-dimensional nonlinear wave propagation, Comm. Pure Appl. Math., 27(1974), 377-405.
39. Klainerman S., The null condition and global existence to nonlinear wave equations, Lectures in Applied Mathematics, 23(1986), 293-326.
40. Kong D., Life-span of classical solutions to quasilinear hyperbolic systems with slow decay initial data, Chin. Ann. Math., 21B(2000), 413-440.
41. Kong D. and Li T., A note on blow-up phenomenon of classical solutions to quasilinear hyperbolic systems, Nonlinear Anal., 49(2002), 535-539.
42. Lax P. D., Hyperbolic systems of conservation laws II, Comm. Pure Appl. Math., $\mathbf{1 0}$ (1957), 537-566.
43. Lax P. D., Hyperbolic Systems of Conservation Laws and the Mathematical Theory of Shock Waves, CBMS-NSF Regional Conference Series in Applied Mathematics, 1973.
44. LeFloch P. G., Hyperbolic Systems of Conservation Laws: The Theory of classical and Nonclassical Shock Waves, Lectures Not in Mathematics, ETH Zürich, Birkhäuser, 2002.
45. Lei Z., Liu C., and Zhou Y., Global solutions for incompressible viscoelastic fluids, Arch. Rational Mech. Anal., 188(2008), 371-398.
46. Li S., Cauchy problem for general first inhomogeneous quasilinear hyperbolic systems, J. Partial Diff. Eqs., 15(2001), 46-68.
47. Li T., Une remarque sur un problème à frontière libre, C. R. Acad. Sci. Paris, 289, Série A(1979), 99-102.
48. Li T., On a free boundary problem, Chin. Ann. Math., 3-4B(1980), 351-358.
49. Li T., A note on the generalized Riemann problem, Acta Math. Sci., 11(1991), 283-289.
50. Li T., Global Classical Solutions for Quasilinear Hyperbolic Systems, Research in Applied Mathematics 32, Wiley/Masson, Paris, 1994.
51. Li T., Une remarque sur les coordonnées normalisées et ses applications aux systèmes hyperboliques quasi linéaires, C. R. Acad. Sci. Paris, 331, Série I(2000), 447-452.
52. Li T., A remark on the normalized coordinates and its applications to quasilinear hyperbolic systems, in Optimal Control and Partial Differential Equations, J. L. Menaldi et al. (eds.), IOS Press, Washington 2001, 181-187.
53. Li T., Exact shock reconstruction, Inverse Problems, 21(2005), 673-684.
54. Li T. and Kong D., Initial value problem for general quasilinear hyperbolic systems with characteristics with constant multiplicity, J. Partial Diff. Eqs., 10(1997), 299-322.
55. Li T. and Kong D., Global classical discontinuous solutions for a class of generalized Riemann problem for general quasilinear hyperbolic systems of conservation laws, Comm. Partial Diff. Eq., 24(1999), 801-820.
56. Li T. and Kong D., Global classical solutions with small amplitude for general quasilinear hyperbolic systems, New Approach in Nonlinear Analysis, Hadronic Press, Palm Harbor, 1999, 203-237.
57. Li T. and Kong D., Breakdown of classical solutions to quasilinear hyperbolic systems, Nonlinear Anal., 40(2000), 407-437.
58. Li T., Kong D., and Zhou Y., Global classical solutions to quasilinear non-strictly hyperbolic systems, Nonlinear Studies, 3(1996), 203-229.
59. Li T. and Peng Y., Problème de Riemann généralisé pour une sorte de systèmes des cables, Portugaliae Math., 50 (1993), 407-434.
60. Li T. and Peng Y., The mixed initial-boundary value problem for reducible quasilinear hyperbolic systems with linear degenerate characteristics, Nonlinear Anal., 52(2003), 573-583.
61. Li T. and Peng Y., Global $C^{1}$ solution to the initial-boundary value problem for diagonal hyperbolic systems with linear degenerate characteristics, J. Partial Diff. Eqs., 16(2003), 8-17.
62. Li T., Serre D., and Zhang H., The generalized Riemann problem for the motion of elastic strings, SIAM J. Math. Anal., 23(1992), 1189-1203.
63. Li T. and Wang L., Global existence of classical solutions to the Cauchy problem on a semi-bounded initial axis for quasilinear hyperbolic systems, Nonlinear Anal., 56(2004), 961-974.
64. Li T and Wang L., Global existence of weak discontinuous solutions to the Cauchy problem with a kind of non-smooth initial data for quasilinear hyperbolic systems, Chin. Ann. Math., 25B(2004), 319-334.
65. Li T. and Wang L., Global existence of piecewise $C^{1}$ solutions to the generalized Riemann problem systems, J. Hyperbolic Diff. Eqs., 1(2004), 329-350.
66. Li T. and Wang L., Global classical solutions to a kind of mixed initialboundary value problem for quasilinear hyperbolic systems, Discrete Contin. Dynam. Systems, 12(2005), 59-78.
67. Li T. and Wang L., The generalized nonlinear initial-boundary Riemann problem for quasilinear hyperbolic systems of conservation laws, Nonlinear Anal., 62(2005), 1091-1107.
68. Li T. and Wang L., Global exact shock reconstruction for quasilinear hyperbolic systems of conservation laws, Discrete Contin. Dynam. Systems, 15(2006), 597-609.
69. Li T. and Wang L., Blow-up mechanism of classical solutions to quasilinear hyperbolic systems in the critical case, Chin. Ann. Math., 27B(2006), 53-66.
70. Li T. and Wang L., Existence and uniqueness of global solution to inverse piston problem, Inverse Problems, 23(2007), 683-694.
71. Li T. and Wang L., Inverse piston problem for the system of one-dimensional isentropic flow, Chin. Ann. Math., 28B(2007), 265-282.
72. Li T. and Yu W., Boundary Value Problems for Quasilinear Hyperbolic Systems, Duke University Mathematics Series V, 1985.
73. Li T. and Zhao Y., Global existence of classical solutions to the typical free boundary problem for general quasilinear hyperbolic systems and its applications, Chin. Ann. Math., 11B(1990), 15-32.
74. Li T. and Zhao Y., Global shock solutions to a class of piston problem for the system of one dimensional isentropic flow, Chin. Ann. Math., 12B(1991), 495-499.
75. Li T., Zhou Y., and Kong D., Weak linear degeneracy and global classical solutions for general quasilinear hyperbolic systems, Comm. Partial Diff. Eqs., 19(1994), 1263-1317.
76. Li T., Zhou Y., and Kong D., Global classical solutions for general quasilinear hyperbolic systems with decay initial data, Nonlinear Anal., Theory, Meth Appl., 28(1997), 1299-1322.
77. Liu T., Development of singularities in the nonlinear waves for quasilinear hyperbolic partial differential equations, J. Diff. Eqs., 33(1979), 92-111.
78. Liu T., Hyperbolic and Viscous Conservation Laws, CBMS-NSF Regional Conference Series in Applied Mathematics, 2000.
79. Liu T. and Yang T., Well posedness theory for hyperbolic conservation laws, Comm. Pure Appl. Math., 52(1999), 1553-1586.
80. Lu H., Life-span of classical solutions to the mixed initial-boundary value problem for quasilinear hyperbolic systems, master's thesis, Fudan University, 2006.
81. Majda A., Compressible Fluid Flow and System of Conservation Laws in Several Space Variables, Applied Mathematical Sciences 53, Springer-Verlag, New York, 1984.
82. Manfrin R., On the breakdown of solutions to $N \times N$ quasilinear hyperbolic systems, Nonlinear Anal., 52(2003), 143-172.
83. Manfrin R., A note on the formation of singularities for quasilinear hyperbolic systems, SIAM J. Math. Anal., 32(2000), 261-290.
84. Nishida T., Mixed problems for nonlinear conservation laws, J. Diff. Eqs., 23(1977), 244-269.
85. Qin T., Global smooth solutions of dissipative boundary value problems for first order quasilinear hyperbolic systems, Chin. Ann. Math., 6B(1985), 289-298.
86. Schaeffer D. G., Supersonic flow past a nearly straight wedge, Duke Math. J., 43(1976), 637-670.
87. Serre D., Systems of Conservation Laws 1: Hyperbolicity, Entropies, Shock Waves, English trans. Cambridge University Press, Cambridge, 1999.
88. Thomas J. W., Numerical Partial Differential Equations, Springer-Verlag, Cambridge, 1995.
89. Wang L., A remark on the Cauchy problem for quasilinear hyperbolic systems with characteristics with constant multiplicity (in Chinese), Fudan Journal (Natural Science), 40(2001), 633-636.
90. Wang L., Formation of singularities for a kind of quasilinear non-strictly hyperbolic systems, Chin. Ann. Math., 23B(2002), 439-454.
91. Wang L., Breakdown of $C^{1}$ solution to the Cauchy problem for quasilinear hyperbolic systems with characteristics with constant multiplicity, Comm. Pure Appl. Anal., 2(2003), 77-89.
92. Wang L., Cauchy problem for quasilinear hyperbolic systems with characteristics with constant multiplicity, J. Partial Diff. Eqs., $\mathbf{1 7}$ (2004), 221-240.
93. Wang L., Blow-up mechanism of classical solutions to quasilinear hyperbolic systems, Nonlinear Anal., 67(2007), 1068-1081.
94. William F. A., Numerical Methods for Partial Differential Equations, second edition, Academic Press, New York, 1977.
95. Wang W. and Yang X., Pointwise estimates of solutions to Cauchy problem for quasilinear hyperbolic systems, Chin. Ann. Math., 24B(2003), 457-468.
96. Wu P., Global classical solutions to the Cauchy problem for general first order inhomogeneous quasilinear hyperbolic systems, Chin. Ann. Math., 27 A(2006), 93-108.
97. Yan P., Global classical solutions with small initial total variation for quasilinear hyperbolic systems, Chin. Ann. Math., 23B(2002), 335-348.
98. Yang Y., Mechanism of the formation of singularities for first order quasilinear hyperbolic systems, Phod. thesis, Fudan University, 2008.
99. Young R., Blowup in hyperbolic conservation laws, Adv. in Diff., Eqs. and Math. Phys., 2002, 379-387.
100. Young R., Wave interactions in nonlinear elastic strings, Arch. Rational Mech. Anal., 161(2002), 65-92.
101. Young R., Nonstrictly hyperbolic waves in elasticity, J. Diff. Eqs., 188(2003), 80-109.
102. Young R. and Szeliga W., Blowup with small BV data in hyperbolic conservation laws, Arch. Rational Mech. Anal., 179(2005), 31-54.
103. Zhou Y., Global classical solutions to quasilinear hyperbolic systems with weak linear degeneracy, Chin. Ann. Math., 25B(2004), 37-56.

## Index

Adiabatic flow, 232, 235, 238
Blow-up mechanism, 18, 79, 92, 106
Blow-up phenomenon, 5, 16, 17, 92, 106, 128
Blow-up rate, 17

Cauchy problem, $1-5,16,21-23,51,53-55$, $63-70,73,74,76,77,79,80,83,84$, 91-93, 96, 97, 100, 101, 103, 105-107, $109,110,114,115,128,129,145,196$, 197, 199-202, 204, 215, 216, 219, 229, 231, 233-235, 238, 239
Cauchy problem on a semibounded initial axis, $115,117,128$
Centered rarefaction wave, 176
Characteristic form, 31
Characteristic trajectory, 5, 10, 18, 34, 37, $38,40,74,116,232$
Characteristics with constant multiplicity, $21,30,33,36,37,40,44,47,67,77$, $113,115,153,176,179$
Classical discontinuous solution, 150, 151
Conservation laws, 20, 21, 23, 36, 37, 40, $73,77,149,175,191$
Contact discontinuity, 24, 25, 150-153, $155-158,164,170,172,174,176-179$, 182
Critical case, 17, 18, 106
Decomposition of waves, $41,45,154$

Elastic fluids, 11, 74, 104
Entropy condition, 151, 192, 193, 195, 204, 206, 207, 210, 212, 224, 237-239, 242
Envelope, 17, 92, 93, 96, 97, 101, 103, 106, 107, 113

Eulerian representation, 27, 215, 223, 229, 230, 238, 240

Forward shock, 27, 210-215, 217, 223-226, 228-230, 237-239, 242, 243

Gas dynamics, 4, 9, 73, 102, 171, 214, 240
Generalized Cauchy problem, 195, 199, 200, 202, 205-207, 218, 219, 222, 230, 232, 233, 235, 240
Generalized nonlinear initial-boundary Riemann problem, 24, 25, 175, 177, 178, 182-185
Generalized normalized coordinates, 37 , $38,41,42,46,117,122,138,139$
Generalized normalized transformation, 21, 38
Generalized normalized variables, 38,139
Generalized null condition, 19, 20
Generalized Riemann problem, 23, 24, 26, $149,152,153,158-160,162,163$, 167-169, 171-174, 182, 192, 194, 195
Genuinely nonlinear, $3,5,33,150,176$, 191, 236

Hyperbolicity, 1, 19, 31, 32, 34, 54, 127, 230
Hyperelastic material, 15, 172

Inverse generalized Riemann problem, 26, 191, 194
Inverse piston problem, 26, 27, 209, 213, $215,228,230,232,235,238,240,243$
Isentropic flow, 209, 223, 238

Lagrangian representation, 9, 27, 73, 102, 171, 209, 229, 230, 235, 238

Life span, 3, 4, 16, 17, 79, 83, 84, 91-93, $97,101,103,105-107,110,145,147$
Linearly degenerate, $3,5,33,36,150,176$, 232

Maximum determinate domain, 21, 232, 238
Mixed initial-boundary value problem, 3, $129,175,209,223,236,241$

Non critical case, 92
Non-critical case, 80
Non-degenerate shock, 24-26, 150-153, $170,172,174,177,178,182,193-195$
Non-strictly hyperbolic, 14, 15, 20-23, 30, $33,36,37,40,44,47,113,153$
Non-WLD index, 39, 80, 84, 92, 97, 106
Noncritical case, 92, 106
Nonlinear initial-boundary Riemann problem, 24-26, 175-178, 182, 183
Normalized coordinates, 18-20, 34-40, 44, $45,47,52-54,60,61,63,68,70,80$, 81, 83-85, 108
Normalized transformation, 18, 20, 21, 35, 37, 84
Normalized variables, 18, 35, 37
Null condition, 20

One-side mixed initial-boundary value problem, 22, 23, 127-132, 138, 139, 143-145, 147, 148

Piston problem, 209, 212, 215, 223-225, $227,229,230,235,237,241,242$
Plane wave solution, 19

Quasilinear hyperbolic system, $1,4,5,20$, $23,29,31,36,37,41,51,77,79,117$, $127,129,150,175,230$

Rankine-Hugoniot condition, 150, 151, 155, 192, 193, 195, 203, 210, 212, 217, 224, 237, 239, 242
Riemann invariants, 210
Riemann problem, 23, 24, 150-153, 159, $170,172,173,191,192$

Self-similar solution, 24-26, 150-153, 159, $170,172,174,176-179,182,183,192$, 194
Shock, 4, 25, 27, 150, 151, 155, 156, 158, $176,182,192,214$
Strictly hyperbolic, $1,3-8,10,12,14,16$, 18-21, 23, 33-35, 38, 39, 44, 47, 51, $52,54,57,60,61,63,64,66,67,73$, $77,79,80,84,92,97,101,102,106$, $107,115,125,146,149,152,170,171$, 191, 195, 201, 236, 241
System of nonlinear elasticity, 7
System of plane elastic waves, $15,172,173$
System of the motion of an elastic string, 13, 76
System of the planar motion of an elastic string, 145
System of traffic flow, 8, 100, 124, 169
Weak discontinuity, $67,151,153,170,172$, 174,179
Weakly discontinuous solution, 67, 114, 129
Weakly linearly degenerate, $5,38,54,79$, $115,129,231$

