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## PREFACE

The purpose of this book is the study of non-self-adjoint boundary eigenvalue problems for first order systems of ordinary differential equations and $n$-th order scalar differential equations. The coefficients of the differential equations as well as the boundary conditions are allowed to depend polynomially, holomorphically or asymptotically on the eigenvalue parameter. The boundary conditions may contain infinitely many interior points and an integral term. With the boundary eigenvalue problem a bounded operator function is associated which consists of two components, the differential operator function and the boundary operator function. These operator functions depend in general nonlinearly on the eigenvalue parameter.

Various eigenfunction expansions are proved by the contour integral method under regularity conditions which originally were introduced by BIRKHOFF and STONE in case of $\lambda$-independent boundary condtitions. The calculation of the Fourier coefficients of these expansions is based on the theory of the inverses of holomorphic Fredholm operator valued functions which for the sake of completeness is included in this book. An important aspect of this theory is the representation of the principal parts of the inverses of these functions at their poles by root functions (eigenvectors and associated vectors) of the given operator functions and their adjoints. The proofs of the eigenfunction expansions are based on sharp asymptotic estimates of the resolvents (Green's functions) for large values of the eigenvalue parameter.

Our approach is based on functional analytic methods. The reader should be familiar with basic concepts of Banach spaces and Lebesgue integration and should have some knowledge about distributions. Whenever we use these basic results we give references so that the reader unfamiliar with these concepts can easily find them. Our main references to the basic topics are the monograph [KA] of T. Kato for Banach spaces, the monograph [HS] of E. Hewitt and K. STROMBERG for the theory of Lebesgue integration, and the monograph [HÖ2] of $L$. HÖRMANDER for the theory of distributions.

Each chapter ends with a short section containing historical notes.
Chapters I and II are concerned with preparations from functional analysis and Sobolev space theory. In Chapters III-V first order systems are considered, followed by $n$-th order equations in Chapters VI-IX. Since $n$-th order equations are reduced to first order systems, some of the results of Chapters III-V are needed
in Chapters VI-IX. Chapter X contains applications to problems from physics and engineering.

The literature for $n$-th order linear differential equations and first order systems is vast, and the bibliography is only a selection of publications in this field. The list of notations and the index should help the reader to navigate through the text.
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## INTRODUCTION

In this monograph we consider first order systems of ordinary differential equations

$$
y^{\prime}=\left(\lambda A_{1}+A_{0}\right) y
$$

on a bounded interval $[a, b]$ together with boundary conditions of the form

$$
\sum_{j=0}^{\infty} W^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} W(x, \lambda) y(x) \mathrm{d} x=0,
$$

where $a_{0}=a, a_{1}=b$ and the other points $a_{j}$ lie in the interior of $[a, b]$ and are mutually distinct. The $n \times n$ matrices $W^{(j)}(\lambda)$ and $W(x, \lambda)$ depend polynomially on $\lambda, A_{0}$ and $A_{1}$ are $n \times n$ matrix functions depending on the independent variable $x \in[a, b]$, and $A_{1}(x)$ is a not necessarily invertible diagonal matrix, but satisfies certain other restrictions.

Apart from $\lambda$-nonlinear boundary eigenvalue problems for first order systems such problems for $n$-th order scalar differential equations will be investigated, more precisely,

$$
y^{(n)}+\sum_{i=0}^{n} p_{i}(\cdot, \lambda) y^{(i)}=0
$$

together with boundary conditions

$$
W^{(0)}(\lambda)\left(y(0), \ldots, y^{(n-1)}(0)\right)^{\top}+W^{(1)}(\lambda)\left(y(1), \ldots, y^{(n-1)}(1)\right)^{\top}=0 .
$$

The functions $p_{i}$ are polynomials in $\lambda$ whose coefficients are, for example, continuous functions on $[a, b]$, and $W^{(0)}(\lambda), W^{(1)}(\lambda)$ are $n \times n$-matrices depending polynomially on $\lambda$. For simplicity we have here only written down two-point boundary conditions, but in the general treatment we will also have multipoint and integral boundary terms as in the case of first order systems.

Boundary eigenvalue problems of these types occur in various branches of engineering and physics, e.g. in elasticity theory, control theory, hydrodynamics, magnetohydrodynamics, and even in meteorology. For more details we refer to Chapter X of this monograph.

Since every $n$-th order differential equation can be transformed into a first order system, we will first develop a spectral theory for first order systems. Statements about $n$-th order differential equations will then be proved by using results for first order systems, with possible special attention to improvements due to the special structure of $n$-th order differential equations.

With a boundary eigenvalue problem for a first order systems we will associate the operator pencil

$$
T(\lambda)=\binom{T^{D}(\lambda)}{T^{R}(\lambda)}:\left(H_{1}(a, b)\right)^{n} \rightarrow\left(L_{2}(a, b)\right)^{n} \times \mathbb{C}^{n}
$$

where $H_{1}(a, b)$ is the Sobolev space of order 1 , and

$$
\begin{aligned}
& T^{D}(\lambda) y=y^{\prime}-\left(\lambda A_{1}+A_{0}\right) y \\
& T^{R}(\lambda) y=\sum_{j=0}^{\infty} W^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} W(x, \lambda) y(x) \mathrm{d} x
\end{aligned}
$$

Similarly, for an $n$-th order scalar differential equation we introduce the operator pencil

$$
L(\lambda)=\binom{L^{D}(\lambda)}{L^{R}(\lambda)}: H_{n}(a, b) \rightarrow L_{2}(a, b) \times \mathbb{C}^{n}
$$

where $H_{n}(a, b)$ denotes the Sobolev space of order $n$ and

$$
\begin{aligned}
& L^{D}(\lambda) y=y^{(n)}+\sum_{i=0}^{n} p_{i}(\cdot, \lambda) y^{(i)} \\
& L^{R}(\lambda) y=W^{(0)}(\lambda)\left(y(0), \ldots, y^{(n-1)}(0)\right)^{\top}+W^{(1)}(\lambda)\left(y(1), \ldots, y^{(n-1)}(1)\right)^{\top}
\end{aligned}
$$

It is the particular goal of this monograph to prove eigenfunction expansions for such $\lambda$-nonlinear boundary eigenvalue problems, both for first order systems and for $n$-th order differential equations. In the following paragraphs of this introduction we will restrict our considerations to boundary eigenvalue problems for first order systems and consequently to operator functions $T(\lambda)$; nearly analogous statements hold in the case of differential equations and for the operator function $L(\lambda)$.

The realization of eigenfunction expansions consists of two parts: first explicit formulas for the Fourier coefficient of these expansion have to be found, and secondly the convergence of these expansions for a suitable class of functions has to be proved. The solution of both problems is highly nontrivial. For a satisfactory solution of the first problem a functional analytic setting is appropriate. For the convergence proof we apply the powerful contour integral method.

Such a functional analytic setting has already been put into place in the definition of the operator function $T(\lambda)$. For fixed $\lambda \in \mathbb{C}, T(\lambda)$ is a bounded Fredholm operator defined on the whole domain $\left(H_{1}(a, b)\right)^{n}$. With respect to $\lambda$ it is a holomorphic function in $\mathbb{C}$. For such operator functions a well-established spectral theory is available: The notions resolvent set, spectrum, discrete spectrum, eigenvector and associated vectors or root functions are well-known. The adjoint operator function $T^{*}(\lambda)$ is also a holomorphic bounded Fredholm operator valued function in $\mathbb{C}$. Thus the same notions as for $T(\lambda)$ are available.

If the resolvent set of such an operator function is non-empty, i. e., there is a point $\lambda_{0} \in \mathbb{C}$ such that $T\left(\lambda_{0}\right)$ has a bounded inverse, then the spectrum of this operator function is discrete and its resolvent is a finitely meromorphic operator function in $\mathbb{C}$. According to a theorem of I. C. Gohberg and E. I. Sigal [GS], in a special case due to M. V. Keldysh [KE1], [KE2], the finite rank operators in the principal part of $T(\lambda)^{-1}$ of the Laurent expansion in a neighbourhood of an eigenvalue $\lambda_{0}$ can be represented by biorthogonal canonical systems the eigenvectors and associated vectors of $T(\lambda)$ and $T^{*}(\lambda)$ at $\lambda=\lambda_{0}$.

To explain how this representation yields the Fourier coefficients in the eigenfunction expansions, let us assume for simplicity that the operator function $T(\lambda)$ is linear in $\lambda$, i.e., $T(\lambda)=T_{0}+\lambda T_{1}$. Then for $\lambda$ in the resolvent set of $T$, the identity

$$
\frac{1}{\lambda} f=T^{-1}(\lambda) T_{1} f+\frac{1}{\lambda} T^{-1}(\lambda) T_{0} f
$$

holds. If we integrate this identity along a contour around 0 in the resolvent set, say, a circle with centre 0 and radius $r$, then we obtain

$$
f=\sum \operatorname{res}_{\lambda=\mu}\left(T^{-1}(\lambda) T_{1} f\right)+\frac{1}{2 \pi i} \int_{|\lambda|=r} \frac{1}{\lambda} T^{-1}(\lambda) T_{0} f \mathrm{~d} \lambda
$$

where the summation is taken over all finitely many eigenvalues of $T$ with $|\mu|<r$. An application of the above mentioned representation theorem yields the corresponding partial sum of the eigenfunction expansion for $f$ with explicit formula for the Fourier coefficients. If we extend the summation in this partial sum over all eigenvalues of $T$ and the question of convergence of this series is not addressed, then it is referred to as the formal eigenfunction expansion of $f$.

In order to prove the convergence of the formal eigenfunction expansion, we have to impose so-called regularity conditions, originally introduced by G. D. Birkhoff and M. H. Stone, respectively, on the given boundary eigenvalue problem, i. e., on $T(\lambda)$, and certain boundary conditions on the function $f$ which is to be expanded. By a tedious estimate of the resolvent $T^{-1}(\lambda)$, Birkhoff regularity yields that this resolvent is bounded on a certain sequence of circles $\Gamma_{n}$ with centres 0 and radii $r_{n}$ tending to infinity. The Stone regularity condition is weaker and means that the resolvent divided by some power of $\lambda$, say $\lambda^{s}$, is bounded on such a sequence of circles. If such regularity conditions assure that in a suitable function space the integral in the foregoing equation tends to zero as $r=r_{n}$ tends to infinity, then in this function space the convergence of the eigenfunction expansion holds. Otherwise conditions have to be imposed on the function $f$.

We will explain how this leads to boundary conditions on $f$ in a quite natural way. Choose a function $f^{[1]}$ in $\left(H_{1}(a, b)\right)^{n}$ such that

$$
T_{0} f+T_{1} f^{[1]}=0
$$

and substitute $T_{1} f^{[1]}$ for $T_{0} f$ in the above identity for $T^{-1}(\lambda) T_{1} f$. By this procedure we obtain

$$
T^{-1}(\lambda) T_{1} f=\frac{1}{\lambda} f+\frac{1}{\lambda} T^{-1}(\lambda) T_{1} f^{[1]}
$$

and further by iteration

$$
\frac{1}{\lambda}+\frac{1}{\lambda^{2}} f^{[1]}=T^{-1}(\lambda) T_{1} f+\frac{1}{\lambda^{2}} T^{-1}(\lambda) T_{0} f^{[1]}
$$

whence

$$
f=\sum \operatorname{res}_{\lambda=\mu}\left(T^{-1}(\lambda) T_{1} f\right)+\frac{1}{2 \pi i} \int_{|\lambda|=r} \frac{1}{\lambda^{2}} T^{-1}(\lambda) T_{0} f^{[1]} \mathrm{d} \lambda
$$

where the summation is again taken over all eigenvalues $\mu$ of $T$ with $|\mu|<r$. If now the second term on the right-hand side of this equation converges to 0 in the considered function space, then we stop this procedure. Otherwise, we repeat it. Since by the regularity conditions the function $\lambda^{-s} T(\lambda)$ is bounded on the circles $\Gamma_{n}$ as $n$ tends to infinity, the procedure will stop after at most $s+1$ iterations. Next we will illustrate the meaning of the above condition on $f^{[1]}$. Recall that the operator function $T(\lambda)$ consists of two components: namely the differential operator part

$$
T^{D}(\lambda) y=y^{\prime}-\left(\lambda A_{1}+A_{0}\right) y
$$

and the boundary part

$$
T^{R}(\lambda) y=T_{0}^{R} y+\lambda T_{1}^{R} y
$$

Let us assume for simplicity that the matrix $A_{1}(x)$ is invertible for all $x \in[a, b]$. Then the differential part of the equation for $f^{[1]}$ means that

$$
f^{[1]}=-A_{1}^{-1}\left(f^{\prime}-A_{0} f\right)
$$

and the boundary part yields the boundary condition

$$
T_{0}^{R} f+T_{1}^{R} f^{[1]}=0
$$

which the function $f$ has to fulfil. If the boundary condition is independent of $\lambda$, then this condition reduces to the usual boundary condition

$$
T_{0}^{R} f=0
$$

If the matrix $A_{1}(x)$ is not invertible or the boundary conditions are polynomial in $\lambda$, the foregoing procedure has to be modified, but works in priciple in the same way.

Some hard analysis consists in the derivation of practical criteria for Birkhoff or Stone regularity and in the proof of asymptotic estimates of the resolvent, i. e., of the Green's matrix function. The proofs of these criteria and estimates rely on the construction of a suitable asymptotic fundamental system of solutions of the first order system. With respect to the $n$-th order scalar differential equation it is advantageous to transform it into a first order system. The transformed system is
then asymptotically linearized with respect to the eigenvalue parameter. For this reason we consider a slightly more general first order system than written down above, namely

$$
y^{\prime}=\left(\lambda A_{1}+A_{0}+\frac{1}{\lambda} A^{0}(\cdot, \lambda)\right) y
$$

where the $n \times n$ matrix function $A^{0}(\cdot, \lambda)$ is uniformly bounded as $\lambda$ tends to infinity, together with the above given boundary conditions in an appropriate asymptotically constant form. For the asymptotic system a suitable fundamental system is constructed. With respect to this fundamental system the determinant of the characteristic matrix associated with the asymptotic boundary conditions becomes an exponential sum whose coefficients are $\lambda$-asymptotic polynomials. This representation yields the regularity criteria. Birkhoff regularity is characterized by the leading term of the asymptotic fundamental system and the constant terms of the asymptotic boundary conditions at the endpoints of the interval $[a, b]$. A characterization of Stone regularity is much more involved. We present a practical geometric criterion due to R. H. Cole [CO3] in a slightly generalized form.

The estimates of the Green's matrix function and the resolvent of the $\lambda$ asymptotic boundary eigenvalue problem are established in various function spaces. They require a careful analysis of the Green's matrix function and skilful arrangements of its components. The resulting estimates for the $\lambda$-asymptotic boundary eigenvalue problem which are valuable for themselves lead to a variety of eigenfunction expansion theorems concerning Birkhoff and Stone regular boundary eigenvalue problems both for first order systems and $n$-th order scalar differential equations as stated at the beginning of this introduction.

In this monograph we only deal with the problem of expandability in terms of eigenfunctions and associated functions. Expandability implies completeness, but does not imply minimality or basisness of these functions. Only recently, the problems of minimality and basisness for Birkhoff regular boundary eigenvalue problems defined by systems of differential equations $y^{\prime}=\left(\lambda A_{1}+A_{0}\right) y$ and $n$-th order scalar differential equations $\mathbb{K} \eta=\lambda \mathbb{H} \eta$ both with $\lambda$-polynomial boundary conditions were successfully approached by C. TRETTER in a series of papers [TR7], [TR8], [TR9], and [TR10]. The key point is a new linearization method of the $\lambda$-polynomial boundary conditions which leaves the structure of the diagonal matrix unchanged by blowing it up with additional zeros. Boundary eigenvalue problems with such noninvertible diagonal matrices were first investigated in the authors' publications [MM4], [MM5].

Purely functional analytic methods, not considering the Green's function, are applied to $\lambda$-polynomial boundary eigenvalue problems of different types in numerous publications. A. Dijksma [DIJ] and A. Dijksma, H. Langer and H. DE SNOo [DLS1], [DLS2], [DLS3] treated self-adjoint $\lambda$-polynomial boundary eigenvalue problems and transformed them to common spectral problems for
self-adjoint operators in Hilbert or Krein spaces by problem oriented linearization methods. M. V. Keldysh [KE1], [KE2], I. C. Gohberg and M. G. Krein [GK], V. M. ViziteĬ and A. S. Markus [VM], M. Faierman, A. S. Markus, V. Matsaev and M. MÖLler [FMMM], for numerous further references see the substantial monograph of A. S. MARKUS [MA4], developed a comprehensive spectral theory for operator polynomials in Hilbert and Banach spaces using abstract linearization procedures and perturbation arguments to prove so-called $n$-fold completeness, minimality and basisness for the corresponding eigenvectors and associated vectors. These publications include various applications to $\lambda$-polynomial ordinary and partial differential equations, however, nearly exclusively with $\lambda$-independent boundary conditions. An exception is A. A. SHKALIKOV's paper [SH5] which treats boundary eigenvalue problems for $n$-th order scalar differential equations where the differential equations as well as the boundary conditions depend polynomially on the eigenvalue parameter.

The functional analytic approach of combining the differential operator and the boundary operator to a two-component operator defined on a fixed space, not depending on the eigenvalue parameter, was introduced for $S$-Hermitean boundary eigenvalue problems by F. W. SCHÄFKE and A. SCHNEIDER in [SCHSCH1], [SCHSCH2], [SCHSCH3], see also H.-D. Niessen [NI]. For non-self-adjoint boundary eigenvalue problems this setting is due to R. Mennicken and M. Möller in [MM4], [MM5]. One advantage of this approach is the fact that the boundary conditions are considered inhomogeneously in a natural way, see also the monograph [STV] of Š. SChWABIK, M. Tvrdý and O. VEJVoda. Another advantage is that, in the case of a non-self-adjoint problem, the adjoint boundary value problem including all spectral data, as for example associated vectors, is defined without any additional restrictions.

Because of the diversity of the subject and the enormous number of publications we abstain here from a further historical excursion, but refer the reader to special sections with historical remarks at the end of each chapter.

Chapter I deals with spectral theory for holomorphic Fredholm valued operator functions, in particular, the principal parts of their inverses at the poles are investigated. It is shown that these principal parts can be written in terms of eigenvectors and associated vectors of the operator function and its adjoint. One-to-one connections between biorthogonal systems of eigenvectors and associated vectors and the principal parts of the inverse operator functions are established. Special attention is paid to the case of $\lambda$-linear problems.

Chapter II contains the preriquisites for the study of differential operators. Sobolev spaces on intervals are introduced and their properties are investigated. These results are essentially well-known but, in general, are stated and proved for
subsets of $\mathbb{R}^{n}$. The one dimensional case is easier and gives some additional properties. Therefore, and to make the monograph more self-contained, this chapter is included. Also, some basic results for differential equations are stated.

Chapter III starts with the definition of boundary eigenvalue problems for first order systems. The adjoint and the inverse are calculated, and their relations to the "classical" adjoint and inverse for the differential operator considered in $L_{p}$ spaces are discussed. Some examples show the difficulties which arise if one considers the classical adjoint. The inverse is an extension of the classical inverse, which is an integral operator whose kernel is the GREEN'S matrix function.

Chapter IV is devoted to the estimate of the Green's matrix function. To this end, Birkhoff regularity is introduced for systems which are asymptotically linear in the eigenvalue parameter, and necessary and sufficient conditions for Birkhoff regularity are given. The characteristic determinant is estimated below away from its zeros, which are the eigenvalues of the given boundary eigenvalue problem. Then the Green's matrix function and finally the resolvent of the boundary eigenvalue operator functions are estimated on suitable circles in the complex plane tending to infinity.

In Chapter V the estimates of the previous chapter are used to prove expansion theorems for first order systems which are linear in the parameter; the boundary conditions are still allowed to depend polynomially on the parameter. Not only Birkhoff regularity is considered but also Stone regularity. Whereas all functions in $L_{p}(a, b), 1<p<\infty$, are expandable in eigenfunctions and associated functions if the problem is Birkhoff regular, the expandable functions must be sufficiently smooth and must satisfy certain auxiliary boundary conditions if the problem is Stone regular. Also uniform convergence is investigated, where even for Birkhoff regular problems the expandable functions have to satisfy certain regularity conditions and some boundary conditions.

Chapter VI is concerned with $n$-th order differential equations. Here the corresponding results of Chapter III are obtained for an $n$-th order differential equation, where also the equivalence of this problem to one for a first order system is established.

Chapter VII deals with boundary value problems for differential equations whose equivalent first order system can be linearized asymptotically. Using the estimates of Chapter IV, expansion theorems are proved.

Chapter VIII is concerned with regular two-point boundary eigenvalue problems for the differential equation $\mathbf{K} \eta=\lambda \mathbf{H} \eta$, where $\mathbf{K}$ and $\mathbf{H}$ are differential operators such that $\mathbf{K}$ is of higher order than $\mathbf{H}$. The structures of the fundamental system, its adjoint, and the Green's function are investigated more thoroughly. However, the estimates of Chapter IV can still be used. Some applications to
problems from mechanics are given, to which the results of Chapter VII are not directly applicable.

In Chapter IX problems depending polynomially on the eigenvalue parameter $\lambda$ are linearized with respect to $\lambda$. The corresponding convergence theorems for first order systems lead to $n$-fold expansions for the original problem. Completeness and minimality for these problems are considered.

Chapter X contains further examples dealing with problems from mechanics like elastic bars and control of beams, fluid mechanics, magnetohydrodynamics, and meteorology.

Appendix A deals with estimates of exponential sums. They are needed for the estimate of the characteristic determinant in Chapter IV.

## Chapter I

## OPERATOR FUNCTIONS IN BANACH SPACES

This chapter deals with holomorphic Fredholm operator valued functions in Ba nach spaces. The structure of the resolvent of such an operator function is discussed in detail. It is shown that, on a domain in $\mathbb{C}$, its resolvent is finitely meromorphic if its resolvent set is non-empty (Theorem 1.3.1). The operators in the principal parts of the resolvent are expressed in terms of biorthogonal canonical systems of root functions (eigenvectors and associated vectors) of the corresponding operator function and its adjoint operator function (Theorems 1.5.4, 1.5.9 and 1.6.5, 1.6.7). This representation can be understood as the formal eigenfunction expansion with respect to the given operator function since it yields explicit formulæ for the corresponding Fourier coefficients. As a consequence of this representation theorem concerning the principal parts of the resolvent we obtain a local factorization theorem for the operator function itself (Theorem 1.8.4). Particular properties, such as minimality of the system of eigenvectors and associated vectors, are discussed for Fredholm operator valued functions which are linear in the eigenvalue parameter.

Boundary eigenvalue problems as considered in later chapters have an underlying abstract operator theoretic structure, which is investigated in Section 1.11. For these abstract boundary eigenvalue problems the notions fundamental matrix function and characteristic matrix function are introduced, generalizing the concepts of fundamental matrix and characteristic matrix, which is well-known for boundary value problems for ordinary linear differential equations and systems. It is shown that the operator function defined by such an abstract boundary eigenvalue problem, shortly called boundary eigenvalue operator function, is globally holomorphically equivalent to a canonical extension of its characteristic matrix function (Theorem 1.11.1). The characteristic matrix function is defined on a smaller (finite-dimensional) Banach space than the corresponding boundary eigenvalue operator function, but nevertheless contains all the information about its spectral data.

### 1.1. Banach spaces

Let $E$ be a vector space. We always assume that $E$ is a vector space over the field of complex numbers $\mathbb{C}$. A map $|\mid: E \rightarrow \mathbb{R}$ is called a norm if

$$
\begin{aligned}
& |y| \geq 0 \quad(y \in E), \\
& |\alpha y|=|\alpha||y| \quad(\alpha \in \mathbb{C}, y \in E) \\
& |x+y| \leq|x|+|y| \quad(x, y \in E) \\
& |y|=0 \Rightarrow y=0 \quad(y \in E) .
\end{aligned}
$$

If $|\mid$ is a norm on $E$, then $E=(E,| |)$ is called a normed space.
Let $E$ be a normed space, $y \in E$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $E$. Then $\left(y_{n}\right)_{n \in \mathbb{N}}$ is said to converge to $y$ if

$$
\left|y_{n}-y\right| \rightarrow 0 \text { as } n \rightarrow \infty,
$$

and we write

$$
y_{n} \rightarrow y \text { as } n \rightarrow \infty \quad \text { or } \quad \lim _{n \rightarrow \infty} y_{n}=y .
$$

The sequence $\left(y_{n}\right)_{n \in \mathbb{N}}$ is said to be a Cauchy sequence in $E$ if for each $\varepsilon>0$ there is a number $n_{0} \in \mathbb{N}$ such that $\left|y_{n}-y_{m}\right| \leq \varepsilon$ for all $n, m \geq n_{0}$. A normed space $E$ is called a Banach space if each Cauchy sequence in $E$ converges to some $y$ in $E$. A Banach space is a complete metric space, see e.g. [DI, p. 88].

Let $E$ and $F$ be Banach spaces. Then $L(E, F)$ denotes the space of all continuous linear operators on $E$ to $F$, i. e., $T \in L(E, F)$ if and only if $T: E \rightarrow F$ is linear and

$$
|T|:=\sup \left\{|T y|_{2}: y \in E,|y|_{1} \leq 1\right\}<\infty
$$

where $\left.\left|\left.\right|_{1}\right.$ and $|\right|_{2}$ are the norms on $E$ and $F$, respectively. It is well-known that $|\mid$ is a norm on $L(E, F)$ which makes $L(E, F)$ a Banach space, see e.g. [KA, p. 150]. We write $L(E)$ instead of $L(E, E)$. By id ${ }_{E}$ we denote the identity on $E$, i. e., $\operatorname{id}_{E} x=x$ for $x \in E$. For an operator $T \in L(E, F), N(T):=\{x \in E: T x=0\}$ denotes the null space and $R(T):=\{T x: x \in E\}$ the range of $T . T \in L(E, F)$ is called a Fredholm operator if both its nullity $\operatorname{nul} T:=\operatorname{dim} N(T)$ and its deficiency $\operatorname{def} T:=\operatorname{codim} R(T)$ are finite. $\Phi(E, F)$ denotes the set of all Fredholm operators on $E$ to $F$. If $T \in \Phi(E, F)$, then ind $T:=\operatorname{nul} T-\operatorname{def} T$ is well-defined and called the index of $T$.

The operator $T \in L(E, F)$ is called invertible if there is an operator $T^{-1} \in$ $L(F, E)$ such that $T T^{-1}=\mathrm{id}_{F}$ and $T^{-1} T=\mathrm{id}_{E}$. If $T$ is invertible, then $T^{-1}$ is unique. From the closed graph theorem, see e. g. [KA, p.166], we know that $T$ is invertible if and only if $T$ is bijective.
$E^{\prime}:=L(E, \mathbb{C})$ is called the dual space of $E$. The bilinear form $\langle$,$\rangle on E \times E^{\prime}$ is defined by $\langle y, u\rangle=u(y)$, where $y \in E$ and $u \in E^{\prime}$. With respect to the norm

$$
|u|:=\sup \{|\langle y, u\rangle|:|y| \leq 1\},
$$

which is the operator norm on $L(E, \mathbb{C}), E^{\prime}$ is a Banach space. For $T$ in $L(E, F)$ there is a unique $T^{*} \in L\left(F^{\prime}, E^{\prime}\right)$ such that

$$
\langle T y, v\rangle=\left\langle y, T^{*} v\right\rangle \quad\left(y \in E, v \in F^{\prime}\right)
$$

The operator $T^{*}$ is called the adjoint of $T$. Note that $|T|=\left|T^{*}\right|$, cf. e. g. [KA, p. 154]. If $T$ is a Fredholm operator, then $T^{*}$ is also a Fredholm operator, cf. e. g. [KA, p. 234]. $T$ is invertible if and only if $T^{*}$ is invertible, and in this case $\left(T^{-1}\right)^{*}=\left(T^{*}\right)^{-1}$.

Note that $E^{\prime}$ is the set of continuous linear functionals on $E$ and not the set of continuous complex conjugate linear functionals. This is advantageous since we are often dealing with holomorphic operator functions, in which case the adjoint will be holomomorphic, see Proposition 1.2.6. Otherwise, the adjoint would be anti-holomorphic, which would generate unnecesssary complications. Although $T^{\prime}$ might seem to be more appropriate as a notation for the adjoint of $T$, we have chosen $T^{*}$ since $T^{\prime}$ is reserved for the derivative.

For a set $G$ we denote the set of $k \times n$ matrices with entries from $G$ by $M_{k, n}(G)$. We write $G^{k}$ if $n=1$, and $M_{n}(G)$ if $n=k$. For

$$
\begin{equation*}
y=\left(y_{i j}\right)_{i=1, j=1}^{k, n} \in M_{k, n}(E) \tag{1.1.1}
\end{equation*}
$$

we set

$$
\begin{equation*}
|y|:=\sum_{i=1}^{k} \max _{j=1}^{n}\left|y_{i j}\right| \tag{1.1.2}
\end{equation*}
$$

Then $M_{k, n}(E)$ is a Banach space with respect to this norm.
If $y$ is given by (1.1.1), then

$$
y^{\top}:=y^{*}=\left(y_{i j}\right)_{j=1, i=1}^{n, k}
$$

For $y \in E$ and $v \in F^{\prime}$ we define the tensor products $y \otimes v$ and $v \otimes y$ by

$$
\begin{array}{ll}
(y \otimes v)(w):=\langle w, v\rangle y & (w \in F) \\
(v \otimes y)(u):=\langle y, u\rangle v & \left(u \in E^{\prime}\right)
\end{array}
$$

Proposition 1.1.1. Let $y \in E$ and $v \in F^{\prime}$. Then $y \otimes v \in L(F, E), v \otimes y \in L\left(E^{\prime}, F^{\prime}\right)$, $(y \otimes v)^{*}=v \otimes y$, and $|y \otimes v|=|v \otimes y|=|y||v|$.

Proof. Obviously, $y \otimes v$ and $v \otimes y$ are linear. We have

$$
\begin{aligned}
|y \otimes v| & =\sup \{|(y \otimes v)(w)|: w \in F,|w| \leq 1\} \\
& =\sup \{|\langle w, v\rangle||y|: w \in F,|w| \leq 1\} \\
& =|y||v|
\end{aligned}
$$

which implies $y \otimes v \in L(F, E)$. Let $w \in F$ and $u \in E^{\prime}$. Then

$$
\begin{aligned}
\langle(y \otimes v)(w), u\rangle & =\langle\langle w, v\rangle y, u\rangle=\langle w,\langle y, u\rangle v\rangle \\
& =\langle w,(v \otimes y)(u)\rangle .
\end{aligned}
$$

This proves $(y \otimes v)^{*}=v \otimes y$.
Proposition 1.1.2. Let $E, F$ and $G$ be Banach spaces, $y \in E, v \in F^{\prime}, S_{1} \in$ $L(E, G)$ and $S_{2} \in L(G, F)$. Then

$$
S_{1}(y \otimes v)=\left(S_{1} y\right) \otimes v \quad \text { and } \quad(y \otimes v) S_{2}=y \otimes\left(S_{2}^{*} v\right) .
$$

Proof. For $w \in F$ and $u \in G$ we have

$$
\left(S_{1}(y \otimes v)\right)(w)=\langle w, v\rangle S_{1} y=\left(\left(S_{1} y\right) \otimes v\right)(w)
$$

and

$$
\begin{aligned}
\left((y \otimes v) S_{2}\right)(u) & =(y \otimes v)\left(S_{2} u\right)=\left\langle S_{2} u, v\right\rangle y \\
& =\left\langle u, S_{2}^{*} v\right\rangle y=\left(y \otimes\left(S_{2}^{*} v\right)\right)(u) .
\end{aligned}
$$

A set $A \subset E$ is called bounded if $\sup \{|y|: y \in A\}<\infty$.
Let $T \in L(E, F)$. Since the Banach space $F$ is a complete metric space, the following three conditions are equivalent:
i) for each bounded subset $B$ of $E$, the set $T(B)$ is relatively compact;
ii) for each bounded subset $B$ of $E$, the set $T(B)$ is precompact;
iii) for each bounded sequence $\left(y_{n}\right)_{n \in \mathbb{N}}$ in $E$ there is a convergent subsequence of $\left(T y_{n}\right)_{n \in \mathbb{N}}$;
see e.g. [DI, 3.16.1]. The operator $T$ is called compact if it fulfils one of these equivalent conditions.
Definition 1.1.3. Let $E$ and $F$ be Banach spaces, $G$ be a nonempty open subset of $E$, and $f: G \rightarrow F$. Then $f$ is called differentiable if for each $y_{0} \in G$ there are a linear operator $f^{\prime}\left(y_{0}\right) \in L(E, F)$ and a map $\varepsilon_{y_{0}}: G \rightarrow F$ such that $\varepsilon_{y_{0}}(y) \rightarrow 0$ as $y \rightarrow y_{0}$ and

$$
f(y)=f\left(y_{0}\right)+f^{\prime}\left(y_{0}\right)\left(y-y_{0}\right)+\varepsilon_{y_{0}}(y)\left|y-y_{0}\right|
$$

for all $y \in G$. The operator $f^{\prime}\left(y_{0}\right)$ is called the derivative of $f$ at $y_{0}$.
Proposition 1.1.4. Let $E$ and $F$ be Banach spaces and assume that the set $\mathscr{I}(E, F)$ of invertible continuous linear operators from $E$ to $F$ is nonempty.
i) Let $T \in \mathscr{I}(E, F)$ and $B \in L(E, F)$ such that $|B|<\left|T^{-1}\right|^{-1}$.

Then $T+B \in \mathscr{I}(E, F)$ and

$$
\begin{align*}
& \left|(T+B)^{-1}\right| \leq \frac{\left|T^{-1}\right|}{1-\delta}  \tag{1.1.3}\\
& \left|(T+B)^{-1}-T^{-1}\right| \leq \frac{\delta}{1-\delta}\left|T^{-1}\right| \tag{1.1.4}
\end{align*}
$$

where $\delta:=\left|B T^{-1}\right|<1$.
ii) The set $\mathscr{I}(E, F)$ is open, the map $T \mapsto T^{-1}$ from $\mathscr{I}(E, F)$ to $\mathscr{I}(F, E)$ is differentiable, and its derivative at $S_{0} \in \mathscr{I}(E, F)$ is given by $T \mapsto-S_{0}^{-1} T S_{0}^{-1}$ ( $T \in L(E, F)$ ).

Proof. i): From $\delta=\left|B T^{-1}\right| \leq|B|\left|T^{-1}\right|<1$ we infer

$$
\begin{equation*}
\sum_{v=0}^{\infty}\left|T^{-1}\left(B T^{-1}\right)^{v}\right| \leq|T|^{-1} \sum_{v=0}^{\infty}\left|B T^{-1}\right|^{v} \leq \frac{\left|T^{-1}\right|}{1-\delta} \tag{1.1.5}
\end{equation*}
$$

Hence the series $\sum_{v=0}^{\infty}(-1)^{v} T^{-1}\left(B T^{-1}\right)^{v}$ converges in $L(E, F)$ and thus defines an element in $L(E, F)$. The equations

$$
\begin{aligned}
& (T+B) \sum_{v=0}^{\infty}(-1)^{v} T^{-1}\left(B T^{-1}\right)^{v} \\
& \quad=\sum_{v=0}^{\infty}(-1)^{v}\left(B T^{-1}\right)^{v}+\sum_{v=0}^{\infty}(-1)^{v}\left(B T^{-1}\right)^{v+1}=\operatorname{id}_{F}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\{\sum_{v=0}^{\infty}(-1)^{v} T^{-1}\left(B T^{-1}\right)^{v}\right\}(T+B) \\
& \quad=\sum_{v=0}^{\infty}(-1)^{v} T^{-1}\left(B T^{-1}\right)^{v} T+\sum_{v=0}^{\infty}(-1)^{v} T^{-1}\left(B T^{-1}\right)^{v+1} T=\operatorname{id}_{E}
\end{aligned}
$$

yield that $T+B$ is invertible and

$$
\begin{equation*}
(T+B)^{-1}=\sum_{v=0}^{\infty}(-1)^{v} T^{-1}\left(B T^{-1}\right)^{v} \tag{1.1.6}
\end{equation*}
$$

From (1.1.5) we infer (1.1.3). Finally,

$$
\left|(T+B)^{-1}-T^{-1}\right| \leq \sum_{v=1}^{\infty}\left|T^{-1}\left(B T^{-1}\right)^{v}\right| \leq \frac{\delta}{1-\delta}\left|T^{-1}\right|
$$

completes the proof of part i).
ii): Let $S_{0} \in \mathscr{I}(E, F)$. For each $S \in L(E, F)$ with $\left|S-S_{0}\right|<\left|S_{0}^{-1}\right|^{-1}$, part i) yields $S \in \mathscr{I}(E, F)$, which proves the openness of $\mathscr{I}(E, F)$. For $S \in \mathscr{I}(E, F)$ we set

$$
\varepsilon_{S_{0}}(S):=\left\{\begin{array}{cl}
\left|S-S_{0}\right|^{-1}\left(S^{-1}-S_{0}^{-1}+S_{0}^{-1}\left(S-S_{0}\right) S_{0}^{-1}\right) & \text { if } S \neq S_{0} \\
0 & \text { if } S=S_{0}
\end{array}\right.
$$

Then

$$
S^{-1}=S_{0}^{-1}-S_{0}^{-1}\left(S-S_{0}\right) S_{0}^{-1}+\left|S-S_{0}\right| \varepsilon_{S_{0}}(S)
$$

holds for $S \in \mathscr{I}(E, F)$. For $\left|S-S_{0}\right|<\left|S_{0}^{-1}\right|^{-1}$ and $S \neq S_{0}$ we conclude from (1.1.6) with $T=S_{0}$ and $B=S-S_{0}$ that

$$
\begin{aligned}
\left|\varepsilon_{S_{0}}(S)\right| & =\left|S-S_{0}\right|^{-1}\left|\sum_{v=2}^{\infty}(-1)^{v} S_{0}^{-1}\left(\left(S-S_{0}\right) S_{0}^{-1}\right)^{v}\right| \\
& \leq \frac{\left|S-S_{0}\right|\left|S_{0}^{-1}\right|^{3}}{1-\left|S-S_{0}\right|\left|S_{0}^{-1}\right|}
\end{aligned}
$$

This proves $\varepsilon_{S_{0}}(S) \rightarrow 0$ as $S \rightarrow S_{0}$. Obviously, $T \mapsto-S_{0}^{-1} T S_{0}^{-1}$ is a linear map from $L(E, F)$ to $L(F, E)$, and $\left|-S_{0}^{-1} T S_{0}^{-1}\right| \leq\left|S_{0}^{-1}\right|^{2}|T|$ proves its continuity.

### 1.2. Holomorphic vector valued functions

Let $\Omega$ be an open nonempty subset of $\mathbb{C}$.
DEFINITION 1.2.1. Let $E$ be a Banach space, $y: \Omega \rightarrow E$, and $\lambda_{0} \in \Omega$. The vector function $y$ is called holomorphic at $\lambda_{0}$ if there are a number $r>0$ and $y_{n} \in E$ $(n \in \mathbb{N})$ such that $K_{r}\left(\lambda_{0}\right):=\left\{\lambda \in \mathbb{C}:\left|\lambda-\lambda_{0}\right|<r\right\} \subset \Omega$,

$$
\begin{equation*}
\sum_{n=0}^{\infty} r^{n}\left|y_{n}\right|<\infty \tag{1.2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
y(\lambda)=\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} y_{n} \tag{1.2.2}
\end{equation*}
$$

for all $\lambda \in K_{r}\left(\lambda_{0}\right)$. Because of (1.2.1) the series (1.2.2) is absolutely convergent, and thus $y(\lambda)$ is well-defined. The vector function $y$ is called holomorphic in $\Omega$ if it is holomorphic at each $\lambda \in \Omega$.
$H(\Omega, E)$ denotes the set of all holomorphic functions from $\Omega$ to $E$; if $E_{0}$ is any subset of $E$, then

$$
H\left(\Omega, E_{0}\right):=\left\{f \in H(\Omega, E): f(\Omega) \subset E_{0}\right\}
$$

REMARK 1.2.2. A function $f: \Omega \rightarrow E$ is holomorphic if and only if it is (continuously) differentiable, see e. g. [DI, (9.3.6) and 9.10, Problem 1)].
Proposition 1.2.3. Let $E_{1}, E_{2}, E_{3}$ be Banach spaces and $: E_{1} \times E_{2} \rightarrow E_{3}$ be a bilinear and continuous mapping, i.e., $|x \cdot y| \leq C|x||y|$ for some $C>0$ and all $x \in E_{1}$ and $y \in E_{2}$. If $u \in H\left(\Omega, E_{1}\right)$ and $v \in H\left(\Omega, E_{2}\right)$, then $u \cdot v \in H\left(\Omega, E_{3}\right)$, where $(u \cdot v)(\lambda):=u(\lambda) \cdot v(\lambda)(\lambda \in \Omega)$.

Proof. Let $\lambda_{0} \in \Omega$. There are $r>0, u_{n} \in E_{1}$ and $v_{n} \in E_{2}$ for $n \in \mathbb{N}$ such that $K_{r}\left(\lambda_{0}\right) \subset \Omega$,

$$
\sum_{n=0}^{\infty} r^{n}\left|u_{n}\right|<\infty, \quad \sum_{n=0}^{\infty} r^{n}\left|v_{n}\right|<\infty
$$

and

$$
u(\lambda)=\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} u_{n}, \quad v(\lambda)=\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} v_{n}
$$

for all $\lambda \in K_{r}\left(\lambda_{0}\right)$. Then

$$
\sum_{n=0}^{\infty} r^{n} \sum_{k=0}^{n}\left|u_{k}\right|\left|v_{n-k}\right|=\left(\sum_{n=0}^{\infty} r^{n}\left|u_{n}\right|\right)\left(\sum_{n=0}^{\infty} r^{n}\left|v_{n}\right|\right)<\infty
$$

and

$$
u(\lambda) \cdot v(\lambda)=\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} \sum_{k=0}^{n} u_{k} \cdot v_{n-k}
$$

for $\lambda \in K_{r}\left(\lambda_{0}\right)$.
We immediately infer
Corollary 1.2.4. Let $E, F$, and $G$ be Banach spaces, $T \in H(\Omega, L(E, F))$, $S \in H(\Omega, L(F, G)), y \in H(\Omega, E)$ and $v \in H\left(\Omega, F^{\prime}\right)$.
Then $S T \in H(\Omega, L(E, G)), T y \in H(\Omega, F)$ and $y \otimes v \in H(\Omega, L(F, E))$.
For $T \in H(\Omega, L(E, F))$,

$$
\rho(T):=\{\lambda \in \Omega: T(\lambda) \text { is invertible }\}
$$

is called the resolvent set of $T$ and $\sigma(T):=\Omega \backslash \rho(T)$ the spectrum of $T$. We set $T^{-1}(\lambda):=T(\lambda)^{-1}$ for $\lambda \in \rho(T)$. The operator function $T^{-1}$ is called the resolvent of $T$.
Proposition 1.2.5. Let $E$ and $F$ be Banach spaces and $T \in H(\Omega, L(E, F))$. Then $\rho(T)$ is open and $T^{-1} \in H(\rho(T), L(F, E))$.

Proof. Let $\lambda_{0} \in \rho(T)$. From the holomorphy of $T$ and the openness of $\mathscr{I}(E, F)$, see Proposition 1.1.4 ii), we infer that $\lambda \in \rho(T)$ for all $\lambda$ in some neighbourhood of $\lambda_{0}$. This proves the openness of $\rho(T)$.
$T^{-1}$ is the composition of $\lambda \mapsto T(\lambda)(\lambda \in \rho(T))$ and $S \mapsto S^{-1}(S \in \mathscr{I}(E, F))$. The first map is differentiable by assumption, cf. Remark 1.2.2. Since the second map is also differentiable, see Proposition 1.1.4 ii), the map $T^{-1}$ is differentiable as the composition of differentiable maps is differentiable, see e.g. [DI, 8.2.1]. This proves $T^{-1} \in H(\rho(T), L(F, E))$, once more because of Remark 1.2.2.

Proposition 1.2 .5 can also be proved by calculating the power series expansion of $T^{-1}$ in a neighbourhood of $\lambda \in \Omega$. Conversely, Proposition 1.2 .3 can be proved as Proposition 1.2 .5 by using the differentiability of the bilinear map, see e.g. [DI, 8.1.4].

Proposition 1.2.6. Let $E$ and $F$ be Banach spaces and $T \in H(\Omega, L(E, F))$. Set $T^{*}(\lambda):=(T(\lambda))^{*}$ for $\lambda \in \Omega$. Then $T^{*} \in H\left(\Omega, L\left(F^{\prime}, E^{\prime}\right)\right)$.

Proof. Let $\lambda_{0} \in \Omega$. Then there are a number $r>0$ and, for $n \in \mathbb{N}, T_{n} \in L(E, F)$ such that $K_{r}\left(\lambda_{0}\right) \subset \Omega$,

$$
\sum_{n=0}^{\infty} r^{n}\left|T_{n}\right|<\infty
$$

and

$$
T(\lambda)=\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} T_{n} \quad\left(\lambda \in K_{r}\left(\lambda_{0}\right)\right)
$$

Since $\left|T_{n}^{*}\right|=\left|T_{n}\right|$, we obtain

$$
\sum_{n=0}^{\infty} r^{n}\left|T_{n}^{*}\right|<\infty
$$

whence

$$
\widehat{T}(\lambda):=\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} T_{n}^{*} \quad\left(\lambda \in K_{r}\left(\lambda_{0}\right)\right)
$$

is well-defined. For $y \in E, v \in F^{\prime}$ and $\lambda \in K_{r}\left(\lambda_{0}\right)$ we obtain

$$
\begin{aligned}
\left\langle y, T^{*}(\lambda) v\right\rangle=\langle T(\lambda) y, v\rangle & =\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n}\left\langle T_{n} y, v\right\rangle \\
& =\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n}\left\langle y, T_{n}^{*} v\right\rangle \\
& =\langle y, \widehat{T}(\lambda) v\rangle
\end{aligned}
$$

which proves that

$$
T^{*}(\lambda)=\widehat{T}(\lambda)=\sum_{n=0}^{\infty}\left(\lambda-\lambda_{0}\right)^{n} T_{n}^{*}
$$

Thus $T^{*}$ is holomorphic.
Let $\mu \in \mathbb{C}$ and $y \in H\left(U^{\prime} \backslash\{\mu\}, E\right)$ for some open neighbourhood $U^{\prime}$ of $\mu$. We say that $y$ is meromorphic at $\mu$ if there is a nonnegative integer $s$ such that $(\cdot-\mu)^{s} y$ has a holomorphic continuation to all of $U^{\prime}$. The smallest such number $s$ is called the pole order of $y$ at $\mu$, and $\mu$ is called a pole of $y$ if this number is positive. Note that $y$ has a holomorphic extension to $\mu$ if and only if the pole order is zero. Since $(\cdot-\mu)^{s} y$ is holomorphic at $\mu$, the Laurent series expansion

$$
y=\sum_{j=-s}^{\infty}(\cdot-\mu)^{j} y_{j}
$$

holds in some punctured neighbourhood of $\mu$. We call

$$
\sum_{j=-s}^{-1}(\cdot-\mu)^{j} y_{j}
$$

the principal part of $y$ at $\mu$.

Let $U$ be an open subset of $\Omega$ and $y \in H(U, E)$. We say that $y$ is meromorphic in $\Omega$ if $\Omega \backslash U$ is a discrete subset of $\Omega$ and $y$ is meromorphic at each point $\mu$ in $\Omega \backslash U$.

### 1.3. The inverse of a Fredholm operator valued function

Let $\Omega$ be a domain in $\mathbb{C}$ and $E$ and $F$ be Banach spaces.
THEOREM 1.3.1. Let $T \in H(\Omega, \Phi(E, F))$ and assume that $\rho(T) \neq \emptyset$. Then $\sigma(T)$ is a discrete subset of $\Omega$ and $T^{-1}$ is a meromorphic operator function in $\Omega$. If $\mu \in \sigma(T)$, then $T^{-1}$ has a pole at $\mu$, i. e.,

$$
\begin{equation*}
T^{-1}=\sum_{j=-s_{\mu}}^{\infty}(\cdot-\mu)^{j} S_{j, \mu} \tag{1.3.1}
\end{equation*}
$$

in some punctured neighbourhood of $\mu$, where $s_{\mu} \in \mathbb{N} \backslash\{0\}$ and $S_{-s_{\mu}, \mu} \neq 0$. In addition, for $-s_{\mu} \leq j \leq-1$ the operators $S_{j, \mu}$ are degenerate operators, i.e., $\operatorname{dim} R\left(S_{j, \mu}\right)<\infty$, and $S_{0, \mu} \in \Phi(F, E)$ with ind $S_{0, \mu}=0 . T^{-1}$ is called a finitely meromorphic operator function, cf. Gohberg and Sigal [GS].

Proof. Let $\Omega_{1}$ be the set of all $\mu \in \Omega$ such that $U \backslash\{\mu\} \subset \rho(T)$ for some neighbourhood $U$ of $\mu$. Define $\Omega_{2}$ to be the set of all $\mu \in \Omega$ having a neighbourhood which is contained in $\sigma(T)$. We assert that $\Omega=\Omega_{1} \cup \Omega_{2}$. Obviously, $\rho(T) \subset \Omega_{1}$ since $\rho(T)$ is open by Proposition 1.2.5. Now let $\mu \in \sigma(T)$. Since $T(\mu)$ is a Fredholm operator, there are a finite-codimensional subspace $M \subset E$ and a finitedimensional subspace $N \subset F$ such that

$$
\begin{equation*}
E=M \dot{+} N(T(\mu)), \quad F=R(T(\mu)) \dot{+} N \tag{1.3.2}
\end{equation*}
$$

We may assume that $M$ is a closed subspace of $E$, see e.g. [KA, p. 135]. $T(\mu)$ is a Fredholm operator and thus $R(T(\mu))$ is a closed subspace of $F$, see e.g. [GO, Corollary IV.1.13]. Hence the direct sums in (1.3.2) are also topologically direct, see e.g [TL, p. 247]. This yields the operator matrix representation

$$
T(\lambda)=\left(\begin{array}{ll}
T_{11}(\lambda) & T_{12}(\lambda)  \tag{1.3.3}\\
T_{21}(\lambda) & T_{22}(\lambda)
\end{array}\right): M \dot{+} N(T(\mu)) \rightarrow R(T(\mu)) \dot{+} N
$$

for $\lambda \in \Omega$. The operators $T_{i j}(i, j=1,2)$ are holomorphic in $\Omega$. For example, $T_{11}(\lambda)=Q T(\lambda) P$, where $P$ is the continuous embedding of $M$ into $M+N(T(\mu))$ and $Q$ is the continuous projection of $R(T(\mu))+N$ onto $R(T(\mu))$. For $m \in M$ and $n \in N(T(\mu))$ we have

$$
T_{11}(\mu) m=T(\mu) m=T(\mu)(m+n)
$$

This immediately shows that $N\left(T_{11}(\mu)\right)=\{0\}$ and $R\left(T_{11}(\mu)\right)=R(T(\mu))$. Hence $T_{11}(\mu)$ is invertible. Thus the operator $T_{11}(\lambda): M \rightarrow R(T(\mu))$ is invertible for
each $\lambda$ in some neighbourhood $U$ of $\mu$ since $\rho\left(T_{11}\right)$ is open by Proposition 1.2.5. In $U$ we consider the Schur factorization

$$
\begin{align*}
& \left(\begin{array}{ll}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{array}\right)  \tag{1.3.4}\\
& \quad=\left(\begin{array}{cc}
\mathrm{id}_{R(T(\mu))} & 0 \\
T_{21} T_{11}^{-1} & \mathrm{id}_{N}
\end{array}\right)\left(\begin{array}{cc}
T_{11} & 0 \\
0 & T_{22}-T_{21} T_{11}^{-1} T_{12}
\end{array}\right)\left(\begin{array}{cc}
\mathrm{id}_{M} & T_{11}^{-1} T_{12} \\
0 & \mathrm{id}_{N(T(\mu))}
\end{array}\right) .
\end{align*}
$$

It is easy to see that the right-hand factor and the left-hand factor on the right-hand side of (1.3.4) are invertible on $U$, e.g.

$$
\left(\begin{array}{cc}
\mathrm{id}_{M} & T_{11}^{-1} T_{12} \\
0 & \mathrm{id}_{N(T(\mu))}
\end{array}\right)^{-1}=\left(\begin{array}{cc}
\mathrm{id}_{M} & -T_{11}^{-1} T_{12} \\
0 & \mathrm{id}_{N(T(\mu))}
\end{array}\right)
$$

on $U$. We set

$$
S(\lambda):=T_{22}(\lambda)-T_{21}(\lambda) T_{11}^{-1}(\lambda) T_{12}(\lambda) \quad(\lambda \in U) .
$$

The representation (1.3.4) yields that $T(\lambda)$ is invertible for $\lambda \in U$ if and only if

$$
\left(\begin{array}{cc}
T_{11}(\lambda) & 0 \\
0 & S(\lambda)
\end{array}\right)
$$

is invertible. Since $T_{11}$ is invertible on $U$, we infer for $\lambda \in U$ that $T(\lambda)$ is invertible if and only if $S(\lambda)$ has this property. $S(\lambda): N(T(\mu)) \rightarrow N$ is a linear operator in finite-dimensional spaces. If $\operatorname{dim} N \neq \operatorname{dim} N(T(\mu))$, then $S(\lambda)$ is not invertible for any $\lambda \in U$, and $\mu$ belongs to $\Omega_{2}$. If $\operatorname{dim} N=\operatorname{dim} N(T(\mu))$, then $S(\lambda)$ is invertible if and only if $\operatorname{det} S(\lambda) \neq 0$, where the determinant is taken relative to some bases of $N$ and $N(T(\mu))$. Since the holomorphic function $\operatorname{det} S$ is zero in some neighbourhood of $\mu$ or does not have a zero in some punctured neighbourhood of $\mu$, we infer that $\mu$ belongs to $\Omega_{1} \cup \Omega_{2}$. The openness of the sets $\Omega_{1}$ and $\Omega_{2}$ and $\Omega_{1} \cap \Omega_{2}=\emptyset$ are obvious by definition of $\Omega_{1}$ and $\Omega_{2}$. Since $\Omega$ is connected and $\Omega_{1} \supset \rho(T) \neq \emptyset$, the set $\Omega_{2}$ is empty, which proves the discreteness of $\sigma(T)$.

Now let $\mu \in \sigma(T)$ and $S$ be defined as above. By Cramer's rule, applied to the matrix corresponding to $S(\lambda)$ with respect to some bases of $N$ and $N(T(\mu))$, we obtain a holomorphic operator function $\widetilde{S}: U \rightarrow L(N, N(T(\mu)))$ such that

$$
\operatorname{det} S(\lambda) \operatorname{id}_{N}=S(\lambda) \tilde{S}(\lambda)
$$

The Schur factorization (1.3.4) yields

$$
\begin{aligned}
T^{-1} & =\left(\begin{array}{cc}
\mathrm{id}_{M} & -T_{11}^{-1} T_{12} \\
0 & \mathrm{id}_{N(T(\mu))}
\end{array}\right)\left(\begin{array}{cc}
T_{11}^{-1} & 0 \\
0 & S^{-1}
\end{array}\right)\left(\begin{array}{cc}
\mathrm{id}_{R(T(\mu))} & 0 \\
-T_{21} T_{11}^{-1} & \mathrm{id}_{N}
\end{array}\right) \\
& =\left(\begin{array}{cc}
T_{11}^{-1} & 0 \\
0 & 0
\end{array}\right)+(\operatorname{det} S)^{-1}\left(\begin{array}{cc}
T_{11}^{-1} T_{12} \tilde{S} T_{21} T_{11}^{-1} & -T_{11}^{-1} T_{12} \tilde{S} \\
-\widetilde{S} T_{21} T_{11}^{-1} & \widetilde{S}
\end{array}\right)
\end{aligned}
$$

in some punctured neighbourhood of $\mu$. Since $\operatorname{det} S$ is a holomorphic function which is not identically zero and $\widetilde{S}$ is an operator function in finite-dimensional spaces, we obtain

$$
(\operatorname{det} S)^{-1}\left(\begin{array}{cc}
T_{11}^{-1} T_{12} \tilde{S}_{21} T_{11}^{-1} & -T_{11}^{-1} T_{12} \tilde{S} \\
-\widetilde{S} T_{21} T_{11}^{-1} & \widetilde{S}
\end{array}\right)=\sum_{j=-\bar{s}_{\mu}}^{\infty}(\cdot-\mu)^{j} A_{j, \mu}
$$

in some punctured neighbourhood of $\mu$, where $\bar{s}_{\mu}$ is the order of the zero of $\operatorname{det} S$ at $\mu$ and all $A_{j, \mu}$ are degenerate operators. Suppose that $T^{-1}$ is holomorphic at $\mu$. Since $T T^{-1}=\mathrm{id}_{F}$ and $T^{-1} T=\mathrm{id}_{E}$ in some punctured neighbourhood of $\mu$, this would imply $T(\mu) T^{-1}(\mu)=\operatorname{id}_{F}$ and $T^{-1}(\mu) T(\mu)=\mathrm{id}_{E}$, which contradicts $\mu \in \sigma(T)$. Hence $T^{-1}$ has a pole of order $s_{\mu} \leq \bar{s}_{\mu}$ at $\mu$, the representation (1.3.1) holds with $S_{j, \mu}=A_{j, \mu}$ for $-s_{\mu} \leq j \leq-1$,

$$
S_{0, \mu}=\left(\begin{array}{cc}
T_{11}(\mu)^{-1} & 0 \\
0 & 0
\end{array}\right)+A_{0, \mu} \in \Phi(F, E)
$$

since the sum of a Fredholm operator and a degenerate operator is a Fredholm operator, and

$$
\operatorname{ind} S_{0, \mu}=\operatorname{ind}\left(\begin{array}{cc}
T_{11}(\mu)^{-1} & 0 \\
0 & 0
\end{array}\right)=\operatorname{ind} T_{11}(\mu)^{-1}+\operatorname{dim} N-\operatorname{dim} N(T(\mu))=0 .
$$

For the the arguments used in the proof of the properties of $S_{0, \mu}$ see e.g. [KA, Theorem IV.5.26].

Proposition 1.3.2. Let $T \in H(\Omega, \Phi(E, F))$ such that $\rho(T) \neq \emptyset$ and let $\mu \in$ $\sigma(T)$. The holomorphic part in the Laurent series expansion (1.3.1) is called the reduced resolvent of $T$ with respect to $\mu$ and denoted by $S_{\mu}$. In a neighbourhood of $\mu$ we have

$$
\begin{equation*}
S_{\mu}=\sum_{j=0}^{\infty}(\cdot-\mu)^{j} S_{j, \mu}=T^{-1}-\sum_{j=-s_{\mu}}^{-1}(\cdot-\mu)^{j} S_{j, \mu}, \tag{1.3.5}
\end{equation*}
$$

which shows that $S_{\mu} \in H\left(\rho(T) \cup\{\mu\}, L(F, E)\right.$ ). If the pole order of $T^{-1}$ at $\mu$ is 1 , then

$$
\begin{equation*}
T(\mu) S_{\mu}(\mu) T(\mu)=T(\mu) . \tag{1.3.6}
\end{equation*}
$$

If $T$ is a polynomial of degree 1 , then

$$
\begin{equation*}
S_{\mu}(\mu) T(\mu) S_{\mu}(\mu)=S_{\mu}(\mu) \tag{1.3.7}
\end{equation*}
$$

Proof. Let

$$
T=\sum_{j=0}^{\infty}(\cdot-\mu)^{j} T_{j}
$$

be the power series expansion of $T$ at $\mu$. First we consider the case that $T^{-1}$ has a pole of order 1 at $\mu$. From $T^{-1} T=\mathrm{id}_{E}$ we infer

$$
S_{-1, \mu} T_{0}=0
$$

and $T T^{-1}=\mathrm{id}_{F}$ yields

$$
\begin{equation*}
T_{0} S_{0, \mu}+T_{1} S_{-1, \mu}=\mathrm{id}_{F} \tag{1.3.8}
\end{equation*}
$$

Thus

$$
T(\mu)=T_{0} S_{0, \mu} T_{0}+T_{1} S_{-1, \mu} T_{0}=T(\mu) S_{\mu}(\mu) T(\mu)
$$

Now let $T$ be a polynomial of degree 1 . In this case, (1.3.8) also holds. Hence

$$
S_{\mu}(\mu) T(\mu) S_{\mu}(\mu)=S_{0, \mu}-S_{0, \mu} T_{1} S_{-1, \mu}
$$

From $T^{-1} T=\mathrm{id}_{E}$ and $T T^{-1}=\mathrm{id}_{F}$ we infer

$$
S_{k, \mu} T_{1}=-S_{k+1, \mu} T_{0} \quad \text { and } \quad T_{0} S_{-k-1, \mu}=-T_{1} S_{-k-2, \mu}
$$

for $k \in \mathbb{N}$, where $S_{-j, \mu}:=0$ for $j>s_{\mu}$. These identities yield

$$
\begin{aligned}
S_{0, \mu} T_{1} S_{-1, \mu} & =-S_{1, \mu} T_{0} S_{-1, \mu}=S_{1, \mu} T_{1} S_{-2, \mu} \\
& =\cdots=S_{s_{\mu}, \mu} T_{1} S_{-s_{\mu}-1, \mu}=0
\end{aligned}
$$

Hence (1.3.7) is proved.
In the following examples we shall see that (1.3.6) and (1.3.7) are not necessarily true without the restrictions imposed in Proposition 1.3.2.
Example 1.3.3. Let $T \in H\left(\mathbb{C}, L\left(\mathbb{C}^{2}\right)\right)$ be given by

$$
T(\lambda)=\left(\begin{array}{ll}
\lambda & 1 \\
0 & \lambda
\end{array}\right) \quad(\lambda \in \mathbb{C})
$$

$T$ is a polynomial of degree 1 and

$$
T^{-1}(\lambda)=\left(\begin{array}{cc}
\lambda^{-1} & -\lambda^{-2} \\
0 & \lambda^{-1}
\end{array}\right) \quad(\lambda \in \mathbb{C} \backslash\{0\})
$$

i. e., 0 is a pole of $T$ of order 2 . Obviously,

$$
T(0)=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad S_{0}(0)=0
$$

Hence (1.3.6) does not hold.
Example 1.3.4. Let $T \in H\left(\mathbb{C}, L\left(\mathbb{C}^{2}\right)\right)$ be given by

$$
T(\lambda)=\left(\begin{array}{cc}
1 & 1 \\
-\lambda & \lambda^{2}
\end{array}\right) \quad(\lambda \in \mathbb{C})
$$

$T$ is a polynomial of degree 2 and

$$
T^{-1}(\lambda)=\left(\begin{array}{cc}
\frac{\lambda}{1+\lambda} & -\frac{1}{\lambda+\lambda^{2}} \\
\frac{1}{1+\lambda} & \frac{1}{\lambda+\lambda^{2}}
\end{array}\right) \quad(\lambda \in \mathbb{C} \backslash\{0,-1\})
$$

i. e., 0 is a pole of $T$ of order 1 . Obviously,

$$
\begin{gathered}
T(0)=\left(\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right), \quad S_{0}(0)=\left(\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right), \\
S_{0}(0) T(0) S_{0}(0)=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
\end{gathered}
$$

This shows that (1.3.7) does not hold.
Example 1.3.5. Let $T \in H\left(\mathbb{C}, L\left(\mathbb{C}^{2}\right)\right)$ be given by

$$
T(\lambda)=\left(\begin{array}{cc}
1 & \lambda \\
-\lambda & \lambda^{2}
\end{array}\right) \quad(\lambda \in \mathbb{C}) .
$$

$T$ is a polynomial of degree 2 and

$$
T^{-1}(\lambda)=\left(\begin{array}{cc}
\frac{1}{2} & -\frac{1}{2 \lambda} \\
\frac{1}{2 \lambda} & \frac{1}{2 \lambda^{2}}
\end{array}\right) \quad(\lambda \in \mathbb{C} \backslash\{0\}),
$$

i. e., 0 is a pole of $T$ of order 2 . Obviously,

$$
T(0)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \quad S_{0}(0)=\left(\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & 0
\end{array}\right)
$$

Hence neither (1.3.6) nor (1.3.7) holds.

### 1.4. Root functions of holomorphic operator functions

Let $\Omega$ be a domain in $\mathbb{C}$ and $E$ and $F$ be Banach spaces.
Definition 1.4.1. Let $T \in H(\Omega, \Phi(E, F))$ and $\mu \in \Omega$. The vector function $y$ in $H(\Omega, E)$ is called a root function of $T$ at $\mu$ if $y(\mu) \neq 0$ and $(T y)(\mu)=0$. The number $v(y)$ denotes the order of the zero of $T y$ at $\mu$ and is called the multiplicity of $y$ (with respect to $T$ at $\mu$ ).

Since, by Theorem 1.3.1, the inverse of a holomorphic Fredholm operator valued function on a domain is meromorphic if its resolvent set is nonempty, we obtain
Lemma 1.4.2. Let $T \in H(\Omega, \Phi(E, F))$ such that $\rho(T) \neq \emptyset$. Let $\mu \in \sigma(T)$ and denote the pole order of $T^{-1}$ at $\mu$ by $s_{\mu}$. Then

$$
s_{\mu}=\max \{v(y): y \text { root function of } T \text { at } \mu\} .
$$

Proof. Let $y$ be a root function of $T$ at $\mu$. Since $(\cdot-\mu)^{s_{\mu}} T^{-1}$ is holomorphic at $\mu$,

$$
(\cdot-\mu)^{s_{\mu}} y=(\cdot-\mu)^{s_{\mu}} T^{-1} T y
$$

has a zero of order $\geq v(y)$ there. From $y(\mu) \neq 0$ we infer $v(y) \leq s_{\mu}$. This proves $s_{\mu} \geq \max \{v(y): y$ root function of $T$ at $\mu\}$.

For the proof of the reverse inequality, we use the Laurent series expansion

$$
T^{-1}=\sum_{j=-s_{\mu}}^{\infty}(\cdot-\mu)^{j} S_{j, \mu}
$$

in a punctured neighbourhood of $\mu$, where the operators $S_{j, \mu}$ belong to $L(F, E)$ for $j=-s_{\mu},-s_{\mu}+1, \ldots$ and $S_{-s_{\mu}, \mu} \neq 0$. Choose $x_{0} \in F$ such that $S_{-s_{\mu}, \mu} x_{0} \neq 0$. Set $z:=(\cdot-\mu)^{s_{\mu}} T^{-1} x_{0}$. The function $z$ is holomorphic at $\mu, z(\mu)=S_{-s_{\mu}, \mu} x_{0} \neq 0$, and $T z=(\cdot-\mu)^{s_{\mu}} x_{0}$ has a zero of order $s_{\mu}$ at $\mu$. Then the Taylor polynomial

$$
y=\sum_{j=-s_{\mu}}^{-1}(\cdot-\mu)^{s_{\mu}+j} S_{j, \mu} x_{0}
$$

of $z$ at $\mu$ of order $s_{\mu}-1$ is a root function of $T$ at $\mu$ with $v(y) \geq s_{\mu}$.
Though it is useful to have a root function defined as a holomorphic function, in general we only need the "principal part"

$$
\sum_{l=0}^{v(y)-1}(\cdot-\mu)^{l} y_{l}
$$

of a root function $y$ at $\mu$, where

$$
\sum_{l=0}^{\infty}(--\mu)^{l} y_{l}
$$

is the power series expansion of $y$ at $\mu$. Thus we can deal with polynomials, if necessary. On the other hand, we often only need a power series expansion in a neighbourhood of $\mu$; i.e., it is sufficient to have a root function of $T$ at $\mu$ defined in a neighbourhood of $\mu$.

Let $T \in H(\Omega, \Phi(E, F))$ such that $\rho(T) \neq \emptyset$. Let $\mu \in \sigma(T)$ and $n \in \mathbb{N} \backslash\{0\}$. Then $\widetilde{L}_{n}$ denotes the set of all $y_{0} \in N(T(\mu))$ such that there is a root function $y$ with $y(\mu)=y_{0}$ and $v(y) \geq n$. Obviously,

$$
\begin{equation*}
L_{n}:=\widetilde{L}_{n} \cup\{0\} \tag{1.4.1}
\end{equation*}
$$

is a subspace of $N(T(\mu))$. For $j \in \mathbb{N}$ with $0<j \leq \operatorname{nul} T(\mu)$ we define

$$
\begin{equation*}
m_{j}:=\max \left\{n \in \mathbb{N} \backslash\{0\}: \operatorname{dim} L_{n} \geq j\right\} . \tag{1.4.2}
\end{equation*}
$$

The numbers $m_{j}$ are called the partial multiplicities of $T$ at $\mu$. They are welldefined since $L_{1}=N(T(\mu))$ and $L_{n}=\{0\}$ if $n$ is larger than the pole order of $T^{-1}$ at $\mu$. Obviously, $m_{j} \geq m_{j+1}$.

The number $r=\operatorname{dim} N(T(\mu))$ is called the geometric multiplicity of $T$ at $\mu$, and the number

$$
m=\sum_{j=1}^{r} m_{j}
$$

is called the algebraic multiplicity of $T$ at $\mu$.

REmark 1.4.3. Let $0<j \leq \operatorname{nul} T(\mu)$. Then $\operatorname{dim} L_{m_{j}+1}<j \leq \operatorname{dim} L_{m_{j}}$.
Proposition 1.4.4. Let $T \in H(\Omega, \Phi(E, F))$, assume that $\rho(T) \neq \emptyset$ and let $\mu \in$ $\sigma(T)$. Let $0<r \leq \operatorname{nul} T(\mu)$ and let $y_{1}, \ldots, y_{r}$ be root functions of $T$ at $\mu$ such that $y_{1}(\mu), \ldots, y_{r}(\mu)$ are linearly independent.
The following conditions are equivalent:
i) $\quad v\left(y_{j}\right)=\max \{v(y): y$ is a root function of $T$ at $\mu$ and

$$
\left.y(\mu) \notin \operatorname{span}\left\{y_{1}(\mu), \ldots, y_{j-1}(\mu)\right\}\right\} \quad(j=1, \ldots, r)
$$

ii) $\quad v\left(y_{j}\right)=m_{j} \quad(j=1, \ldots, r)$,
iii) $\quad v\left(y_{j}\right) \geq m_{j} \quad(j=1, \ldots, r)$.

Proof. i) $\Rightarrow$ ii). The condition i) implies $v\left(y_{k}\right) \geq v\left(y_{k+1}\right)(k=1, \ldots, r-1)$. Let $j \in\{1, \ldots, r\}$. Then

$$
\operatorname{span}\left\{y_{1}(\mu), \ldots, y_{j}(\mu)\right\} \subset L_{v\left(y_{j}\right)}
$$

We infer $\operatorname{dim} L_{v\left(y_{j}\right)} \geq j$. Hence $m_{j} \geq v\left(y_{j}\right)$ by (1.4.2). We know that there is a vector $y_{0} \in L_{m_{j}} \backslash \operatorname{span}\left\{y_{1}(\mu), \ldots, y_{j-1}(\mu)\right\}$ since $j-1<\operatorname{dim} L_{m_{j}}$, see Remark 1.4.3. By the definition of $L_{m_{j}}$ there is a root function $y$ with $y(\mu)=y_{0}$ and $v(y) \geq m_{j}$. Hence the number on the right-hand side of i) is greater or equal $m_{j}$, i. e., $v\left(y_{j}\right) \geq m_{j}$. Thus we have proved $v\left(y_{j}\right)=m_{j}$.

The conclusion ii) $\Rightarrow$ iii) is obvious.
iii) $\Rightarrow$ i). Let $j \in\{1, \ldots, r\}$. Since $y_{j}(\mu) \notin \operatorname{span}\left\{y_{1}(\mu), \ldots, y_{j-1}(\mu)\right\}$, we see that $v\left(y_{j}\right)$ does not exceed the number on the right-hand side of i). We set $i:=$ $v\left(y_{j}\right)+1$. For $k=1, \ldots, \operatorname{dim} L_{i}$ we have $i \leq m_{k}$ and thus $i \leq v\left(y_{k}\right)$ by assumption iii). This proves that $y_{k}(\mu) \in L_{i}$ for $k=1, \ldots, \operatorname{dim} L_{i}$. Hence

$$
\begin{equation*}
L_{i}=\operatorname{span}\left\{y_{1}(\mu), \ldots, y_{\operatorname{dim} L_{i}}(\mu)\right\} \tag{1.4.3}
\end{equation*}
$$

From $v\left(y_{j}\right)=i-1$ and the assumption $v\left(y_{j}\right) \geq m_{j}$ we conclude $m_{j}<i$ and thus $j>\operatorname{dim} L_{i}$. In view of (1.4.3) we infer

$$
\begin{equation*}
L_{i} \subset \operatorname{span}\left\{y_{1}(\mu), \ldots, y_{j-1}(\mu)\right\} \tag{1.4.4}
\end{equation*}
$$

Now let $y$ be a root function of $T$ at $\mu$ with $y(\mu) \notin \operatorname{span}\left\{y_{1}(\mu), \ldots, y_{j-1}(\mu)\right\}$. Because of (1.4.4), $y(\mu) \notin L_{i}$, which implies $v(y)<i$. Therefore $v(y) \leq i-1=$ $v\left(y_{j}\right)$. This proves that i) holds.

DEFINITION 1.4.5. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. A system $\left\{y_{1}, \ldots, y_{r}\right\}$ of root functions of $T$ at $\mu$ is called a canonical system of root functions (CSRF) if $\left\{y_{1}(\mu), \ldots, y_{r}(\mu)\right\}$ is a basis of $N(T(\mu))$ and one of the equivalent conditions i), ii) or iii) in Proposition 1.4.4 is fulfilled.

Proposition 1.4.6. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. We set $r:=\operatorname{nul} T(\mu)$ and let $k \in\{0, \ldots, r-1\}$. Let $y_{1}, \ldots, y_{k}$ be root functions of $T$ at $\mu$ with $v\left(y_{j}\right) \geq m_{j}$ for $j=1, \ldots, k$ such that $y_{1}(\mu), \ldots, y_{k}(\mu)$ are linearly independent, where the numbers $m_{j}$ are the partial multiplicities defined in (1.4.2). Then there are root functions $y_{k+1}, \ldots, y_{r}$ of $T$ at $\mu$ such that $\left\{y_{1}, \ldots, y_{r}\right\}$ is a canonical system of root functions of $T$ at $\mu$.

Proof. With $r_{n}:=\operatorname{dim} L_{n}$ we have $r=r_{1}$. If $m_{0}:=m_{1}+1$, then $L_{m_{0}}=\{0\}$ by definition of $m_{1}$. From $v\left(y_{j}\right) \geq m_{j} \geq m_{k}$ for $j=1, \ldots, k$ we infer

$$
y_{1}(\mu), \ldots, y_{k}(\mu) \in L_{m_{k}}
$$

Choose root functions $y_{k+1}, \ldots, y_{r_{m_{k}}}$ such that

$$
\operatorname{span}\left\{y_{1}(\mu), \ldots, y_{r_{m_{k}}}(\mu)\right\}=L_{m_{k}}
$$

and $v\left(y_{j}\right) \geq m_{k}\left(\geq m_{j}\right)$ for $j=k+1, \ldots, r_{m_{k}}$. For $n=m_{k}-1, m_{k}-2, \ldots, 1$ there are root functions $y_{r_{n+1}+1}, \ldots, y_{r_{n}}$ of $T$ at $\mu$ such that

$$
L_{n+1} \dot{+} \operatorname{span}\left\{y_{r_{n+1}+1}(\mu), \ldots, y_{r_{n}}(\mu)\right\}=L_{n}
$$

and $v\left(y_{j}\right) \geq n$ for $j=r_{n+1}+1, \ldots, r_{n}$. For these $j$ we have $j>r_{n+1}=\operatorname{dim} L_{n+1}$ and hence $n+1>m_{j}$. Thus $m_{j} \leq n \leq v\left(y_{j}\right)$. This proves that condition iii) of Proposition 1.4.4 holds for all $j \in\{1, \ldots, r\}$. From

$$
\begin{aligned}
N(T(\mu)) & =L_{2}+\operatorname{span}\left\{y_{r_{2}+1}(\mu), \ldots, y_{r}(\mu)\right\} \\
& =\cdots=L_{m_{k}}+\operatorname{span}\left\{y_{r_{m_{k}}+1}(\mu), \ldots, y_{r}(\mu)\right\} \\
& =\operatorname{span}\left\{y_{1}(\mu), \ldots, y_{r}(\mu)\right\}
\end{aligned}
$$

we infer that $\left\{y_{1}(\mu), \ldots, y_{r}(\mu)\right\}$ is a basis of $N(T(\mu))$.
Taking $k=0$ in the above proposition we obtain
Proposition 1.4.7. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Set $r:=$ nul $T(\mu)$. Then there is a canonical system of root functions $\left\{y_{1}, \ldots, y_{r}\right\}$ of $T$ at $\mu$.

Another result on completing incomplete systems of root functions is the following one:
Proposition 1.4.8. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Set $r:=\operatorname{nul} T(\mu)$. Let $x_{1}, \ldots, x_{k}(0<k<r)$ be root functions of $T$ at $\mu$ such that $x_{1}(\mu), \ldots, x_{k}(\mu)$ are linearly independent and such that for each set $\Lambda \subset\{1, \ldots, k\}$ and for each root function $y$ of $T$ at $\mu$ with $y(\mu) \in \operatorname{span}\left\{x_{j}(\mu): j \in \Lambda\right\}$ the estimate

$$
\begin{equation*}
v(y) \leq \max \left\{v\left(x_{j}\right): j \in \Lambda\right\} \tag{1.4.5}
\end{equation*}
$$

holds. Then there is a canonical system of root functions $y_{1}, \ldots, y_{r}$ of $T$ at $\mu$ such that $\left\{x_{1}, \ldots, x_{k}\right\} \subset\left\{y_{1}, \ldots, y_{r}\right\}$.

Proof. We first take those $x_{j_{1}}(\mu), \ldots, x_{j_{s}}(\mu)$ which belong to $L_{m_{1}}$. Then we choose $z_{s+1}, \ldots, z_{r_{m_{1}}} \in L_{m_{1}}$ such that $\left\{x_{j_{1}}(\mu), \ldots, x_{j_{s}}(\mu), z_{s+1}, \ldots, z_{r_{m_{1}}}\right\}$ is a basis of $L_{m_{1}}$. Here $r_{m}:=\operatorname{dim} L_{m}$. Now we set $y_{i}:=x_{j_{i}}$ for $i=1, \ldots, s$, and we choose root functions $y_{s+1}, \ldots, y_{r_{m_{1}}}$ of $T$ at $\mu$ of multiplicity $m_{1}$ such that $y_{j}(\mu)=z_{j}$ for $j=$ $s+1, \ldots, r_{m_{1}}$.

Next we take those $x_{k_{1}}(\mu), \ldots, x_{k_{\bar{s}}}(\mu)$ which belong to $L_{m_{1}-1} \backslash L_{m_{1}}$. The assumption (1.4.5) says that

$$
L_{m_{1}} \cap \operatorname{span}\left\{x_{k_{1}}(\mu), \ldots, x_{k_{\bar{s}}}(\mu)\right\}=\{0\}
$$

Then we choose $w_{\tilde{s}+1}, \ldots, w_{s^{\prime}}$, where $s^{\prime}:=\operatorname{dim} L_{m_{1}-1}-\operatorname{dim} L_{m_{1}}$, such that

$$
L_{m_{1}-1}=L_{m_{1}}+\left\{x_{k_{1}}(\mu), \ldots, x_{k_{\tilde{s}}}(\mu), w_{\tilde{s}+1}, \ldots, w_{s^{\prime}}\right\}
$$

We set $y_{i+r_{m_{1}}}:=x_{k_{i}}$ for $i=1, \ldots, \tilde{s}$ and for $j=\tilde{s}+1, \ldots, s$ we choose root functions $y_{j+r_{m_{1}}}$ of $T$ at $\mu$ of multiplicity $m_{1}-1$ such that $y_{j+r_{m_{1}}}(\mu)=w_{j}$. Proceeding in this way, we obtain a system $\left\{y_{1}, \ldots, y_{r}\right\}$ of root functions with $\left\{x_{1}, \ldots, x_{k}\right\} \subset$ $\left\{y_{1}, \ldots, y_{r}\right\}$. By construction, $y_{1}(\mu), \ldots, y_{r}(\mu)$ are linearly independent. From $j \leq \operatorname{dim} L_{m_{j}}$ we infer $y_{j}(\mu) \in L_{m_{j}}$. Therefore $v\left(y_{j}\right) \geq m_{j}$ follows if we show that $v(y) \leq v\left(y_{j}\right)$ holds for each root function $y$ of $T$ at $\mu$ with $y(\mu)=y_{j}(\mu)$. If $y_{j}=x_{j^{\prime}}$ for some $j^{\prime}$, this follows from (1.4.5) with $\Lambda=j^{\prime}$. And if $y_{j} \notin\left\{x_{1}, \ldots, x_{k}\right\}$, it holds by construction.

Proposition 1.4.9. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Let $\left\{y_{1}, \ldots, y_{r}\right\}$ be a canonical system of root functions of $T$ at $\mu$. Then

$$
L_{n}=\operatorname{span}\left\{y_{j}(\mu): j \leq \operatorname{dim} L_{n}\right\}=\operatorname{span}\left\{y_{j}(\mu): m_{j} \geq n\right\}
$$

holds for each $n \in \mathbb{N} \backslash\{0\}$.
Proof. Since there are no root functions $y$ of $T$ at $\mu$ with $v(y)>m_{1}$, we have

$$
L_{n}=\{0\}=\operatorname{span}\left\{y_{j}(\mu): j \leq \operatorname{dim} L_{n}\right\} \text { for } n>m_{1}
$$

Now let $n \in \mathbb{N} \backslash\{0\}$ with $n \leq m_{1}$ and set $r_{n}:=\operatorname{dim} L_{n} \leq r$. The definition of $m_{j}$ in (1.4.2) yields $n \leq m_{r_{n}}$, and hence $v\left(y_{1}\right) \geq \cdots \geq v\left(y_{r_{n}}\right) \geq n$ follows. This proves that $L_{n} \supset \operatorname{span}\left\{y_{j}(\mu): j \leq r_{n}\right\}$. Since $y_{1}(\mu), \ldots, y_{r_{n}}(\mu)$ are linearly independent, we obtain that $\operatorname{span}\left\{y_{j}(\mu): j \leq r_{n}\right\}$ is an $r_{n}$-dimensional subspace of $L_{n}$. From $r_{n}=\operatorname{dim} L_{n}$ we infer $L_{n}=\operatorname{span}\left\{y_{j}(\mu): j \leq \operatorname{dim} L_{n}\right\}$.

The second equality follows since, by definiton of $m_{j}, \operatorname{dim} L_{n} \geq j$ holds if and only if $m_{j} \geq n$.

### 1.5. Representation of the principal part of a finitely meromorphic operator function

Let $\Omega$ be a domain in $\mathbb{C}$ and $E$ and $F$ be Banach spaces.
Proposition 1.5.1. Let $N$ be a finite-dimensional subspace of $E$ and $\left\{y_{1}, \ldots, y_{k}\right\}$ be a basis of $N$. Assume that $A \in L(F, E)$ and $R(A) \subset N$.
Then there are $v_{1}, \ldots, v_{k} \in F^{\prime}$ such that

$$
A=\sum_{i=1}^{k} y_{i} \otimes v_{i}
$$

Proof. The HAHN-BANACH theorem yields a family $\left(u_{i}\right)_{i=1}^{k}$ in $E^{\prime}$ which is biorthogonal to $\left(y_{i}\right)_{i=1}^{k}$, i. e., $\left\langle y_{j}, u_{i}\right\rangle=\delta_{i j}$ holds for $i, j=1, \ldots, k$; see e.g. [HO, p. 51]. It follows that

$$
y=\sum_{i=1}^{k}\left(y, u_{i}\right) y_{i} \quad(y \in N)
$$

For $i=1, \ldots, k$ we set $v_{i}:=A^{*} u_{i}$. Let $w \in F$. Since $A w \in N$, the above equation yields

$$
A w=\sum_{i=1}^{k}\left\langle A w, u_{i}\right\rangle y_{i}=\sum_{i=1}^{k}\left\langle w, v_{i}\right\rangle y_{i}=\sum_{i=1}^{k}\left(y_{i} \otimes v_{i}\right)(w)
$$

REMARK 1.5.2. Let $N$ be a finite-dimensional subspace of $F^{\prime}$ and $\left\{v_{1}, \ldots, v_{k}\right\}$ be a basis of $N$. Assume that $A \in L(F, E)$ and $R\left(A^{*}\right) \subset N$. Then there are $y_{1}, \ldots, y_{k} \in E$ such that

$$
A=\sum_{i=1}^{k} y_{i} \otimes v_{i}
$$

Proof. The linear independence of the $v_{1}, \ldots, v_{k}$ implies that there is a family $\left(x_{i}\right)_{i=1}^{k}$ in $F$ which is biorthogonal to $\left(v_{i}\right)_{i=1}^{k}$; see e. g. [RR, p. 32]. Setting $y_{i}:=A x_{i}$, we obtain as in the proof of Proposition 1.5.1 that

$$
A^{*}=\sum_{i=1}^{k} v_{i} \otimes y_{i}
$$

Proposition 1.5.3. Let $E_{1}$ and $E_{2}$ be Banach spaces and $\mu \in \Omega$. Assume that $x_{1}, \ldots, x_{r} \in H\left(\Omega, E_{1}\right)$ and $z_{1}, \ldots, z_{r} \in H\left(\Omega \backslash\{\mu\}, E_{2}^{\prime}\right)$. Assume that the vectors $x_{1}(\mu), \ldots, x_{r}(\mu)$ are linearly independent and that the functions $z_{1}, \ldots, z_{r}$ are meromorphic at $\mu$. If $\sum_{j=1}^{r} x_{j} \otimes z_{j}$ is holomorphic at $\mu$, then all the $z_{j}(j=1, \ldots, r)$ are holomorphic at $\mu$.

Proof. There are a neighbourhood $U \subset \Omega$ of $\mu$ and for each $j \in\{1, \ldots, r\}$ an integer $s_{j} \in \mathbb{N}$ such that

$$
z_{j}(\lambda)=\sum_{i=-s_{j}}^{\infty}(\lambda-\mu)^{i} z_{j}^{(i)} \quad(\lambda \in U \backslash\{\mu\})
$$

Suppose that the assertion of the proposition does not hold. Then it follows that $s:=\max \left\{i \in \mathbb{N}: \exists j \in\{1, \ldots, r\} z_{j}^{(-i)} \neq 0\right\}>0$. From the holomorphy of the $x_{i}$ and of $\sum_{i=1}^{r} x_{i} \otimes z_{i}$ at $\mu$ we obtain

$$
\begin{equation*}
\sum_{i=1}^{r} z_{i}^{(-s)} \otimes x_{i}(\mu)=\left((\cdot-\mu)^{s}\left(\sum_{i=1}^{r} x_{i} \otimes z_{i}\right)^{*}\right)(\mu)=0 \tag{1.5.1}
\end{equation*}
$$

We fix some $j \in\{1, \ldots, r\}$ such that $z_{j}^{(-s)} \neq 0$. Since the $x_{i}(\mu)$ are linearly independent, the HAHN-BANACH theorem yields an element $w \in E_{1}^{\prime}$ such that

$$
\left\langle x_{i}(\mu), w\right\rangle=\delta_{i j} \quad(i=1, \ldots, r)
$$

see e.g. [HO, p. 51]. Then (1.5.1) leads to the contradiction

$$
z_{j}^{(-s)}=\sum_{i=1}^{r}\left\langle x_{i}(\mu), w\right\rangle z_{i}^{(-s)}=0
$$

THEOREM 1.5.4. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$, and let $\mu \in \sigma(T)$. Let $\left\{y_{1}, \ldots, y_{r}\right\}$ be a CSRF of $T$ at $\mu$. Then there are polynomials $v_{j}: \mathbb{C} \rightarrow F^{\prime}$ of degree less than $m_{j}$ and a function $D \in H(U, L(F, E))$, where $U \subset \Omega$ is a suitable neighbourhood of $\mu$, such that

$$
\begin{equation*}
T^{-1}(\lambda)=\sum_{j=1}^{r}(\lambda-\mu)^{-m_{j}} y_{j}(\lambda) \otimes v_{j}(\lambda)+D(\lambda) \tag{1.5.2}
\end{equation*}
$$

for all $\lambda \in U \backslash\{\mu\}$. The polynomials $v_{j}$ are uniquely determined by the system $\left\{y_{1}, \ldots, y_{r}\right\}$,

$$
\begin{equation*}
\left\{v_{1}, \ldots, v_{r}\right\} \text { is a CSRF of } T^{*} \text { at } \mu \tag{1.5.3}
\end{equation*}
$$

$v\left(v_{j}\right)=m_{j}(j=1, \ldots, r)$, where $m_{1}, \ldots, m_{r}$ are the partial multiplicities of $T$ at $\mu$, and the biorthogonal relationships

$$
\begin{align*}
& \frac{1}{l!} \frac{d^{l}}{d \lambda^{l}}\left\langle\eta_{i, h}, v_{j}\right\rangle(\mu)=\delta_{i j} \delta_{m_{i}-h, l}  \tag{1.5.4}\\
& \quad\left(1 \leq i \leq r, 1 \leq h \leq m_{i}, 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right)
\end{align*}
$$

are fulfilled, where

$$
\eta_{i, h}(\lambda):=(\lambda-\mu)^{-h}\left(T y_{i}\right)(\lambda)
$$

Proof. Let $s$ be the pole order of $T^{-1}$ at $\mu$. First we prove the following statement by induction:
(1.5.5) For $\kappa=0, \ldots, s$ and $j=1, \ldots, r$ there are polynomials $v_{j}^{\kappa}: \mathbb{C} \rightarrow F^{\prime}$ of degree less than $m_{j}$ such that the pole order of

$$
\begin{equation*}
T^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} y_{j} \otimes v_{j}^{k} \tag{1.5.6}
\end{equation*}
$$

at $\mu$ does not exceed $s-\kappa$.
For $\kappa=0,(1.5 .5)$ holds with $\nu_{j}^{0}=0(j=1, \ldots, r)$. Suppose that the statement (1.5.5) is fulfilled for some $0 \leq \kappa<s$. We set

$$
\begin{align*}
A(\lambda) & :=\sum_{l=-s+\kappa}^{\infty}(\lambda-\mu)^{l} A_{l}  \tag{1.5.7}\\
& :=T^{-1}(\lambda)-\sum_{j=1}^{r}(\lambda-\mu)^{-n l_{j}} y_{j}(\lambda) \otimes v_{j}^{\kappa}(\lambda)
\end{align*}
$$

for $\lambda$ in some punctured neighbourhood of $\mu$ (where $A_{l} \in L(F, E)$ ). For $j \in$ $\{1, \ldots, r\},(\cdot-\mu)^{-m_{j}} T y_{j}$ is holomorphic at $\mu$ because of $m_{j}=v\left(y_{j}\right)$. Hence, by (1.5.7), Proposition 1.1.2 and Corollary 1.2.4, TA is holomorphic at $\mu$. For $y_{0} \in R\left(A_{-s+\kappa}\right) \backslash\{0\}$ choose some $x \in F$ such that $y_{0}=A_{-s+\kappa} x$ and define $y(\lambda):=$ $(\lambda-\mu)^{s-\kappa} A(\lambda) x . y$ is a root function of $T$ at $\mu$ with $y(\mu)=y_{0}$ and $v(y) \geq s-\kappa$. This proves $R\left(A_{-s+\kappa}\right) \subset L_{s-\kappa}$, where $L_{s-\kappa}$ is defined by (1.4.1). By Proposition 1.5.1 with $N=L_{s-\kappa}$ and Proposition 1.4.9 we find $z_{j} \in F^{\prime}(j=1, \ldots, r)$ such that

$$
\begin{equation*}
A_{-s+\kappa}=\sum_{j=1}^{\operatorname{dim} L_{s-\kappa}} y_{j}(\mu) \otimes z_{j}=\sum_{j=1}^{r} y_{j}(\mu) \otimes z_{j}, \tag{1.5.8}
\end{equation*}
$$

where $z_{j}:=0$ if $m_{j}<s-\kappa$. We set

$$
v_{j}^{\kappa+1}(\lambda):=v_{j}^{\kappa}(\lambda)+(\lambda-\mu)^{m_{j}-s+\kappa_{2}} z_{j} \quad(j=1, \ldots, r) .
$$

The $v_{j}^{\kappa+1}: \mathbb{C} \rightarrow F^{\prime}$ are polynomials of degree less than $m_{j}$. From (1.5.7) and (1.5.8) we conclude that

$$
\begin{aligned}
T^{-1}(\lambda) & -\sum_{j=1}^{r}(\lambda-\mu)^{-m} m_{j} y_{j}(\lambda) \otimes v_{j}^{\kappa+1}(\lambda) \\
& =A(\lambda)-\sum_{j=1}^{r}(\lambda-\mu)^{-s+\kappa} y_{j}(\lambda) \otimes z_{j} \\
& =\sum_{l=-s+\kappa+1}^{\infty}(\lambda-\mu)^{l} A_{l}-\sum_{j=1}^{r}(\lambda-\mu)^{-s+\kappa}\left(y_{j}(\lambda)-y_{j}(\mu)\right) \otimes z_{j}
\end{aligned}
$$

whence (1.5.5) holds for $\kappa+1$ since the pole order of $(\cdot-\mu)^{-s+\kappa}\left(y_{j}-y_{j}(\mu)\right)$ at $\mu$ is less than $s-\kappa$.

The assertion (1.5.2) follows if we set $v_{j}:=v_{j}^{s}(j=1, \ldots, r)$.
To prove uniqueness let

$$
T^{-1}(\lambda)=\sum_{j=1}^{r}(\lambda-\mu)^{-m_{j}} y_{j}(\lambda) \otimes \tilde{v}_{j}(\lambda)+\widetilde{D}(\lambda)
$$

for $\lambda$ in a punctured neighbourhood of $\mu$, where $\tilde{v}_{j}: \mathbb{C} \rightarrow F^{\prime}(j=1, \ldots, r)$ are polynomials of degree less than $m_{j}$ and $\widetilde{D}$ is holomorphic in a neighbourhood of $\mu$. Then

$$
\sum_{j=1}^{r} y_{j} \otimes\left((\cdot-\mu)^{-m_{j}}\left(v_{j}-\tilde{v}_{j}\right)\right)=\widetilde{D}-D
$$

is holomorphic in a neighbourhood of $\mu$. Since $y_{1}(\mu), \ldots, y_{r}(\mu)$ are linearly independent, the functions $(\cdot-\mu)^{-m_{j}}\left(v_{j}-\widetilde{v}_{j}\right)$ are holomorphic at $\mu$ by Proposition 1.5.3. As $v_{j}$ and $\tilde{v}_{j}$ are polynomials of degree less than $m_{j}$, we obtain $v_{j}-\tilde{v}_{j}=0$.

We still have to prove the assertions (1.5.3) and (1.5.4). Multiplying (1.5.2) with $T(\lambda)$ from the right-hand side yields

$$
\begin{equation*}
\mathrm{id}_{E}=\sum_{j=1}^{r}(\lambda-\mu)^{-m_{j}} y_{j}(\lambda) \otimes\left(T^{*} v_{j}\right)(\lambda)+(D T)(\lambda) \tag{1.5.9}
\end{equation*}
$$

for $\lambda \in U \backslash\{\mu\}$. Hence the sum

$$
\sum_{j=1}^{r} y_{j} \otimes(\cdot-\mu)^{-m_{j}} T^{*} v_{j}
$$

is holomorphic in $U$. Since $y_{1}(\mu), \ldots, y_{r}(\mu)$ are linearly independent, the functions

$$
\begin{equation*}
(\cdot-\mu)^{-m_{j}} T^{*} v_{j} \quad(j=1, \ldots, r) \tag{1.5.10}
\end{equation*}
$$

are holomorphic at $\mu$ by Proposition 1.5.3. We apply (1.5.9) to $y_{i}(\lambda)$ and obtain

$$
y_{i}(\lambda)=\sum_{j=1}^{r}(\lambda-\mu)^{-m_{j}}\left\langle y_{i}(\lambda),\left(T^{*} v_{j}\right)(\lambda)\right\rangle y_{j}(\lambda)+\left(D T y_{i}\right)(\lambda)
$$

for $\lambda \in U \backslash\{\mu\}$. At $\mu$ the vector function $D T y_{i}$ has a zero of order at least $m_{i}$, whence

$$
\sum_{j=1}^{r} y_{j}\left\{(\cdot-\mu)^{-m_{i}}\left(\delta_{i j}-\left\langle(\cdot-\mu)^{-m_{j}} T y_{i}, v_{j}\right\rangle\right)\right\}
$$

is holomorphic there. Thus, by Proposition 1.5 .3 with $E_{2}=\mathbb{C}$, the functions

$$
(\cdot-\mu)^{-m_{i}}\left(\delta_{i j}-\left\langle(\cdot-\mu)^{-m_{j}} T y_{i}, v_{j}\right\rangle\right)=(\cdot-\mu)^{-m_{j}}\left(\delta_{i j}-\left\langle(\cdot-\mu)^{-m_{i}} T y_{i}, v_{j}\right\rangle\right)
$$

for $i, j=1, \ldots, r$ are holomorphic at $\mu$. We infer for $i, j=1, \ldots, r$ and $h=1, \ldots, m_{i}$ that the function

$$
\delta_{i j}(\cdot-\mu)^{m_{i}-h}-\left\langle(\cdot-\mu)^{-h} T y_{i}, v_{j}\right\rangle
$$

has a zero of order not less than $m_{j}$ at $\mu$, whence the equations (1.5.4) are proved.

In (1.5.4) we set $h=m_{i}$ and $l=0$ and obtain

$$
\begin{equation*}
\left\langle\eta_{i, m_{i}}(\mu), v_{j}(\mu)\right\rangle=\delta_{i j} \quad(i, j=1, \ldots, r) \tag{1.5.11}
\end{equation*}
$$

These equations show that the vectors $v_{1}(\mu), \ldots, v_{r}(\mu)$ are linearly independent. Since the vector functions in (1.5.10) are holomorphic at $\mu$, the $v_{j}(j=1, \ldots, r)$ are root functions of $T^{*}$ at $\mu$ with $v\left(v_{j}\right) \geq m_{j}$.

We multiply the equation (1.5.2) with $T(\lambda)$ from the left-hand side and obtain

$$
\mathrm{id}_{F}=\sum_{j=1}^{r}(\lambda-\mu)^{-m_{j}}\left(T y_{j}\right)(\lambda) \otimes v_{j}(\lambda)+(T D)(\lambda)
$$

for $\lambda \in U \backslash\{\mu\}$. Forming the adjoint yields

$$
\mathrm{id}_{F^{\prime}}=\sum_{j=1}^{r}(\lambda-\mu)^{-m_{j}} v_{j}(\lambda) \otimes\left(T y_{j}\right)(\lambda)+\left(D^{*} T^{*}\right)(\lambda)
$$

for $\lambda \in U \backslash\{\mu\}$. Let $v$ be a root function of $T^{*}$ at $\mu$. The above equation yields

$$
v(\lambda)=\sum_{j=1}^{r}(\lambda-\mu)^{-m_{j}}\left\langle\left(T y_{j}\right)(\lambda), v(\lambda)\right\rangle v_{j}(\lambda)+\left(D^{*} T^{*} v\right)(\lambda)
$$

for $\lambda \in U \backslash\{\mu\}$. As $\mu$ is a zero of $T^{*} v$, it follows that

$$
\begin{equation*}
v(\mu)=\sum_{j=1}^{r}\left\langle\left((\cdot-\mu)^{-m_{j}} T y_{j}\right)(\mu), v(\mu)\right\rangle v_{j}(\mu) \tag{1.5.12}
\end{equation*}
$$

which proves that $v(\mu) \in \operatorname{span}\left\{v_{1}(\mu), \ldots, v_{r}(\mu)\right\}$. Hence $\left\{v_{1}(\mu), \ldots, v_{r}(\mu)\right\}$ is a basis of $N\left(T^{*}(\mu)\right)$. If $1 \leq k \leq r$ and

$$
v(\mu) \notin \operatorname{span}\left\{v_{1}(\mu), \ldots, v_{k-1}(\mu)\right\}
$$

then, by (1.5.12), there is an integer $j \geq k$ such that the function

$$
\left\langle(\cdot-\mu)^{-m_{j}} T y_{j}, v\right\rangle
$$

has a non-zero value at $\mu$. But this function is equal to

$$
\left\langle y_{j},(\cdot-\mu)^{-m_{j}} T^{*} v\right\rangle
$$

whence $v(v) \leq m_{j}$. Since $j \geq k$, the inequality $m_{j} \leq m_{k}$ holds. Furthermore, $m_{k} \leq v\left(v_{k}\right)$ as was shown above. Thus $v(v) \leq m_{k} \leq v\left(v_{k}\right)$. We infer that

$$
\begin{array}{r}
v\left(v_{k}\right)=\max \left\{v(v): v \text { is a root function of } T^{*} \text { at } \mu\right. \text { and } \\
\left.v(\mu) \notin \operatorname{span}\left\{v_{1}(\mu), \ldots, v_{k-1}(\mu)\right\}\right\}
\end{array}
$$

and $v\left(v_{k}\right)=m_{k}$. This proves the assertion (1.5.3).
An immediate consequence of the properties of the $\operatorname{CSRF}$ of $T^{*}$ is
Corollary 1.5.5. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Then $\operatorname{nul} T(\mu)=\operatorname{nul} T^{*}(\mu)$, and the partial multiplicities of $T$ and $T^{*}$ at $\mu$ coincide.

Corollary 1.5.6. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$, and $\mu \in \sigma(T)$. We set $r=\operatorname{nul} T(\mu)$. Then there are root functions $y_{1}, \ldots, y_{r}$ of $T$ at $\mu$ and $v_{1}, \ldots, v_{r}$ of $T^{*}$ at $\mu$ such that the following properties hold:

$$
v\left(y_{j}\right)=v\left(v_{j}\right)=m_{j} \quad(j=1, \ldots, r)
$$

$$
\begin{equation*}
\frac{\mathrm{d}^{l}}{\mathrm{~d} \lambda^{l}}\left\langle\eta_{i}, v_{j}\right\rangle(\mu)=\delta_{i j} \delta_{0 l} \quad\left(1 \leq i \leq r, 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right) \tag{1.5.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d}^{l}}{\mathrm{~d} \lambda^{l}}\left\langle y_{i}, \zeta_{j}\right\rangle(\mu)=\delta_{i j} \delta_{0 l} \quad\left(1 \leq i \leq r, 1 \leq j \leq r, 0 \leq l \leq m_{i}-1\right), \tag{1.5.14}
\end{equation*}
$$

where

$$
\begin{align*}
& \zeta_{j}:=(\cdot-\mu)^{-m_{j}} T^{*} v_{j} \quad(j=1, \ldots, r) ; \\
& D:=T^{-1}-\sum_{j=1}^{r}(-\mu)^{-m_{j}} y_{j} \otimes v_{j} \tag{1.5.15}
\end{align*}
$$

is holomorphic at $\mu$. The systems $\left\{y_{1}, \ldots, y_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ fulfiling the above properties are called biorthogonal CSRFs of $T$ and $T^{*}$ at $\mu$.

Proof. Choose a CSRF $\left\{y_{1}, \ldots, y_{r}\right\}$ of $T$ at $\mu$ according to Proposition 1.4.7. Let $\left\{v_{1}, \ldots, v_{r}\right\}$ be a CSRF of $T^{*}$ at $\mu$ according to Theorem 1.5.4. Then (1.5.13) and (1.5.15) immediately follow from (1.5.4) and (1.5.2). The relationships (1.5.13) say that each of the functions $\delta_{i j}-\left\langle\eta_{i}, v_{j}\right\rangle(i, j=1, \ldots, r)$ has a zero of order $\geq m_{j}$ at $\mu$. The definition of the $\zeta_{j}$ and the $\eta_{i}$ immediately yields

$$
\delta_{i j}-\left\langle y_{i}, \zeta_{j}\right\rangle=(\cdot-\mu)^{m_{i}-m_{j}}\left(\delta_{i j}-\left\langle\eta_{i}, v_{j}\right\rangle\right) \quad(i, j=1, \ldots, r)
$$

Hence each of these functions has a zero of order $\geq m_{i}$ at $\mu$. This proves (1.5.14).

REMARK 1.5.7. The biorthogonal relationships in (1.5.13) are formally weaker than the biorthogonal relationships (1.5.4). But they are easily seen to be equal if we observe that (1.5.4) means that, for $i, j=1, \ldots, r$ and $h=1, \ldots, m_{i}$,

$$
(\cdot-\mu)^{m_{i}-h}\left(\delta_{i j}-\left\langle\eta_{i}, v_{j}\right\rangle\right)
$$

has a zero of order $\geq m_{j}$ at $\mu$, whereas (1.5.13) means that this holds for $h=m_{i}$. Remark 1.5.8. Assume that $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Let $\left\{v_{1}, \ldots, v_{r}\right\}$ be a CSRF of $T^{*}$ at $\mu$. Note that the numbers $m_{j}=v\left(v_{j}\right)(j=1, \ldots, r)$ are the partial multiplicities of $T$ and $T^{*}$ at $\mu$. Then there exist polynomials $y_{j}: \mathbb{C} \rightarrow E$ of degree less than $m_{j}$ and a function $D \in H(U, L(F, E))$, where $U \subset \Omega$ is a suitable neighbourhood of $\mu$, such that $\left\{y_{1}, \ldots, y_{r}\right\}$ is a CSRF of $T$ at $\mu$ and
the representation (1.5.2) as well as the biorthogonal relationships (1.5.4) hold, where the polynomials $y_{1}, \ldots, y_{r}$ are uniquely determined by $v_{1}, \ldots, v_{r}$.

Proof. This is analogous to the proof of Theorem 1.5.4. We only have to use Remark 1.5.2 instead of Proposition 1.5.1 in order to obtain a representation

$$
A_{-s+\kappa}=\sum_{j=1}^{r} x_{j} \otimes v_{j}(\mu)
$$

with $x_{j} \in E$. Now we proceed as in the proof of Theorem 1.5.4, considering $T^{*}$ instead of $T$.

Often it is not easy to find the partial multiplicities or to check condition i) of Proposition 1.4.4. But the following theorem says that an estimate of the multiplicities of root functions and the validity of biorthogonal relationships is sufficient to find biorthogonal CSRFs.
THEOREM 1.5.9. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset, \mu \in \sigma(T)$ and $r:=\operatorname{nul} T(\mu)$. Let $k_{1} \geq \cdots \geq k_{r}$ be positive integers, $y_{1}, \ldots, y_{r}$ be root functions of $T$ at $\mu$, and $v_{1}, \ldots, v_{r}$ be root functions of $T^{*}$ at $\mu$. Assume that $v\left(y_{j}\right) \geq k_{j}$ and $v\left(v_{j}\right) \geq k_{j}$ for $j=1, \ldots, r$. Set

$$
\eta_{i}:=(\cdot-\mu)^{-k_{i}} T y_{i} \quad(i=1, \ldots, r)
$$

Then the following properties are equivalent:
i) the systems $\left\{y_{1}, \ldots, y_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ are biorthogonal, i.e.,

$$
\begin{equation*}
\frac{\mathrm{d}^{l}}{\mathrm{~d} \lambda^{l}}\left\langle\eta_{i}, v_{j}\right\rangle(\mu)=\delta_{i j} \delta_{0 l} \quad\left(1 \leq i \leq r, 1 \leq j \leq r, 0 \leq l \leq k_{j}-1\right) \tag{1.5.16}
\end{equation*}
$$

ii) the operator function

$$
\begin{equation*}
D:=T^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-k_{j}} y_{j} \otimes v_{j} \tag{1.5.17}
\end{equation*}
$$

is holomorphic at $\mu$.
If one of these properties holds, then $\left\{y_{1}, \ldots, y_{r}\right\}$ is a CSRF of $T$ at $\mu,\left\{v_{1}, \ldots, v_{r}\right\}$ is a CSRF of $T^{*}$ at $\mu$, and $v\left(y_{j}\right)=v\left(v_{j}\right)=k_{j}$ for $j=1, \ldots, r$.

Proof. i) $\Rightarrow$ ii): Set

$$
\zeta_{j}:=(\cdot-\mu)^{-k_{j}} T^{*} v_{j} \quad(j=1, \ldots, r)
$$

These functions are holomorphic at $\mu$ as $v\left(v_{j}\right) \geq k_{j}$. The definition of $\zeta_{j}$ and $\eta_{i}$ immediately yields

$$
\begin{equation*}
\delta_{i j}-\left\langle y_{i}, \zeta_{j}\right\rangle=(\cdot-\mu)^{k_{i}-k_{j}}\left(\delta_{i j}-\left\langle\eta_{i}, v_{j}\right\rangle\right) \quad(i, j=1, \ldots, r) \tag{1.5.18}
\end{equation*}
$$

By (1.5.16), the function $\delta_{i j}-\left\langle\eta_{i}, v_{j}\right\rangle$ has a zero of order $\geq k_{j}$ at $\mu$. Since $k_{i}>0$ we infer that $(\cdot-\mu)^{k_{i}-k_{j}}\left(\delta_{i j}-\left\langle\eta_{i}, v_{j}\right\rangle\right)$ has a zero at $\mu$. This proves

$$
\begin{equation*}
\left\langle y_{i}, \zeta_{j}\right\rangle(\mu)=\delta_{i j} \quad(i, j=1, \ldots, r) \tag{1.5.19}
\end{equation*}
$$

Thus the linear independence of the vectors $y_{1}(\mu), \ldots, y_{r}(\mu)$ is proved. From $r=\operatorname{nul} T(\mu)$ we infer that $\left\{y_{1}(\mu), \ldots, y_{r}(\mu)\right\}$ is a basis of $N(T(\mu))$. Since $T^{-1}$ has a pole at $\mu, D$ also has a pole at $\mu$ or is holomorphic there. Hence there is an integer $\kappa_{0}$ such that

$$
\begin{equation*}
D(\lambda)=\sum_{\kappa=\kappa_{1}}^{\infty}(\lambda-\mu)^{\kappa} D_{\kappa} \tag{1.5.20}
\end{equation*}
$$

in a punctured neighbourhood of $\mu$. Suppose that $\kappa_{0}<0$ and $D_{\kappa_{0}} \neq 0$. From the definition of $D$ in (1.5.17) and the definition of $\eta_{j}$ we obtain

$$
\begin{equation*}
T D=\mathrm{id}_{F}-\sum_{j=1}^{r} \eta_{j} \otimes v_{j} \tag{1.5.21}
\end{equation*}
$$

This proves that $T D$ is holomorphic at $\mu$ as the vector functions $\eta_{j}$ and $v_{j}$ are holomorphic there. Since $T(\mu) D_{\kappa_{0}}$ is the coefficient of $(\cdot-\mu)^{\kappa_{0}}$ in the Laurent series expansion of $T D$ at $\mu$, we have $T(\mu) D_{\kappa_{0}}=0$. Hence

$$
R\left(D_{\kappa_{0}}\right) \subset \operatorname{span}\left\{y_{1}(\mu), \ldots, y_{r}(\mu)\right\}
$$

Choose some $x \in F$ such that $D_{\kappa_{0}} x \neq 0$. The biorthogonal relationships (1.5.19) imply that

$$
\begin{equation*}
\left\langle D_{\kappa_{0}} x, \zeta_{j_{0}}(\mu)\right\rangle \neq 0 \quad \text { for some } j_{0} \in\{1, \ldots, r\} \tag{1.5.22}
\end{equation*}
$$

The function $\left\langle D x, T^{*} v_{j_{0}}\right\rangle=\left\langle T D x, v_{j_{0}}\right\rangle$ is holomorphic at $\mu$. From (1.5.20) we infer the expansion

$$
\left\langle D x, T^{*} v_{j_{0}}\right\rangle=(\cdot-\mu)^{\kappa_{0}+k_{j_{0}}}\left\langle D_{\kappa_{0}} x, \zeta_{j_{0}}(\mu)\right\rangle+\text { terms of higher order. }
$$

In view of (1.5.22) and $\kappa_{0}<0$ this shows that $\left\langle D x, T^{*} v_{j_{0}}\right\rangle$ does not have a zero of order $\geq k_{j_{0}}$. For $j=1, \ldots, r$ the biorthogonal relationships (1.5.16) yield that the function $\delta_{j, j_{0}}-\left\langle\eta_{j}, v_{j_{0}}\right\rangle$ has a zero of order $\geq k_{j_{0}}$ at $\mu$. In view of (1.5.21) we obtain that

$$
\begin{aligned}
\left\langle D x, T^{*} v_{j_{0}}\right\rangle & =\left\langle x, v_{j_{0}}\right\rangle-\sum_{j=1}^{r}\left\langle\eta_{j}, v_{j_{0}}\right\rangle\left\langle x, v_{j}\right\rangle \\
& =\sum_{j=1}^{r}\left(\delta_{j, j_{0}}-\left\langle\eta_{j}, v_{j_{0}}\right\rangle\right)\left\langle x, v_{j}\right\rangle
\end{aligned}
$$

has a zero of order $\geq k_{j_{0}}$. This contradiction proves the holomorphy of $D$ at $\mu$.
Let i) be fulfilled. We shall prove that $\left\{y_{1}, \ldots, y_{r}\right\}$ is a CSRF of $T$ at $\mu$, $\left\{v_{1}, \ldots, v_{r}\right\}$ is a CSRF of $T^{*}$ at $\mu$ and $v\left(y_{j}\right)=v\left(v_{j}\right)=k_{j}$ for $j=1, \ldots, r$. We have shown that $\left\{y_{1}(\mu), \ldots, y_{r}(\mu)\right\}$ is a basis of $N(T(\mu))$. From (1.5.16) with $l=0$ we infer that the vectors $v_{1}(\mu), \ldots, v_{r}(\mu)$ are linearly independent. This shows that $\left\{v_{1}(\mu), \ldots, v_{r}(\mu)\right\}$ is a basis of $N\left(T^{*}(\mu)\right)$ as nul $T(\mu)=$ nul $T^{*}(\mu)$, see Corollary 1.5.5. By Definition 1.4.5 and Corollary 1.5 .5 we know that $\left\{y_{1}, \ldots, y_{r}\right\}$ and
$\left\{v_{1}, \ldots, v_{r}\right\}$ are CSRFs if we prove that $k_{j} \geq m_{j}$ for $1 \leq j \leq r$, where the numbers $m_{j}$ are the partial multiplicities of $T$ at $\mu$. Suppose that there is a $j_{0} \in\{1, \ldots, r\}$ such that $k_{j} \geq m_{j}$ for $1 \leq j \leq j_{0}-1$ and $k_{j_{0}}<m_{j_{0}}$. Set $\tilde{y}_{j}=y_{j}$ for $j=1, \ldots, j_{0}-1$. By Proposition 1.4.6 there are root functions $\tilde{y}_{j_{0}}, \ldots, \tilde{y}_{r}$ such that $\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{r}\right\}$ is a $\operatorname{CSRF}$ of $T$ at $\mu$. We choose the $\operatorname{CSRF}\left\{\tilde{v}_{1}, \ldots, \tilde{v}_{r}\right\}$ of $T^{*}$ at $\mu$ according to Theorem 1.5.4. By (1.5.2) the operator function

$$
T^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} \tilde{y}_{j} \otimes \tilde{v}_{j}
$$

is holomorphic at $\mu$. Since the property ii) holds, we infer that the operator function

$$
\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} \tilde{y}_{j} \otimes \tilde{v}_{j}-\sum_{j=1}^{r}(\cdot-\mu)^{-k_{j}} y_{j} \otimes v_{j}
$$

is holomorphic at $\mu$. We multiply the above operator function by the holomorphic function $(\cdot-\mu)^{m_{j_{0}}-1}$ and obtain that

$$
\begin{array}{r}
\sum_{j=1}^{j_{0}-1} \tilde{y}_{j} \otimes\left((\cdot-\mu)^{-m_{j}+m_{j_{0}}-1} \tilde{v}_{j}-(\cdot-\mu)^{-k_{j}+m_{j_{0}}-1} v_{j}\right) \\
+\sum_{j=j_{0}}^{r} \tilde{y}_{j} \otimes(\cdot-\mu)^{-m_{j}+m_{j_{0}}-1} \tilde{v}_{j}
\end{array}
$$

is holomorphic at $\mu$ since $(\cdot-\mu)^{-k_{j}+m_{j_{0}}-1}$ is holomorphic for $j=j_{0}, \ldots, r$ as $k_{j} \leq$ $k_{j_{0}}<m_{j_{0}}$. Since the $\tilde{y}_{j}(\mu)$ are linearly independent, Proposition 1.5 .3 yields that $(\cdots \mu)^{-1} \tilde{v}_{j_{0}}$ is holomorphic at $\mu$, i. e., we have $\tilde{v}_{j_{0}}(\mu)=0$. But this is impossible since $\tilde{v}_{j_{0}}$ is a root function. Finally, $k_{j} \geq m_{j}$ implies $m_{j} \leq k_{j} \leq v\left(y_{j}\right)=m_{j}$, whence $k_{j}=v\left(y_{j}\right)$ and, similarly, $k_{j}=v\left(v_{j}\right)$ for $j=1, \ldots, r$.
ii) $\Rightarrow$ i): Let $y \in N(T(\mu))$. Property ii) yields

$$
\begin{aligned}
0 & =\left(T^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-k_{j}} y_{j} \otimes v_{j}\right)(\mu) T(\mu) y \\
& =y-\sum_{j=1}^{r}\left\langle y,\left((\cdot-\mu)^{-k_{j}} T^{*} v_{j}\right)(\mu)\right\rangle y_{j}(\mu)
\end{aligned}
$$

whence $N(T(\mu)) \subset \operatorname{span}\left\{y_{1}(\mu), \ldots, y_{r}(\mu)\right\}$. Here we have used that the vector function $(\cdot-\mu)^{-k_{j}} T^{*} v_{j}$ is holomorphic at $\mu$ since $v\left(v_{j}\right) \geq k_{j}$. From the assumption that $\operatorname{dim} N(T(\mu))=r$ we infer that $y_{1}(\mu), \ldots, y_{r}(\mu)$ are linearly independent. By property ii), for each $i \in\{1, \ldots, r\}$ the function

$$
\sum_{j=1}^{r}\left(\delta_{i j}-\left\langle y_{i}, \zeta_{j}\right\rangle\right) y_{j}=\left(T^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-k_{j}} y_{j} \otimes v_{j}\right) T y_{i}
$$

has a zero of order $\geq k_{i}$ at $\mu$ since $v\left(y_{i}\right) \geq k_{i}$. From Proposition 1.5 .3 with $E_{2}=\mathbb{C}$ we infer that for $i, j=1, \ldots, r$ the functions

$$
(\cdot-\mu)^{-k_{j}}\left(\delta_{i j}-\left\langle\eta_{i}, v_{j}\right\rangle\right)=(\cdot-\mu)^{-k_{i}}\left(\delta_{i j}-\left\langle y_{i}, \zeta_{j}\right\rangle\right)
$$

are holomorphic at $\mu$, which yields the biorthogonal relationships (1.5.16).

### 1.6. Eigenvectors and associated vectors

Let $\Omega$ be a domain in $\mathbb{C}$ and $E$ and $F$ be Banach spaces.
DEFINITION 1.6.1. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$.
i) An ordered set $\left\{y_{0}, y_{1}, \ldots, y_{h}\right\}$ in $E$ is called a chain of an eigenvector and associated vectors (CEAV) of $T$ at $\mu$ if

$$
y:=\sum_{l=0}^{h}(\cdot-\mu)^{l} y_{l}
$$

is a root function of $T$ at $\mu$ with $v(y) \geq h+1$.
ii) Let $y_{0} \in N(T(\mu)) \backslash\{0\}$. Then $\bar{v}\left(y_{0}\right)$ denotes the maximum of all multiplicities $v(y)$, where $y$ is a root function of $T$ at $\mu$ with $y(\mu)=y_{0} . \bar{v}\left(y_{0}\right)$ is called the rank of the eigenvector $y_{0}$.
iii) A system $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq \bar{m}_{j}-1\right\}$ is called a canonical system of eigenvectors and associated vectors (CSEAV) of $T$ at $\mu$ if

$$
\begin{aligned}
& \left\{y_{0}^{(1)}, \ldots, y_{0}^{(r)}\right\} \text { is a basis of } N(T(\mu)) \\
& \left\{y_{0}^{(j)}, y_{1}^{(j)}, \ldots, y_{\bar{m}_{j}-1}^{(j)}\right\} \text { is a CEAV of } T \text { at } \mu \quad(j=1, \ldots, r) \\
& \bar{m}_{j}=\max \left\{\bar{v}(y): y \in N(T(\mu)) \backslash \operatorname{span}\left\{y_{0}^{(k)}: k<j\right\}\right\} \quad(j=1, \ldots, r)
\end{aligned}
$$

Proposition 1.6.2. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and let $\mu \in \sigma(T)$. Let $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq \bar{m}_{j}-1\right\}$ be a CSEAV of $T$ at $\mu$ and set

$$
y_{j}:=\sum_{l=0}^{\bar{m}_{j}-1}(\cdot-\mu)^{l} y_{l}^{(j)} \quad(j=1, \ldots, r)
$$

Then $\left\{y_{1}, \ldots, y_{r}\right\}$ is a CSRF of $T$ at $\mu$, and the numbers $\bar{m}_{j}$ are the partial multiplicities of $T$ at $\mu$.
Proof. By assumption, $\left\{y_{1}(\mu), \ldots, y_{r}(\mu)\right\}=\left\{y_{0}^{(1)}, \ldots, y_{0}^{(r)}\right\}$ is a basis of $N(T(\mu))$. The definition of a CEAV yields $v\left(y_{j}\right) \geq \bar{m}_{j}$ for $j=1, \ldots, r$. Hence

$$
\begin{aligned}
& v\left(y_{j}\right) \geq \max \left\{\bar{v}(y): y \in N(T(\mu)) \backslash \operatorname{span}\left\{y_{0}^{(k)}: k<j\right\}\right\} \\
&=\max \{v(y): y \text { is a root function of } T \text { at } \mu \text { and } \\
&\left.y(\mu) \notin \operatorname{span}\left\{y_{1}(\mu), \ldots, y_{j-1}(\mu)\right\}\right\} .
\end{aligned}
$$

The above inequality is an equality since the estimate $\leq$ is obvious. So $\left\{y_{1}, \ldots, y_{r}\right\}$ is a CSRF of $T$ at $\mu$ with $v\left(y_{j}\right)=\bar{m}_{j}(j=1, \ldots, r)$, see Definition 1.4.5.

PROPOSITION 1.6.3. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Let $\left\{y_{1}, \ldots, y_{r}\right\}$ be a CSRF of $T$ at $\mu$. Set

$$
y_{l}^{(j)}:=\frac{1}{l!} \frac{\mathrm{d}^{l} y_{j}}{\mathrm{~d} \lambda^{l}}(\mu) \quad\left(j=1, \ldots, r, l=0, \ldots, m_{j}-1\right)
$$

where the numbers $m_{j}$ are the partial multiplicities of $T$ at $\mu$. Then the set of vectors $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ is a CSEAV of $T$ at $\mu$, and $\bar{v}\left(y_{0}^{(j)}\right)=m_{j}$ for $j=1, \ldots, r$.

Proof. The set $\left\{y_{0}^{(1)}, \ldots, y_{0}^{(r)}\right\}$ is a basis of $N(T(\mu))$ as $y_{0}^{(j)}=y_{j}(\mu)$ for $j=1, \ldots, r$. Since

$$
\sum_{l=0}^{m_{j}-1}(\cdot-\mu)^{l} \frac{1}{l!} \frac{\mathrm{d}^{l} y_{j}}{\mathrm{~d} \lambda^{l}}(\mu)
$$

is the Taylor polynomial of $y$ of order $m_{j}-1$ at $\mu$, it is a root function of order $\geq v\left(y_{j}\right)$ at $\mu$. Hence $\left\{y_{0}^{(j)}, y_{1}^{(j)}, \ldots, y_{m_{j-1}}^{(j)}\right\}$ is a CEAV of $T$ at $\mu$ for $j=1, \ldots, r$. Finally, for $j=1, \ldots, r$,

$$
\begin{aligned}
& m_{j}=\max \{v(y): y \text { is a root function of } T \text { at } \mu \text { and } \\
& \left.\quad y(\mu) \notin \operatorname{span}\left\{y_{1}(\mu), \ldots, y_{j-1}(\mu)\right\}\right\} \\
& \quad=\max \left\{\bar{v}(y): y \in N(T(\mu)) \backslash \operatorname{span}\left\{y_{0}^{(k)}: k<j\right\}\right\} .
\end{aligned}
$$

Proposition 1.6.4. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. We set $r:=\operatorname{nul} T(\mu)$ and let $m_{j}, j=1, \ldots, r$, be the partial multiplicities of $T$ at $\mu$. Then there is a $\operatorname{CSEAV}\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ of $T$ at $\mu$.
Proof. The result immediately follows from Propositions 1.4.7 and 1.6.3.
THEOREM 1.6.5. Assume that $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Let $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ be a CSEAV of $T$ at $\mu$. Then there are vectors $\nu_{l}^{(j)} \in F^{\prime}\left(j=1, \ldots, r ; l=0, \ldots, m_{j}-1\right)$ and a function $\widetilde{D} \in H(U, L(F, E))$, where $U \subset \Omega$ is a suitable neighbourhood of $\mu$, such that

$$
\begin{equation*}
T^{-1}(\lambda)=\sum_{j=1}^{r} \sum_{l=1}^{m_{j}}(\lambda-\mu)^{-l} \sum_{h=0}^{m_{j}-l} y_{h}^{(j)} \otimes v_{m_{j}-l-h}^{(j)}+\widetilde{D}(\lambda) \tag{1.6.1}
\end{equation*}
$$

for all $\lambda \in U \backslash\{\mu\}$. The vectors $v_{l}^{(j)}$ are uniquely determined by the given system $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$,

$$
\left\{v_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\} \text { is a CSEAV of } T^{*} \text { at } \mu
$$

$\bar{v}\left(v_{j}^{(0)}\right)=m_{j}(j=1, \ldots, r)$, and the biorthogonal relationships
(1.6.2) $\quad \sum_{k=0}^{l} \sum_{q=1}^{m_{i}} \frac{1}{(k+q)!}\left\langle\frac{\mathrm{d}^{k+q} T}{\mathrm{~d} \lambda^{k+q}}(\mu) y_{m_{i}-q}^{(i)}, v_{l-k}^{(j)}\right\rangle=\delta_{i j} \delta_{0 l}$

$$
\left(1 \leq i \leq r, 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right)
$$

are fulfilled.
Proof. Define the CSRF $\left\{y_{1}, \ldots, y_{r}\right\}$ of $T$ at $\mu$ according to Proposition 1.6.2. By Theorem 1.5.4 there are unique root functions

$$
v_{j}=\sum_{l=0}^{m_{j}-1}(\cdot-\mu)^{l} v_{l}^{(j)} \quad(j=1, \ldots, r)
$$

such that the representation (1.5.2) of $T^{-1}$ holds. Since $\left\{v_{1}, \ldots, v_{r}\right\}$ is a CSRF of $T^{*}$ at $\mu$ by (1.5.3), Proposition 1.6 .3 yields that $\left\{v_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ is a CSEAV of $T^{*}$ at $\mu$. An easy calculation gives that

$$
\sum_{j=1}^{r} \sum_{l=1}^{m_{j}}(-\mu)^{-l} \sum_{h=0}^{m_{j}-l} y_{h}^{(j)} \otimes v_{m_{j}-l-h}^{(j)}
$$

is the principal part of

$$
\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} y_{j} \otimes v_{j}
$$

at $\mu$. This proves the representation (1.6.1), and the uniqueness of the $v_{j}$ implies the uniqueness of the $v_{l}^{(j)}$.

For $i=1, \ldots, r$ and $h=1, \ldots, m_{i}$ let $\eta_{i, h}$ be defined as in Theorem 1.5.4. Since $T y_{i}$ has a zero of order $\geq m_{i}$, we infer

$$
\eta_{i, h}=\sum_{k=0}^{\infty}(\cdot-\mu)^{-h+m_{i}+k} \sum_{q=1}^{m_{i}} \frac{1}{(k+q)!} \frac{\mathrm{d}^{k+q} T}{\mathrm{~d} \lambda^{k+q}}(\mu) y_{m_{i}-q}^{(i)} .
$$

Hence

$$
\left\langle\eta_{i, h}, v_{j}\right\rangle=\sum_{l=0}^{\infty}(\cdot-\mu)^{-h+m_{i}+l} \sum_{k=\max \left\{0, l-m_{j}+1\right\}}^{l} \sum_{q=1}^{m_{i}} \frac{1}{(k+q)!}\left\langle\frac{\mathrm{d}^{k+q} T}{\mathrm{~d} \lambda^{k+q}}(\mu) y_{m_{i}-q}^{(i)}, v_{l-k}^{(j)}\right\rangle .
$$

For $i=1, \ldots, r, j=1, \ldots, r, h=m_{i}$, and $l=0, \ldots, m_{j}-1$ the biorthogonal relationships (1.5.4) yield

$$
\sum_{k=0}^{l} \sum_{q=1}^{m_{i}} \frac{1}{(k+q)!}\left\langle\frac{\mathrm{d}^{k+q} T}{\mathrm{~d} \lambda^{k+q}}(\mu) y_{m_{i}-q}^{(i)}, v_{l-k}^{(j)}\right\rangle=\delta_{i j} \delta_{0 l}
$$

Corollary 1.6.6. Let $T \in H(\Omega, \Phi(E, F))$ such that $\rho(T) \neq \emptyset$. Let $\mu \in \sigma(T)$, $r=\operatorname{nul} T(\mu)$, and $m_{j}(j=1, \ldots, r)$ be the partial multiplicities of $T$ at $\mu$. Then there are CEAVs $y_{0}^{(j)}, \ldots, y_{m_{j}-1}^{(j)}(j=1, \ldots, r)$ of $T$ at $\mu$ and $v_{0}^{(j)}, \ldots, v_{m_{j}-1}^{(j)}(j=$ $1, \ldots, r)$ of $T^{*}$ at $\mu$ such that the following properties hold:

$$
\bar{v}\left(y_{0}^{(j)}\right)=\bar{v}\left(v_{0}^{(j)}\right)=m_{j} \quad(j=1, \ldots, r),
$$

$$
\begin{align*}
\sum_{k=0}^{l} \sum_{q=1}^{m_{i}} \frac{1}{(k+q)!}\left\langle\frac{d^{k+q} T}{d \lambda^{k+q}}(\mu) y_{m_{i}-q}^{(i)}, v_{l-k}^{(j)}\right\rangle & =\delta_{i j} \delta_{0 l}  \tag{1.6.3}\\
& \left(1 \leq i \leq r, 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right)
\end{align*}
$$

and the operator function

$$
\begin{equation*}
\widetilde{D}:=T^{-1}-\sum_{j=1}^{r} \sum_{l=1}^{m_{j}}(\cdot-\mu)^{-l} \sum_{h=0}^{m_{j}-l} y_{h}^{(j)} \otimes v_{m_{j}-l-h}^{(j)} \tag{1.6.4}
\end{equation*}
$$

is holomorphic at $\mu$. We call the systems $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ and $\left\{\nu_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ biorthogonal CSEAVs of $T$ and $T^{*}$ at $\mu$.

The above corollary follows from Corollary 1.5 .6 in the same way as we obtained Theorem 1.6.5 from Theorem 1.5.4. Similarly, Theorem 1.5 .9 yields Theorem 1.6.7. Assume that $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Let $r=\operatorname{nul} T(\mu)$ and $k_{1} \geq \cdots \geq k_{r}$ be positive integers. Let $y_{0}^{(j)}, \ldots, y_{k_{j}-1}^{(j)}(j=1, \ldots, r)$ be CEAVs of $T$ at $\mu$ and $v_{0}^{(j)}, \ldots, v_{k_{j}-1}^{(j)}(1, \ldots, r)$ be CEAVs of $T^{*}$ at $\mu$. Assume that $\bar{v}\left(y_{0}^{(j)}\right) \geq k_{j}$ and $\bar{v}\left(v_{0}^{(j)}\right) \geq k_{j}$ for $j=1, \ldots, r$. Then the following properties are equivalent:
i) $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ and $\left\{\nu_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ are biorthogonal, i.e.

$$
\begin{align*}
\sum_{k=0}^{l} \sum_{q=1}^{m_{i}} \frac{1}{(k+q)!}\left\langle\frac{d^{k+q} T}{d \lambda^{k+q}}(\mu) y_{m_{i}-q}^{(i)}, v_{l-k}^{(j)}\right\rangle & =\delta_{i j} \delta_{0 l}  \tag{1.6.5}\\
& \left(1 \leq i \leq r, 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right)
\end{align*}
$$

ii) the operator function

$$
\begin{equation*}
\widetilde{D}:=T^{-1}-\sum_{j=1}^{r} \sum_{l=1}^{m_{j}}(-\mu)^{-l} \sum_{h=0}^{m_{j}-l} y_{h}^{(j)} \otimes v_{m_{j}-l-h}^{(j)} \tag{1.6.6}
\end{equation*}
$$

is holomorphic at $\mu$.
If one of these properties holds, then $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ is a CSEAV of $T$ at $\mu,\left\{v_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ is a CSEAV of $T^{*}$ at $\mu$, and $\bar{v}\left(y_{0}^{(j)}\right)=$ $\bar{v}\left(v_{0}^{(j)}\right)=k_{j}$ for $j=1, \ldots, r$.

### 1.7. Semi-simple eigenvalues

Let $\Omega$ be a domain in $\mathbb{C}$ and $E$ and $F$ be Banach spaces.
DEFINITION 1.7.1. Let $T \in H(\Omega, \Phi(E, F))$ and $\mu \in \sigma(T)$. Then $\mu$ is called a semi-simple eigenvalue of $T$ if for each $y \in N(T(\mu)) \backslash\{0\}$ there is a $v \in N\left(T^{*}(\mu)\right)$ such that

$$
\left\langle\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} T\right)(\mu) y, v\right\rangle \neq 0
$$

If $\mu \in \sigma(T)$ is semi-simple and nul $T(\mu)=1$, then $\mu$ is called a simple eigenvalue.
Proposition 1.7.2. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. The following properties are equivalent:
i) $\mu$ is a semi-simple eigenvalue of $T$;
ii) there are CSRFs $\left\{y_{1}, \ldots, y_{r}\right\}$ of $T$ at $\mu$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ of $T^{*}$ at $\mu$ such that

$$
\left\langle\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} T\right)(\mu) y_{i}(\mu), v_{j}(\mu)\right\rangle=\delta_{i j} \quad(i, j=1, \ldots, r)
$$

iii) for each root function $y$ of $T$ at $\mu$ we have $v(y)=1$;
iv) the pole order of $T^{-1}$ at $\mu$ is 1 .

Proof. iii) $\Leftrightarrow$ iv) is obvious because of Lemma 1.4.2.
i) $\Rightarrow$ iii): Suppose that there is a root function $y$ of $T$ at $\mu$ with $v(y) \geq 2$. Then

$$
\begin{aligned}
\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} T\right)(\mu) y(\mu) & =\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} T y\right)(\mu)-T(\mu)\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} y\right)(\mu) \\
& =-T(\mu)\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} y\right)(\mu)
\end{aligned}
$$

Now let $v \in N\left(T^{*}(\mu)\right)$. Then

$$
\begin{aligned}
\left\langle\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} T\right)(\mu) y(\mu), v\right\rangle & =-\left\langle T(\mu)\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} y\right)(\mu), v\right\rangle \\
& =-\left\langle\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} y\right)(\mu), T^{*}(\mu) v\right\rangle=0
\end{aligned}
$$

which contradicts i) since $y(\mu) \in N(T(\mu)) \backslash\{0\}$.
iii) $\Rightarrow$ ii): By Corollary 1.5.6 there are biorthogonal CSRFs $\left\{y_{1}, \ldots, y_{r}\right\}$ of $T$ at $\mu$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ of $T^{*}$ at $\mu$. The assumption iii) implies that $m_{j}=1$ for all $j \in\{1, \ldots, r\}$. For $i, j \in\{1, \ldots, r\},(1.5 .13)$ yields

$$
\left\langle\left((\cdot-\mu)^{-1} T y_{i}\right)(\mu), v_{j}(\mu)\right\rangle=\delta_{i j} .
$$

Since

$$
\begin{aligned}
\left((\cdot-\mu)^{-1} T y_{i}\right)(\mu) & =\frac{\mathrm{d}}{\mathrm{~d} \lambda}\left(T y_{i}\right)(\mu) \\
& =\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} T\right)(\mu) y_{i}(\mu)+T(\mu)\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} y_{i}\right)(\mu)
\end{aligned}
$$

we infer

$$
\begin{aligned}
\left\langle\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda}\right.\right. & \left.T)(\mu) y_{i}(\mu), v_{j}(\mu)\right\rangle \\
& =\left\langle\left((\cdot-\mu)^{-1} T y_{i}\right)(\mu), v_{j}(\mu)\right\rangle-\left\langle\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} y_{i}\right)(\mu), T^{*}(\mu) v_{j}(\mu)\right\rangle \\
& =\delta_{i j}
\end{aligned}
$$

ii) $\Rightarrow \mathrm{i})$ : Let $y \in N(T(\mu)) \backslash\{0\}$. Then there are $\alpha_{i} \in \mathbb{C}(i=1, \ldots, r)$ such that

$$
y=\sum_{i=1}^{r} \alpha_{i} y_{i}(\mu)
$$

where $\alpha_{i_{0}} \neq 0$ for some $i_{0} \in\{1, \ldots, r\}$. We infer

$$
\left\langle\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} T\right)(\mu) y, v_{i_{0}}(\mu)\right\rangle=\sum_{i=1}^{r} \alpha_{i}\left\langle\left(\frac{\mathrm{~d}}{\mathrm{~d} \lambda} T\right)(\mu) y_{i}(\mu), v_{i_{0}}(\mu)\right\rangle=\alpha_{i_{0}}
$$

which proves i) since $v_{i_{0}}(\mu) \in N(T(\mu))$.
Using eigenvectors the above proposition reads
Proposition 1.7.3. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. The following properties are equivalent:
i) $\mu$ is a semi-simple eigenvalue of $T$;
ii) there are bases $\left\{y_{1}, \ldots, y_{r}\right\}$ of $N(T(\mu))$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ of $N\left(T^{*}(\mu)\right)$ such that

$$
\left\langle(T)(\mu) y_{i}, v_{j}\right\rangle=\delta_{i j} \quad(i, j=1, \ldots, r)
$$

iii) each eigenvector of $T$ at $\mu$ has rank 1 ;
iv) the pole order of $T^{-1}$ at $\mu$ is 1 .

The following result shows that we can easily create operators with non-semisimple eigenvalues.
LEmMA 1.7.4. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset, \mu \in \sigma(T)$, and consider the operator $S=\left(\begin{array}{cc}T & 0 \\ \frac{d}{d \lambda} T & T\end{array}\right) \in H(\Omega, \Phi(E \times E, F \times F))$. Then $\rho(S)=\rho(T)$. If $\mu$ is a semi-simple eigenvalue of $T$, then $\mu \in \sigma(S)$ is a non-semi-simple eigenvalue of $S$. In particular, if $\sigma(T)$ is infinite, then $T$ or $S$ has infinitely many eigenvalues which are not semi-simple.

Proof. For $\lambda \in \rho(T)$ we have

$$
S(\lambda)^{-1}=\left(\begin{array}{cc}
T(\lambda)^{-1} & 0 \\
-T(\lambda)^{-1}\left(\frac{\mathrm{~d}}{\mathrm{~d} \lambda} T\right)(\lambda) T(\lambda)^{-1} & T(\lambda)^{-1}
\end{array}\right)
$$

which shows that $S(\lambda)^{-1}$ has a pole at each eigenvalue of $T$, i. e., $\sigma(S)=\sigma(T)$. Since $\mu$ is a simple pole of $T$, there are biorthogonal systems of eigenvectors of $T$ and $T^{*}$ at $\mu$ such that

$$
T(\lambda)^{-1}-\frac{1}{\lambda-\mu} \sum_{j=1}^{r} y^{(j)} \otimes v^{(j)}
$$

is holomorphic at $\mu$, see (1.6.1). Therefore the proof of the lemma is complete if we show that the coefficient of $(\lambda-\mu)^{-2}$ in $T(\lambda)^{-1} T^{\prime}(\lambda) T(\lambda)^{-1}$ is nonzero. But this coefficient is

$$
\begin{aligned}
& \left(\sum_{j=1}^{r} y^{(j)} \otimes v^{(j)}\right)\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} T\right)(\mu)\left(\sum_{k=1}^{r} y^{(k)} \otimes v^{(k)}\right) \\
& =\sum_{j=1}^{r} \sum_{k=1}^{r}\left(y^{(j)} \otimes v^{(j)}\right)\left(\left(\frac{\mathrm{d}}{\mathrm{~d} \lambda} T\right)(\mu) y^{(k)} \otimes v^{(k)}\right) \\
& =\sum_{j=1}^{r} \sum_{k=1}^{r}\left\langle\left(\frac{\mathrm{~d}}{\mathrm{~d} \lambda} T\right)(\mu) y^{(k)}, v^{(j)}\right\rangle y^{(j)} \otimes v^{(k)}=\sum_{j=1}^{r} y^{(j)} \otimes v^{(j)}
\end{aligned}
$$

where we have used the biorthogonal relationships (1.6.2).

### 1.8. Local factorizations

Let $\Omega$ be a domain in $\mathbb{C}$ and $E$ and $F$ be Banach spaces.
Proposition 1.8.1. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Let $\left\{y_{1}, \ldots, y_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ be biorthogonal CSRFs of $T$ and $T^{*}$ at $\mu$. Let D, $\eta_{j}$ and $\zeta_{j}(j=1, \ldots, r)$ be as defined in Corollary 1.5.6. Then:
i) For all $\lambda$ in some neighbourhood of $\mu$ we have

$$
\begin{aligned}
& T(\lambda) D(\lambda)=\mathrm{id}_{F}-\sum_{j=1}^{r} \eta_{j}(\lambda) \otimes v_{j}(\lambda) \\
& D(\lambda) T(\lambda)=\mathrm{id}_{E}-\sum_{j=1}^{r} y_{j}(\lambda) \otimes \zeta_{j}(\lambda)
\end{aligned}
$$

ii)

$$
T(\mu) D(\mu) T(\mu)=T(\mu)
$$

iii) For all $i, j=1, \ldots, r$ and each $w$ in some Banach space $G$ we have

$$
\left(w \otimes y_{j}(\mu)\right) \zeta_{i}(\mu)=\delta_{i j} w=\left(w \otimes \zeta_{i}(\mu)\right) y_{j}(\mu)
$$

and

$$
\left(w \otimes v_{j}(\mu)\right) \eta_{i}(\mu)=\delta_{i j} w=\left(w \otimes \eta_{i}(\mu)\right) v_{j}(\mu)
$$

iv) For all $i=1, \ldots, r$ we have

$$
\left(T D \eta_{i}\right)(\mu)=0,\left(T^{*} D^{*} \zeta_{i}\right)(\mu)=0
$$

Proof. i) immediately follows from the definitions of $D, \eta_{j}$ and $\zeta_{j}$.
ii) follows from i) since $T(\mu) y_{j}(\mu)=0$ for $j=1, \ldots, r$.
iii) is clear because of the biorthogonal relationships (1.5.14) and (1.5.13).
iv) immediately follows from i) and iii) if we also take the adjoints in the second equation of $i$ ).

REMARK 1.8.2. The operator function $D$ given by (1.5.15) differs from the reduced resolvent $S_{\mu}$ defined in Proposition 1.3.2 by a degenerate operator function. The operator $D(\mu)$ depends on the choice of the CSRFs. But for our purposes it is more appropriate than $S_{\mu}(\mu)$ since $T(\mu) D(\mu) T(\mu)=T(\mu)$ always holds. If $\mu$ is a semi-simple eigenvalue, then we can choose CSRFs of $T$ and $T^{*}$ at $\mu$ which consist of constant vector functions. In this case, $D$ coincides with $S_{\mu}$, and (1.3.6) is a special case of Proposition 1.8.1 ii).

Proposition 1.8.3. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq 0$ and $\mu \in \sigma(T)$. Let $\left\{y_{1}, \ldots, y_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ be biorthogonal CSRF of $T$ and $T^{*}$ at $\mu$. Let $D$, $\eta_{j}$ and $\zeta_{j}(j=1, \ldots, r)$ be as defined in Corollary 1.5.6. Then there are a neighbourhood $U \subset \Omega$ of $\mu$ and holomorphic operator functions $C_{1} \in H(U, L(F))$, $C_{2} \in H(U, L(E, F))$ and $D_{1} \in H(U, L(E))$ such that $C_{1}(\lambda), C_{2}(\lambda)$ and $D_{1}(\lambda)$ are invertible for all $\lambda \in U$ and such that

$$
\begin{align*}
& T=C_{1}\left(T(\mu)+\sum_{j=1}^{r}(\cdot-\mu)^{m_{j}} \eta_{j}(\mu) \otimes \zeta_{j}(\mu)\right) D_{1},  \tag{1.8.1}\\
& T=C_{2}\left(D(\mu) T(\mu)+\sum_{j=1}^{r}(\cdot-\mu)^{m_{j}} y_{j}(\mu) \otimes \zeta_{j}(\mu)\right) D_{1} \tag{1.8.2}
\end{align*}
$$

hold in $U$.

Proof. Let $U^{\prime} \subset \Omega$ be a neighbourhood of $\mu$ in which the operator function $D$ defined by (1.5.15) is holomorphic. For $\lambda \in U^{\prime}$ we define

$$
\begin{aligned}
& \widetilde{C}_{1}(\lambda):=T(\lambda) D(\lambda) T(\mu) D(\mu)+\sum_{j=1}^{r} \eta_{j}(\lambda) \otimes v_{j}(\mu) \\
& \widetilde{C}_{2}(\lambda):=T(\lambda) D(\lambda) T(\mu)+\sum_{j=1}^{r} \eta_{j}(\lambda) \otimes \zeta_{j}(\mu) \\
& \widetilde{D}_{1}(\lambda):=D(\lambda) T(\mu)+\sum_{j=1}^{r} y_{j}(\lambda) \otimes \zeta_{j}(\mu)
\end{aligned}
$$

Obviously, $\widetilde{C}_{1} \in H\left(U^{\prime}, L(F)\right), \widetilde{C}_{2} \in H\left(U^{\prime}, L(E, F)\right)$ and $\widetilde{D}_{1} \in H\left(U^{\prime}, L(E)\right)$. Propo-
sition 1.8.1 and $T^{*}(\mu) v_{j}(\mu)=0$ yield

$$
\begin{align*}
\widetilde{C}_{1}(\lambda) & \left(T(\mu)+\sum_{j=1}^{r}(\lambda-\mu)^{m_{j}} \eta_{j}(\mu) \otimes \zeta_{j}(\mu)\right)  \tag{1.8.3}\\
& =T(\lambda) D(\lambda) T(\mu)+\sum_{j=1}^{r}(\lambda-\mu)^{m_{j}} \eta_{j}(\lambda) \otimes \zeta_{j}(\mu)
\end{align*}
$$

for $\lambda \in U^{\prime}$. Analogously, Proposition 1.8.1 and $T(\mu) y_{j}(\mu)=0$ yield

$$
\begin{align*}
\tilde{C}_{2}(\lambda) & \left(D(\mu) T(\mu)+\sum_{j=1}^{r}(\lambda-\mu)^{m_{j}} y_{j}(\mu) \otimes \zeta_{j}(\mu)\right)  \tag{1.8.4}\\
& =T(\lambda) D(\lambda) T(\mu)+\sum_{j=1}^{r}(\lambda-\mu)^{m_{j}} \eta_{j}(\lambda) \otimes \zeta_{j}(\mu)
\end{align*}
$$

for $\lambda \in U^{\prime}$. On the other hand,

$$
\begin{equation*}
T(\lambda) \widetilde{D}_{1}(\lambda)=T(\lambda) D(\lambda) T(\mu)+\sum_{j=1}^{r}(\lambda-\mu)^{m_{j}} \eta_{j}(\lambda) \otimes \zeta_{j}(\mu) \tag{1.8.5}
\end{equation*}
$$

for $\lambda \in U^{\prime}$. We shall prove that

$$
\begin{equation*}
\widetilde{C}_{1}(\mu), \widetilde{C}_{2}(\mu) \text { and } \widetilde{D}_{1}(\mu) \text { are invertible. } \tag{1.8.6}
\end{equation*}
$$

Then, by Proposition 1.2.5, there is a neighbourhood $U \subset U^{\prime}$ of $\mu$ such that $\widetilde{C}_{1}(\lambda)$, $\widetilde{C}_{2}(\lambda)$ and $\widetilde{D}_{1}(\lambda)$ are invertible for all $\lambda \in U$, and we define

$$
C_{1}(\lambda):=\widetilde{C}_{1}(\lambda), C_{2}(\lambda):=\widetilde{C}_{2}(\lambda), D_{1}(\lambda):=\widetilde{D}_{1}(\lambda)^{-1}
$$

This proves the theorem because of (1.8.3), (1.8.4) and (1.8.5).
Now we are going to prove (1.8.6). Proposition 1.8 .1 immediately yields

$$
\begin{aligned}
& \widetilde{C}_{1}(\mu)=T(\mu) D(\mu)+\sum_{j=1}^{r} \eta_{j}(\mu) \otimes v_{j}(\mu)=\mathrm{id}_{F} \\
& \widetilde{D}_{1}(\mu)=D(\mu) T(\mu)+\sum_{j=1}^{r} y_{j}(\mu) \otimes \zeta_{j}(\mu)=\mathrm{id}_{E}
\end{aligned}
$$

Since

$$
\widetilde{C}_{2}(\mu)=T(\mu)+\sum_{j=1}^{r} \eta_{j}(\mu) \otimes \zeta_{j}(\mu)
$$

we infer with the aid of Proposition 1.8.1 and $T(\mu) y_{j}(\mu)=0$ that

$$
\begin{array}{r}
\widetilde{C}_{2}(\mu)\left(D(\mu) T(\mu) D(\mu)+\sum_{j=1}^{r} y_{j}(\mu) \otimes v_{j}(\mu)\right) \\
=T(\mu) D(\mu)+\sum_{j=1}^{r} \eta_{j}(\mu) \otimes v_{j}(\mu)=\mathrm{id}_{F} .
\end{array}
$$

In the same way, Proposition 1.8.1 and $T^{*}(\mu) v_{j}(\mu)=0$ yield

$$
\begin{aligned}
& \left(D(\mu) T(\mu) D(\mu)+\sum_{j=1}^{r} y_{j}(\mu) \otimes v_{j}(\mu)\right) \widetilde{C}_{2}(\mu) \\
& \quad=D(\mu) T(\mu)+\sum_{j=1}^{r} y_{j}(\mu) \otimes \zeta_{j}(\mu)=i d_{E} .
\end{aligned}
$$

Hence $\widetilde{C}_{2}(\mu)$ is invertible.
Theorem 1.8.4. Let $T \in H(\Omega, \Phi(E, F))$ such that $\rho(T) \neq \emptyset$. Let $\mu \in \sigma(T)$, $r:=\operatorname{nul} T(\mu)$, and let $m_{j}(j=1, \ldots, r)$ be the partial multiplicities of $T$ at $\mu$. Then there are biorthogonal projections $P_{i} \in L(E)(i=0, \ldots, r)$, i.e.,

$$
\begin{equation*}
P_{i} P_{j}=\delta_{i j} P_{i} \quad(i, j=0, \ldots, r), \tag{1.8.7}
\end{equation*}
$$

with $\operatorname{dim} R\left(P_{i}\right)=1$ for $i=1, \ldots, r$ and

$$
\begin{equation*}
\sum_{i=0}^{r} P_{i}=\mathrm{id}_{E} \tag{1.8.8}
\end{equation*}
$$

a neighbourhood $U \subset \Omega$ of $\mu$, and operator functions $C \in H(U, L(E, F))$ and $D_{1} \in H(U, L(E))$ such that $C(\lambda)$ and $D_{1}(\lambda)$ are invertible for all $\lambda \in U$ and

$$
\begin{equation*}
T=C\left(P_{0}+\sum_{j=1}^{r}(\cdot-\mu)^{m_{j}} P_{j}\right) D_{1} \tag{1.8.9}
\end{equation*}
$$

holds in $U$. The right-hand side of formula (1.8.9) is called a factorization of $T$ at $\mu$ (see [GS]).

Proof. With the notations of Proposition 1.8 .3 we set $C:=C_{2}$,

$$
P_{0}:=D(\mu) T(\mu), \quad P_{j}:=y_{j}(\mu) \otimes \zeta_{j}(\mu) \quad(j=1, \ldots, r)
$$

Then (1.8.9) is just the representation (1.8.2), and (1.8.8) follows from Proposition 1.8.1 i). Now we shall prove (1.8.7). $P_{0}^{2}=P_{0}$ follows from Proposition 1.8 .1 ii). For $j=1, \ldots, r$ we have $P_{0} P_{j}=0$ since $y_{j}$ is a root function of $T$ at $\mu$, and $P_{j} P_{0}=0$ because of Proposition 1.8 .1 iv). Finally, $P_{i} P_{j}=\delta_{i j} P_{i}$ is valid for $i, j=1, \ldots, r$ because of Proposition 1.8.1 iii).

Now let $E$ and $F$ be finite-dimensional spaces with $\operatorname{dim} E=\operatorname{dim} F$ and let $T \in H(\Omega, L(E, F))$. For fixed bases of $E$ and $F$ we consider the determinant

$$
(\operatorname{det} T)(\lambda)=\operatorname{det} T(\lambda) \quad(\lambda \in \Omega)
$$

Obviously, det $T$ is a holomorphic function on $\Omega$. With respect to different bases, the determinants only differ by a constant nonzero factor. Thus the zeros of $\operatorname{det} T$ and their multiplicities do not depend on the choice of the bases and we may speak of "the zeros" and "the multiplicities of the zeros" of "the determinant".

Since operators in finite-dimensional spaces are Fredholm operators, $\rho(T) \neq$ $\emptyset$ implies that every $\mu \in \sigma(T)$ is a pole of $T^{-1}$ and an eigenvalue of finite algebraic multiplicity.
Proposition 1.8.5. Let $E$ and $F$ be finite-dimensional spaces such that $\operatorname{dim} E=$ $\operatorname{dim} F$. Let $T \in H(\Omega, L(E, F))$ and assume that $\rho(T) \neq \emptyset$. For $\mu \in \sigma(T)$ the algebraic multiplicity of $T$ at $\mu$ is equal to the multiplicity of the zero of $\operatorname{det} T$ at $\mu$.

Proof. We shall apply Theorem 1.8.4. Let the $P_{j}$ be as defined there. According to the representation (1.8.9), the multiplicity of the zero of the determinant of $T$ at $\mu$ is equal to the multiplicity of the zero of the determinant of

$$
S:=P_{0}+\sum_{j=1}^{r}(\cdot-\mu)^{m_{j}} P_{j}
$$

at $\mu$. From (1.8.7) and (1.8.8) we infer that there is a basis of $E$ such that

$$
S=\operatorname{diag}\left(1, \ldots, 1,(\cdot-\mu)^{m_{1}}, \ldots,(\cdot-\mu)^{m_{r}}\right)
$$

with respect to this basis. Indeed, let $\left\{x_{1}, \ldots, x_{s}\right\}$ be a basis of $R\left(P_{0}\right)$ and choose $x_{s+j} \in R\left(P_{j}\right) \backslash\{0\}(j=1, \ldots, r)$. Then $\left\{x_{1}, \ldots, x_{s}, x_{s+1}, \ldots, x_{s+r}\right\}$ is a basis of $E$ because of (1.8.7) and (1.8.8). Finally,

$$
S x_{j}=S P_{0} x_{j}=x_{j} \quad(j=1, \ldots, s)
$$

and

$$
S x_{s+j}=S P_{j} x_{s+j}=(\cdot-\mu)^{m} x^{j_{s+j}} \quad(j=1, \ldots, r)
$$

This completes the proof since $\operatorname{det} S=(\cdot-\mu)^{m}$ with respect to this basis, where $m=\sum_{j=1}^{r} m_{j}$ is the algebraic multiplicity of $T$ at $\mu$.

### 1.9. The completion of biorthogonal systems of root functions

Let $\Omega$ be a domain in $\mathbb{C}$ and $E$ and $F$ be Banach spaces.
In Theorem 1.5.9 we have seen that two systems of root functions $\left\{y_{1}, \ldots, y_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ of $T$ and $T^{*}$ at $\mu$ are canonical systems of root functions if $r=$ nul $T(\mu)$ and if they are biorthogonal.

Now assume that there are biorthogonal systems of root functions $\left\{y_{1}, \ldots, y_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r^{\prime}}\right\}$ of $T$ and $T^{*}$ at $\mu$ with $r^{\prime}<r$. We ask if they can be completed to biorthogonal canonical systems of root functions, i. e., if there are biorthogonal systems of root functions $\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{r}\right\}$ and $\left\{\tilde{v}_{1}, \ldots, \tilde{v}_{r}\right\}$ of $T$ and $T^{*}$ at $\mu$ such that $\left\{y_{1}, \ldots, y_{r}\right\} \subset\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{r^{\prime}}\right\}$ and $\left\{v_{1}, \ldots, v_{r^{\prime}}\right\} \subset\left\{\tilde{v}_{1}, \ldots, \tilde{v}_{r}\right\}$. The next theorem shows that this is always possible.
Theorem 1.9.1. Let $T \in H(\Omega, \Phi(E, F)), \rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Let $0<r^{\prime}<$ $r=\operatorname{nul} T(\mu), y_{1}, \ldots, y_{r^{\prime}}$ be root functions of $T$ at $\mu, v_{1}, \ldots, \nu_{r^{\prime}}$ be root functions of $T^{*}$ at $\mu, k_{j}>0, v\left(y_{j}\right) \geq k_{j}, v\left(v_{j}\right) \geq k_{j}\left(j=1, \ldots, r^{\prime}\right)$. Assume that

$$
\frac{\mathrm{d}^{l}}{\mathrm{~d} \lambda^{l}}\left\langle\eta_{i}, v_{j}\right\rangle(\mu)=\delta_{i j} \delta_{0 l} \quad\left(i, j=1, \ldots, r^{\prime} ; 0 \leq l \leq k_{j}-1\right)
$$

where

$$
\eta_{i}=(\cdot-\mu)^{-k_{i}} T y_{i} \quad\left(i=1, \ldots, r^{\prime}\right) .
$$

Then there are biorthogonal canonical systems of root functions $\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{r}\right\}$ and $\left\{\tilde{v}_{1}, \ldots, \tilde{v}_{r}\right\}$ of $T$ and $T^{*}$ at $\mu$ such that $\left\{y_{1}, \ldots, y_{r}\right\} \subset\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{r^{\prime}}\right\}$ and $\left\{v_{1}, \ldots, v_{r^{\prime}}\right\}$ $\subset\left\{\tilde{v}_{1}, \ldots, \tilde{v}_{r}\right\}$.
Proof. First we shall show that $\left\{y_{1}, \ldots, y_{r}\right\}$ can be completed to a canonical system of root functions of $T$ at $\mu$. Let

$$
\zeta_{j}=(\cdot-\mu)^{-k_{j}} T^{*} v_{j} \quad\left(j=1, \ldots, r^{\prime}\right)
$$

From the definition of $\eta_{i}$ and $\zeta_{j}$ we immediately infer (see (1.5.18)) that the biorthogonal relationships can also be written in the form

$$
\frac{\mathrm{d}^{l}}{\mathrm{~d} \lambda^{l}}\left\langle y_{i}, \zeta_{j}\right\rangle(\mu)=\delta_{i j} \delta_{0 l} \quad\left(i, j=1, \ldots, r^{\prime} ; 0 \leq l \leq k_{i}-1\right)
$$

We want to apply Proposition 1.4.8. The linear independence of the vectors $y_{1}(\mu), \ldots, y_{r^{\prime}}(\mu)$ is an immediate consequence of the above biorthogonal relationships. Let $y$ be a root function of $T$ at $\mu$. We have to show that $v(y) \leq \max \left\{v\left(y_{j}\right)\right.$ : $j \in \Lambda\}$ if

$$
y(\mu)=\sum_{i \in \Lambda} \alpha_{i} y_{i}(\mu)
$$

where $\Lambda \subset\left\{1, \ldots, r^{\prime}\right\}$ and the $\alpha_{i}$ are complex numbers. Suppose that $v(y)>$ $\max \left\{v\left(x_{j}\right): j \in \Lambda\right\}$. Then $(--\mu)^{-k_{j}} T y$ has a zero at $\mu$ for each $j \in \Lambda$, which implies that

$$
0=\left\langle(\cdot-\mu)^{-k_{j}} T y, v_{j}\right\rangle(\mu)=\left\langle y(\mu), \zeta_{j}(\mu)\right\rangle=\alpha_{j} .
$$

This is impossible since $y(\mu) \neq 0$. By Proposition 1.4 .8 we know that there is a canonical system of root functions $\left\{\hat{y}_{1}, \ldots, \hat{y}_{r}\right\}$ of $T$ at $\mu$ such that $\left\{y_{1}, \ldots, y_{r}\right\} \subset$ $\left\{\hat{y}_{1}, \ldots, \hat{y}_{r}\right\}$. Now let $\left\{\hat{v}_{1}, \ldots, \hat{v}_{r}\right\}$ be a canonical system of root functions of $T^{*}$ at $\mu$ which is biorthogonal to $\left\{\hat{y}_{1}, \ldots, \hat{y}_{r}\right\}$. Note that the number $k_{j}$ is the multiplicity of $y_{j}$ since $\left\langle\eta_{j}, v_{j}\right\rangle(\mu)=1$ implies $v\left(y_{j}\right) \leq k_{j}$.

From Theorem 1.8.4 we know that there are a neighbourhood $U \subset \Omega$ of $\mu$ and operator functions $C \in H(U, L(E, F))$ and $D_{1} \in H(U, L(E))$ such that $C(\lambda)$ and $D_{1}(\lambda)$ are invertible for all $\lambda \in U$ and such that

$$
C^{-1} T D_{1}^{-1}=P_{0}+\sum_{j=1}^{r}(\cdot-\mu)^{m_{j}} P_{j}=: \widehat{T}
$$

where $P_{j}=\hat{y}_{j}(\mu) \otimes \hat{\zeta}_{j}(\mu)$ for $j=1, \ldots, r$ and

$$
D_{1}(\lambda)^{-1}=\widetilde{D}_{1}(\lambda)=D(\lambda) T(\mu)+\sum_{j=1}^{r} \hat{y}_{j}(\lambda) \otimes \hat{\zeta}_{j}(\mu) \quad(\lambda \in U)
$$

see the proofs of Theorem 1.8.4 and Proposition 1.8.3 for the definition of $P_{j}$ and $D_{1}(\lambda)$. For any two vector functions $y \in H(U, E)$ and $v \in H\left(U, F^{\prime}\right)$ we have

$$
\langle T y, v\rangle=\left\langle\widehat{T} D_{1} y, C^{*} v\right\rangle
$$

Thus the systems of root functions $\left\{y_{1}^{\prime}, \ldots, y_{s}^{\prime}\right\}$ of $T$ at $\mu$ and $\left\{v_{1}^{\prime}, \ldots, v_{s}^{\prime}\right\}$ of $T^{*}$ at $\mu$ are biorthogonal if and only if the systems $\left\{D_{1} y_{1}^{\prime}, \ldots, D_{1} y_{s}^{\prime}\right\}$ and $\left\{C^{*} v_{1}^{\prime}, \ldots, C^{*} v_{s}^{\prime}\right\}$ are biorthogonal systems of root functions of $\widehat{T}$ and $\widehat{T}^{*}$ at $\mu$. The definition of $\widetilde{D}_{1}(\lambda), \hat{y}_{i}(\mu) \in N(T(\mu))$ and the biorthogonal relationships $\left\langle\hat{y}_{i}(\mu), \hat{\zeta}_{j}(\mu)\right\rangle=\delta_{i j}$ yield

$$
\begin{aligned}
\widetilde{D}_{1}(\lambda) \hat{y}_{i}(\mu) & =D(\lambda) T(\mu) \hat{y}_{i}(\mu)+\sum_{j=1}^{r}\left(\hat{y}_{i}(\mu), \hat{\zeta}_{j}(\mu)\right\rangle \hat{y}_{j}(\lambda) \\
& =\hat{y}_{i}(\lambda)
\end{aligned}
$$

Hence $\hat{y}_{i}(\mu)=D_{1} \hat{y}_{i}$ for $i=1, \ldots, r$.
Now we can reformulate the statement of the theorem as follows:
Proposition 1.9.2. For $\lambda \in \Omega$ let

$$
T(\lambda)=P_{0}+\sum_{j=1}^{r}(\lambda-\mu)^{m_{j}} P_{j}
$$

where $m_{1} \geq m_{2} \geq \cdots \geq m_{r}>0, P_{0}, P_{1}, \ldots, P_{r}$ are biorthogonal projections on $E$ such that $P_{i}=x_{i} \otimes w_{i} \neq 0$ for $i=1, \ldots, r$, where $x_{i} \in E$ and $w_{i} \in E^{\prime}$, and

$$
\mathrm{id}_{E}=\sum_{i=0}^{r} P_{i}
$$

Let $\left\{y_{1}, \ldots, y_{r^{\prime}}\right\} \subset\left\{x_{1}, \ldots, x_{r}\right\}$ and let $v_{1}, \ldots, v_{r^{\prime}}$ be root functions of $T^{*}$ at $\mu$ with $v\left(v_{j}\right) \geq k_{j}\left(j=1, \ldots, r^{\prime}\right)$ such that

$$
\begin{equation*}
\frac{\mathrm{d}^{l}}{\mathrm{~d} \lambda^{l}}\left\langle y_{i}, v_{j}\right\rangle(\mu)=\delta_{i j} \delta_{0 l} \quad\left(i, j=1, \ldots, r^{\prime} ; 0 \leq l \leq k_{j}-1\right) \tag{1.9.1}
\end{equation*}
$$

where $k_{j}=m_{i_{j}}$ if $y_{j}=x_{i_{j}}$. Then there are biorthogonal canonical systems of root functions $\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{r}\right\}$ and $\left\{\tilde{v}_{1}, \ldots, \tilde{v}_{r}\right\}$ of $T$ and $T^{*}$ at $\mu$ such that $\left\{y_{1}, \ldots, y_{r^{\prime}}\right\} \subset$ $\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r^{\prime}}\right\} \subset\left\{\tilde{v}_{1}, \ldots, \tilde{v}_{r}\right\}$.

Proof. In the biorthogonal relationships (1.9.1) we wrote $y_{i}$ instead of $\eta_{i}$. This is correct since $P_{i} x_{i}=x_{i}$ and hence

$$
T(\lambda) x_{i}=T(\lambda) P_{i} x_{i}=(\lambda-\mu)^{m_{i}} x_{i} \quad(\lambda \in \Omega)
$$

holds for $i=1, \ldots, r$ as $P_{j} P_{i}=\delta_{i j} P_{i}$ for $j=0, \ldots, r$. Also

$$
T^{*}(\lambda) w_{i}=(\lambda-\mu)^{m_{i}} w_{i} \quad(\lambda \in \Omega)
$$

holds for $i=1, \ldots, r$. Since

$$
T^{-1}=P_{0}+\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} P_{j},
$$

$\left\{x_{1}, \ldots, x_{r}\right\}$ and $\left\{w_{1}, \ldots, w_{r}\right\}$ are biorthogonal CSRFs of $T$ and $T^{*}$ at $\mu$ by Theorem 1.5.9.

By assumption, there is a set of indices $\left\{i_{1}, \ldots, i_{r^{\prime}}\right\} \subset\{1, \ldots, r\}$ such that $y_{j}=x_{i_{j}}$ for $j=1, \ldots, r^{\prime}$. Now we choose $i_{r^{\prime}+1}, \ldots, i_{r}$ such that $\left\{i_{r^{\prime}+1}, \ldots, i_{r}\right\}=$ $\{1, \ldots, r\} \backslash\left\{i_{1}, \ldots, i_{\mu}\right\}$. We set

$$
\tilde{v}_{i_{j}}:=\sum_{k=0}^{k_{j}-1} \frac{1}{k!} \frac{\mathrm{d}^{k}}{\mathrm{~d} \lambda^{k}} v_{j}(\mu)(\cdot-\mu)^{k} \quad \text { for } j=1, \ldots, r^{\prime}
$$

and

$$
\tilde{v}_{i_{j}}:=w_{i_{j}} \quad \text { for } j=r^{\prime}+1, \ldots, r .
$$

From $k_{j}=m_{i_{j}}$ for $j=1, \ldots, r^{\prime}$ and

$$
v\left(\tilde{v}_{i_{j}}\right)=v\left(w_{i_{j}}\right)=m_{i_{j}} \quad \text { for } j=r^{\prime}+1, \ldots, r
$$

we infer $v\left(\tilde{v}_{j}\right) \geq m_{j}$ for $j=1, \ldots, r$. Hence $\left\{\tilde{v}_{1}, \ldots, \tilde{r}_{r}\right\}$ is a canonical system of root functions of $T^{*}$ at $\mu$ if the vectors $\tilde{v}_{1}(\mu), \ldots, \tilde{v}_{r}(\mu)$ are linearly independent.

We state that for $j=1, \ldots, r^{\prime}$ the identity

$$
\begin{equation*}
\tilde{v}_{i_{j}}=P_{0}^{*} \tilde{v}_{i_{j}}+w_{i_{j}}+\sum_{k=r^{\prime}+1}^{r}\left\langle x_{i_{k}}, \tilde{v}_{i_{j}}\right\rangle w_{i_{k}} \tag{1.9.2}
\end{equation*}
$$

holds. Indeed, we infer that

$$
\begin{aligned}
\tilde{v}_{i_{j}} & =P_{0}^{*} \tilde{v}_{i_{j}}+\sum_{i=1}^{r}\left\langle x_{i}, \tilde{v}_{i_{j}}\right\rangle w_{i} \\
& =P_{0}^{*} \tilde{v}_{i_{j}}+\sum_{k=1}^{r^{\prime}}\left\langle y_{k}, \tilde{v}_{i_{j}}\right\rangle w_{i_{k}}+\sum_{k=r^{\prime}+1}^{r}\left\langle x_{i_{k}}, \tilde{v}_{i_{j}}\right\rangle w_{i_{k}},
\end{aligned}
$$

and (1.9.2) follows from the biorthogonal relationships (1.9.1), which yield that $\left\langle y_{k}, \tilde{v}_{i_{j}}\right\rangle=\delta_{k j}$ since $\left\langle y_{k}, \tilde{v}_{i_{j}}\right\rangle$ is a polynomial of degree less than $k_{j}$. Observing that $\tilde{v}_{i_{j}}(\mu) \in N\left(T^{*}(\mu)\right)$ we obtain $P_{0}^{*} \tilde{v}_{i_{j}}(\mu)=0$, which shows that $\left(\tilde{v}_{i_{j}}(\mu)\right)_{j=1}^{r}$ is obtained from $\left(w_{i_{j}}(\mu)\right)_{j=1}^{r}$ by a linear transformation whose coefficient matrix is a
normed triangular matrix, and the linear independence of $\tilde{v}_{1}(\mu), \ldots, v_{r}(\mu)$ follows from the linear independence of $w_{1}, \ldots, w_{r}$.

According to Remark 1.5 .8 we choose a canonical system of root functions $\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{r}\right\}$ of $T$ at $\mu$ which is biorthogonal to $\left\{\tilde{v}_{1}, \ldots, \tilde{v}_{r}\right\}$. In addition, the $\tilde{y}_{j}$ can be chosen to be polynomials of degree less than $m_{j}$ for all $j=1, \ldots, r$.

The proof of the proposition will be complete if we show that $y_{j}=\tilde{y}_{i_{j}}$ for $j=1, \ldots, r^{\prime}$. Let $j \in\left\{1, \ldots, r^{\prime}\right\}$. Since

$$
P_{0} \tilde{y}_{i_{j}}=P_{0} T \tilde{y}_{i_{j}}
$$

has a zero of order $\geq m_{i_{j}}$ at $\mu$ and is a polynomial of degree $<m_{i_{j}}, P_{0} \tilde{y}_{i_{j}}$ is zero. For $k=r^{\prime}+1, \ldots, r$ we have

$$
\begin{aligned}
P_{i_{k}} \tilde{y}_{i_{j}} & =\left(x_{i_{k}} \otimes \tilde{v}_{i_{k}}\right) \tilde{y}_{i_{j}}=\left\langle\tilde{y}_{i_{j}}, \tilde{v}_{i_{k}}\right\rangle x_{i_{k}} \\
& =\left\langle\tilde{y}_{i_{j}},(\cdot-\mu)^{\left.-m_{i_{k}} T^{*} \tilde{v}_{i_{k}}\right\rangle x_{i_{k}}} .\right.
\end{aligned}
$$

The biorthogonal relationships for $\left\{\tilde{y}_{1}, \ldots, \tilde{y}_{r}\right\}$ and $\left\{\tilde{v}_{1}, \ldots, \tilde{v}_{r}\right\}$ prove that $P_{i_{k}} \tilde{y}_{i_{j}}$ has a zero of order $\geq m_{i_{j}}$. Hence $P_{i_{k}} \tilde{y}_{i_{j}}=0$ for $k=r^{\prime}+1, \ldots, r$. Note that this implies $\left\langle\tilde{y}_{i_{j}}, w_{i_{k}}\right\rangle=0$ for $k=r^{\prime}+1, \ldots, r$. Thus we have

$$
\begin{equation*}
\tilde{y}_{i_{j}}=\sum_{k=1}^{r^{\prime}} P_{i_{k}} \tilde{y}_{i_{j}}=\sum_{k=1}^{r^{\prime}}\left\langle\tilde{y}_{i_{j}}, w_{i_{k}}\right\rangle x_{i_{k}} \tag{1.9.3}
\end{equation*}
$$

Now let $l \in\left\{1, \ldots, r^{\prime}\right\}$. From (1.9.2), $P_{0} \tilde{y}_{i_{j}}=0$, and $\left\langle\tilde{y}_{i_{j}}, w_{i_{k}}\right\rangle=0$ for the numbers $k=r^{\prime}+1, \ldots, r$ it follows that

$$
\begin{aligned}
\left\langle\tilde{y}_{i_{j}}, w_{i_{l}}\right\rangle & =(\cdot-\mu)^{-m_{i_{l}}}\left\langle\tilde{y}_{i_{j}}, T^{*} w_{i_{l}}\right\rangle \\
& =(\cdot-\mu)^{-m_{i_{l}}}\left\langle\tilde{y}_{i_{j}}, T^{*} \tilde{v}_{i_{l}}\right\rangle-\sum_{k=r^{\prime}+1}^{r}(\cdot-\mu)^{-m_{i_{l}}}\left\langle x_{i_{k}}, \tilde{v}_{i_{j}}\right\rangle\left\langle\tilde{y}_{i_{j}}, T^{*} w_{i_{k}}\right\rangle \\
& =\left\langle\tilde{y}_{i_{j}},(\cdot-\mu)^{-m_{i_{l}}} T^{*} \tilde{v}_{i_{l}}\right\rangle
\end{aligned}
$$

Since $\left\langle\tilde{y}_{i_{j}}, w_{i_{i}}\right\rangle$ is a polynomial of order $<m_{i_{j}}$ we infer $\left\langle\tilde{y}_{i_{j}}, w_{i_{l}}\right\rangle=\delta_{j l}$, and (1.9.3) gives $\tilde{y}_{i_{j}}=x_{i j}=y_{j}$.

REMARK 1.9.3. If $y_{j_{1}}=\tilde{y}_{k_{1}}$ and $v_{j_{2}}=\tilde{v}_{k_{2}}$ in Theorem 1.9.1, then the biorthogonal relationships show that $j_{1}=j_{2}$ if and only if $k_{1}=k_{2}$.

### 1.10. The operator function $A+\lambda B$

Let $E$ and $F$ be Banach spaces. In this section we assume that

$$
T(\lambda)=A+\lambda B
$$

where $\lambda \in \mathbb{C}, A$ and $B$ are in $L(E, F)$ and $B$ is a compact operator. If $\rho(T) \neq \emptyset$, then $T \in H(\mathbb{C}, \Phi(E, F))$, see e. g. [KA, Theorem IV.5.26].

Proposition 1.10.1. Let $T(\lambda)=A+\lambda B$, where $\lambda \in \mathbb{C}, A$ and $B$ are in $L(E, F)$, and $B$ is compact. Assume that $\rho(T) \neq \emptyset$ and let $\mu \in \sigma(T)$. Let the CSEAVs $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ of $T$ at $\mu$ and $\left\{v_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ of $T^{*}$ at $\mu$ be given. Then these CSEAVs are biorthogonal if and only if

$$
\begin{align*}
& \left\langle B y_{m_{i}-1}^{(i)}, v_{m}^{(j)}\right\rangle=\delta_{i j} \delta_{0 m}  \tag{1.10.1}\\
& \quad\left(1 \leq i \leq r, 1 \leq j \leq r, 0 \leq m \leq m_{j}-1\right)
\end{align*}
$$

Proof. This immediately follows from (1.6.5) since on the left-hand side of (1.6.5) only the term for $k=0$ and $q=1$ is different from zero.

Proposition 1.10.2. Let $T(\lambda)=A+\lambda B$, where $\lambda \in \mathbb{C}, A$ and $B$ are in $L(E, F)$, and $B$ is compact. Assume that $\rho(T) \neq \emptyset$ and let $\mu \in \sigma(T)$. Let $y_{0}, y_{1}, \ldots, y_{k}$ be a CEAV of $T$ at $\mu$. Then

$$
\begin{align*}
(A+\mu B) y_{0} & =0  \tag{1.10.2}\\
(A+\mu B) y_{l+1} & =-B y_{l} \quad(l=0, \ldots, k-1) \tag{1.10.3}
\end{align*}
$$

Proof. The definition of a CEAV yields that the function given by

$$
\sum_{l=0}^{k}(\lambda-\mu)^{l} T(\lambda) y_{l}=\sum_{l=0}^{k}(\lambda-\mu)^{l}(A+\mu B) y_{l}+\sum_{l=0}^{k}(\lambda-\mu)^{l+1} B y_{l}
$$

has a zero of order $\geq k+1$ at $\mu$. This proves (1.10.2) and (1.10.3).
Proposition 1.10.3. Let $T(\lambda)=A+\lambda B$, where $\lambda \in \mathbb{C}, A$ and $B$ are in $L(E, F)$, and $B$ is compact. Assume that $\rho(T) \neq \emptyset$ and let $\mu \in \sigma(T)$. Let the CSEAVs $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ of $T$ at $\mu$ and $\left\{v_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ of $T^{*}$ at $\mu$ be given. Then these CSEAVs are biorthogonal if and only if

$$
\begin{align*}
& \left\langle B y_{l}^{(i)}, \nu_{m_{j}-1-k}^{(j)}\right\rangle=\delta_{i j} \delta_{l k}  \tag{1.10.4}\\
& \quad\left(1 \leq i \leq r, 0 \leq l \leq m_{i}-1,1 \leq j \leq r, 0 \leq k \leq m_{j}-1\right)
\end{align*}
$$

Proof. We have to show that the relations (1.10.1) and (1.10.4) are equivalent. Obviously, the relations (1.10.4) for $l=m_{i}-1$ and $k=m_{j}-1-m$ coincide with (1.10.1). For $l=0, \ldots, m_{i}-2$ and $m \leq m_{j}-1$ we have in view of (1.10.2) and (1.10.3) and the corresponding relations for a CEAV of $T^{*}$ at $\mu$ that

$$
\begin{aligned}
\left\langle B y_{l}^{(i)}, v_{m}^{(j)}\right\rangle & =-\left\langle(A+\mu B) y_{l+1}^{(i)}, v_{m}^{(j)}\right\rangle \\
& =-\left\langle y_{l+1}^{(i)},\left(A^{*}+\mu B^{*}\right) v_{m}^{(j)}\right\rangle=\left\langle y_{l+1}^{(i)}, B^{*} v_{m-1}^{(j)}\right\rangle \\
& =\left\langle B y_{l+1}^{(i)}, v_{m-1}^{(j)}\right\rangle
\end{aligned}
$$

where $v_{m}^{(j)}:=0$ if $m<0$. Now the relations (1.10.4) follow from (1.10.1) by a recursive application of the above identity.

Proposition 1.10.4. Let $T(\lambda)=A+\lambda B$, where $\lambda \in \mathbb{C}, A$ and $B$ are in $L(E, F)$, and $B$ is compact. Assume that $\rho(T) \neq \emptyset$ and let $\mu$ and $\tilde{\mu}$ be eigenvalues of $T$ such that $\mu \neq \tilde{\mu}$. Let $\left\{y_{l}^{(j)}: 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right\}$ be $a \operatorname{CSEAV}$ of $T$ at $\mu$ and $\left\{\tilde{v}_{l}^{(j)}: 1 \leq j \leq \tilde{r}, 0 \leq l \leq \widetilde{m}_{j}-1\right\}$ be a CSEAV of $T^{*}$ at $\tilde{\mu}$. Then

$$
\begin{align*}
& \left\langle B y_{l}^{(i)}, \tilde{v}_{k}^{(j)}\right\rangle=0  \tag{1.10.5}\\
& \quad\left(1 \leq i \leq r, 0 \leq l \leq m_{i}-1,1 \leq j \leq \tilde{r}, 0 \leq k \leq \widetilde{m}_{j}-1\right)
\end{align*}
$$

Proof. In view of (1.10.2) and (1.10.3) and the corresponding formulas for a CEAV of $T^{*}$ at $\mu$ we have for $l \leq m_{i}-1$ and $k \leq \tilde{m}_{j}-1$ that

$$
\begin{aligned}
(\mu-\tilde{\mu})\left\langle B y_{l}^{(i)}, \tilde{v}_{k}^{(j)}\right\rangle & =\left\langle[(A+\mu B)-(A+\tilde{\mu} B)] y_{l}^{(i)}, \tilde{v}_{k}^{(j)}\right\rangle \\
& =-\left\langle B y_{l-1}^{(i)}, \tilde{v}_{k}^{(j)}\right\rangle+\left\langle y_{l}^{(i)}, B^{*} \tilde{v}_{k-1}^{(j)}\right\rangle,
\end{aligned}
$$

where $y_{m}^{(i)}:=0$ and $\tilde{v}_{m}^{(j)}:=0$ for $m<0$. Now (1.10.5) follows by induction on $k+l$.

A system of vectors $\left(y_{\alpha}\right)_{\alpha \in I}$ in a Banach space $E$ is called a minimal if the closed linear hull of $\left(y_{\alpha}\right)_{\alpha \in I}$ is different from the closed linear hull of any proper subsystem of $\left(y_{\alpha}\right)_{\alpha \in I}$. In particular, for a series

$$
\sum_{\alpha \in I} a_{\alpha} y_{\alpha}=0
$$

with complex numbers $a_{\alpha}$ which converges in parenthesis we obtain $a_{\alpha}=0$ for all $\alpha \in I$ if $\left(y_{\alpha}\right)_{\alpha \in I}$ is minimal. This also shows that the vectors of a minimal system are linearly independent.
Proposition 1.10.5. Let $T(\lambda)=A+\lambda B$, where $\lambda \in \mathbb{C}, A$ and $B$ are in $L(E, F)$ and $B$ is compact. Assume that $\rho(T) \neq \emptyset$. For each $\mu \in \sigma(T)$ choose a CSEAV $\left\{y_{\mu, l}^{(j)}: 1 \leq j \leq r(\mu), 0 \leq l \leq m_{j}(\mu)-1\right\}$ of $T$ at $\mu$. Then the system of vectors $\left\{y_{\mu, l}^{(j)}: \mu \in \sigma(T), 1 \leq j \leq r(\mu), 0 \leq l \leq m_{j}(\mu)-1\right\}$ is a minimal system in $E$.

Proposition 1.10 .5 is a particular case of the following proposition. It is included here because of its simpler formulation.
PROPOSITION 1.10.6. Let $T(\lambda)=A+\lambda B$, where $\lambda \in \mathbb{C}, A$ and $B$ are in $L(E, F)$ and $B$ is compact. Assume that $\rho(T) \neq \emptyset$. Let $H$ be a Banach space which contains $E$ such that the embedding $E \hookrightarrow H$ is continuous. Assume that $B$ is the restriction of a continuous linear operator from $H$ to $F$. For each $\mu \in \sigma(T)$ let $\left\{y_{\mu, l}^{(j)}: 1 \leq j \leq r(\mu), 0 \leq l \leq m_{j}(\mu)-1\right\}$ be a CSEAV of $T$ at $\mu$. Then the vectors $\left\{y_{\mu, l}^{(j)}: \mu \in \sigma(T), 1 \leq j \leq r(\mu), 0 \leq l \leq m_{j}(\mu)-1\right\}$ form a minimal system in $H$.

Proof. Choose the $\operatorname{CSEAV}\left\{\nu_{\mu, l}^{(j)}: 1 \leq j \leq r(\mu), 0 \leq l \leq m_{j}(\mu)-1\right\}$ of $T^{*}$ at $\mu$ according to Theorem 1.6.5. Let $y_{\mu, l}^{(j)}$ be one of the eigenvectors or associated
vectors of the given system. By Propositions 1.10 .3 and 1.10 .4 we know that $\left\langle y_{\mu, l}^{(j)}, B^{*} v_{\mu, m_{j}(\mu)-1-l}^{(j)}\right\rangle=1$ and $\left\langle y_{\tilde{\mu}, k}^{(i)}, B^{*} v_{\mu, m_{j}(\mu)-1-l}^{(j)}\right\rangle=0$ if $(\tilde{\mu}, k, i) \neq(\mu, l, j)$. We may assume without loss of generality that $E$ is dense in $H$ and therefore that $H^{\prime} \subset E^{\prime}$. The assumption on $B$ says that $R\left(B^{*}\right) \subset H^{\prime}$. Hence the bilinear form can be taken with respect to $H$ and $H^{\prime}$. This proves the minimality in $H$ of the system of eigenvectors and associated vectors.

The following simple example shows that $\lambda$-linearity of the operator function is crucial for minimality of a CSEAV.
EXAMPLE 1.10.7. We consider

$$
T(\lambda)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & \lambda & 0 \\
0 & 0 & \lambda^{2}
\end{array}\right)
$$

Then $T \in H\left(\mathbb{C}, L\left(\mathbb{C}^{3}\right)\right)$, $\operatorname{det} T(\lambda)=\lambda^{3}$ and nul $T(0)=2$ are obvious. Set

$$
y_{1,0}:=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), y_{1,1}:=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right), y_{2,0}:=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)
$$

From

$$
T(\lambda)\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)=\lambda^{2}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)
$$

and

$$
T(\lambda)\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)=\lambda\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)
$$

we infer that $\left\{y_{1,0}, y_{1,1}\right\}$ and $\left\{y_{2,0}\right\}$ are CEAVs of $T$ at 0 . Clearly, $\left\{y_{1,0}, y_{2,0}\right\}$ is a basis of $N(T(0)), m_{1} \geq 2$, and $m_{2} \geq 1$. By Proposition 1.8.5, $m_{1}+m_{2}=3$, which proves that $m_{1}=2$ and $m_{2}=1$. Hence $\left\{y_{1,0}, y_{1,1} ; y_{2,0}\right\}$ is a CSEAV of $T$ at 0 . Since the associated vector $y_{1,1}$ is zero, this CSEAV of $T$ at 0 is not minimal.
PROPOSITION 1.10.8. Let $T(\lambda)=A+\lambda B$, where $\lambda \in \mathbb{C}, A$ and $B$ are in $L(E, F)$ and $B$ is compact. Assume that $\rho(T) \neq \emptyset$ and let $\mu \in \sigma(T)$. Then $\mu$ is a semisimple eigenvalue of $T$ if and only if for each eigenvector $y$ of $T$ at $\mu$ there is an eigenvector $v$ of $T^{*}$ at $\mu$ such that

$$
\langle B y, v\rangle \neq 0
$$

Proof. The result immediately follows from the definition of a semi-simple eigenvalue.

If $E=F$ is finite-dimensional and $B=-\mathrm{id}_{E}$, i. e. $T(\lambda)=A-\lambda \mathrm{id}_{E}$, then $\sigma(T)$ is also denoted by $\sigma(A)$, and eigenvectors and associated vectors of $T$ are called eigenvectors and associated vectors of $A$.

THEOREM 1.10.9 (Jordan canonical form). Let $E$ be a finite-dimensional space, $\operatorname{dim} E=n$. Let $A \in L(E)$. Then $\sigma(A)$ consists of $p \leq n$ eigenvalues $\mu_{1}, \ldots, \mu_{p}$. There is an invertible linear operator $C \in L\left(\mathbb{C}^{n}, E\right)$ such that

$$
\begin{equation*}
C^{-1} A C=\bigoplus_{i=1}^{p} \bigoplus_{j=1}^{r_{i}}\left(\mu_{i} \delta_{k l}+\delta_{k+1, l} l_{k, l=1}^{m_{j}\left(\mu_{i}\right)}\right. \tag{1.10.6}
\end{equation*}
$$

where $r_{i}=\operatorname{nul}\left(A-\mu_{i} \mathrm{id}_{E}\right)(i=1, \ldots, p)$ and $m_{1}\left(\mu_{i}\right), \ldots, m_{r_{i}}\left(\mu_{i}\right)$ are the partial multiplicities of $A-\lambda \operatorname{id}_{E}$ at $\mu_{i}$. This means that $C^{-1} A C$ is given by the block matrix

$$
\left(\begin{array}{ccccccc}
A_{11} & & & & & & \\
& A_{12} & & & & & \\
& & \ddots & & & 0 & \\
& & & A_{1 r_{1}} & & & \\
& 0 & & & A_{21} & & \\
& & & & & \ddots & \\
& & & & & & A_{p r_{p}}
\end{array}\right)
$$

where

$$
A_{i j}=\left(\begin{array}{cccccc}
\mu_{i} & 1 & & & & \\
& \cdot & \cdot & & 0 & \\
& & \cdot & \cdot & & \\
& & & \cdot & \cdot & \\
& 0 & & & \cdot & 1 \\
& & & & & \mu_{i}
\end{array}\right)
$$

is an $m_{j}\left(\mu_{i}\right) \times m_{j}\left(\mu_{i}\right)$ matrix for $i=1, \ldots, p$ and $j=1, \ldots, r_{i}$. A representation of $C$ and $C^{-1}$ is obtained as follows: For $i=1, \ldots, p$ choose biorthogonal CSEAVs $\left\{y_{i, l}^{(j)}: 1 \leq j \leq r_{i}, 0 \leq l \leq m_{j}\left(\mu_{i}\right)-1\right\}$ and $\left\{v_{i, l}^{(j)}: 1 \leq j \leq r_{i}, 0 \leq l \leq m_{j}\left(\mu_{i}\right)-1\right\}$ of $A$ and $A^{*}$ at $\mu_{i}$ according to Corollary 1.6.6. Define

$$
\begin{equation*}
C:=\left(y_{1,0}^{(1)} \ldots y_{1, m_{1}\left(\mu_{1}\right)-1}^{(1)} \ldots y_{1,0}^{\left(r_{1}\right)} \ldots y_{1, m_{r_{1}}\left(\mu_{1}\right)-1}^{\left(r_{1}\right)} \ldots y_{p, 0}^{\left(r_{p}\right)} \ldots y_{p, m_{r_{p}}\left(\mu_{p}\right)-1}^{\left(r_{p}\right)}\right) \tag{1.10.7}
\end{equation*}
$$

and

$$
D:=\left(v_{1, m_{1}\left(\mu_{1}\right)-1}^{(1)} \ldots v_{1,0}^{(1)} \ldots v_{1, m_{r_{1}}\left(\mu_{1}\right)-1}^{\left(r_{1}\right)} \ldots v_{1,0}^{\left(r_{1}\right)} \ldots v_{p, m_{r_{p}}\left(\mu_{p}\right)-1}^{\left(r_{p_{2}}\right)} \ldots v_{p, 0}^{\left(r_{p}\right)}\right)
$$

Then $C \in L\left(\mathbb{C}^{n}, E\right), D^{*} \in L\left(E, \mathbb{C}^{n}\right)$, and (1.10.6) holds, where $C^{-1}=-D^{*}$.
Proof. The determinant of $A-\lambda \mathrm{id}_{E}$ is a polynomial of degree $n$. Since the eigenvalues of $A-\lambda \mathrm{id}_{E}$ are the zeros of $\operatorname{det}\left(A-\lambda \mathrm{id}_{E}\right), \sigma(A)$ is finite and consists of
at most $n$ elements $\mu_{1}, \ldots, \mu_{p}$. Choose biorthogonal CSEAVs as in the statement of the theorem. By Proposition 1.8.5,

$$
m\left(\mu_{i}\right)=\sum_{j=1}^{r_{i}} m_{j}\left(\mu_{i}\right)
$$

is the multiplicity of the zero of $\operatorname{det}\left(A-\lambda \operatorname{id}_{E}\right)$ at $\mu_{i}$. Since the sum of the multiplicities of all zeros of $\operatorname{det}\left(A-\lambda \operatorname{id}_{E}\right)$ is equal to its degree, we obtain

$$
\sum_{i=1}^{p} \sum_{j=1}^{r_{i}} m_{j}\left(\mu_{i}\right)=n
$$

Hence $C$ given by (1.10.7) defines a linear operator $C: \mathbb{C}^{n} \rightarrow E$. From Proposition 1.10 .5 we know that the vectors $y_{i, l}^{(j)}$ are linearly independent. Hence $C$ is invertible. For each $k \in\{1, \ldots, n\}$ there are unique numbers $i_{k} \in\{1, \ldots, p\}$, $s_{k} \in\left\{1, \ldots, r_{i_{k}}\right\}$ and $l_{k} \in\left\{0, \ldots, m_{s_{k}}\left(\mu_{i_{k}}\right)-1\right\}$ such that

$$
k=\sum_{i=1}^{i_{k}-1} m\left(\mu_{i}\right)+\sum_{j=1}^{s_{k}-1} m_{j}\left(\mu_{i_{k}}\right)+l_{k}+1
$$

Let $e_{k}$ be the $k$-th unit vector in $\mathbb{C}^{n}$. Set $e_{k-1}^{\prime}:=e_{k-1}$ if $l_{k} \neq 0$ and $e_{k-1}^{\prime}:=0$ if $l_{k}=0$. From (1.10.2) and (1.10.3) we obtain

$$
\begin{aligned}
A C e_{k} & =A y_{i_{k}}\left(s_{k}\right)=\mu_{i_{k}} y_{i_{k}}\left(s_{k}\right)+y_{i_{k}, l_{k}-1}^{\left(s_{k}\right)} \\
& =\mu_{i_{k}} C e_{k}+C e_{k-1}^{\prime}=C\left(\mu_{i_{k}} e_{k}+e_{k-1}^{\prime}\right),
\end{aligned}
$$

which proves (1.10.6).
Finally $D \in L\left(\mathbb{C}^{n}, E^{\prime}\right)$, and therefore $D^{*} \in L\left(E, \mathbb{C}^{n}\right)$. Here we have used that we can identify $E$ an $E^{\prime \prime}$ since $E$ is finite-dimensional, see e.g. [KA, p. 15]. For $j, k \in\{1, \ldots, n\}$ we have in view of Propositions 1.10.3 and 1.10.4 that

$$
e_{j}^{t} D^{*} C e_{k}=\left\langle e_{j}, D^{*} C e_{k}\right\rangle=\left\langle D e_{j}, C e_{k}\right\rangle=-\delta_{j k}
$$

for $j, k \in\{1, \ldots, n\}$. This proves $C^{-1}=-D^{*}$.

### 1.11. Abstract boundary eigenvalue operator functions

Let $\Omega$ be an open subset of $\mathbb{C}$. We consider the Banach spaces $E, G, F_{1}, F_{2}$, $F=F_{1} \times F_{2}$ and operator functions $T \in H(\Omega, L(E, F))$ and $Z \in H(\Omega, L(G, E))$. According to $F=F_{1} \times F_{2}$ we have $T_{1} \in H\left(\Omega, L\left(E, F_{1}\right)\right)$ and $T_{2} \in H\left(\Omega, L\left(E, F_{2}\right)\right)$ such that $T(\lambda)=\binom{T_{1}(\lambda)}{T_{2}(\lambda)}$ for $\lambda \in \Omega$. We assume that for all $\lambda \in \Omega$

$$
\left\{\begin{array}{l}
\text { i) } T_{1}(\lambda) \text { is right invertible }  \tag{1.11.1}\\
\text { ii) } Z(\lambda) \text { is injective, } \\
\text { iii) } N\left(T_{1}(\lambda)\right)=R(Z(\lambda))
\end{array}\right.
$$

Condition (1.11.1) i) means that there is an operator $U(\lambda) \in L\left(F_{1}, E\right)$ such that $T_{1}(\lambda) U(\lambda)=\mathrm{id}_{F_{1}}$. We set

$$
\begin{equation*}
M(\lambda):=T_{2}(\lambda) Z(\lambda) \quad(\lambda \in \Omega) \tag{1.11.2}
\end{equation*}
$$

whence $M \in H\left(\Omega, L\left(G, F_{2}\right)\right)$ by Corollary 1.2.4. We call $T$ an abstract boundary eigenvalue operator function, $Z$ a "fundamental matrix" function and $M$ the characteristic "matrix" function associated to $T$ (with respect to $Z$ ).
THEOREM 1.11.1. There are operator functions

$$
C \in H\left(\Omega, L\left(F_{2} \times F_{1}, F\right)\right), D \in H\left(\Omega, L\left(E, G \times F_{1}\right)\right)
$$

such that for $\lambda \in \Omega$ the operators $C(\lambda)$ and $D(\lambda)$ are invertible and the factorization

$$
T(\lambda)=C(\lambda)\left(\begin{array}{cc}
M(\lambda) & 0 \\
0 & i d_{F_{1}}
\end{array}\right) D(\lambda)
$$

holds.
Proof. By Šubin [SU], see also BART [BA2, p.183], there is a holomorphic right inverse $U$ of $T_{1}$, i. e., there is an operator function $U \in H\left(\Omega, L\left(F_{1}, E\right)\right)$ such that

$$
\begin{equation*}
T_{1}(\lambda) U(\lambda)=\operatorname{id}_{F_{1}} \quad(\lambda \in \Omega) \tag{1.11.3}
\end{equation*}
$$

We shall show that the operator

$$
\begin{equation*}
(Z(\lambda), U(\lambda)): G \times F_{1} \rightarrow E \tag{1.11.4}
\end{equation*}
$$

is invertible for all $\lambda \in \Omega$. First let $(x, y) \in G \times F_{1}$ and $Z(\lambda) x+U(\lambda) y=0$. We apply $T_{1}(\lambda)$ to this equation and obtain $y=0$ because of (1.11.1) iii) and (1.11.3). Hence $Z(\lambda) x=0$, whence $x=0$ since $Z(\lambda)$ is injective by (1.11.1) ii). Thus the operator (1.11.4) is injective. To prove its surjectivity let $x \in E$. From (1.11.3) we infer that

$$
T_{1}(\lambda)\left(x-U(\lambda) T_{1}(\lambda) x\right)=0
$$

The assumption (1.11.1) iii) yields that

$$
x-U(\lambda) T_{1}(\lambda) x \in R(Z(\lambda))
$$

whence $x \in R(Z(\lambda))+R(U(\lambda))$. This proves the surjectivity. We set

$$
\begin{equation*}
D(\lambda):=(Z(\lambda), U(\lambda))^{-1} \quad(\lambda \in \Omega) \tag{1.11.5}
\end{equation*}
$$

From Banach's closed graph theorem and Proposition 1.2 .5 it follows that $D$ belongs to $H\left(\Omega, L\left(E, G \times F_{1}\right)\right)$. We define

$$
\begin{equation*}
V(\lambda):=T_{2}(\lambda) U(\lambda) \quad(\lambda \in \Omega) \tag{1.11.6}
\end{equation*}
$$

and

$$
C(\lambda):=\left(\begin{array}{cc}
0 & \mathrm{id}_{F_{1}}  \tag{1.11.7}\\
\mathrm{id}_{F_{2}} & V(\lambda)
\end{array}\right) \quad(\lambda \in \Omega)
$$

Obviously $C$ belongs to $H\left(\Omega, L\left(F_{2} \times F_{1}, F\right)\right)$. For $\lambda \in \Omega$ the operator $C(\lambda)$ is invertible and

$$
C^{-1}(\lambda)=\left(\begin{array}{cc}
-V(\lambda) & \mathrm{id}_{F_{2}}  \tag{1.11.8}\\
\operatorname{id}_{F_{1}} & 0
\end{array}\right)
$$

An easy calculation yields

$$
\begin{aligned}
C(\lambda)\left(\begin{array}{cc}
M(\lambda) & 0 \\
0 & \mathrm{id}_{F_{1}}
\end{array}\right) & =\left(\begin{array}{cc}
0 & \mathrm{id}_{F_{1}} \\
M(\lambda) & V(\lambda)
\end{array}\right) \\
& =\binom{T_{1}(\lambda)}{T_{2}(\lambda)}(Z(\lambda), U(\lambda))=T(\lambda) D^{-1}(\lambda)
\end{aligned}
$$

for $\lambda \in \Omega$.
In the terminology of [GGK] and [KAS], Theorem 1.11 .1 states that $T$ is globally equivalent on $\Omega$ to the canonical $F_{1}$-extension of $M$.

In all applications of Theorem 1.11 .1 it will be shown directly that the right inverse $U$ is holomorphic. Therefore, the results of Šubin or Bart quoted in the proof are not essential for our purposes.

We assume now that there are Banach spaces $X_{1}, X_{2}, Y_{1}, Y_{2}$ and holomorphic operator functions

$$
\begin{gathered}
C \in H\left(\Omega, L\left(Y_{1} \times Y_{2}, F\right)\right), D \in H\left(\Omega, L\left(E, X_{1} \times X_{2}\right)\right) \\
M \in H\left(\Omega, L\left(X_{1}, Y_{1}\right)\right), \quad J \in H\left(\Omega, L\left(X_{2}, Y_{2}\right)\right)
\end{gathered}
$$

such that

$$
T(\lambda)=C(\lambda)\left(\begin{array}{cc}
M(\lambda) & 0  \tag{1.11.9}\\
0 & J(\lambda)
\end{array}\right) D(\lambda) \quad(\lambda \in \Omega)
$$

We suppose that the operators $C(\lambda), D(\lambda)$, and $J(\lambda)$ are invertible for all $\lambda \in \Omega$. There are operator functions

$$
\begin{gathered}
C_{1} \in H\left(\Omega, L\left(F, Y_{1}\right)\right), C_{2} \in H\left(\Omega, L\left(F, Y_{2}\right)\right) \\
D_{1} \in H\left(\Omega, L\left(X_{1}, E\right)\right), D_{2} \in H\left(\Omega, L\left(X_{2}, E\right)\right)
\end{gathered}
$$

such that

$$
C^{-1}(\lambda)=\binom{C_{1}(\lambda)}{C_{2}(\lambda)}, \quad D^{-1}(\lambda)=\left(D_{1}(\lambda), D_{2}(\lambda)\right) \quad(\lambda \in \Omega)
$$

It is obvious that $T \in H(\Omega, \Phi(E, F))$ if and only if $M \in H\left(\Omega, \Phi\left(X_{1}, Y_{1}\right)\right)$ and that $\rho(T)=\rho(M)$. Also note that nul $T(\mu)=\operatorname{nul} M(\mu)$ for all $\mu \in \sigma(T)$.
LEMmA 1.11.2. Let $\Omega$ be a domain and assume that $T \in H(\Omega, \Phi(E, F))$ fulfils (1.11.9). Let $\rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Let $\left\{c_{1}, \ldots, c_{r}\right\}$ and $\left\{d_{1}, \ldots, d_{r}\right\}$ be biorthogonal CSRFs of $M$ and $M^{*}$ at $\mu$. Define

$$
\begin{equation*}
y_{j}:=D_{1} c_{j}, \quad v_{j}:=C_{1}^{*} d_{j} \quad(j=1, \ldots, r) \tag{1.11.10}
\end{equation*}
$$

Then $\left\{y_{1}, \ldots, y_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ are biorthogonal CSRFs of $T$ and $T^{*}$ at $\mu$, $v\left(y_{j}\right)=v\left(v_{j}\right)=v\left(c_{j}\right)=v\left(d_{j}\right)=: m_{j}$ for $j=1, \ldots, r$, and the operator function

$$
T^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} y_{j} \otimes v_{j}
$$

is holomorphic at $\mu$.
Proof. An easy calculation yields

$$
\begin{aligned}
T^{-1} & -\sum_{j=1}^{r}(\cdot-\mu)^{-m} y_{j} \otimes v_{j} \\
& =\left(D_{1}, D_{2}\right)\left(\begin{array}{cc}
M^{-1} & 0 \\
0 & J^{-1}
\end{array}\right)\binom{C_{1}}{C_{2}}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}}\left(D_{1} c_{j}\right) \otimes\left(C_{1}^{*} d_{j}\right) \\
& =D_{1}\left(M^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} c_{j} \otimes d_{j}\right) C_{1}+D_{2} J^{-1} C_{2}
\end{aligned}
$$

By Theorem 1.5.9 the operator function

$$
M^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} c_{j} \otimes d_{j}
$$

is holomorphic at $\mu$, whence

$$
T^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} y_{j} \otimes v_{j}
$$

has the same property. The operators

$$
D^{-1}(\mu)=\left(D_{1}(\mu), D_{2}(\mu)\right) \text { and } C^{-1^{*}}(\mu)=\left(C_{1}^{*}(\mu), C_{2}^{*}(\mu)\right)
$$

are invertible. Hence $D_{1}(\mu)$ and $C_{1}^{*}(\mu)$ are injective, which implies $y_{j}(\mu) \neq 0$ and $v_{j}(\mu) \neq 0$. From

$$
T y_{j}=T D_{1} c_{j}=T D^{-1}\binom{c_{j}}{0}=C\left(\begin{array}{cc}
M & 0 \\
0 & J
\end{array}\right)\binom{c_{j}}{0}=C\binom{M c_{j}}{0}
$$

we conclude that $T y_{j}$ has a zero of order $m_{j}$ at $\mu$. In the same way we obtain

$$
T^{*} v_{j}=T^{*} C_{1}^{*} d_{j}=T^{*} C^{-1^{*}}\binom{d_{j}}{0}=D^{*}\left(\begin{array}{cc}
M^{*} & 0 \\
0 & J^{*}
\end{array}\right)\binom{d_{j}}{0}=D^{*}\binom{M^{*} d_{j}}{0}
$$

whence $T^{*} v_{j}$ has a zero of order $m_{j}$ at $\mu$. By Theorem 1.5 .9 the proof is complete if we observe that $r=\operatorname{nul} M(\mu)=\operatorname{nul} T(\mu)$.

Theorem 1.11.3. Let $T \in H(\Omega, \Phi(E, F))$ fulfil (1.11.1) and let $Z, M, V$ be given as in (1.11.1), (1.11.2) and (1.11.6). Let $\rho(T) \neq \emptyset$ and $\mu \in \sigma(T)$. Let $\left\{c_{1}, \ldots, c_{r}\right\}$ and $\left\{d_{1}, \ldots, d_{r}\right\}$ be biorthogonal CSRFs of $M$ and $M^{*}$ at $\mu$. Define

$$
\begin{equation*}
y_{j}:=Z c_{j}, \quad v_{j}:=\binom{-V^{*} d_{j}}{d_{j}} \quad(j=1, \ldots, r) . \tag{1.11.11}
\end{equation*}
$$

Then $\left\{y_{1}, \ldots, y_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ are biorthogonal CSRFs of $T$ and $T^{*}$ at $\mu$, $v\left(y_{j}\right)=v\left(v_{j}\right)=v\left(c_{j}\right)=v\left(d_{j}\right)=: m_{j}$ for $j=1, \ldots, r$, and the operator function

$$
T^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} y_{j} \otimes v_{j}
$$

is holomorphic at $\mu$.
Proof. It is easy to verify the assumptions of Lemma 1.11.2. We set $X_{1}:=G$, $X_{2}:=F_{1}, Y_{1}:=F_{2}$ and $Y_{2}:=F_{1}$. By (1.11.5), $D^{-1}=(Z, U)$ whence $D_{1}=Z$. From (1.11.8) we obtain

$$
C^{-1^{*}}=\left(\begin{array}{cc}
-V^{*} & \mathrm{id}_{F_{1}^{\prime}} \\
\mathrm{id}_{F_{2}^{\prime}} & 0
\end{array}\right)
$$

and hence

$$
C_{1}^{*}=\binom{-V^{*}}{\mathrm{id}_{F_{2}^{\prime}}^{\prime}}
$$

### 1.12. Notes

Operator functions as considered in this chapter are also called operator bundles, operator pencils, or operator colligations. There are two different aspects of the spectral theory of holomorphic operator functions. Given that $T(\kappa) \in L(E), E$ a Banach space, depends holomorphically on the complex parameter $\kappa$, the question arises how the spectrum of the operator $T(\kappa)$ depends on the parameter $\kappa$. Notice that the spectral parameter $\lambda$ occurs linearly in $T(\kappa)-\lambda \mathrm{id}_{E}$. Since we are not concerned with problems of this kind, we refer the reader to the monographs of Kato [KA, Chapter 7] and BaumgÄrtel [BG] for an extensive treatment of this question. We study $T(\lambda)$ with $\lambda$ as the spectral parameter which in general is a nonlinear problem. The aspect considered here is the behavior of the resolvent of $T(\lambda)$ at its poles. Spectral properties of $T(\lambda)$ with $\lambda$ as the spectral parameter, in particular the representation of the principal parts of the resolvent, were stated in Hilbert spaces for polynomial operator pencils $I-K(\lambda), K(\lambda)$ compact, by Keldysh [KE1] and proved in [KE2]. The discreteness of the spectrum in case $\rho(T) \neq \emptyset$ for holomorphic Fredholm operator valued functions was shown by Atkinson [AT1] and SZ.-NaGY [SZN]. Keldysh's theory was extended to holomorphic and meromorphic Fredholm operator valued functions by Troflmov [TRO], Markus and Sigal [MAS], and Gohberg and Sigal [GS]. The
proof in [GS] differs from ours in that a local factorization is used, whereas we obtain the local factorization in Section 1.8 from the representation of the principal part. We took this route since our main aim in this chapter is the representation of the principal parts of the resolvent. In the special case of an integral operator of Fredholm type whose kernel depends holomorphically on a parameter $\lambda$, the meromorphic dependence of the kernel of the inverse operator was shown by Tamarkin [TA4]. Root functions were introduced by Trofimov [TRO]. Although root functions also occur in [GS], the first representation of the principal parts of the resolvent in terms of root functions has been proved in [MM1]. Further results in this direction appeared in [MM3, MM4, MM5]. A generalization to Fréchet spaces has been published in [MM2]. The structure of the resolvent in the $\lambda$-linear case is well-known, see e.g. Kato [KA, p. 181]. The representation of eigenvectors and associated vectors of an operator function by those of a related characteristic function were first published in [MM3]. The fact that in this case the given operator function is a global extension of its characteristic matrix function was shown by Kaashoek [KAS].

Representations of the principal parts of meromorphic operator functions and in particular inverses of holomorphic operator functions play also a role in other publications. Apart from the literature cited above we just mention the contributions [BAl] by Bart, [JW] by Jeggle and Wendland and the recently published monograph [KM] by KOZLOV and MAZ' YA.
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## Chapter II

## FIRST ORDER SYSTEMS OF ORDINARY DIFFERENTIAL EQUATIONS

This chapter contains basic elements of the theory of first order systems of ordinary linear differential equations. Since it is advantageous to treat boundary eigenvalue problems using weak derivatives in the corresponding differential equations, we give a short introduction to the theory of Sobolev spaces on intervals and prove properties which are needed in the sequel. A realization of the dual of such a Sobolev space is established (Theorem 2.2.5). For first order linear differential systems with coefficients depending holomorphically on a parameter the existence of a fundamental matrix function which depends holomorphically on this parameter is proved (Theorem 2.5.3). Further investigations concern the asymptotic behavior of fundamental matrix functions in case the coefficients of the first order differential system are asymptotically linear in the parameter (Theorem 2.8.2). These properties of the fundamental matrix functions are essential for asymptotic estimates of the GREEN'S function (the resolvent) of boundary eigenvalue problems.

### 2.1. Sobolev spaces on intervals

Throughout this chapter we assume that $a$ and $b$ are real numbers with $a<b$. Furthermore, let $1 \leq p \leq \infty$. There is a unique $p^{\prime}$ with $1 \leq p^{\prime} \leq \infty$ and $1 / p+1 / p^{\prime}=1$.

Let $I \subset \mathbb{R}$ be an interval. $C(I)=C^{0}(I)$ denotes the space of all continuous functions on $I$ to $\mathbb{C}$. For a positive integer $k, C^{k}(I)$ denotes the space of $k$-times continuously differentiable functions on $I$. Let

$$
C^{\infty}(I):=\bigcap_{k=1}^{\infty} C^{k}(I) .
$$

For $f \in C(I)$ the set

$$
\operatorname{supp} f:=\overline{\{x \in I: f(x) \neq 0\}}
$$

is called the support of $f$, where the closure is taken with respect to $I$.
If $I$ is compact, we set

$$
|f|_{(k)}:=\sum_{j=0}^{k} \max _{x \in I}\left|f^{(j)}(x)\right| \quad\left(f \in C^{k}(I)\right)
$$

It is well-known that $\left(C^{k}(I), \|_{(k)}\right)$ is a Banach space.
As usual, $L_{p}(I)$ denotes the space of measurable functions $f$ on $I$ (modulo functions which vanish almost everywhere) such that

$$
\begin{aligned}
& |f|_{p}:=\left(f_{I}|f(x)|^{p} \mathrm{~d} x\right)^{1 / p}<\infty \quad(1 \leq p<\infty) \\
& |f|_{\infty}:=\operatorname{esssup}\{|f(x)|: x \in I\}<\infty \quad(p=\infty)
\end{aligned}
$$

It is well-known that $L_{p}(I)$ is a Banach space with respect to the norm $\|\left.\right|_{p}$, see e.g. [HS, (13.11) and (20.14)].

For $f, g \in L_{1}(\mathbb{R})$ and almost all $x \in \mathbb{R}$, the function $y \mapsto f(x-y) g(y)$ belongs to $L_{1}(\mathbb{R})$; for these $x$ the convolution $(f * g)(x)$ of $f$ and $g$ at $x$ is defined by

$$
(f * g)(x):=\int_{\mathbb{R}} f(x-y) g(y) \mathrm{d} y,
$$

and $f * g$ belongs to $L_{1}(\mathbb{R})$, see e.g. [HS, (21.31)].
Let $L_{1}^{\text {loc }}(I)$ be the set of measurable functions $f$ on $I$ (modulo functions which vanish almost everywhere) such that $\left.f\right|_{K} \in L_{1}(K)$ for each compact subset $K$ of $I$.

For simplicity of notation we identify an element of $L_{1}^{\text {loc }}(I)$ with any of its representatives. Hence identities, inequalities etc. for $L_{1}^{\text {loc }}(I)$-functions are to be understood almost everywhere.

If the interval is given explicitly, then we shall simplify the notation by omitting the outer parentheses in the definition of spaces over intervals, e.g. we write $C[a, b]$ instead of $C([a, b])$.

Now let $I$ be open. A function $f \in C^{\infty}(I)$ is called a test function if its support is a compact subset of $I$. The space of all test functions on an open interval $I$ is denoted by $C_{0}^{\infty}(I)$. We identify $C_{0}^{\infty}(I)$ with a subspace of $C_{0}^{\infty}(\mathbb{R})$ by setting $f=0$ outside of $I$ for each $f \in C_{0}^{\infty}(I)$. Thus

$$
C_{0}^{\infty}(I)=\bigcup_{K \subset I, \text { compact }} C_{0}^{\infty}(K),
$$

where

$$
C_{0}^{\infty}(K):=\left\{f \in C_{0}^{\infty}(\mathbb{R}): \operatorname{supp} f \subset K\right\} .
$$

A linear functional $u$ on $C_{0}^{\infty}(I)$ is called a distribution on $I$ if for each compact set $K \subset I$ there are numbers $k \in \mathbb{N}$ and a $C \geq 0$ such that

$$
|\langle\varphi, u\rangle| \leq C \sum_{j=0}^{k} \sup _{x \in K}\left|\varphi^{(j)}(x)\right| \quad\left(\varphi \in C_{0}^{\infty}(K)\right)
$$

where $\langle\varphi, u\rangle:=u(\varphi)$. The space of distributions on $I$ is denoted by $\mathscr{D}^{\prime}(I)$.
For $u \in \mathscr{D}^{\prime}(I)$ the support of $u$, denoted $\operatorname{supp} u$, is the set of points $x \in I$ such that for each neighbourhood $U \subset I$ of $x$ there is a function $\varphi \in C_{0}^{\infty}(U)$ such that $\langle\varphi, u\rangle \neq 0$.

According to the definition

$$
\begin{equation*}
\langle\varphi, f\rangle:=\int_{I} \varphi f \mathrm{~d} x \quad\left(\varphi \in C_{0}^{\infty}(I), f \in L_{1}^{\mathrm{loc}}(I)\right) \tag{2.1.1}
\end{equation*}
$$

we identify $L_{1}^{\text {loc }}(I)$ with a subspace of $\mathscr{D}^{\prime}(I)$, see e.g. [HÖ2, p. 37]. Then we also have $L_{p}(I) \subset \mathscr{D}^{\prime}(I)(1 \leq p \leq \infty)$ and $C(I) \subset \mathscr{D}^{\prime}(I)$ with respect to the bilinear form (2.1.1). A distribution on $I$ belonging to $L_{1}^{\text {loc }}$ is called a regular distribution.

Let $u \in \mathscr{D}^{\prime}(I)$. Then

$$
\begin{equation*}
\left\langle\varphi, u^{\prime}\right\rangle:=-\left\langle\varphi^{\prime}, u\right\rangle \quad\left(\varphi \in C_{0}^{\infty}(I)\right) \tag{2.1.2}
\end{equation*}
$$

defines a distribution $u^{\prime}$ on $I$, called the derivative in the sense of distributions of $u$. For $k=1,2, \ldots$ we recursively define

$$
u^{(k+1)}:=\left(u^{(k)}\right)^{\prime}
$$

Hence, for $k \in \mathbb{N}$, the $k$-th derivative $u^{(k)} \in \mathscr{D}^{\prime}(I)$ of $u \in \mathscr{D}^{\prime}(I)$ is well-defined. If $u \in C^{k}(I)$, then the $k$-th derivative $u^{(k)}$ in the sense of distributions coincides with the classical $k$-th derivative because of the formula for integration by parts.

Analogously, for $u \in \mathscr{D}^{\prime}(I)$ and $\psi \in C^{\infty}(I)$,

$$
\langle\varphi, \psi u\rangle:=\langle\psi \varphi, u\rangle \quad\left(\varphi \in C_{0}^{\infty}(I)\right)
$$

defines a unique distribution $\psi u$ on $I$.
DEfinition 2.1.1. Let $I \subset \mathbb{R}$ be an open interval and $k \in \mathbb{N}$. The space

$$
W_{p}^{k}(I):=\left\{f \in L_{p}(I): \forall j \in\{1, \ldots, k\} f^{(j)} \in L_{p}(I)\right\}
$$

is called a Sobolev space. Here the derivatives $f^{(j)}$ are the derivatives in the sense of distributions. For $f \in W_{p}^{k}(I)$ we set

$$
|f|_{p, k}:=\sum_{j=0}^{k}\left|f^{(j)}\right|_{p} .
$$

Note that $W_{p}^{0}(I)=L_{p}(I)$.
REMARK 2.1.2. Let $A C^{\text {loc }}(I)$ be the set of functions $f$ on $I$ such that $\left.f\right|_{K}$ is absolutely continuous for each compact subinterval $K$ of $I$. Then, for $k>0$,

$$
W_{p}^{k}(I)=\left\{f \in A C^{\mathrm{loc}}(I): \forall j \in\{1, \ldots, k-1\} f^{(j)} \in A C^{\mathrm{loc}}(I), f^{(k)} \in L_{p}(I)\right\}
$$

Observing the fact that $f \in A C^{\mathrm{loc}}(I)$ if and only if $f$ is the indefinite integral of a locally integrable function, Remark 2.1 .2 will be an immediate consequence of Proposition 2.1.5 below.
Proposition 2.1.3. Let $I \subset \mathbb{R}$ be an open interval, $\gamma \in \bar{I}$ and $g \in L_{p}(I)$. Set

$$
\begin{equation*}
G(x):=\int_{\gamma}^{x} g(t) \mathrm{d} t \quad(x \in \bar{I}) \tag{2.1.4}
\end{equation*}
$$

Then $G$ is continuous on $\bar{I}$ and $G^{\prime}=g$ in $\mathscr{D}^{\prime}(I)$.

More precisely, we should write $\left(\left.G\right|_{I}\right)^{\prime}=g$. But since a continuous function on $\bar{I}$ is uniquely determined by its values on $I$, we shall often identify $G$ and $\left.G\right|_{I}$.
Proof. Let $[\alpha, \beta]$ be any compact subinterval of $\bar{I}$ containing $\gamma$. Then $\left.g\right|_{[\alpha, \beta] \cap I} \in$ $L_{p}([\alpha, \beta] \cap I) \subset L_{1}([\alpha, \beta])$, which shows that $G$ is well-defined. It is well-known that $G$ is continuous on $[\alpha, \beta]$, see e.g. [HS, (18.1)]. This proves that $G$ is continuous. Now let $\varphi \in C_{0}^{\infty}(I)$. Choose $\alpha, \beta \in \bar{I}$ such that $\alpha \leq \gamma \leq \beta$ and $\operatorname{supp} \varphi \subset[\alpha, \beta]$. With the aid of the theorem on integration by parts, see [HS, (18.19)], we obtain

$$
\begin{aligned}
\left\langle\varphi, G^{\prime}\right\rangle & =-\left\langle\varphi^{\prime}, G\right\rangle \\
& =-\int_{\alpha}^{\beta} \varphi^{\prime}(x) G(x) \mathrm{d} x=\int_{\alpha}^{\beta} \varphi(x) g(x) \mathrm{d} x \\
& =\langle\varphi, g\rangle
\end{aligned}
$$

which proves $G^{\prime}=g$.
Corollary 2.1.4. Let $k \in \mathbb{N}$ and $u \in \mathscr{D}^{\prime}(a, b)$ such that $u^{\prime} \in W_{p}^{k}(a, b)$. Then $u \in W_{p}^{k+1}(a, b)$.

Proof. We must show that $u \in L_{p}(a, b)$. With $g:=u^{\prime} \in W_{p}^{k}(a, b)$ and $G$ as in 2.1.4 we obtain $(u-G)^{\prime}=0$. Hence $u-G$ is a constant, see [HÖ2, Theorem 3.1.4]. By Proposition 2.1.3 this implies that $u$ is continuous and hence belongs to $L_{p}(a, b)$.

Proposition 2.1.5. Let $I \subset \mathbb{R}$ be an open interval and $k \in \mathbb{N} \backslash\{0\}$.
i) Let $f \in L_{p}(I)$ and $\gamma \in \bar{I}$. Then $f \in W_{p}^{k}(I)$ if and only if there are $g \in W_{p}^{k-1}(I)$ and $c \in \mathbb{C}$ such that

$$
\begin{equation*}
f(x)=c+\int_{\gamma}^{x} g(t) \mathrm{d} t \quad(x \in I) . \tag{2.1.5}
\end{equation*}
$$

In this case, $g=f^{\prime}, f$ has a continuous extension to $\bar{I}$, which we also denote by $f$, and $c=f(\gamma)$.
ii)

$$
W_{p}^{k}(I) \subset C^{k-1}(\bar{I})
$$

Proof. i): Let $f \in W_{p}^{k}(I)$. Since $k \geq 1$, we have $f^{\prime} \in L_{p}(I)$ by definition of $W_{p}^{k}(I)$. With

$$
G(x):=\int_{\gamma}^{x} f^{\prime}(t) \mathrm{d} t \quad(x \in \bar{I}),
$$

Proposition 2.1.3 yields $G^{\prime}=f^{\prime}$. Hence $G-f$ is a constant, see [HÖ2, Theorem 3.1.4], which proves (2.1.5) with $g=f^{\prime}$. Since $g^{(j)}=f^{(j+1)} \in L_{p}(I)$ for $j=$ $1, \ldots, k-1$, we have $g \in W_{p}^{k-1}(I)$. Conversely, if 2.1.5 holds with $g \in W_{p}^{k-1}(I) \subset$ $L_{p}(I)$, then $f^{\prime}=g$ by Proposition 2.1.3. Thus $f^{(j)}=g^{(j-1)} \in L_{p}(I)$ for $j=1, \ldots, k$. This proves $f \in W_{p}^{k}(I)$. Assume that (2.1.5) holds. Then $f$ has a continuous
extension to $\bar{I}$ by Proposition 2.1.3, and (2.1.5) even holds for $x \in \bar{I}$. Evaluating this equation for $\gamma \in \bar{I}$ yields $f(\gamma)=c$.
ii): For $k=1$ the statement has already been proved in part i). Now let $k>1$ and suppose that ii) holds for $k-1$. Let $f \in W_{p}^{k}(I)$. Then $f^{\prime} \in W_{p}^{k-1}(I)$. The representation (2.1.5) and ii) for $k-1$ complete the proof.

Proposition 2.1.6. Let $I \subset \mathbb{R}$ be an open interval and $k \in \mathbb{N}$. Then $W_{p}^{k}(I)$ is a Banach space with respect to the norm $\left|\left.\right|_{p, k}\right.$.

Proof. With respect to the mapping

$$
f \mapsto\left(f, f^{\prime}, \ldots, f^{(k)}\right),
$$

the space $W_{p}^{k}(I)$ is isomorphic to the subspace

$$
R:=\left\{\left(f_{j}\right)_{j=0}^{k}: f_{j} \in L_{p}(I)(j=0, \ldots, k), f_{j}^{\prime}=f_{j+1}(j=0, \ldots, k-1)\right\}
$$

of $\left(L_{p}(I)\right)^{k+1}$. Since $\left(L_{p}(I)\right)^{k+1}$ is a product of Banach spaces and hence a Banach space, it is sufficient to prove that $R$ is a closed subspace of $\left(L_{p}(I)\right)^{k+1}$. For this let $\left(\left(f_{j}^{n}\right)_{j=0}^{k}\right)_{n=0}^{\infty}$ be a sequence in $R$ which converges to some $\left(f_{j}\right)_{j=0}^{k}$ in $\left(L_{p}(I)\right)^{k+1}$. Let $\varphi \in C_{0}^{\infty}(I)$. Then, for $j=0, \ldots, k$, HÖLDER'S inequality yields

$$
\begin{aligned}
\left|\left\langle\varphi, f_{j}^{n}-f_{j}\right\rangle\right| & =\left|\int_{I} \varphi(x)\left(f_{j}^{n}-f_{j}\right)(x) \mathrm{d} x\right| \\
& \leq|\varphi|_{p^{\prime}}\left|f_{j}^{n}-f_{j}\right|_{p} \rightarrow 0 \quad(n \rightarrow \infty)
\end{aligned}
$$

Hence, for $j=0, \ldots, k-1$,

$$
\begin{aligned}
\left\langle\varphi, f_{j}^{\prime}\right\rangle & =-\left\langle\varphi^{\prime}, f_{j}\right\rangle=-\lim _{n \rightarrow \infty}\left\langle\varphi^{\prime}, f_{j}^{n}\right\rangle \\
& =\lim _{n \rightarrow \infty}\left\langle\varphi, f_{j+1}^{n}\right\rangle=\left\langle\varphi, f_{j+1}\right\rangle .
\end{aligned}
$$

This proves $f_{j}^{\prime}=f_{j+1}$ for $j=0, \ldots, k-1$, and we obtain $\left(f_{j}\right)_{j=0}^{k} \in R$.
Proposition 2.1.7. For each $k \in \mathbb{N}$ and $1 \leq p \leq q \leq \infty$ we have

$$
\begin{align*}
& W_{q}^{k}(a, b) \subset W_{p}^{k}(a, b),  \tag{2.1.6}\\
& W_{p}^{k+1}(a, b) \subset C^{k}[a, b],  \tag{2.1.7}\\
& C^{k}[a, b] \subset W_{p}^{k}(a, b),
\end{align*}
$$

where the inclusions also hold topologically, i.e., the corresponding inclusion maps are continuous.

Proof. From [HS, (13.17)] we infer for $q<\infty$ that $L_{q}(a, b) \subset L_{p}(a, b)$, where the inclusion is continuous. A similar proof also holds for $q=\infty$. This immediately proves (2.1.6) and the continuity of the inclusion. The assertion (2.1.7) is a special case of Proposition 2.1.5 ii). The inclusion (2.1.8) is obvious since continuous functions on $[a, b]$ belong to $L_{p}(a, b)$.

Next we shall prove the continuity of the inclusion (2.1.7). For this we choose $f \in W_{p}^{k+1}(a, b)$ and $j \in\{0, \ldots, k\}$. From Proposition 2.1.5i) we infer

$$
\begin{equation*}
f^{(j)}(x)=f^{(j)}(a)+\int_{a}^{x} f^{(j+1)}(t) \mathrm{d} t \quad(x \in[a, b]) \tag{2.1.9}
\end{equation*}
$$

Hence

$$
\left|f^{(j)}(a)\right| \leq\left|f^{(j)}(x)\right|+\int_{a}^{b}\left|f^{(j+1)}(t)\right| \mathrm{d} t \quad(x \in[a, b])
$$

We integrate and obtain

$$
(b-a)\left|f^{(j)}(a)\right| \leq \int_{a}^{b}\left|f^{(j)}(x)\right| \mathrm{d} x+(b-a) \int_{a}^{b}\left|f^{(j+1)}(x)\right| \mathrm{d} x
$$

This estimate, (2.1.9), and HÖLDER's inequality yield

$$
\begin{aligned}
\left|f^{(j)}(x)\right| & \leq(b-a)^{-1} \int_{a}^{b}\left|f^{(j)}(x)\right| \mathrm{d} x+2 \int_{a}^{b}\left|f^{(j+1)}(x)\right| \mathrm{d} x \\
& \leq(b-a)^{-1 / p}\left|f^{(j)}\right|_{p}+2(b-a)^{1-1 / p}\left|f^{(j+1)}\right|_{p}
\end{aligned}
$$

Hence

$$
|f|_{(k)} \leq\left((b-a)^{-1 / p}+2(b-a)^{1-1 / p}\right)|f|_{p, k+1}
$$

holds for all $f \in W_{p}^{k+1}(a, b)$. This proves the continuity of the inclusion (2.1.7).
For $p=\infty$, the inclusion map in (2.1.8) is an isometry since $\left.\left|\left.\right|_{(k)}\right.$ and $|\right|_{\infty, k}$ coincide on $C^{k}[a, b]$. Now let $p<\infty, f \in C^{k}[a, b]$ and $j \in\{0, \ldots, k\}$. Then

$$
\left|f^{(j)}\right|_{p}=\left(\int_{a}^{b}\left|f^{(j)}(x)\right|^{p} \mathrm{~d} x\right)^{1 / p} \leq(b-a)^{1 / p}\left|f^{(j)}\right|_{(0)} \quad(j=0, \ldots, k)
$$

implies

$$
|f|_{p, k} \leq(b-a)^{1 / p}|f|_{(k)}
$$

The continuity of the inclusion (2.1.8) is proved.
Proposition 2.1.8. Let $k \in \mathbb{N}$. For $f \in W_{p}^{k}(a, b)$ we set

$$
(I f)(x):=\int_{a}^{x} f(t) \mathrm{d} t
$$

Then $I \in L\left(W_{p}^{k}(a, b), W_{p}^{k+1}(a, b)\right)$ with $|I| \leq b-a+1$.
Proof. By Proposition 2.1.5 i) we have that $I$ maps $W_{p}^{k}(a, b)$ into $W_{p}^{k+1}(a, b)$. Obviously, $I$ is linear. For $p<\infty$, HöLDER's inequality yields

$$
\begin{aligned}
|I f|_{p} & =\left(\int_{a}^{b}\left|\int_{a}^{x} f(t) \mathrm{d} t\right|^{p} \mathrm{~d} x\right)^{\frac{1}{p}} \\
& \leq\left(\int_{a}^{b}(b-a)^{p-1}|f|_{p}^{p} \mathrm{~d} x\right)^{\frac{1}{p}}=(b-a)|f|_{p}
\end{aligned}
$$

Obviously, $|I f|_{p} \leq(b-a)|f|_{p}$ also holds if $p=\infty$. Hence

$$
\begin{aligned}
|I f|_{p, k+1} & =|I f|_{p}+\left|(I f)^{\prime}\right|_{p, k} \leq(b-a)|f|_{p}+|f|_{p, k} \\
& \leq(b-a+1)|f|_{p, k} .
\end{aligned}
$$

### 2.2. The dual of $W_{p}^{k}(a, b)$ for $p<\infty$

If we consider distributions defined on different intervals, then we shall often use the notion $\langle,\rangle_{I}$ for the bilinear form on $C_{0}^{\infty}(I) \times \mathscr{D}^{\prime}(I)$ in order to distinguish between the diffent bilinear forms. Only for $I=(a, b)$ we shall never use a subscript. Proposition 2.2.1. Let $k \in \mathbb{N}$. Let $I$ and $I^{\prime}$ be open intervals with $I^{\prime} \subset I$. A continuous linear map from $W_{p}^{k}(I)$ into $W_{p}^{k}\left(I^{\prime}\right)$ is given by $\left.f \mapsto f\right|_{\prime}$ for $f \in W_{p}^{k}(I)$. In particular, $\left(\left.f\right|_{I^{\prime}}\right)^{(j)}=\left.f^{(j)}\right|_{I^{\prime}}$ holds for all $f \in W_{p}^{k}(I)$ and $j=0, \ldots, k$. For $I=\mathbb{R}$ and $I^{\prime}=(a, b)$ we write $\kappa_{p, k} f:=\left.f\right|_{(a, b)}$ for $f \in W_{p}^{k}(\mathbb{R})$. Thus

$$
\kappa_{p, k}: W_{p}^{k}(\mathbb{R}) \rightarrow W_{p}^{k}(a, b)
$$

is a continuous linear map.
Proof. Let $f \in W_{p}^{k}(I)$ and $\varphi \in C_{0}^{\infty}\left(I^{\prime}\right) \subset C_{0}^{\infty}(I)$. For $j=0, \ldots, k$ we have

$$
\begin{aligned}
\left\langle\varphi,\left(\left.f\right|_{I^{\prime}}\right)^{(j)}\right\rangle_{I^{\prime}} & =(-1)^{j}\left\langle\varphi^{(j)},\left.f\right|_{I^{\prime}}\right\rangle_{I^{\prime}} \\
& =(-1)^{j} \int_{I^{\prime}} \varphi^{(j)}(x) f(x) \mathrm{d} x=(-1)^{j} \int_{I} \varphi^{(j)}(x) f(x) \mathrm{d} x \\
& =(-1)^{j}\left\langle\varphi^{(j)}, f\right\rangle_{I}=\left\langle\varphi, f^{(j)}\right\rangle_{I} \\
& =\int_{I} \varphi(x) f^{(j)}(x) \mathrm{d} x=\int_{I^{\prime}} \varphi(x) f^{(j)}(x) \mathrm{d} x \\
& =\left\langle\varphi,\left.f^{(j)}\right|_{I^{\prime}}\right\rangle_{I^{\prime}} .
\end{aligned}
$$

Hence $\left(\left.f\right|_{I^{\prime}}\right)^{(j)}=\left.f^{(j)}\right|_{I^{\prime}} \in L_{p}\left(I^{\prime}\right)$ for $j=0, \ldots, k$, which proves $\left.f\right|_{I^{\prime}} \in W_{p}^{k}\left(I^{\prime}\right)$ and $\left.|f|_{I^{\prime}}\right|_{p, k} \leq|f|_{p, k}$.
Proposition 2.2.2. Let $I \subset \mathbb{R}$ be an open interval, $\gamma \in I$ and $k \in \mathbb{N} \backslash\{0\}$. Let $f_{1} \in$ $W_{p}^{k}(I \cap(-\infty, \gamma))$ and $f_{2} \in W_{p}^{k}(I \cap(\gamma, \infty))$. By Proposition 2.1.5 ii) the complex numbers $f_{i}^{(j)}(\gamma)$ are well-defined for $i=1,2$ and $j=0, \ldots, k-1$. Set

$$
f(x):= \begin{cases}f_{1}(x) & \text { if } x \in I \cap(-\infty, \gamma]  \tag{2.2.1}\\ f_{2}(x) & \text { if } x \in I \cap(\gamma, \infty) .\end{cases}
$$

Then $f \in W_{p}^{k}(I)$ if and only if $f_{1}^{(j)}(\gamma)=f_{2}^{(j)}(\gamma)$ for $j=0, \ldots, k-1$. If this holds, then

$$
f^{(j)}(x)= \begin{cases}f_{1}^{(j)}(x) & \text { if } x \in I \cap(-\infty, \gamma)  \tag{2.2.2}\\ f_{2}^{(j)}(x) & \text { if } x \in I \cap(\gamma, \infty)\end{cases}
$$

for $j=1, \ldots, k$.

Proof. If $f \in W_{p}^{k}(I)$, then $f_{1}^{(j)}(\gamma)=f^{(j)}(\gamma)=f_{2}^{(j)}(\gamma)$ for $j=0, \ldots, k-1$ since $f \in C^{k-1}(\bar{I})$ by Proposition 2.1 .5 ii$)$. And (2.2.2) immediately follows from Proposition 2.2.1 as $f^{(j)} \in L_{p}(I)$ for $j=1, \ldots, k$.

Conversely, let $f_{1}^{(j)}(\gamma)=f_{2}^{(j)}(\gamma)$ for $j=0, \ldots, k-1$. We shall prove $f \in W_{p}^{l}(I)$ for $l=0, \ldots, k$ by induction. Obviously, $f \in L_{p}(I)$. Now let $l \in\{0, \ldots, k-1\}$ and suppose that $f \in W_{p}^{l}(I)$. Note that (2.2.2) holds for $j=l$ by the first part of the proof. Let $\varphi \in C_{0}^{\infty}(I)$ and choose $\alpha, \beta \in I$ such that $\alpha \leq \gamma \leq \beta$ and $\operatorname{supp} \varphi \subset[\alpha, \beta]$. With the aid of the theorem on integration by parts, see [HS, (18.19)], we infer that

$$
\begin{aligned}
& \left\langle\varphi, f^{(l+1)}\right\rangle=-\left\langle\varphi^{\prime}, f^{(l)}\right\rangle \\
& =-\int_{\alpha}^{\gamma} \varphi^{\prime}(x) f_{1}^{(l)}(x) \mathrm{d} x-\int_{\gamma}^{\beta} \varphi^{\prime}(x) f_{2}^{(l)}(x) \mathrm{d} x \\
& =\int_{\alpha}^{\gamma} \varphi(x) f_{1}^{(l+1)}(x) \mathrm{d} x-\varphi(\gamma) f_{1}^{(l)}(\gamma)+\int_{\gamma}^{\beta} \varphi(x) f_{2}^{(l+1)}(x) \mathrm{d} x+\varphi(\gamma) f_{2}^{(l)}(\gamma) \\
& =\int_{\alpha}^{\gamma} \varphi(x) f_{1}^{(l+1)}(x) \mathrm{d} x+\int_{\gamma}^{\beta} \varphi(x) f_{2}^{(l+1)}(x) \mathrm{d} x \\
& =\left\langle\varphi, f_{(l+1)}\right\rangle
\end{aligned}
$$

where

$$
f_{(l+1)}(x):= \begin{cases}f_{1}^{(l+1)}(x) & \text { if } x \in I \cap(-\infty, \gamma) \\ f_{2}^{(l+1)}(x) & \text { if } x \in I \cap(\gamma, \infty)\end{cases}
$$

Hence $f^{(l+1)}=f_{(l+1)} \in L_{p}(I)$, and $f \in W_{p}^{l}(I)$ implies $f \in W_{p}^{l+1}(I)$.
Proposition 2.2.3. Let $k \in \mathbb{N}$. Then there is a continuous linear map

$$
\tau_{p, k}: W_{p}^{k}(a, b) \rightarrow W_{p}^{k}(\mathbb{R})
$$

such that $\kappa_{p, k} \tau_{p, k}=\operatorname{id}_{W_{p}^{k}(a, b)}$ and $\tau_{p, k}$ f has compact support for each $f \in W_{p}^{k}(a, b)$.
Proof. We choose a test function $\psi \in C_{0}^{\infty}(\mathbb{R})$ with $\psi=1$ in a neighbourhood of $[a, b]$. For the existence of such a function see e.g. [HÖ2, Theorem 1.4.1]. For $f \in W_{p}^{k}(a, b)$ we set

$$
f_{c}(x):=\sum_{j=0}^{k-1} \frac{1}{j!} f^{(j)}(c)(x-c)^{j} \quad(x \in \mathbb{R}, c \in\{a, b\})
$$

and

$$
\left(\tau_{p, k} f\right)(x):= \begin{cases}\psi(x) f_{a}(x) & \text { if } x \leq a \\ f(x) & \text { if } a<x<b \\ \psi(x) f_{b}(x) & \text { if } x \geq b\end{cases}
$$

Obviously, $\tau_{p, k} f \in L_{p}(\mathbb{R}) \subset \mathscr{D}^{\prime}(\mathbb{R})$ and $\operatorname{supp}\left(\tau_{p, k} f\right) \subset \operatorname{supp} \psi$ is compact. For $k=0$ the assertion is obvious. Now let $k \geq 1$. From $\psi f_{c} \in C_{0}^{\infty}(\mathbb{R})$ we immediately infer $\left.\psi f_{a}\right|_{(-\infty, a)} \in W_{p}^{k}(-\infty, a)$ and $\left.\psi f_{b}\right|_{(b, \infty)} \in W_{p}^{k}(b, \infty)$, see Proposition 2.2.1. Since $\psi=1$ in a neighbourhood of $c=a$ or $c=b$, we have

$$
\left(\psi f_{c}\right)^{(j)}(c)=f^{(j)}(c) \quad(j=0, \ldots, k-1)
$$

Applying Proposition 2.2 .2 first to the interval $I=(-\infty, b)$ and $\gamma=a$ and then to the interval $I=\mathbb{R}$ and $\gamma=b$, we obtain $\tau_{p, k} f \in W_{p}^{k}(\mathbb{R})$. It is obvious that $\kappa_{p, k} \tau_{p, k}=\mathrm{id}_{W_{p}^{k}(a, b)}$. Choose $\alpha, \beta \in \mathbb{R}$ such that $\operatorname{supp} \psi \subset[\alpha, \beta]$. From

$$
\left(\psi f_{c}\right)^{(l)}=\sum_{j=0}^{k-1} \frac{1}{j!} f^{(j)}(c)\left(\psi(\cdot-c)^{j}\right)^{(l)} \quad(l=0, \ldots, k)
$$

we infer that there are $C_{1} \geq 0, C_{2} \geq 0$ such that

$$
\begin{aligned}
& \left.\left|\psi f_{a}\right|_{(\alpha, a)}\right|_{p, k} \leq C_{1}|f|_{(k-1)}, \\
& \left.\left|\psi f_{b}\right|_{(b, \beta)}\right|_{p, k} \leq C_{2}|f|_{(k-1)}
\end{aligned}
$$

holds for all $f \in W_{p}^{k}(a, b)$. By (2.2.2) and the continuity of the inclusion (2.1.7),

$$
\begin{aligned}
\left|\tau_{p, k} f\right|_{p, k} & \leq\left.\left|\psi f_{a}\right|_{(\alpha, a)}\right|_{p, k}+|f|_{p, k}+\left.\left|\psi f_{b}\right|_{(b, \beta)}\right|_{p, k} \\
& \leq C|f|_{p, k}
\end{aligned}
$$

for some $C \geq 1$ and all $f \in W_{p}^{k}(a, b)$.
The mapping $\tau_{p, k}$ depends on the choice of the test function $\psi$. Below, $\tau_{p, k}$ always means an arbitrary mapping fulfilling the assertion of Proposition 2.2.3.

For $1 \leq q \leq \infty$ and $f \in L_{q}(a, b)$ we set

$$
f_{e}(x):=\left\{\begin{array}{cl}
f(x) & \text { if } x \in(a, b)  \tag{2.2.3}\\
0 & \text { if } x \in \mathbb{R} \backslash(a, b)
\end{array}\right.
$$

The function $f_{e}$ is called the canonical extension of $f$ to $\mathbb{R}$.
Proposition 2.2.4. Let $p<\infty$ and $k \in \mathbb{N} \backslash\{0\}$. Set

$$
W_{p^{\prime}}^{-k}[a, b]:=\left\{u \in \mathscr{D}^{\prime}(\mathbb{R}): \exists\left(u_{j}\right)_{j=0}^{k} \in\left(L_{p^{\prime}}(a, b)\right)^{k+1} u=\sum_{j=0}^{k}\left(u_{j}\right)_{e}^{(j)}\right\}
$$

Then, for $u=\sum_{j=0}^{k}\left(u_{j}\right)_{e}^{(j)} \in W_{p^{\prime}}^{-k}[a, b]$ and $f \in W_{p}^{k}(a, b)$,

$$
\begin{equation*}
\langle f, u\rangle_{p, k}:=\sum_{j=0}^{k} \int_{a}^{b}(-1)^{j} f^{(j)}(x) u_{j}(x) \mathrm{d} x \tag{2.2.4}
\end{equation*}
$$

does not depend on the representation of $u$. For $\varphi \in C_{0}^{\infty}(\mathbb{R})$ we have

$$
\begin{equation*}
\left\langle\left.\varphi\right|_{(a, b)}, u\right\rangle_{p, k}=\langle\varphi, u\rangle_{\mathbb{R}} \tag{2.2.5}
\end{equation*}
$$

Proof. Let $\left(u_{j}\right)_{j=0}^{k} \in\left(L_{p^{\prime}}(a, b)\right)^{k+1}$ and set $u:=\sum_{j=0}^{k}\left(u_{j}\right)_{e}^{(j)}$. For $\varphi \in C_{0}^{\infty}(\mathbb{R})$ we have

$$
\begin{aligned}
\langle\varphi, u\rangle_{\mathbb{R}} & =\sum_{j=0}^{k}\left\langle\varphi,\left(u_{j}\right)_{e}^{(j)}\right\rangle_{\mathbb{R}}=\sum_{j=0}^{k}(-1)^{j}\left\langle\varphi^{(j)},\left(u_{j}\right)_{e}\right\rangle_{\mathbb{R}} \\
& =\sum_{j=0}^{k} \int_{a}^{b}(-1)^{j} \varphi^{(j)}(x) u_{j}(x) \mathrm{d} x
\end{aligned}
$$

which proves (2.2.5). Let $f \in W_{p}^{k}(a, b)$. Since $\tau_{p, k} f \in W_{p}^{k}(\mathbb{R})$, there is a sequence $\left(\phi_{n}\right)_{n=1}^{\infty}$ in $C_{0}^{\infty}(\mathbb{R})$ such that

$$
\left(\tau_{p, k} f * \phi_{n}\right)^{(j)}=\left(\tau_{p, k} f\right)^{(j)} * \phi_{n} \rightarrow\left(\tau_{p, k} f\right)^{(j)}
$$

in $L_{p}(\mathbb{R})$ as $n \rightarrow \infty$ for $j=0, \ldots, k$, see [HÖ2, Theorem 1.3.2 and (4.2.5)]. Using $f=\kappa_{p, k} \tau_{p, k} f$ and $\left(\kappa_{p, k} \tau_{p, k} f\right)^{(j)}=\left.\left(\tau_{p, k} f\right)^{(j)}\right|_{(a, b)}$ for $j=0, \ldots, k$, see Propositions 2.2.3 and 2.2.1, we infer that

$$
\begin{aligned}
\sum_{j=0}^{k} \int_{a}^{b}(-1)^{j} f^{(j)}(x) u_{j}(x) \mathrm{d} x & =\lim _{n \rightarrow \infty} \sum_{j=0}^{k} \int_{\mathbb{R}}(-1)^{j}\left(\tau_{p, k} f * \phi_{n}\right)^{(j)}(x)\left(u_{j}\right)_{e}(x) \mathrm{d} x \\
& =\lim _{n \rightarrow \infty}\left\langle\tau_{p, k} f * \phi_{n}, u\right\rangle_{\mathbb{R}}
\end{aligned}
$$

which proves that $\langle f, u\rangle_{p, k}$ is well-defined.
THEOREM 2.2.5. Let $p<\infty$ and $k \in \mathbb{N} \backslash\{0\}$. For $u \in W_{p^{\prime}}^{-k}[a, b]$ let

$$
|u|_{p^{\prime},-k}:=\inf \left\{\max _{j=0}^{k}\left|u_{j}\right|_{p^{\prime}}:\left(u_{j}\right)_{j=0}^{k} \in\left(L_{p^{\prime}}(a, b)\right)^{k+1}, u=\sum_{j=0}^{k}\left(u_{j}\right)_{e}^{(j)}\right\}
$$

Then $\left(W_{p^{\prime}}^{-k}[a, b],| |_{p^{\prime},-k}\right)$ is a Banach space and the dual of $\left(W_{p}^{k}(a, b),| |_{p, k}\right)$ with respect to the bilinear form $\langle,\rangle_{p, k}$ defined in (2.2.4).

Proof. For $u \in W_{p^{\prime}}^{-k}[a, b]$ and $f \in W_{p}^{k}(a, b)$ we set

$$
(J u)(f):=\langle f, u\rangle_{p, k} .
$$

Let $u=\sum_{j=0}^{k}\left(u_{j}\right)_{e}^{(j)}$, where $u_{j} \in L_{p^{\prime}}(a, b)(j=0, \ldots, k)$. Then, by definition (2.2.4) of $\langle,\rangle_{p, k}$ and HÖLDER'S inequality,

$$
|(J u)(f)| \leq \max _{j=0}^{k}\left|u_{j}\right|_{p^{\prime}}|f|_{p, k}
$$

which proves that $J u \in\left(W_{p}^{k}(a, b),| |_{p, k}\right)^{\prime}$ and $|J u|_{p, k}^{\prime} \leq|u|_{p^{\prime},-k}$. Here $\left|\left.\right|_{p, k} ^{\prime}\right.$ denotes the norm on $\left(W_{p}^{k}(a, b),| |_{p, k}\right)^{\prime}$. Hence

$$
J \in L\left(W_{p^{\prime}}^{-k}[a, b],\left(W_{p}^{k}(a, b)\right)^{\prime}\right)
$$

We have to prove that $J$ is bijective and that $J^{-1}$ is continuous. For the proof of the injectivity of $J$ let $u \in W_{p^{\prime}}^{-k}[a, b]$ such that $J u=0$. There is a representation $u=\sum_{j=0}^{k}\left(u_{j}\right)_{e}^{(j)}$, where $\left(u_{j}\right)_{j=0}^{k} \in\left(L_{p^{\prime}}(a, b)\right)^{k+1}$. For $\varphi \in C_{0}^{\infty}(\mathbb{R})$ we have by (2.2.5) that

$$
\langle\varphi, u\rangle_{\mathbb{R}}=\left\langle\left.\varphi\right|_{(a, b)}, u\right\rangle_{p, k}=(J u)\left(\left.\varphi\right|_{(a, b)}\right)=0
$$

which proves $u=0$.
For the proof of the surjectivity of $J$ let $w \in\left(W_{p}^{k}(a, b)\right)^{\prime}$. Since $W_{p}^{k}(a, b)$ is isomorphic to the subspace $R$ of $\left(L_{p}(a, b)\right)^{k+1}$ defined in the proof of Proposition 2.1.6, there is a continuous linear functional $v$ on $R$ such that

$$
w(f)=v\left(\left(f^{(j)}\right)_{j=0}^{k}\right)
$$

for $f \in W_{p}^{k}(a, b)$. Since $L_{p^{\prime}}(a, b)$ is the dual of $L_{p}(a, b)$, see [HS, (15.12) and (20.20)], the HAHN-BANACH theorem yields that there are $u_{j} \in L_{p^{\prime}}(a, b)$ for $j=0, \ldots, k$ such that

$$
w(f)=\sum_{j=0}^{k}(-1)^{j} \int_{a}^{b} f^{(j)}(x) u_{j}(x) \mathrm{d} x \quad\left(f \in W_{p}^{k}(a, b)\right)
$$

and

$$
\begin{equation*}
|w|_{p, k}^{\prime}=\max _{j=0}^{k}\left|u_{j}\right|_{p^{\prime}} \tag{2.2.6}
\end{equation*}
$$

Set

$$
u:=\sum_{j=0}^{k}\left(u_{j}\right)_{e}^{(j)} \in W_{p^{\prime}}^{-k}[a, b]
$$

Then Proposition 2.2.4 yields

$$
w(f)=\langle f, u\rangle_{p, k}=(J u)(f) \quad\left(f \in W_{p}^{k}(a, b)\right)
$$

which proves $w=J u \in R(J)$. Finally we obtain from 2.2.6 that

$$
\left|J^{-1} w\right|_{p^{\prime},-k}=|u|_{p^{\prime},-k} \leq|w|_{p, k}^{\prime}
$$

whence $J^{-1}$ is continuous. Since the dual of a Banach space is a Banach space, we also have proved that $\left(W_{p^{\prime}}^{-k}[a, b],\left.\right|_{p^{\prime},-k}\right)$ is a Banach space. Note that the two norm estimates obtained in the proof show that $J$ is an isometry.

EXAMPLE 2.2.6 (Dirac distribution). Let $p<\infty$ and $c \in[a, b]$. Since $f \mapsto f(c)$ is a continuous linear functional on $C[a, b]$, it is also a continuous linear functional on $W_{p}^{1}(a, b)$ because of the continuity of the inclusion $W_{p}^{1}(a, b) \subset C[a, b]$, see (2.1.7). By Theorem 2.2.5, there is a distribution $\delta_{c} \in W_{p^{\prime}}^{-1}[a, b]$ such that

$$
f(c)=\left\langle f, \delta_{c}\right\rangle_{p, 1} \quad\left(f \in W_{p}^{1}(a, b)\right)
$$

$\delta_{c}$ is called the Dirac distribution or Dirac measure at $c$.
We can extend the definition of the space $W_{p^{\prime}}^{-k}[a, b]$ to $k=0$. In this case,

$$
W_{p^{\prime}}^{0}[a, b]=\left\{u_{e}: u \in L_{p^{\prime}}(a, b)\right\}
$$

is isomorphic to $L_{p^{\prime}}(a, b)$.
Proposition 2.2.7. Let $k \in \mathbb{N}, l \in \mathbb{N} \backslash\{0\}$, and $u \in W_{p^{\prime}}^{-k}[a, b]$. Then we have $u^{(l)} \in W_{p^{\prime}}^{-k-l}[a, b]$.
Proof. By assumption, there are $u_{j} \in L_{p^{\prime}}(a, b)(j=0, \ldots, k)$ such that

$$
u=\sum_{j=0}^{k}\left(u_{j}\right)_{e}^{(j)}
$$

Then

$$
u^{(l)}=\sum_{j=l}^{k+l}\left(u_{j-l}\right)_{e}^{(j)}
$$

which proves $u^{(l)} \in W_{p^{\prime}}^{-k-l}[a, b]$.
Identifying $f \in L_{p^{\prime}}(a, b)$ and $f_{e}$ for $p<\infty$ we have $L_{p^{\prime}}(a, b) \subset W_{p^{\prime}}^{-k}(a, b)$ for all $k \in \mathbb{N}$. In this way we obtain

$$
\begin{equation*}
W_{p^{\prime}}^{l}(a, b) \subset L_{p^{\prime}}(a, b) \subset W_{p^{\prime}}^{-k}[a, b] \tag{2.2.7}
\end{equation*}
$$

for $k, l \in \mathbb{N} \backslash\{0\}$. Thus we may consider $y \in W_{p^{\prime}}^{\prime}(a, b)$ as a distribution in $W_{p^{\prime}}^{-k}[a, b]$ if we identify $y$ and $y_{e}$.

But if we consider the derivatives of $y$ as a distribution on $(a, b)$ and $\mathbb{R}$, respectively, they are different in general, i. e., $y_{e}^{\prime} \neq\left(y^{\prime}\right)_{e}$ (see Proposition 2.6.5). Thus we have to be careful in which space we take the derivative. For $f \in L_{p^{\prime}}(a, b)$ and $j \in \mathbb{N}, f^{(j)}$ always means the $j$-th derivative in $\mathscr{D}^{\prime}(a, b)$, and we write $f_{e}^{(j)}$ for the $j$-th derivative in $\mathscr{D}^{\prime}(\mathbb{R})$.
PROPOSITION 2.2.8. Let $p<\infty$ and $k>0$. Then $L_{1}(a, b) \subset W_{p^{\prime}}^{-k}[a, b]$.
Proof. Let $f \in L_{1}(a, b)$. Choose $u_{0} \in C_{0}^{\infty}(a, b)$ such that

$$
\int_{a}^{b} u_{0}(t) \mathrm{d} t=\int_{a}^{b} f(t) \mathrm{d} t
$$

and define

$$
u_{1}(x):=\int_{a}^{x}\left(f(t)-u_{0}(t)\right) \mathrm{d} t \quad(x \in(a, b))
$$

Then $u_{0}, u_{1} \in W_{1}^{1}(a, b) \subset L_{p^{\prime}}(a, b)$ with $u_{1}(a)=0=u_{1}(b)$, and it follows from Proposition 2.2.2 that $f_{e}=\left(u_{0}\right)_{e}+\left(u_{1}\right)_{e}^{\prime}$.

### 2.3. Multiplication in Sobolev spaces on the interval $(a, b)$

All of the results on scalar-valued functions in this section extend to vectorand matrix-valued functions since it is sufficient to consider their components.
Proposition 2.3.1. Let $1 \leq p \leq r \leq \infty$ and $k \in \mathbb{N} \backslash\{0\}$. Then the multiplication operator

$$
\cdot: W_{p}^{k}(a, b) \times W_{r}^{k}(a, b) \rightarrow W_{p}^{k}(a, b)
$$

is a continuous bilinear map and

$$
\begin{equation*}
(g f)^{\prime}=g^{\prime} f+g f^{\prime} \tag{2.3.1}
\end{equation*}
$$

for $g \in W_{p}^{k}(a, b)$ and $f \in W_{r}^{k}(a, b)$. Also, for $k=0$ the multiplication operator

$$
\cdot: L_{p}(a, b) \times L_{\infty}(a, b) \rightarrow L_{p}(a, b)
$$

is a continuous bilinear map.
Proof. For $k=0$ the result is clear since $g f$ is measurable for all $g \in L_{p}(a, b)$ and $f \in L_{\infty}(a, b)$, see e.g. [HS, (11.17)], and $|g f|_{p} \leq|g|_{p}|f|_{\infty}$ by definition of the $L_{p^{-}}$ and $L_{\infty}$-norm.

Now let $k>0$ and suppose that the multiplication operator from the product space $W_{p}^{k-1}(a, b) \times W_{\infty}^{k-1}(a, b)$ into $W_{p}^{k-1}(a, b)$ is continuous. Let $g \in W_{p}^{k}(a, b)$ and $f \in W_{r}^{k}(a, b)$. Since $f, g \in W_{1}^{1}(a, b)$, Proposition 2.1.5i) and the theorem on integration by parts, see $[\mathrm{HS},(18.19)]$, yield for $x \in[a, b]$ that

$$
(g f)(x)=(g f)(a)+\int_{a}^{x} g(t) f^{\prime}(t) \mathrm{d} t+\int_{a}^{x} g^{\prime}(t) f(t) \mathrm{d} t
$$

By (2.1.6) we have $f^{\prime} \in W_{p}^{k-1}(a, b)$, and (2.1.7) and (2.1.8) yield that $g$ and $f$ belong to $W_{\infty}^{k-1}(a, b)$. Hence, by assumption,

$$
g f^{\prime}+g^{\prime} f \in W_{p}^{k-1}(a, b)
$$

From Proposition 2.1.5 i) we infer $g f \in W_{p}^{k}(a, b)$ and $(g f)^{\prime}=g f^{\prime}+g^{\prime} f$.
The continuity of the multiplication operator from $W_{p}^{k-1}(a, b) \times W_{\infty}^{k-1}(a, b)$ into $W_{p}^{k-1}(a, b)$ and the continuity of the inclusion maps in Proposition 2.1.7 yield that there are constants $C_{1}, C_{2}, C_{3}$, which do not depend on $f$ and $g$, such that

$$
\begin{aligned}
\left|g f^{\prime}+g^{\prime} f\right|_{p, k-1} & \leq C_{1}\left(|g|_{\infty, k-1}\left|f^{\prime}\right|_{p, k-1}+\left|g^{\prime}\right|_{p, k-1}|f|_{\infty, k-1}\right) \\
& \leq C_{2}|g|_{p, k}\left|f^{\prime}\right|_{r, k-1}+C_{3}\left|g^{\prime}\right|_{p, k-1}|f|_{r, k} .
\end{aligned}
$$

Finally, the continuity of the inclusion $W_{r}^{k}(a, b) \hookrightarrow L_{\infty}(a, b)$ yields

$$
\begin{aligned}
|g f|_{p, k} & =|g f|_{p}+\left|(g f)^{\prime}\right|_{p, k-1} \\
& \leq C_{4}|g|_{p}|f|_{r, k}+\left(C_{2}+C_{3}\right)|g|_{p, k}|f|_{r, k} \\
& \leq C_{5}|g|_{p, k}|f|_{r, k}
\end{aligned}
$$

where $C_{4}$ and $C_{5}$ do not depend on $f$ and $g$.
Since for $l>k$ the embedding $W_{p}^{l}(a, b) \hookrightarrow W_{p}^{k}(a, b)$ is continuous, Proposition 2.3.1 immediately yields

Proposition 2.3.2. Let $k \in \mathbb{N}, l \in \mathbb{N} \backslash\{0\}$ and $k \leq l$. Then the multiplication operator

$$
\begin{equation*}
\cdot W_{p}^{k}(a, b) \times W_{p}^{l}(a, b) \rightarrow W_{p}^{k}(a, b) \tag{2.3.2}
\end{equation*}
$$

is a continuous bilinear map.
Proposition 2.3.3. Let $k \in \mathbb{N}, l \in \mathbb{N} \backslash\{0\}, k \leq l$ and $n \in \mathbb{N} \backslash\{0\}$. Then, with respect to the multiplication Ay $\left(A \in M_{n}\left(W_{p}^{k}(a, b)\right), y \in\left(W_{p}^{l}(a, b)\right)^{n}\right), M_{n}\left(W_{p}^{k}(a, b)\right)$ is isomorphic to a subspace of $L\left(\left(W_{p}^{l}(a, b)\right)^{n},\left(W_{p}^{k}(a, b)\right)^{n}\right)$.
Proof. For $A \in M_{n}\left(W_{p}^{k}(a, b)\right)$ and $y \in\left(W_{p}^{l}(a, b)\right)^{n}$ let $T_{A} y:=A y$. From the continuity of the bilinear map (2.3.2) it follows that $A \mapsto T_{A}$ is a continuous linear inclusion map from $M_{n}\left(W_{p}^{k}(a, b)\right)$ to $L\left(\left(W_{p}^{l}(a, b)\right)^{n},\left(W_{p}^{k}(a, b)\right)^{n}\right)$. The definition of the matrix norm, see (1.1.2), gives

$$
|A|_{p, k} \leq n \sup \left\{|A c|_{p, k}: c \in \mathbb{C}^{n},|c| \leq 1\right\} .
$$

Identifying elements from $\mathbb{C}^{n}$ with constant functions we obtain for $c \in \mathbb{C}^{n}$

$$
|A c|_{p, k}=\left|T_{A} c\right|_{p, k} \leq\left|T_{A}\right||c|_{p, l}=\left|T_{A}\right|(b-a)^{1 / p}|c|,
$$

which proves $|A|_{p, k} \leq n(b-a)^{1 / p}\left|T_{A}\right|$.
Let $p<\infty, k \in \mathbb{N}, l \in \mathbb{N} \backslash\{0\}, k \leq l$, and $g \in W_{p}^{k}(a, b)$. By Proposition 2.3.2, $g$. is a continuous operator from $W_{p}^{l}(a, b)$ to $W_{p}^{k}(a, b)$. Theorem 2.2.5 yields that its adjoint $(g \cdot)^{*}$ is an operator from $W_{p^{\prime}}^{-k}[a, b]$ to $W_{p^{\prime}}^{-l}[a, b]$. For $v \in L_{p^{\prime}}(a, b)$ and $f \in W_{p}^{l}(a, b)$ we have

$$
\begin{align*}
\left\langle f,(g \cdot)^{*} v_{e}\right\rangle_{p, l} & =\left\langle g f, v_{e}\right\rangle_{p, k}=\int_{a}^{b} g(x) f(x) v(x) \mathrm{d} x  \tag{2.3.3}\\
& =\left\langle f,(g v)_{e}\right\rangle_{p, l},
\end{align*}
$$

i.e., $(g .)^{*} v_{e}=(g v)_{e}$ if $v \in L_{p^{\prime}}(a, b)$. Here we have used that $g v \in L_{1}(a, b)$ and applied Proposition 2.2.8. We use the notation $g v_{e}=(g v)_{e}$ and extend (2.3.3) to

$$
\begin{equation*}
(g \cdot)^{*} u=: g \cdot u=: g u \tag{2.3.4}
\end{equation*}
$$

for all $u \in W_{p^{\prime}}^{-k}[a, b]$. Therefore we obtain

Proposition 2.3.4. Let $p<\infty, k \in \mathbb{N}, l \in \mathbb{N} \backslash\{0\}, k \leq l$, and $g \in W_{p}^{k}(a, b)$. Then the "multiplication" operator

$$
g \cdot: W_{p^{\prime}}^{-k}[a, b] \rightarrow W_{p^{\prime}}^{-l}[a, b]
$$

is a continuous linear map.

### 2.4. Compact inclusion maps in Sobolev spaces on $(a, b)$

Lemma 2.4.1. Let $p>1$. Then the inclusion map $W_{p}^{k}(a, b) \hookrightarrow C^{k-1}[a, b]$ is compact for each $k \in \mathbb{N} \backslash\{0\}$.

Proof. Let

$$
B_{k}:=\left\{f \in W_{p}^{k}(a, b):|f|_{p, k} \leq 1\right\} .
$$

We have to show that $B_{k}$ is a relatively compact subset of $C^{k-1}[a, b]$. Since $C^{k-1}[a, b]$ is isomorphic to the subspace

$$
R=\left\{\left(f_{j}\right)_{j=0}^{k-1}: \forall j \in\{0 \ldots, k-2\} f_{j} \in C^{1}[a, b], f_{j}^{\prime}=f_{j+1}\right\}
$$

of $(C[a, b])^{k}$ with respect to the mapping

$$
f \mapsto\left(f, f^{\prime}, \ldots, f^{(k-1)}\right),
$$

it is sufficient to show that for each $j \in\{0, \ldots, k-1\}$ the set $\left\{f^{(j)}: f \in B_{k}\right\}$ is relatively compact in $C[a, b]$. But in view of $\left\{f^{(j)}: f \in B_{k}\right\} \subset B_{1}$ for $j \in\{0, \ldots, k-1\}$ this holds if we prove the lemma for $k=1$.

Thus let $k=1$. By Proposition 2.1.7 there is $C \geq 0$ such that $|f|_{(0)} \leq C|f|_{p, 1}$ for all $f \in W_{p}^{1}(a, b)$. Therefore $\left\{f(x): f \in B_{1}\right\}$ is bounded for all $x \in[a, b]$. For $x, y \in[a, b]$ the representation in Proposition 2.1.5i) and Hölder's inequality yield

$$
\begin{aligned}
|f(y)-f(x)| & =\left|\int_{x}^{y} f^{\prime}(t) \mathrm{d} t\right| \\
& \leq|y-x|^{1-1 / p}|f|_{p, 1} \\
& \leq|y-x|^{1-1 / p}
\end{aligned}
$$

for all $f \in B$. Hence $B_{1}$ is an equicontinuous subset of $C([a, b])$. By Ascoli's theorem, see e.g. [DI1, 7.5.7], $B_{1}$ is a relatively compact subset of $C[a, b]$.
Theorem 2.4.2. The inclusion map $W_{p}^{k}(a, b) \hookrightarrow W_{p}^{k-1}(a, b)$ is compact for each $k \in \mathbb{N} \backslash\{0\}$.

Proof. If $p>1$, the statement immediately follows from Lemma 2.4.1 and Proposition 2.1.7 since the composition of a compact linear operator and a continuous linear operator is a compact operator, see e.g. [KA, Theorem III.4.8]. Now let $p=1$ and set

$$
B:=\left\{f \in W_{1}^{k}(a, b):|f|_{1, k} \leq 1\right\} .
$$

Since $W_{1}^{k-1}(a, b)$ is complete, it is sufficient to show that $B$ is precompact in $W_{1}^{k-1}(a, b)$. For this let $\varepsilon>0$ and $\tau_{1, k}$ be an extension operator according to Proposition 2.2.3. Set $\delta:=\frac{\varepsilon}{3 C}$, where $C$ is the operator norm of $\tau_{1, k}$. Let $f \in B$. For $j=0, \ldots, k-1$,

$$
\left(\tau_{1, k} f\right)^{(j)}(x)=f^{(j)}(a)+\int_{a}^{x}\left(\tau_{1, k} f\right)^{(j+1)}(t) \mathrm{d} t \quad(x \in \mathbb{R})
$$

by Proposition 2.1.5 i), and hence the following estimate holds for $y \in[-\delta, \delta]$ :

$$
\begin{aligned}
\int_{a}^{b}\left|\left(\tau_{1, k} f\right)^{(j)}(x-y)-\left(\tau_{1, k} f\right)^{(j)}(x)\right| \mathrm{d} x & \leq \int_{a}^{b}\left|\int_{x}^{x-y}\right|\left(\tau_{1, k} f\right)^{(j+1)}(t)|\mathrm{d} t| \mathrm{d} x \\
& \leq \int_{a-\delta}^{b+\delta}\left|\left(\tau_{1, k} f\right)^{(j+1)}(t)\right|\left|\int_{t}^{t+y} \mathrm{~d} x\right| \mathrm{d} t \\
& \leq \delta\left|\left(\tau_{1, k} f\right)^{(j+1)}\right|_{1}
\end{aligned}
$$

Set $f_{\delta}=\left(\tau_{1, k} f\right) * \phi_{\delta}$, where $\phi_{\delta} \in C_{0}^{\infty}[-\delta, \delta], \phi_{\delta} \geq 0$ and $\int_{\mathbb{R}} \phi_{\delta}(x) \mathrm{d} x=1$. The differentiation of convolutions yields $f_{\delta}^{(j)}=\left(\tau_{1, k} f\right)^{(j)} * \phi_{\delta}$. Hence

$$
\begin{aligned}
\left|f_{\delta}^{(j)}\right|_{(a, b)}-\left.f^{(j)}\right|_{1} & =\int_{a}^{b}\left|f_{\delta}^{(j)}(x)-f^{(j)}(x)\right| \mathrm{d} x \\
& =\int_{a}^{b}\left|\int_{--\delta}^{\delta}\left(\left(\tau_{1, k} f\right)^{(j)}(x-y)-\left(\tau_{1, k} f\right)^{(j)}(x)\right) \phi_{\delta}(y) \mathrm{d} y\right| \mathrm{d} x \\
& \leq \int_{-\delta}^{\delta} \int_{a}^{b}\left|\left(\tau_{1, k} f\right)^{(j)}(x-y)-\left(\tau_{1, k} f\right)^{(j)}(x)\right| \mathrm{d} x \phi_{\delta}(y) \mathrm{d} y \\
& \leq \delta\left|\left(\tau_{1, k} f\right)^{(j+1)}\right|_{1}
\end{aligned}
$$

which proves

$$
\begin{equation*}
\left|f_{\delta}\right|_{(a, b)}-\left.f\right|_{1, k-1} \leq \delta C=\frac{\varepsilon}{3} \tag{2.4.1}
\end{equation*}
$$

for all $f \in B$. Let $M:=\max _{|y| \leq \delta} \phi_{\delta}(y)$. Obviously, for $l=0, \ldots, k$,

$$
\left|f_{\delta}^{(l)}\right|_{\infty} \leq\left|\left(\tau_{1, k} f\right)^{(l)}\right|_{1} M
$$

and thus

$$
\left|f_{\delta}\right|_{\infty, k} \leq C M
$$

for all $f \in B$. This proves that $B_{\delta}:=\left\{\left.f_{\delta}\right|_{(a, b)}: f \in B\right\}$ is a bounded subset of $W_{\infty}^{k}(a, b)$. By Lemma 2.4 .1 there are finitely many elements $f_{1}, \ldots, f_{m}$ in $B$ such that for each $f \in B$ there is a $j \in\{1, \ldots, m\}$ such that

$$
\left|f_{\delta}\right|_{(a, b)}-\left.\left.f_{j, \delta}\right|_{(a, b)}\right|_{(k-1)} \leq \frac{\varepsilon}{3(b-a)}
$$

Using (2.4.1) we infer that for each $f \in B$ there is a $j \in\{1, \ldots, m\}$ such that

$$
\begin{aligned}
\left|f-f_{j}\right|_{1, k-1} & \leq\left.\left|f-f_{\delta}\right|_{(a, b)}\right|_{1, k-1}+\left|f_{\delta}\right|_{(a, b)}-\left.\left.f_{j, \delta}\right|_{(a, b)}\right|_{1, k-1}+\left.\left|f_{j}-f_{j, \delta}\right|_{(a, b)}\right|_{1, k-1} \\
& \leq \varepsilon,
\end{aligned}
$$

which completes the proof.

### 2.5. Fundamental matrices

In this section let $\Omega$ be a nonempty open subset of $\mathbb{C}, n \in \mathbb{N} \backslash\{0\}$ and $A \in$ $H\left(\Omega, M_{n}\left(L_{p}(a, b)\right)\right)$. The value of the matrix function $A$ at $\lambda \in \Omega$ and $x \in(a, b)$ is denoted by $A(x, \lambda)$. We set

$$
\begin{equation*}
T^{D}(\lambda) y:=y^{\prime}-A(\cdot, \lambda) y \quad\left(y \in\left(W_{p}^{1}(a, b)\right)^{n}, \lambda \in \Omega\right) \tag{2.5.1}
\end{equation*}
$$

Lemma 2.5.1. $T^{D} \in H\left(\Omega, L\left(\left(W_{p}^{1}(a, b)\right)^{n},\left(L_{p}(a, b)\right)^{n}\right)\right)$.
Proof. Proposition 2.3 .3 yields $A \in H\left(\Omega, L\left(\left(W_{p}^{1}(a, b)\right)^{n},\left(L_{p}(a, b)\right)^{n}\right)\right)$.
DEFINITION 2.5.2. Let $\lambda_{0} \in \Omega$. A matrix $Y_{0} \in M_{n}\left(W_{p}^{1}(a, b)\right)$ is called a fundamental matrix of $T^{D}\left(\lambda_{0}\right) y=0$ if for each $y \in N\left(T^{D}\left(\lambda_{0}\right)\right)$ there is a $c \in \mathbb{C}^{n}$ such that $y=Y_{0} c$.
A matrix function $Y: \Omega \rightarrow M_{n}\left(W_{p}^{1}(a, b)\right)$ is called a fundamental matrix function of $T^{D} y=0$ if $Y(\lambda)$ is a fundamental matrix of $T^{D}(\lambda) y=0$ for each $\lambda \in \Omega$.
THEOREM 2.5.3. Let $T^{D}$ be given by (2.5.1). Then there is a fundamental matrix function $Y \in H\left(\Omega, M_{n}\left(W_{p}^{1}(a, b)\right)\right)$ of $T^{D} y=0$ with $Y(a, \lambda)=\mathrm{id}_{\mathbb{C}^{n}}$ for all $\lambda \in \Omega$. In addition, $Y(\cdot, \lambda)$ is invertible in $M_{n}\left(W_{p}^{1}(a, b)\right)$ for all $\lambda \in \Omega$.

Proof. For $\lambda \in \Omega, B \in M_{n}\left(L_{p}(a, b)\right), y \in(C[a, b])^{n}$, and $x \in[a, b]$ we set

$$
((I B) y)(x):=\int_{a}^{x} B(t) y(t) \mathrm{d} t
$$

Since $B y \in\left(L_{1}(a, b)\right)^{n}$, we obtain $(I B) y \in(C[a, b])^{n}$. HÖLDER'S inequality yields

$$
|((I B) y)(x)| \leq(b-a)^{1-\frac{1}{p}}|B|_{p}|y|_{(0)}
$$

for each $x \in[a, b]$. This proves $I \in L\left(M_{n}\left(L_{p}(a, b)\right), L\left((C[a, b])^{n}\right)\right)$. For $\lambda \in \Omega$, $y \in(C[a, b])^{n}$, and $x \in[a, b]$ we set

$$
(K(\lambda) y)(x):=\int_{a}^{x} A(t, \lambda) y(t) \mathrm{d} t
$$

Since $K(\lambda)=I A(\cdot, \lambda)$, Corollary 1.2.4 yields $K \in H\left(\Omega, L\left((C[a, b])^{n}\right)\right)$. Let $\gamma \geq 0$ and set

$$
\|y\|_{\gamma}:=\max _{x \in[a, b]}|y(x)| e^{-\gamma(x-a)} \quad\left(y \in(C[a, b])^{n}\right)
$$

For each $y \in(C[a, b])^{n}$ we have

$$
\|y\|_{\gamma} \leq|y|_{(0)} \leq e^{\gamma(b-a)}\|y\|_{\gamma},
$$

which shows that the norms $\left|\left.\right|_{(0)}\right.$ and $\left\|\|_{\gamma}\right.$ are equivalent. Hence $(C[a, b])^{n}$ is a Banach space with respect to the norm $\left\|\|_{\gamma}\right.$.

Let $\lambda \in \Omega$. We shall prove that there is a $\gamma \geq 0$ such that $\|K(\lambda)\|_{\gamma}<1$, where $\|K(\lambda)\|_{\gamma}$ is the operator norm of $K(\lambda)$ on $L\left((C[a, b])^{n}\right)$ induced by the norm $\left\|\|_{\gamma}\right.$ on $(C[a, b])^{n}$. Since the function $t \mapsto|A(t, \lambda)|$ belongs to $L_{p}(a, b) \subset L_{1}(a, b)$, the function

$$
x \mapsto \int_{a}^{x}|A(t, \lambda)| \mathrm{d} t
$$

is uniformly continuous. Hence there is a $\delta \in(0, b-a)$ such that

$$
\begin{equation*}
\left|\int_{\alpha}^{\beta}\right| A(t, \lambda)|\mathrm{d} t| \leq \frac{1}{4} \tag{2.5.2}
\end{equation*}
$$

for all $\alpha, \beta \in[a, b]$ with $|\alpha-\beta| \leq \delta$. For $y \in(C[a, b])^{n}$ and $x \in[a, b]$ we have

$$
\begin{aligned}
& |(K(\lambda) y)(x)| e^{-\gamma(x-a)}=\left|\int_{a}^{x} A(t, \lambda) y(t) \mathrm{d} t\right| e^{-\gamma(x-a)} \\
& \quad \leq \int_{a}^{x}|A(t, \lambda)| e^{-\gamma(x-t)}|y(t)| e^{-\gamma(t-a)} \mathrm{d} t \\
& \quad \leq \int_{a}^{x}|A(t, \lambda)| e^{-\gamma(x-t)} \mathrm{d} t\|y\|_{\gamma}
\end{aligned}
$$

For $x \in[a, a+\delta]$, (2.5.2) implies

$$
\int_{a}^{x}|A(t, \lambda)| e^{-\gamma(x-t)} \mathrm{d} t \leq \frac{1}{4}
$$

and for $x \in(a+\delta, b]$, (2.5.2) implies

$$
\begin{aligned}
\int_{a}^{x}|A(t, \lambda)| e^{-\gamma(x-t)} \mathrm{d} t & \leq \int_{x-\delta}^{x}|A(t, \lambda)| \mathrm{d} t+e^{-\gamma \delta} \int_{a}^{x-\delta}|A(t, \lambda)| \mathrm{d} t \\
& \leq \frac{1}{4}+n e^{-\gamma \delta}|A(\cdot, \lambda)|_{1}
\end{aligned}
$$

Choose $\gamma \geq 0$ such that $e^{-\gamma \delta}|A(\cdot, \lambda)|_{1} \leq \frac{1}{4 n}$. Then the above estimates yield

$$
\|K(\lambda)\|_{\gamma} \leq \frac{1}{2}
$$

and we obtain that $\operatorname{id}_{(C[a, b])^{n}}-K(\lambda)$ is invertible for all $\lambda \in \Omega$. From Proposition 1.2.5 we infer that $\left(\operatorname{id}_{(C[a, b])^{n}}-K\right)^{-1} \in H\left(\Omega, L\left((C[a, b])^{n}\right)\right)$. For $k=1, \ldots, n$ define

$$
\begin{equation*}
Y(\cdot, \lambda) e_{k}:=\left(\operatorname{id}_{(C[a, b])^{n}}-K(\lambda)\right)^{-1} e_{k} \quad(\lambda \in \Omega) \tag{2.5.3}
\end{equation*}
$$

where $e_{k}$ is the $k$-th unit vector in $\mathbb{C}^{n}$. Then $Y(\cdot, \lambda) \in M_{n}(C[a, b])$ and depends holomorphically on $\lambda$.

We apply id ${ }_{(C[a, b])^{n}}-K(\lambda)$ to $Y(\cdot, \lambda)$ and obtain

$$
\begin{equation*}
Y(x, \lambda)-\int_{a}^{x} A(t, \lambda) Y(t, \lambda) \mathrm{d} t=\mathrm{id}_{\mathbb{C}^{n}} \quad(x \in[a, b]) . \tag{2.5.4}
\end{equation*}
$$

As $A(\cdot, \lambda) Y(\cdot, \lambda) \in M_{n}\left(L_{p}(a, b)\right)$, Proposition 2.1.5 i) gives $Y(\cdot, \lambda) \in M_{n}\left(W_{p}^{1}(a, b)\right)$ and

$$
\begin{equation*}
Y^{\prime}(\cdot, \lambda)=A(\cdot, \lambda) Y(\cdot, \lambda) . \tag{2.5.5}
\end{equation*}
$$

The multiplication from $M_{n}\left(L_{p}(a, b)\right) \times M_{n}(C([a, b]))$ to $M_{n}\left(L_{p}(a, b)\right)$ is a continuous bilinear map. According to Proposition 1.2.3, $A Y \in H\left(\Omega, M_{n}\left(L_{p}(a, b)\right)\right)$. Proposition 1.2.3, Proposition 2.1.8 and (2.5.4) yield $Y \in H\left(\Omega, M_{n}\left(W_{p}^{1}(a, b)\right)\right)$. From (2.5.4) we infer $Y(a, \lambda)=\mathrm{id}_{\mathbb{C}^{n}}$.

Let $\lambda \in \Omega$ and $y \in N\left(T^{D}(\lambda)\right)$. Then, by Proposition 2.1.5i),

$$
y(x)=y(a)+\int_{a}^{x} A(t, \lambda) y(t) \mathrm{d} t \quad(x \in[a, b]),
$$

and thus

$$
\left(\left(\operatorname{id}_{(C[a, b])^{n}}-K(\lambda)\right) y\right)(x)=y(a) \quad(x \in[a, b]) .
$$

This proves

$$
y=Y(\cdot, \lambda) y(a) .
$$

We still have to prove that $Y(\cdot, \lambda)$ is invertible in $M_{n}\left(W_{p}^{1}(a, b)\right)$ for each $\lambda \in \Omega$. We consider the operator $\widetilde{T}^{D}(\lambda) \in L\left(\left(W_{p}^{1}(a, b)\right)^{n},\left(L_{p}(a, b)\right)^{n}\right)$ given by

$$
\widetilde{T}^{D}(\lambda) y=y^{\prime}+A^{\top}(\cdot, \lambda) y \quad\left(y \in\left(W_{p}^{1}(a, b)\right)^{n}\right)
$$

where $A^{\top}$ denotes the transposed matrix function of $A$. For fixed $\lambda \in \Omega$ we know that there exists a fundamental matrix $\widetilde{Y}_{0}$ of $\widetilde{T}^{D}(\lambda) y=0$ with $\widetilde{Y}_{0}(a)=\mathrm{id}_{\mathbb{C}^{n}}$. Set $Y_{0}:=Y(\cdot, \lambda)$. Since $Y_{0}, \widetilde{Y}_{0} \in M_{n}\left(W_{p}^{1}(a, b)\right)$, Proposition 2.1.5i) and Proposition 2.3.1 yield

$$
\begin{align*}
\left(\widetilde{Y}_{0}^{\top} Y_{0}\right)(x) & =\left(\widetilde{Y}_{0}^{\top} Y_{0}\right)(a)+\int_{a}^{x} \widetilde{Y}_{0}^{\top}(t) Y_{0}^{\prime}(t) \mathrm{d} t+\int_{a}^{x} \widetilde{Y}_{0}^{\top}(t) Y_{0}(t) \mathrm{d} t  \tag{2.5.6}\\
& =\operatorname{id}_{\mathbb{C}^{n}}
\end{align*}
$$

since $Y_{0}^{\prime}=A(\cdot, \lambda) Y_{0}$ and $\widetilde{Y}_{0}^{\prime}=-A^{\top}(\cdot, \lambda) \widetilde{Y}_{0}$. This proves that $\widetilde{Y}_{0}^{\top}$ is the inverse of $Y(\cdot, \lambda)$.

Proposition 2.5.4. Let $T^{D}$ be given by (2.5.1), $\lambda_{0} \in \Omega$, and $Y_{1}$ be a fundamental matrix of $T^{D}\left(\lambda_{0}\right) y=0$. Then $Y_{0} \in M_{n}\left(W_{p}^{1}(a, b)\right)$ is a fundamental matrix of $T^{D}\left(\lambda_{0}\right) y=0$ if and only if there is an invertible matrix $C \in M_{n}(\mathbb{C})$ such that $Y_{0}=Y_{1} C$.

Proof. Obviously, it is sufficient to consider the case $Y_{1}=Y\left(\cdot, \lambda_{0}\right)$, where $Y$ is the fundamental matrix function obtained in Theorem 2.5.3. Let $Y_{0}$ be a fundamental matrix of $T^{D}\left(\lambda_{0}\right) y=0$. We define $C:=Y_{0}(a)$. Let $d \in \mathbb{C}^{n}$. Since $T^{D}\left(\lambda_{0}\right) Y\left(\cdot, \lambda_{0}\right) d=0$ by $(2.5 .5)$, there is a vector $c \in \mathbb{C}^{n}$ such that $Y_{0} c=Y\left(\cdot, \lambda_{0}\right) d$. We infer that $C c=Y_{0}(a) c=d$, which implies that $C$ is surjective and hence invertible and that $Y_{0} C^{-1}=Y\left(\cdot, \lambda_{0}\right)$.

Now let $Y_{0}=Y\left(\cdot, \lambda_{0}\right) C$. For $y \in N\left(T^{D}\left(\lambda_{0}\right)\right)$ there is a vector $d \in \mathbb{C}^{n}$ such that $y=Y\left(\cdot, \lambda_{0}\right) d$. Set $c:=C^{-1} d$. Then $y=Y\left(\cdot, \lambda_{0}\right) C c=Y_{0} c$.

From Proposition 2.5 .4 and (2.5.5) we immediately infer
Corollary 2.5.5. Let $T^{D}$ be given by (2.5.1), $\lambda_{0} \in \Omega$, and $Y_{0}$ be a fundamental matrix of $T^{D}\left(\lambda_{0}\right) y=0$. Then

$$
Y_{0}^{\prime}-A\left(\cdot, \lambda_{0}\right) Y_{0}=0
$$

For each invertible matrix $C$ in $M_{n}(\mathbb{C})$ there is exactly one fundamental matrix $Y_{C}$ of $T^{D}\left(\lambda_{0}\right) y=0$ with $Y_{C}(a)=C$. In particular, there is a unique fundamental matrix function $Y$ of $T^{D} y=0$ with $Y(a, \lambda)=\mathrm{id}_{\mathbb{C}^{n}}$ for all $\lambda \in \Omega$.
Proposition 2.5.6. Let $T^{D}$ be given by (2.5.1) and let $Y$ be the fundamental matrix function of $T^{D} y=0$ with $Y(a, \lambda)=\mathrm{id}_{\mathbb{C}^{n}}$ for all $\lambda \in \Omega$. Set

$$
(Z(\lambda) c)(x):=Y(x, \lambda) c \quad\left(\lambda \in \Omega, c \in \mathbb{C}^{n}, x \in(a, b)\right)
$$

Then $Z \in H\left(\Omega, L\left(\mathbb{C}^{n},\left(W_{p}^{1}(a, b)\right)^{n}\right)\right)$, and $Z(\lambda)$ is injective for all $\lambda \in \Omega$.
Proof. By Theorem 2.5.3, $Y \in H\left(\Omega, M_{n}\left(W_{p}^{1}(a, b)\right)\right)$. For $V \in M_{n}\left(W_{p}^{1}(a, b)\right)$ and $c \in \mathbb{C}^{n},|V c|_{p, 1} \leq n|V|_{p, 1}|c|$. Hence the "multiplication" from $M_{n}\left(W_{p}^{1}(a, b)\right)$ to $L\left(\mathbb{C}^{n},\left(W_{p}^{1}(a, b)\right)^{n}\right)$ is continuous, which proves $Z \in H\left(\Omega, L\left(\mathbb{C}^{n},\left(W_{p}^{1}(a, b)\right)^{n}\right)\right)$. Since $(Z(\lambda) c)(a)=c$, we obtain that $Z(\lambda)$ is injective.

Lemma 2.5.7. Let $T^{D}$ be given by (2.5.1) and let $Y$ be the fundamental matrix function of $T^{D} y=0$ with $Y(a, \lambda)=\mathrm{id}_{\mathbb{C}^{n}}$ for all $\lambda \in \Omega$. For $\lambda \in \Omega, f \in\left(L_{p}(a, b)\right)^{n}$ and $x \in(a, b)$ we set

$$
(U(\lambda) f)(x):=Y(x, \lambda) \int_{a}^{x} Y(t, \lambda)^{-1} f(t) \mathrm{d} t
$$

Then $U \in H\left(\Omega, L\left(\left(L_{p}(a, b)\right)^{n},\left(W_{p}^{1}(a, b)\right)^{n}\right)\right)$ is a holomorphic right inverse of $T^{D}$.

Proof. From Theorem 2.5 .3 we have that $Y \in H\left(\Omega, M_{n}\left(W_{p}^{1}(a, b)\right)\right)$, and therefore $Y^{-1} \in H\left(\Omega, M_{n}\left(W_{p}^{1}(a, b)\right)\right)$ by Theorem 2.5.3 and Propositions 2.3.3 and 1.2.5. From Propositions 2.3.3, 2.1.8 and Corollary 1.2 .4 we infer that

$$
f \mapsto \int_{a}^{x} Y(t, \lambda)^{-1} f(t) \mathrm{d} t
$$

defines a continuous linear map from $\left(L_{p}(a, b)\right)^{n}$ into $\left(W_{p}^{1}(a, b)\right)^{n}$, which depends holomorphically on $\lambda$. An application of Proposition 2.3 .3 and Corollary 1.2.4 shows $U \in H\left(\Omega, L\left(\left(L_{p}(a, b)\right)^{n},\left(W_{p}^{1}(a, b)\right)^{n}\right)\right)$. Since $Y^{\prime}(\cdot, \lambda)=A(\cdot, \lambda) Y(\cdot, \lambda)$, Propositions 2.3.1 and 2.1.5i) yield

$$
(U(\lambda) f)^{\prime}=A(\cdot, \lambda) U(\lambda) f+Y(\cdot, \lambda) Y(\cdot, \lambda)^{-1} f \quad\left(f \in\left(L_{p}(a, b)\right)^{n}\right)
$$

whence

$$
T^{D}(\lambda) U(\lambda) f=f \quad\left(f \in\left(L_{p}(a, b)\right)^{n}\right)
$$

Proposition 2.5.8. Let $k \in \mathbb{N} \backslash\{0\}$ and $C \in M_{n}\left(W_{p}^{k}(a, b)\right)$. Suppose that the matrix $C(x)$ is invertible for almost all $x \in(a, b)$ and that $C^{-1} \in M_{n}\left(L_{p^{\prime}}(a, b)\right)$. Then $C^{-1} \in M_{n}\left(W_{p}^{k}(a, b)\right)$ and

$$
\begin{equation*}
C^{-1^{\prime}}=-C^{-1} C^{\prime} C^{-1} \tag{2.5.7}
\end{equation*}
$$

Proof. Since $C^{-1} C^{\prime} \in M_{n}\left(L_{1}(a, b)\right)$, Corollary 2.5 .5 yields that

$$
y^{\prime}+C^{-1} C^{\prime} y=0
$$

has a fundamental matrix $Y \in M_{n}\left(W_{1}^{1}(a, b)\right)$ with $Y(a)=C(a)^{-1}$. With the aid of Proposition 2.3.1 and Corollary 2.5.5 we infer

$$
\begin{equation*}
(C Y)^{\prime}=C^{\prime} Y+C Y^{\prime}=0 \tag{2.5.8}
\end{equation*}
$$

Hence $C Y$ is constant, see [HÖ2, Theorem 3.1.4], and $C(a) Y(a)=\mathrm{id}_{\mathbb{C}^{n}}$ yields

$$
C^{-1}=Y \in M_{n}\left(W_{p}^{1}(a, b)\right)
$$

In addition, (2.5.8) implies (2.5.7). Since $k>0$, (2.5.7) and Proposition 2.3.1 yield that $Y^{\prime} \in M_{n}\left(L_{p}(a, b)\right)$, whence $Y \in M_{n}\left(W_{p}^{1}(a, b)\right)$. Now let $2 \leq j \leq k$ and suppose that $C^{-1}=Y \in M_{n}\left(W_{p}^{j-1}(a, b)\right)$. From (2.5.7) and Proposition 2.3.1 it follows that $Y^{\prime} \in M_{n}\left(W_{p}^{j-1}(a, b)\right)$, which proves $Y \in M_{n}\left(W_{p}^{j}(a, b)\right)$. By induction we obtain $Y \in M_{n}\left(W_{p}^{k}(a, b)\right)$.

Proposition 2.5.9. Let $Y_{0} \in M_{n}\left(W_{p}^{1}(a, b)\right), \lambda_{0} \in \mathbb{C}$, and assume that

$$
Y_{0}^{\prime}-A\left(\cdot, \lambda_{0}\right) Y_{0}=0
$$

and that $Y_{0}(c)$ is invertible for some $c \in[a, b]$. Then $Y_{0}$ is a fundamental matrix of $T^{D}\left(\lambda_{0}\right) y=0$.

Proof. Let $Y$ be the fundamental matrix function of $T^{D} y=0$ given in Theorem 2.5.3. Since $Y_{1}:=Y\left(\cdot, \lambda_{0}\right)$ is invertible in $M_{n}\left(W_{p}^{1}(a, b)\right)$, Proposition 2.5 .8 yields

$$
\begin{aligned}
\left(Y_{1}^{-1} Y_{0}\right)^{\prime} & =-Y_{1}^{-1} Y_{1}^{\prime} Y_{1}^{-1} Y_{0}+Y_{1}^{-1} Y_{0}^{\prime} \\
& =-Y_{1}^{-1} A\left(\cdot, \lambda_{0}\right) Y_{1} Y_{1}^{-1} Y_{0}+Y_{1}^{-1} A\left(\cdot, \lambda_{0}\right) Y_{0}=0
\end{aligned}
$$

Hence $Y_{1}^{-1} Y_{0}$ is constant, see [HÖ2, Theorem 3.1.4]. Since $Y_{1}^{-1}(c) Y_{0}(c)$ is invertible, an application of Proposition 2.5.4 completes the proof.

### 2.6. Regularity of solutions of differential equations

Proposition 2.6.1. Let $k, n \in \mathbb{N}, p_{i} \in W_{p}^{k+i}(a, b)$ for $i=0, \ldots, n, p_{n}^{-1} \in L_{p^{\prime}}(a, b)$, $\zeta \in L_{p}(a, b)$. If $k=0$, we additionally require that $p_{0} \zeta \in L_{1}(a, b)$. Assume that

$$
\begin{equation*}
\sum_{i=0}^{n}\left(p_{i} \zeta\right)^{(i)} \in W_{p}^{k}(a, b) \tag{2.6.1}
\end{equation*}
$$

Then $\zeta \in W_{p}^{k+n}(a, b)$.
Proof. In case $n=k=0$ nothing has to be proved. For $n=0$ and $k>0$ the statement follows from Propositions 2.5.8 and 2.3.1. Let $n \geq 1$ and suppose that the statement holds for $n-1$. Since $p_{i} \in W_{p}^{k}(a, b) \subset L_{\infty}(a, b)$ if $k \geq 1$, we have for any $k$ and $i=0, \ldots, n$ that $p_{i} \zeta \in L_{1}(a, b) \subset \mathscr{D}^{\prime}(a, b)$. Thus $\left(p_{i} \zeta\right)^{(i)}$ is welldefined. Suppose that $\zeta \notin W_{p}^{k+n}(a, b)$. Then there is a $j \in\{0, \ldots, k+n-1\}$ such that $\zeta \in W_{p}^{j}(a, b) \backslash W_{p}^{j+1}(a, b)$. Let $j^{\prime}:=\min \{j, k\}$. Set $q=p$ if $j^{\prime}>0$ and $q=1$ if $j^{\prime}=0$. Then, in view of (2.6.1) and Proposition 2.3.1,

$$
\left(\sum_{i=0}^{n-1}\left(p_{i+1} \zeta\right)^{(i)}\right)^{\prime}=\sum_{i=0}^{n}\left(p_{i} \zeta\right)^{(i)}-p_{0} \zeta \in W_{q}^{j^{\prime}}(a, b)
$$

whence

$$
\sum_{i=0}^{n-1}\left(p_{i+1} \zeta\right)^{(i)} \in W_{q}^{j^{\prime}+1}(a, b)
$$

by Corollary 2.1.4. Hence $\zeta \in W_{q}^{j^{\prime}+1+n-1}(a, b)=W_{q}^{j^{\prime}+n}(a, b)$ by induction hypothesis. In case $j^{\prime}=0$ we obtain $\zeta \in W_{1}^{n}(a, b) \subset L_{\infty}(a, b)$. Therefore $p_{0} \zeta \in$ $L_{p}(a, b)$, and by repeating the above step we now can take $q=p$ also in case $j^{\prime}=0$. If $j^{\prime}=j$, we obtain the contradiction $\zeta \in W_{p}^{j+n}(a, b) \subset W_{p}^{j+1}(a, b)$. If $j^{\prime}=k$, we obtain the contradiction $\zeta \in W_{p}^{k+n}(a, b)$.

Proposition 2.6.2. Let $l \in \mathbb{N}, n \in \mathbb{N} \backslash\{0\}, p_{i} \in W_{p}^{i}(a, b)(i=0, \ldots, n)$. If $l=0$, we additionally assume that $p_{i} \in W_{\max \left\{p, p^{\prime}\right\}}^{i}(a, b)(i=0, \ldots, n)$. Set

$$
q_{i}:=\sum_{j=i}^{n}(-1)^{j-i}\binom{j}{i} p_{j}^{(j-i)} \quad(i=0, \ldots, n)
$$

For $\zeta \in W_{p}^{l}(a, b)$ we have

$$
\sum_{i=0}^{n} p_{i} \zeta^{(i)}=\sum_{i=0}^{n}\left(q_{i} \zeta\right)^{(i)}
$$

in the sense of distributions, where $p_{i} \zeta^{(i)}$ satisfies the equation

$$
\begin{equation*}
\left\langle\varphi, p_{i} \zeta^{(i)}\right\rangle=(-1)^{i} \int_{a}^{b}\left(\varphi p_{i}\right)^{(i)}(x) \zeta(x) \mathrm{d} x \quad\left(\varphi \in C_{0}^{\infty}(a, b)\right) \tag{2.6.2}
\end{equation*}
$$

if $p_{i} \zeta^{(i)}$ defines a regular distribution; otherwise, $p_{i} \zeta^{(i)}$ is defined by (2.6.2).

Proof. First we note that in case $p_{i} \zeta^{(i)}$ is a regular distribution the theorem on integration by parts, see [HS, (18.19)], yields (2.6.2). Now let $\varphi \in C_{0}^{\infty}(a, b)$ and $j \in\{0, \ldots, n\}$. A recursive application of Proposition 2.3.1 to $\varphi p_{i}$ shows that the LEIBNIZ rule holds:

$$
\left(\varphi p_{i}\right)^{(i)}=\sum_{j=0}^{i}\binom{i}{j} \varphi^{(j)} p_{i}^{(i-j)} \quad(i=0, \ldots, n)
$$

Therefore

$$
\begin{aligned}
\left\langle\varphi, p_{i} \zeta^{(i)}\right\rangle & =(-1)^{i} \sum_{j=0}^{i}\binom{i}{j} \int_{a}^{b} \varphi^{(j)}(x) p_{i}^{(i-j)}(x) \zeta(x) \mathrm{d} x \\
& =(-1)^{i} \sum_{j=0}^{i}\binom{i}{j}\left\langle\varphi^{(j)}, p_{i}^{(i-j)} \zeta\right\rangle \\
& =\sum_{j=0}^{i}(-1)^{i-j}\binom{i}{j}\left\langle\varphi,\left(p_{i}^{(i-j)} \zeta\right)^{(j)}\right\rangle
\end{aligned}
$$

which proves

$$
p_{i} \zeta^{(i)}=\sum_{j=0}^{i}(-1)^{i-j}\binom{i}{j}\left(p_{i}^{(i-j)} \zeta\right)^{(j)}
$$

REMARK 2.6.3. The distribution $p_{i} \zeta^{(i)}$ in Proposition 2.6.2 is regular in case $i \leq l$. If $p>1$ and $i>l$, then $\left(\zeta^{(i)}\right)_{e} \in W_{p}^{l-i}[a, b]$ by (2.2.7), $p_{i}\left(\zeta^{(i)}\right)_{e} \in W_{p}^{l-i}[a, b]$ in the sense of Proposition 2.3.4, and $p_{i} \zeta^{(i)}$ is the restriction of $p_{i}\left(\zeta^{(i)}\right)_{e}$ to $(a, b)$.
Proposition 2.6.4. Let $k, l \in \mathbb{N}, n \in \mathbb{N} \backslash\{0\}, p_{i} \in W_{p}^{k+i}(a, b)$ for $i=0, \ldots, n$, $p_{n}^{-1} \in L_{p^{\prime}}(a, b)$, and $\zeta \in W_{p}^{l}(a, b)$. If $k=l=0$, we additionally assume that $p_{i} \in W_{\max \left\{p, p^{\prime}\right\}}^{i}(a, b)(i=0, \ldots, n)$. Assume that

$$
\sum_{i=0}^{n} p_{i} \zeta^{(i)} \in W_{p}^{k}(a, b)
$$

Then $\zeta \in W_{p}^{k+n}(a, b)$.
Proof. The assumptions of Proposition 2.6 .2 are satisfied. Let $q_{1}, \ldots, q_{n}$ be as defined there. For $\sum_{i=0}^{n}\left(q_{i} \zeta\right)^{(i)}$ the assumptions of Proposition 2.6.1 are satisfied. Therefore $\zeta \in W_{p}^{k+n}(a, b)$ follows from Proposition 2.6.1.
Proposition 2.6.5. Let $n \in \mathbb{N}$ and $u \in W_{p}^{n}(a, b)$. Then

$$
\begin{equation*}
u_{e}^{(n)}=\left(u^{(n)}\right)_{e}+\sum_{i=0}^{n-1}\left(u^{(i)}(a) \delta_{a}^{(n-1-i)}-u^{(i)}(b) \delta_{b}^{(n-1-i)}\right) \tag{2.6.3}
\end{equation*}
$$

holds in $\mathscr{D}^{\prime}(\mathbb{R})$, where $u_{e}$ is the canonical extension of $u$.

Proof. The statement is trivial if $n=0$. Let $n=1$ and $\varphi \in C_{0}^{\infty}(\mathbb{R})$. Then, by the theorem on integration by parts, see [HS, (18.19)],

$$
\begin{aligned}
\left\langle\varphi, u_{e}^{\prime}\right\rangle_{\mathbb{R}} & =-\int_{\mathbb{R}} \varphi^{\prime}(x) u_{e}(x) \mathrm{d} x \\
& =\int_{a}^{b} \varphi(x) u^{\prime}(x) \mathrm{d} x-\varphi(b) u(b)+\varphi(a) u(a) \\
& =\left\langle\varphi,\left(u^{\prime}\right)_{e}\right\rangle_{\mathbb{R}}-\left\langle\varphi, u(b) \delta_{b}\right\rangle_{\mathbb{R}}+\left\langle\varphi, u(a) \delta_{a}\right\rangle_{\mathbb{R}}
\end{aligned}
$$

This proves (2.6.3) for $n=1$. Suppose that (2.6.3) holds for $n-1$, where $n \geq 2$. Then an application of (2.6.3) for $n-1$ and 1 yields

$$
\begin{aligned}
u_{e}^{(n)}= & \left(u_{e}^{(n-1)}\right)^{\prime} \\
= & \left(u^{(n-1)}\right)_{e}^{\prime}+\sum_{i=0}^{n-2}\left(u^{(i)}(a) \delta_{a}^{(n-2-i)}-u^{(i)}(b) \delta_{b}^{(n-2-i)}\right)^{\prime} \\
= & \left(u^{(n)}\right)_{e}+u^{(n-1)}(a) \delta_{a}-u^{(n-1)}(b) \delta_{b} \\
& +\sum_{i=0}^{n-2}\left(u^{(i)}(a) \delta_{a}^{(n-1-i)}-u^{(i)}(b) \delta_{b}^{(n-1-i)}\right) .
\end{aligned}
$$

### 2.7. Estimates of integrals with a complex parameter

We shall often deal with functions having a special asymptotic behaviour when the parameter $\lambda$ tends to infinity. For this we introduce some notations.

Let $U$ be an unbounded subset of $\mathbb{C}, f$ be a function on $U$ with values in $M_{k, n}(\mathbb{C})$ and $g$ be a complex-valued function on $U$. We write

$$
f(\lambda)=O(g(\lambda))
$$

if there is a $C>0$ such that $|f(\lambda)| \leq C|g(\lambda)|$ for $\lambda \in U$. The notation

$$
f(\lambda)=o(g(\lambda))
$$

means that $|f(\lambda)||g(\lambda)|^{-1} \rightarrow 0$ as $\lambda \rightarrow \infty$ in $U$. Let $a \in M_{k, n}(\mathbb{C})$. We write

$$
f(\lambda)=[a]
$$

if $f(\lambda)-a=o(1)$.
Now let $f(\cdot, \lambda) \in M_{k, n}\left(L_{p}(a, b)\right)$ for $\lambda \in U$ and, as above, $g$ be a complexvalued function on $U$. We write

$$
f(\cdot, \lambda)=\{O(g(\lambda))\}_{p} \quad \text { or } \quad f(\cdot, \lambda)=O(g(\lambda)) \text { in } M_{k, n}\left(L_{p}(a, b)\right)
$$

if there is a $C>0$ such that $|f(\cdot, \lambda)|_{p} \leq C|g(\lambda)|$ for $\lambda \in U$, and

$$
f(\cdot, \lambda)=\{o(g(\lambda))\}_{p} \quad \text { or } \quad f(\cdot, \lambda)=o(g(\lambda)) \text { in } M_{k, n}\left(L_{p}(a, b)\right)
$$

if $|f(\cdot, \lambda)|_{p}|g(\lambda)|^{-1} \rightarrow 0$ as $\lambda \rightarrow \infty$. For $h \in M_{k, n}\left(L_{p}(a, b)\right)$, we write

$$
f(\cdot, \lambda)=[h]_{p}
$$

if $f(\cdot, \lambda)-h=\{o(1)\}_{p}$.
PROPOSITION 2.7.1. Let $r \in L_{p}(a, b)$ such that $r(x) \geq 0$ for all $x \in(a, b)$ and $r^{-1} \in L_{\infty}(a, b)$. For $x \in[a, b]$ we set

$$
R(x):=\int_{a}^{x} r(\xi) \mathrm{d} \xi
$$

Let $1 \leq p_{1} \leq \infty$ and $1 \leq p_{2} \leq \infty$ such that $\frac{1}{p}+\frac{1}{p_{1}}-1=\frac{1}{p_{2}}$. Let $u \in L_{p}(a, b)$ and $v \in L_{p_{1}}(a, b)$. Then there is a function $h \in L_{p_{2}}(0, R(b))$ such that

$$
|h|_{p_{2}} \leq\left|r^{-1}\right|_{\infty}^{1-1 / p_{2}}|v|_{p_{1}}|u|_{p}
$$

and

$$
\int_{a}^{b} v(x) \exp \{\lambda R(x)\} \int_{c}^{x} \exp \{-\lambda R(\xi)\} u(\xi) \mathrm{d} \xi \mathrm{~d} x=\int_{0}^{R(b)} \exp \left\{\varepsilon_{c} \lambda \tau\right\} h(\tau) \mathrm{d} \tau
$$

where $c=a$ or $c=b, \varepsilon_{c}=1$ if $c=a, \varepsilon_{c}=-1$ if $c=b$.

Proof. Let $\rho:[0, R(b)] \rightarrow[a, b]$ be the inverse of the absolutely continuous increasing function $x \mapsto R(x)$. Then $\rho$ is also a continuous increasing function. Since the function $\tau \rightarrow \frac{1}{r(\rho(\tau))}$ is the composite of a continuous and a bounded measurable function, it is a bounded measurable function. We define the function $f:[0, R(b)] \rightarrow \mathbb{R}$ by

$$
f(t):=a+\int_{0}^{t} \frac{\mathrm{~d} \tau}{r(\rho(\tau))}
$$

Since $R$ is absolutely continuous with $R^{\prime}=r$, the theorem on integration by substitution, see e.g. [HS, (20.5)] or [MS, 38.4], yields

$$
\begin{aligned}
f(R(x)) & =a+\int_{0}^{R(x)} \frac{\mathrm{d} \tau}{r(\rho(\tau))} \\
& =a+\int_{a}^{x} \frac{1}{r(t)} r(t) \mathrm{d} t=x
\end{aligned}
$$

for $x \in[a, b]$. Hence $f=\rho$, which proves $\rho \in W_{\infty}^{1}(0, R(b))$ and $\rho^{\prime}=(r \circ \rho)^{-1}$, see Proposition 2.1.5i).

Let $c=a$. We apply the substitutions $x=\rho(t), \xi=\rho(\tau)$ and $\tau \mapsto t-\tau$ and obtain, again using the theorem on integration by substitution,

$$
\begin{aligned}
\int_{a}^{b} v(x) & \exp \{\lambda R(x)\} \int_{a}^{x} \exp \{-\lambda R(\xi)\} u(\xi) \mathrm{d} \xi \mathrm{~d} x \\
& =\int_{0}^{R(b)} v(\rho(t)) \exp \{\lambda t\} \int_{a}^{\rho(t)} \exp \{-\lambda R(\xi)\} u(\xi) \rho^{\prime}(t) \mathrm{d} \xi \mathrm{~d} t \\
& =\int_{0}^{R(b)} v(\rho(t)) \int_{0}^{t} \exp \{\lambda(t-\tau)\} u(\rho(\tau)) \rho^{\prime}(\tau) \rho^{\prime}(t) \mathrm{d} \tau \mathrm{~d} t \\
& =\int_{0}^{R(b)} \exp \{\lambda \tau\} h(\tau) \mathrm{d} \tau
\end{aligned}
$$

where

$$
h(\tau)=\int_{\tau}^{R(b)} v(\rho(t)) \rho^{\prime}(t) u(\rho(t-\tau)) \rho^{\prime}(t-\tau) \mathrm{d} t
$$

The function $h$ is the convolution of the two functions $h_{1}$ and $h_{2}$ given by

$$
h_{1}(t)= \begin{cases}\left(v(\rho(t)) \rho^{\prime}(t)\right. & \text { if } t \in(0, R(b)) \\ 0 & \text { if } t \in \mathbb{R} \backslash(0, R(b))\end{cases}
$$

and

$$
h_{2}(t)= \begin{cases}\left(u(\rho(-t)) \rho^{\prime}(-t)\right. & \text { if } t \in(-R(b), 0) \\ 0 & \text { if } t \in \mathbb{R} \backslash(-R(b), 0)\end{cases}
$$

Hence we have

$$
|h|_{p_{2}} \leq\left|(\nu \circ \rho) \rho^{\prime}\right|_{p_{1}}\left|(u \circ \rho) \rho^{\prime}\right|_{\rho}
$$

see $\left[\mathrm{HS},(21.31),(21.32),(21.33)\right.$, and (21.56)]. For $1 \leq q<\infty$ and $w \in L_{q}(a, b)$ the theorem on integration by substitution yields that

$$
\begin{equation*}
\left|(w \circ \rho) \rho^{\prime}\right|_{q}^{q} \leq\left|\rho^{\prime}\right|_{\infty}^{q-1}\left|(w \circ \rho)^{q} \rho^{\prime}\right|_{1}=\left|r^{-1}\right|_{\infty}^{q-1}|w|_{q}^{q} \tag{2.7.1}
\end{equation*}
$$

This completes the proof of the proposition in the case $c=a$.
If $c=b$, we have

$$
\begin{aligned}
\int_{a}^{b} v(x) & \exp \{\lambda R(x)\} \int_{b}^{x} \exp \{-\lambda R(\xi)\} u(\xi) \mathrm{d} \xi \mathrm{~d} x \\
& =-\int_{a}^{b} u(\xi) \exp \{-\lambda R(\xi)\} \int_{a}^{\xi} \exp \{\lambda R(x)\} v(x) \mathrm{d} x \mathrm{~d} \xi
\end{aligned}
$$

Proceeding as above the proposition is proved.
We need the following generalization of the RIEMANN-Lebesgue lemma.
LEMMA 2.7.2. Let $r \in L_{1}(a, b)$ such that $r(x) \geq 0$ for all $x \in(a, b)$ and $r^{-1} \in$ $L_{\infty}(a, b)$. For $x \in[a, b]$ we set

$$
R(x):=\int_{a}^{x} r(\xi) \mathrm{d} \xi
$$

For $g \in L_{p}(a, b), x, y \in[a, b]$ and $\lambda \in \mathbb{C}$ we define

$$
F(g, x, y, \lambda):=\int_{y}^{x} \exp \{\lambda(R(x)-R(t))\} g(t) \mathrm{d} t
$$

and

$$
v(g, \lambda):=\max \{|F(g, x, y, \lambda)|: x, y \in[a, b], \Re(\lambda)(x-y) \leq 0\}
$$

We assert:
i) Let $g_{0}, g(\lambda) \in L_{p}(a, b)$, where $g(\lambda)=g_{0}+o(1)$ in $L_{p}(a, b)$. Then the estimate $v(g(\lambda), \lambda)=o(1)$ holds.
ii) There is a real number $C>0$ such that

$$
v(g, \lambda) \leq C(1+|\Re(\lambda)|)^{1 / p-1}|g|_{p} \quad\left(g \in L_{p}(a, b), \lambda \in \mathbb{C}\right)
$$

iii) Let $c(\lambda)=a$ if $\Re(\lambda) \leq 0$ or $c(\lambda)=b$ if $\Re(\lambda) \geq 0$. (In case $\Re(\lambda)=0$ we can take either value.) Let $\tilde{p} \geq p$ and $1 \leq \hat{p} \leq \infty$ such that $\frac{1}{p}-\frac{1}{\tilde{p}}=\frac{1}{\hat{p}}$. Then there is a $C>0$ such that

$$
|F(g, \cdot, c(\lambda), \lambda)|_{\tilde{p}} \leq C(1+|\Re(\lambda)|)^{1 / \hat{p}-1}|g|_{p} \quad\left(g \in L_{p}(a, b), \lambda \in \mathbb{C}\right)
$$

Proof. From the theorem on integration by substitution, see [HS, (20.5)], we infer

$$
\begin{align*}
\int_{y}^{\xi} r(t) & \exp \{\lambda(R(x)-R(t))\} \mathrm{d} t=\int_{R(y)-R(x)}^{R(\xi)-R(x)} \exp \{-\lambda \tau\} \mathrm{d} \tau  \tag{2.7.2}\\
& =\frac{1}{\lambda}(\exp \{\lambda(R(x)-R(y))\}-\exp \{\lambda(R(x)-R(\xi))\})
\end{align*}
$$

for $\xi$ in the interval with the endpoints $x$ and $y$.
i): Let $\varepsilon>0$. Then there is a function $g_{1} \in C^{\infty}[a, b]$ such that $\left|g_{0}-g_{1}\right|_{1} \leq \frac{\varepsilon}{4}$, see e.g. [HÖ2, Theorem 1.3.2]. There are a measurable set $M \subset(a, b)$ and a real number $K>0$ such that

$$
\int_{M} r(x) \mathrm{d} x \leq \frac{\varepsilon}{4\left(\left|\frac{g_{1}}{r}\right|_{\infty}+1\right)}, \int_{M} \mathrm{~d} x \leq \frac{\varepsilon}{4\left(\left|g_{1}\right|_{\infty}+1\right)},\left|r\left(1-\chi_{M}\right)\right|_{\infty} \leq K
$$

where $\chi_{M}$ is the characteristic function of $M$, see [HS, (12.34)] and its proof. According to [ HO 2 , Theorem 1.3.2] we can choose a test function $\phi \in C_{0}^{\infty}(\mathbb{R})$ such that $\phi \geq 0, \int \phi(x) \mathrm{d} x=1$ and $\left|\left(\frac{g_{1}}{r}\right)_{e} * \phi-\frac{g_{1}}{r}\right|_{1} \leq \frac{\varepsilon}{4 K}$. Set $h:=\left.\left(\left(\frac{g_{1}}{r}\right)_{e} * \phi\right)\right|_{[a, b]} \in$ $C^{\infty}[a, b]$. From

$$
\left|\int_{\mathbb{R}}\left(\frac{g_{1}}{r}\right)_{e}(x-y) \phi(y) \mathrm{d} y\right| \leq\left|\frac{g_{1}}{r}\right|_{\infty} \quad(x \in(a, b))
$$

we infer $|h|_{\infty} \leq\left|\frac{g_{1}}{r}\right|_{\infty}$. Then

$$
\begin{aligned}
\left|g_{0}-h r\right|_{1} & \leq\left|g_{0}-g_{1}\right|_{1}+\left|\frac{g_{1}}{r}-h\right|_{1}\left|r\left(1-\chi_{M}\right)\right|_{\infty}+\left|g_{1} \chi_{M}\right|_{1}+\left|h r \chi_{M}\right|_{1} \\
& \leq \frac{\varepsilon}{4}+\frac{\varepsilon}{4}+\frac{\varepsilon}{4\left(\left|g_{1}\right|_{\infty}+1\right)}\left|g_{1}\right|_{\infty}+|h|_{\infty}\left|r \chi_{M}\right|_{1} \\
& \leq \varepsilon .
\end{aligned}
$$

Note that

$$
|\exp \{\lambda(R(x)-R(t))\}|=\exp \{\Re(\lambda)(R(x)-R(t))\} \leq 1
$$

for all $x, y \in[a, b]$ and $t$ in the interval with endpoints $x$ and $y$ if $\Re(\lambda)(x-y) \leq 0$. Hence

$$
\left|\int_{y}^{x} \exp \{\lambda(R(x)-R(t))\}\left(g_{0}(t)-h(t) r(t)\right) \mathrm{d} t\right| \leq \varepsilon
$$

for all $x, y \in[a, b]$ with $\Re(\lambda)(x-y) \leq 0$. The formula for integration by parts, see [HS, (18.19)], and (2.7.2) yield

$$
\begin{aligned}
& \int_{y}^{x} \exp \{\lambda(R(x)-R(t))\} h(t) r(t) \mathrm{d} t \\
& =\frac{1}{\lambda}\left\{h(y) \exp \{\lambda(R(x)-R(y))\}-h(x)+\int_{y}^{x} \exp \{\lambda(R(x)-R(t))\} h^{\prime}(t) \mathrm{d} t\right\} \\
& =\frac{1}{\lambda} C(x, y, \lambda)
\end{aligned}
$$

where $|C(x, y, \lambda)| \leq 2|h|_{\infty}+\left|h_{1}^{\prime}\right|$ for all $x, y \in[a, b]$ with $\mathfrak{R}(\lambda)(x-y) \leq 0$. These two estimates prove $v\left(g_{0}, \lambda\right) \leq 2 \varepsilon$ if $|\lambda|$ is sufficiently large. By assumption, $v\left(g(\lambda)-g_{0}, \lambda\right) \leq\left|g(\lambda)-g_{0}\right|_{1}=o(1)$ as $\lambda \rightarrow \infty$. Then the assertion of part i) follows in view of $v(g(\lambda), \lambda) \leq v\left(g_{0}, \lambda\right)+v\left(g(\lambda)-g_{0}, \lambda\right)$.
ii): The statement is obvious for $p=1$. Now let $p>1$ and $g \in L_{p}(a, b)$. With the aid of HÖLDER's inequality we infer for $x, y \in[a, b]$ and $\lambda \in \mathbb{C}$ such that $\Re(\lambda)(x-y) \leq 0$ and $|\Re(\lambda)| \geq 1$ :

$$
\begin{aligned}
|F(g, x, y, \lambda)| & \leq\left|\int_{y}^{x} \exp \{\Re(\lambda)(R(x)-R(t))\}\right| g(t)|\mathrm{d} t| \\
& =\left|\int_{y}^{x}\right| g(t)\left|\left(\frac{1}{r(t)}\right)^{1-1 / p} r(t)^{1-1 / p} \exp \{\Re(\lambda)(R(x)-R(t))\} \mathrm{d} t\right| \\
& \leq\left|g\left(r^{-1}\right)^{1-1 / p}\right|_{p}\left|\int_{y}^{x} r(t) \exp \left\{p^{\prime} \mathfrak{R}(\lambda)(R(x)-R(t))\right\} \mathrm{d} t\right|^{1-1 / p} \\
& \leq\left|r^{-1}\right|_{\infty}^{1-1 / p}|g|_{p}\left|p^{\prime} \Re(\lambda)\right|^{-1+1 / p} \\
& \leq 2^{1-1 / p}\left|r^{-1}\right|_{\infty}^{1-1 / p}(1+|\Re(\lambda)|)^{-1+1 / p}|g|_{p} .
\end{aligned}
$$

If $|\mathfrak{R}(\lambda)| \leq 1$, we obtain

$$
|F(g, x, y, \lambda)| \leq(b-a)^{1-1 / p}|g|_{p} \leq(2(b-a))^{1-1 / p}(1+|\mathfrak{R}(\lambda)|)^{-1+1 / p}|g|_{p}
$$

iii) For $p=\infty$ this follows from ii). Now let $p<\infty$. For $v \in L_{\tilde{p}^{\prime}}(a, b)$ we obtain according to Proposition 2.7.1 that

$$
\begin{aligned}
\int_{a}^{b} v(x) F(g, x, c(\lambda), \lambda) \mathrm{d} x & =\int_{a}^{b} v(x) \int_{c(\lambda)}^{x} \exp \{\lambda(R(x)-R(t))\} g(t) \mathrm{d} t \mathrm{~d} x \\
& =\int_{0}^{R(b)} \exp \left\{\varepsilon_{c(\lambda)} \lambda \tau\right\} h(\tau) \mathrm{d} \tau
\end{aligned}
$$

where $h \in L_{\hat{p}}(0, R(b))$ and $|h|_{\hat{p}} \leq\left|r^{-1}\right|_{\infty}^{1-1 / \hat{p}}|v|_{\tilde{p}^{\prime}}|g|_{p}$ since $\frac{1}{p}+\frac{1}{\hat{p}^{\prime}}-1=\frac{1}{\hat{p}}$. In view of $\Re\left(\varepsilon_{c(\lambda)} \lambda\right) \leq 0$, part ii) yields the estimate

$$
\begin{aligned}
\left|\int_{0}^{R(b)} \exp \left\{\varepsilon_{c(\lambda)} \lambda \tau\right\} h(\tau) \mathrm{d} \tau\right| & =\left|\int_{R(b)}^{0} \exp \left\{-\varepsilon_{c(\lambda)} \lambda(-\tau)\right\} h(\tau) \mathrm{d} \tau\right| \\
& \leq C^{\prime}(1+|\Re(\lambda)|)^{1 / \hat{p}-1}|h|_{\infty}
\end{aligned}
$$

where $C^{\prime}$ does not depend on $h$. Since $L_{p^{\prime}}$ is the dual space of $L_{p}$, we infer

$$
|F(g, \cdot, c(\lambda), \lambda)|_{p} \leq C^{\prime}\left|r^{-1}\right|_{\infty}(1+|\Re(\lambda)|)^{-1}|g|_{p}
$$

REMARK 2.7.3. Let the notations be as in Lemma 2.7.2 and assume additionally that $r \in W_{1}^{1}(a, b)$. Then

$$
v(g, \lambda)=O\left(\lambda^{-1}\right)\left|\frac{g}{r}\right|_{1,1} \quad\left(g \in W_{1}^{1}(a, b)\right)
$$

Proof. The estimate was essentially established in the proof of part ii) of Lemma 2.7.2 if we observe that we can take $h=\frac{g}{r}$ under the present assumptions. Here we also have to note that $\frac{g}{r}$ belongs to $W_{1}^{1}(a, b)$ by Propositions 2.5.8 and 2.3.1.

### 2.8. Asymptotic matrices

In this section we consider first order systems of differential equations

$$
\begin{equation*}
y^{\prime}-\widetilde{A}(\cdot, \lambda) y=0 \tag{2.8.1}
\end{equation*}
$$

where, for some $k \in \mathbb{N}$ and $\gamma>0$,

$$
\begin{equation*}
\widetilde{A}(\cdot, \lambda)=\sum_{j=-1}^{k} \lambda^{-j} A_{-j}+\lambda^{-k-1} A^{k}(\cdot, \lambda) \quad(|\lambda| \geq \gamma) \tag{2.8.2}
\end{equation*}
$$

We shall construct a fundamental matrix of (2.8.1) which has an appropriate asymptotic behaviour for $\lambda \rightarrow \infty$. For this purpose we make the following

Assumption 2.8.1. We assume that
i) $\quad A_{1} \in M_{n}\left(W_{p}^{k}(a, b)\right)$,
ii) $\quad A_{-j} \in M_{n}\left(W_{p}^{k-j}(a, b)\right) \quad(j=0, \ldots, k)$,
iii) $\quad A^{k}(\cdot, \lambda)$ belongs to $M_{n}\left(L_{p}(a, b)\right)$ for $|\lambda| \geq \gamma$ and is bounded in $M_{n}\left(L_{p}(a, b)\right)$ as $\lambda \rightarrow \infty$,
iv) $A_{1}$ has the diagonal form

$$
A_{1}=\left(\begin{array}{cccccc}
A_{0}^{1} & & & & \\
& A_{1}^{1} & & & 0 & \\
& & \cdot & & \\
& 0 & & \cdot & & \\
& & & & \cdot & \\
& & & & & A_{l}^{1}
\end{array}\right)
$$

where $A_{v}^{l}=r_{v} I_{n_{v}},(v=0, \ldots, l), \sum_{v=0}^{l} n_{v}=n, I_{n_{v}}$ is the $n_{v} \times n_{v}$ unit matrix.
v) For $v, \mu \in\{0, \ldots, l\}$ there are $\varphi_{v \mu} \in \mathbb{R}$ such that

$$
\begin{equation*}
r_{v}(x)-r_{\mu}(x)=\left|r_{v}(x)-r_{\mu}(x)\right| e^{i \varphi_{v \mu}} \tag{2.8.3}
\end{equation*}
$$

holds for all $x \in[a, b]$. Finally we assume

$$
\begin{equation*}
\left(r_{v}-r_{\mu}\right)^{-1} \in L_{\infty}(a, b) \quad(v, \mu=0, \ldots, l ; v \neq \mu) \tag{2.8.4}
\end{equation*}
$$

We set

$$
\begin{align*}
& R_{v}(x):=\int_{a}^{x} r_{v}(\xi) \mathrm{d} \xi \quad(v=0, \ldots, l ; x \in[a, b]) \\
& E_{v}(x, \lambda):=\exp \left(\lambda R_{v}(x)\right) I_{n_{v}} \quad(v=0, \ldots, l ; x \in[a, b] ; \lambda \in \mathbb{C}) \\
& E(x, \lambda):=\left(\begin{array}{cccc}
E_{0}(x, \lambda) & & & \\
& E_{1}(x, \lambda) & & 0 \\
& 0 & \cdot & \\
& & & \\
& & & \\
& & & E_{l}(x, \lambda)
\end{array}\right) \tag{2.8.5}
\end{align*}
$$

for $x \in[a, b]$ and $\lambda \in \mathbb{C}$.
For the matrices $A_{j}$ and $P^{[r]}$, defined below, we form the block matrices

$$
A_{j}=:\left(A_{j, v \mu}\right)_{v, \mu=0}^{l} \quad \text { and } \quad P^{[r]}=:\left(P_{v \mu}^{[r]}\right)_{v, \mu=0}^{l}
$$

according to the block structure of $A_{1}$.
When applying the results of this section we shall not always assume that the dimensions $n_{v}$ are positive since some statements are easier to formulate if we allow $n_{v}$ to be zero. But $n_{v}=0$ means that the corresponding entries do not occur. Therefore we may assume for the proofs in this section that all $n_{v}$ are positive.

Theorem 2.8.2. Let Assumption 2.8.1 be satisfied.
A. There are $P^{[r]} \in M_{n}\left(W_{p}^{k+1-r}(a, b)\right)(r=0, \ldots, k)$ such that the equations

$$
\begin{align*}
& P^{[0]} A_{1}-A_{1} P^{[0]}=0, \quad P^{[0]}(a)=I_{n}  \tag{2.8.6}\\
& P^{[r]^{\prime}}-\sum_{j=0}^{r} A_{-j} P^{[r-j]}+P^{[r+1]} A_{1}-A_{1} P^{[r+1]}=0  \tag{2.8.7}\\
& \quad(r=0, \ldots, k-1),
\end{align*}
$$

$$
\begin{array}{r}
P_{v v}^{[k]^{\prime}}-A_{0, v v} P_{v v}^{[k]}=\sum_{\substack{q=0 \\
q \neq v}}^{l} A_{0, v q} P_{q v}^{[k]}+\sum_{j=1}^{k} \sum_{q=0}^{l} A_{-j, v q} P_{q v}^{[k-j]}  \tag{2.8.8}\\
(v=0, \ldots, l)
\end{array}
$$

hold.
B. For $1 \leq q \leq \infty$ we set

$$
\tau_{q}(\lambda):= \begin{cases}\max _{v, \mu=0}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1+1 / q} & \text { if } l>0  \tag{2.8.9}\\ \mid \lambda \neq \mu \\ |\lambda|^{-1} & \text { if } l=0\end{cases}
$$

For $r \in\{0, \ldots, k\}$ let the matrices $P^{[r]}$ belong to $M_{n}\left(W_{p}^{k+1-r}(a, b)\right)$ and fulfil (2.8.6), (2.8.7), (2.8.8). We assert that for $|\lambda| \geq \gamma$ there is a matrix function $B_{k}(\cdot, \lambda) \in M_{n}\left(W_{p}^{1}(a, b)\right)$ with the following properties:
i) For $|\lambda| \geq \gamma$,

$$
\begin{equation*}
\widetilde{Y}(\cdot, \lambda):=\left(\sum_{r=0}^{k} \lambda^{-r} P^{[r]}+\lambda^{-k} B_{k}(\cdot, \lambda)\right) E(\cdot, \lambda) \tag{2.8.10}
\end{equation*}
$$

is a fundamental matrix of the system (2.8.1).
ii) For large $\lambda$ we have the asymptotic estimates

$$
\begin{align*}
& B_{k}(\cdot, \lambda)=\{o(1)\}_{\infty}  \tag{2.8.11}\\
& B_{k}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty} \\
& B_{k}(\cdot, \lambda)=\left\{O\left(\tau_{\infty}(\lambda)\right)\right\}_{p} \text { if } k>0, \\
& \frac{1}{\lambda} B_{k}^{\prime}(\cdot, \lambda)=\{o(1)\}_{p} \\
& \frac{1}{\lambda} B_{k}^{\prime}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{p}
\end{align*}
$$

iii) Let $l>0$. If $k=0$ and $p \leq \frac{3}{2}$, then we additionally assume for $v, \mu=0, \ldots, l$ with $v \neq \mu$ that $A_{0, v \mu} \in M_{n_{v}, n_{\mu}}\left(L_{p_{v \mu}}(a, b)\right)$, where $1 \leq p_{v \mu} \leq \infty$ are such that $\frac{1}{p}+\frac{1}{p_{v q}}+\frac{1}{p_{q \mu}}<2$ for all $v, \mu, q=0, \ldots, l$ with $v \neq q$ and $\mu \neq q$. Then there is a number $\varepsilon \in\left(0,1-\frac{1}{p}\right)$ if $p>1$ or $\varepsilon=0$ if $p=1$ such that

$$
\begin{equation*}
B_{0}(\cdot, \lambda)=\left\{O\left(\max _{\substack{v, \mu=0 \\ v \neq \mu}}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1 / p-\varepsilon}\right)\right\}_{p} \tag{2.8.16}
\end{equation*}
$$

Proof. A. The equations (2.8.6), (2.8.7) and (2.8.8) are fulfilled if and only if the block submatrices of $P^{[r]}$ satisfy the relationships

$$
\begin{align*}
& P_{v \mu}^{[0]}=0 \quad(v, \mu=0, \ldots, l ; v \neq \mu), \quad P_{v v}^{[0]}(a)=I_{n_{v}} \quad(v=0, \ldots, l)  \tag{2.8.17}\\
& P_{v v}^{[r)^{\prime}}-A_{0, v v} P_{v v}^{[r]}=\sum_{\substack{q=0 \\
q \neq v}}^{l} A_{0, v q} P_{q v}^{[r]}+\sum_{j=1}^{r} \sum_{q=0}^{l} A_{-j, v q} P_{q v}^{[r-j]}  \tag{2.8.18}\\
& \quad(v=0, \ldots, l ; r=0, \ldots, k) \\
& P_{v \mu}^{[r+1]}=\left(r_{v}-r_{\mu}\right)^{-1}\left\{P_{v \mu}^{[r]^{\prime}}-\sum_{j=0}^{r} \sum_{q=0}^{l} A_{-j, v q} P_{q \mu}^{[r-j]}\right\}  \tag{2.8.19}\\
& \quad(v, \mu=0, \ldots, l ; v \neq \mu ; r=0, \ldots, k-1)
\end{align*}
$$

Indeed, for $r=0, \ldots, k$,

$$
\begin{equation*}
P^{[r]} A_{1}-A_{1} P^{[r]}=\left(\left(r_{\mu}-r_{v}\right) P_{v, \mu}^{[r]}\right)_{V, \mu=0}^{l} \tag{2.8.20}
\end{equation*}
$$

Hence (2.8.6) is fulfilled if and only if (2.8.17) holds, and (2.8.7) is fulfilled for $r \in\{0, \ldots, k-1\}$ if and only if (2.8.18) and (2.8.19) hold for this $r$. Finally, (2.8.8) holds if and only if (2.8.18) holds for $r=k$.

We are going to solve the equations (2.8.17), (2.8.18), and (2.8.19). For $v \in\{0, \ldots, l\}$ let $P_{v v}^{[0]} \in M_{n}\left(W_{p}^{1}(a, b)\right)$ be the fundamental matrix of $y^{\prime}-A_{0, v v} y=0$ with $P_{v \nu}^{[0]}(a)=I_{n_{v}}$, see Theorem 2.5.3. For $v \neq \mu$ we set $P_{v \mu}^{[0]}=0$. Then (2.8.17) and, for $r=0,(2.8 .18)$ are valid, see Corollary 2.5.5. Repeated application of Propositions 2.3 .2 and 2.1 .4 to (2.8.18) proves that $P^{[0]} \in M_{n}\left(W_{p}^{k+1}(a, b)\right)$. Now we assume that $k>0$ and let $0 \leq m \leq k-1$. Suppose that there exist $P_{v \mu}^{[r]} \in M_{n_{v}, n_{\mu}}\left(W_{p}^{k+1-r}(a, b)\right)$ for $v, \mu=0, \ldots, l$ and $r=0, \ldots, m$ such that (2.8.17) is fulfilled, (2.8.18) holds for $r=0, \ldots, m$, and (2.8.19) holds for $r=0, \ldots, m-1$. For $v \neq \mu$ we define $P_{\nu \mu}^{[m+1]}$ by (2.8.19). For $v \neq \mu, r_{v}-r_{\mu} \in W_{p}^{k}(a, b)$ and $\left(r_{v}-r_{\mu}\right)^{-1} \in L_{\infty}(a, b)$. Hence $\left(r_{\nu}-r_{\mu}\right)^{-1} \in W_{p}^{k}(a, b)$ by Proposition 2.5.8. From Proposition 2.3 .2 we infer $P_{v \mu}^{[m+1]} \in M_{n_{\nu}, n_{\mu}}\left(W_{p}^{k-m}(a, b)\right)$. For $r=m+1$ the right hand side of (2.8.18) belongs to $M_{n_{\nu}}\left(W_{p}^{k-m-1}(a, b)\right) \subset M_{n_{v}}\left(L_{p}(a, b)\right)$ by Proposition 2.3.2. For the differential operator $y \mapsto y^{\prime}-A_{0, v v} y$ we apply Lemma 2.5 .7 to each column of this matrix function and obtain that there is a solution $P_{v v}^{[m+1]} \in$ $M_{n}\left(W_{p}^{1}(a, b)\right)$ of (2.8.18) for $r=m+1$. By a recursive application of Propositions 2.3.2 and 2.1.4 we infer $P_{v v}^{[m+1]} \in M_{n_{v}}\left(W_{p}^{k-m}[a, b]\right)$. This completes the proof of part A.
B. Because of (2.8.17) and (2.8.18) for $r=0, P^{[0]}$ is the fundamental matrix of

$$
y^{\prime}-\operatorname{diag}\left(A_{0,11} \ldots, A_{0, l l}\right) y=0
$$

with $P^{[0]}(a)=I_{n}$ by Proposition 2.5.9. Then Theorem 2.5 .3 and the uniqueness of this fundamental matrix, see Corollary 2.5 .5 , yield that $P^{[0]}$ is invertible in $M_{n}\left(W_{p}^{1}(a, b)\right)$. It follows that there is a $K>0$ such that

$$
\begin{equation*}
\left|P^{[0]}\right|_{\infty} \leq \frac{K}{2}, \quad\left|P^{[0]}-1\right|_{\infty} \leq \frac{K}{2} \tag{2.8.21}
\end{equation*}
$$

see Proposition 2.1.7. For $k \in \mathbb{N}$ we define

$$
\begin{equation*}
P_{k}(\cdot, \lambda):=\sum_{r=0}^{k} \lambda^{-r} P^{[r]} \quad(\lambda \in \mathbb{C} \backslash\{0\}) \tag{2.8.22}
\end{equation*}
$$

and set $\widetilde{P}_{k}:=P_{k}$ if $k>0$. If $k=0$ we choose a matrix $\widetilde{A}_{0}=\left(\widetilde{A}_{0, v \mu}\right)_{v, \mu=0}^{l}$ in $M_{n}\left(L_{p}(a, b)\right)$ such that

$$
\left\{\begin{array}{l}
\tilde{A}_{0, v v}=A_{0, v v} \quad(v=0, \ldots, l)  \tag{2.8.23}\\
\left(r_{\mu}-r_{v}\right)^{-1} \widetilde{A}_{0, v \mu} \in M_{n_{v}, n_{\mu}}\left(C^{\infty}[a, b]\right) \quad(v, \mu=0, \ldots, l ; v \neq \mu), \\
\left|A_{0}-\widetilde{A}_{0}\right|_{1} \leq(l+1)^{-2} K^{-6}
\end{array}\right.
$$

This is possible since $C^{\infty}[a, b]$ is a dense subspace of $L_{1}(a, b)$; see the proof of Lemma 2.7.2 i) for a construction of such functions. In this case we set

$$
\begin{aligned}
& P_{v v}^{[1]}:=0 \quad(v=0, \ldots, l) \\
& P_{v \mu}^{[1]}:=\left(r_{\mu}-r_{v}\right)^{-1} \widetilde{A}_{0, v \mu} P_{\mu \mu}^{[0]} \quad(v, \mu=0, \ldots, l ; v \neq \mu),
\end{aligned}
$$

which yields $P^{[1]}=\left(P_{v \mu}^{[1]}\right)_{v, \mu=0}^{l} \in M_{n}\left(W_{p}^{1}(a, b)\right)$ and the equation

$$
\begin{equation*}
P^{[0]^{\prime}}-\widetilde{A}_{0} P^{[0]}+P^{[1]} A_{1}-A_{1} P^{[1]}=0 \tag{2.8.24}
\end{equation*}
$$

We define

$$
\widetilde{P}_{0}(\cdot, \lambda):=P^{[0]}+\lambda^{-1} P^{[1]} \quad(\lambda \in \mathbb{C} \backslash\{0\})
$$

Now let $k$ be arbitrary. We set

$$
S_{k}:=P_{k} E, \quad \widetilde{S}_{k}:=\widetilde{P}_{k} E
$$

where $E$ is the matrix function defined in (2.8.5). Since $\widetilde{P}_{k}(\cdot, \lambda) \rightarrow P^{[0]}$ as $\lambda \rightarrow \infty$ in $M_{n}\left(W_{p}^{1}(a, b)\right)$, there is a $\gamma_{1} \geq \gamma$ such that $\widetilde{P}_{k}(\cdot, \lambda)$ is invertible in $M_{n}\left(W_{p}^{1}(a, b)\right)$ for $|\lambda| \geq \gamma_{1}$ and

$$
\begin{equation*}
\left|\widetilde{P}_{k}(\cdot, \lambda)\right|_{\infty} \leq K, \quad\left|\widetilde{P}_{k}^{-1}(\cdot, \lambda)\right|_{\infty} \leq K \quad\left(|\lambda| \geq \gamma_{1}\right) \tag{2.8.25}
\end{equation*}
$$

For $|\lambda| \geq \gamma_{1}$ we set

$$
D_{k}(\cdot, \lambda):=\left\{P^{[k]^{\prime}}-\sum_{r=k}^{2 k} \sum_{j=r-k}^{k} \lambda^{k-r} A_{-j} P^{[r-j]}\right\} P_{k}(\cdot, \lambda)^{-1}-\lambda^{-1} A^{k}(\cdot, \lambda)
$$

$\widetilde{D}_{k}:=D_{k}$ if $k>0$, and

$$
\widetilde{D}_{0}(\cdot, \lambda):=\left\{\left(\widetilde{A}_{0}-A_{0}\right) P^{[0]}+\lambda^{-1}\left(P^{[1]^{\prime}}-A_{0} P^{[1]}\right)\right\} \widetilde{P}_{0}(\cdot, \lambda)^{-1}-\lambda^{-1} A^{0}(\cdot, \lambda)
$$

Let $\kappa:=\max \{1, k\}$. Then Proposition 2.3.1, $E^{\prime}(\cdot, \lambda)=\lambda A_{1} E(\cdot, \lambda)$ and the relationships (2.8.6), (2.8.7) and, if $k=0,(2.8 .24)$ yield

$$
\begin{aligned}
& \widetilde{S}_{k}^{\prime}(\cdot, \lambda)-\widetilde{A}(\cdot, \lambda) \widetilde{S}_{k}(\cdot, \lambda) \\
&= \widetilde{P}_{k}^{\prime}(\cdot, \lambda) E(\cdot, \lambda)+\widetilde{P}_{k}(\cdot, \lambda) E^{\prime}(\cdot, \lambda)-\widetilde{A}(\cdot, \lambda) \widetilde{P}_{k}(\cdot, \lambda) E(\cdot, \lambda) \\
&=\left\{\sum_{r=0}^{\kappa} \lambda^{-r} P^{[r]^{\prime}}+\lambda \sum_{r=0}^{\kappa} \lambda^{-r} P^{[r]} A_{1}\right. \\
&\left.-\left(\sum_{j=-1}^{k} \lambda^{-j} A_{-j}+\lambda^{-k-1} A^{k}(\cdot, \lambda)\right) \sum_{r=0}^{\kappa} \lambda^{-r} P^{[r]}\right\} E(\cdot, \lambda) \\
&=\left\{\sum_{r=0}^{\kappa} \lambda^{-r} P^{[r]^{\prime}}+\sum_{r=0}^{\kappa-1} \lambda^{-r} P^{[r+1]} A_{1}+\lambda P^{[0]} A_{1}\right. \\
&\left.-\sum_{r=-1}^{k+\kappa} \sum_{j=\max \{-1, r-\kappa\}}^{\min \{k, r\}} \lambda^{-r} A_{-j} P^{[r-j]}-\lambda^{-k-1} A^{k}(\cdot, \lambda) \widetilde{P}_{k}(\cdot, \lambda)\right\} E(\cdot, \lambda) \\
&=\left\{\lambda\left(P^{[0]} A_{1}-A_{1} P^{[0]}\right)\right. \\
&+\sum_{r=0}^{\kappa-1} \lambda^{-r}\left(P^{[r]^{\prime}}-\sum_{j=0}^{r} A_{-j} P^{[r-j]}+P^{[r+1]} A_{1}-A_{1} P^{[r+1]}\right) \\
&+\lambda^{-\kappa}\left(P^{[\kappa]^{\prime}}-\sum_{j=0}^{k} A_{-j} P^{[\kappa-j]}\right) \\
&\left.-\lambda^{-\kappa} \sum_{r=\kappa+1}^{k+\kappa} \sum_{j=r-\kappa}^{k} \lambda^{\kappa-r} A_{-j} P^{[r-j]}-\lambda^{-k-1} A^{k}(\cdot, \lambda) \widetilde{P}_{k}(\cdot, \lambda)\right\} E(\cdot, \lambda) \\
&= \lambda^{-k} \widetilde{D}_{k}(\cdot, \lambda) \widetilde{S}_{k}(\cdot, \lambda) .
\end{aligned}
$$

With $\kappa=k$ the same proof shows

$$
S_{k}^{\prime}(\cdot, \lambda)-\widetilde{A}(\cdot, \lambda) S_{k}(\cdot, \lambda)=\lambda^{-k} D_{k}(\cdot, \lambda) S_{k}(\cdot, \lambda)
$$

For $v=0, \ldots, l$ let $I^{(v)}$ be the $n \times n$ matrix whose $v$-th diagonal block is $I_{n_{v}}$ and whose other components are zero. For $v, \mu=0, \ldots, l$ and $\lambda \neq 0$ we set $x_{\nu \mu}(\lambda)=a$ if $\Re\left(\lambda e^{i \varphi_{\nu \mu}}\right) \leq 0$ and $x_{\nu \mu}(\lambda)=b$ if $\mathfrak{R}\left(\lambda e^{i \varphi_{v \mu}}\right)>0$.

Next we prove that the integral equation

$$
\begin{align*}
C(x, \lambda)= & I_{n}-\lambda^{-k} \sum_{v, \mu=0}^{l} \int_{x_{v \mu}(\lambda)}^{x} \widetilde{S}_{k}(x, \lambda) I^{(v)} \tilde{S}_{k}^{-1}(t, \lambda) \widetilde{D}_{k}(t, \lambda) \times  \tag{2.8.26}\\
& \times C(t, \lambda) \widetilde{S}_{k}(t, \lambda) I^{(\mu)} \widetilde{S}_{k}^{-1}(x, \lambda) \mathrm{d} t
\end{align*}
$$

has a unique solution in $M_{n}(C[a, b])$ for all sufficiently large $\lambda$. For this purpose we consider the continuous linear operator

$$
T_{\lambda}: M_{n}(C[a, b]) \rightarrow M_{n}(C[a, b])
$$

given by

$$
\begin{aligned}
T_{\lambda}(f)(x):= & \lambda^{-k} \sum_{v, \mu=0}^{l} \int_{x_{v \mu}(\lambda)}^{x} \widetilde{S}_{k}(x, \lambda) I^{(v)} \widetilde{S}_{k}^{-1}(t, \lambda) \widetilde{D}_{k}(t, \lambda) \times \\
& \times f(t) \widetilde{S}_{k}(t, \lambda) I^{(\mu)} \widetilde{S}_{k}^{-1}(x, \lambda) \mathrm{d} t
\end{aligned}
$$

where $f \in M_{n}(C[a, b])$. Since $E$ and $I^{(v)}$ are diagonal matrices,

$$
E(x, \lambda) I^{(v)} E(t, \lambda)^{-1}=\exp \left\{\lambda\left(R_{v}(x)-R_{v}(t)\right)\right\} I^{(v)}
$$

By assumption,

$$
R_{v}(x)-R_{v}(t)+R_{\mu}(t)-R_{\mu}(x)=e^{i \varphi_{v \mu}} \int_{t}^{x}\left|r_{v}(\eta)-r_{\mu}(\eta)\right| \mathrm{d} \eta
$$

whence the equation

$$
\begin{aligned}
T_{\lambda}(f)(x)= & \lambda^{-k} \sum_{v, \mu=0}^{l} \int_{x_{v \mu}(\lambda)}^{x} \exp \left\{\lambda e^{i \varphi_{v \mu}} \int_{t}^{x}\left|r_{v}(\eta)-r_{\mu}(\eta)\right| \mathrm{d} \eta\right\} \times \\
& \times \widetilde{P}_{k}(x, \lambda) I^{(v)} \widetilde{P}_{k}^{-1}(t, \lambda) \widetilde{D}_{k}(t, \lambda) f(t) \widetilde{P}_{k}(t, \lambda) I^{(\mu)} \widetilde{P}_{k}^{-1}(x, \lambda) \mathrm{d} t
\end{aligned}
$$

holds for $f \in M_{n}(C[a, b])$. By the choice of $x_{v \mu}(\lambda)$ we obtain

$$
\begin{align*}
\exp & \left\{\lambda e^{i \varphi_{v \mu}} \int_{t}^{x}\left|r_{v}(\eta)-r_{\mu}(\eta)\right| \mathrm{d} \eta\right\} \mid  \tag{2.8.27}\\
& =\exp \left\{\Re\left(\lambda e^{i \varphi_{v \mu}}\right) \int_{t}^{x}\left|r_{v}(\eta)-r_{\mu}(\eta)\right| \mathrm{d} \eta\right\} \leq 1
\end{align*}
$$

for $t$ in the compact interval with the endpoints $x_{\nu \mu}(\lambda)$ and $x \in[a, b]$. Note that $\left|\widetilde{P}_{k}(\cdot, \lambda) I^{(v)}\right|_{\infty} \leq\left|\widetilde{P}_{k}(\cdot, \lambda)\right|_{\infty}$. Then

$$
\left|T_{\lambda}\right| \leq|\lambda|^{-k}(l+1)^{2} K^{4}\left|\widetilde{D}_{k}(\cdot, \lambda)\right|_{1} .
$$

Since $A^{k}(\cdot, \lambda)$ is bounded in $M_{n}\left(L_{p}(a, b)\right)$ as $\lambda \rightarrow \infty$, there is a constant $M>0$ such that for all sufficiently large $\lambda$

$$
\begin{equation*}
\left|D_{k}(\cdot, \lambda)\right|_{p} \leq M \quad \text { and } \quad\left|D_{k}(\cdot, \lambda)\right|_{1} \leq M \tag{2.8.28}
\end{equation*}
$$

whence

$$
\left|T_{\lambda}\right| \leq|\lambda|^{-k}(l+1)^{2} K^{4} M
$$

follows for $k>0$. For $k=0$ we obtain with a suitable $M_{0}>0$ that

$$
\left|\widetilde{D}_{0}(\cdot, \lambda)\right|_{1} \leq\left|\tilde{A}_{0}-A_{0}\right|_{1} \frac{K^{2}}{2}+|\lambda|^{-1} M_{0}
$$

for all sufficiently large $\lambda$. With the aid of the estimate in (2.8.23) we infer in this case that

$$
\left|T_{\lambda}\right| \leq \frac{1}{2}+|\lambda|^{-1}(l+1)^{2} K^{4} M_{0}
$$

We conclude in either case that there is a positive $\delta<1$ and a number $\gamma_{0} \geq \gamma$ such that $\left|T_{\lambda}\right| \leq \delta$ for $|\lambda| \geq \gamma_{0}$. For $|\lambda| \geq \gamma_{0}$ the operator

$$
\widehat{T}_{\lambda}:=\mathrm{id}_{M_{n}(C[a, b])}+T_{\lambda}
$$

is invertible by Proposition 1.1.4. As (2.8.26) holds if and only if $\widehat{T}_{\lambda} C(\cdot, \lambda)=I_{n}$, where $I_{n}:=\mathrm{id}_{\mathbb{C}^{n}}$,

$$
C(\cdot, \lambda):=\widehat{T}_{\lambda}^{-1} I_{n}
$$

is the unique solution of (2.8.26). In addition, from

$$
\widehat{T}_{\lambda}^{-1}-\mathrm{id}_{M_{n}(C[a, b])}=\sum_{j=1}^{\infty}(-1)^{j} T_{\lambda}^{j},
$$

see (1.1.6), we infer

$$
\begin{equation*}
\left|C(\cdot, \lambda)-I_{n}\right|_{(0)} \leq(1-\delta)^{-1}\left|T_{\lambda} I_{n}\right|_{(0)} \quad\left(|\lambda| \geq \gamma_{0}\right) \tag{2.8.29}
\end{equation*}
$$

From (2.8.26) and Propositions 2.3.2 and 2.1.8 we see that $C(\cdot, \lambda) \in M_{n}\left(W_{p}^{1}(a, b)\right)$. Note that the components of $C(x, \lambda)$ are products of functions of the form $f_{1}(x)$ with $f_{1} \in W_{p}^{1}(a, b)$ and $\int_{x_{v \mu(\lambda)}}^{x} f_{2}(t) \mathrm{d} t$ with $f_{2} \in L_{p}(a, b)$. Therefore Propositions 2.3.1 and 2.1.3 and (2.5.7) yield that

$$
\begin{aligned}
C^{\prime}(x, \lambda)= & -\lambda^{-k} \widetilde{D}_{k}(x, \lambda) C(x, \lambda) \\
& -\lambda^{-k} \sum_{v, \mu=0}^{l} \int_{x_{v \mu}(\lambda)}^{x} \widetilde{S}_{k}^{\prime}(x, \lambda) I^{(v)} \widetilde{S}_{k}^{-1}(t, \lambda) \widetilde{D}_{k}(t, \lambda) C(t, \lambda) \widetilde{S}_{k}(t, \lambda) \times \\
& \times I^{(\mu)} \widetilde{S}_{k}^{-1}(x, \lambda) \mathrm{d} t+\lambda^{-k} \sum_{v, \mu=0}^{l} \int_{x_{v \mu}(\lambda)}^{x} \widetilde{S}_{k}(x, \lambda) I^{(v)} \widetilde{S}_{k}^{-1}(t, \lambda) \times \\
& \times \widetilde{D}_{k}(t, \lambda) C(t, \lambda) \widetilde{S}_{k}(t, \lambda) I^{(\mu)} \widetilde{S}_{k}^{-1}(x, \lambda) \widetilde{S}_{k}^{\prime}(x, \lambda) \widetilde{S}_{k}^{-1}(x, \lambda) \mathrm{d} t \\
= & -\lambda^{-k} \widetilde{D}_{k}(x, \lambda) C(x, \lambda)+\widetilde{S}_{k}^{\prime}(x, \lambda) \widetilde{S}_{k}^{-1}(x, \lambda)\left(C(x, \lambda)-I_{n}\right) \\
& -\left(C(x, \lambda)-I_{n}\right) \widetilde{S}_{k}^{\prime}(x, \lambda) \widetilde{S}_{k}^{-1}(x, \lambda) \\
= & -\lambda^{-k} \widetilde{D}_{k}(x, \lambda) C(x, \lambda)+\widetilde{S}_{k}^{\prime}(x, \lambda) \widetilde{S}_{k}^{-1}(x, \lambda) C(x, \lambda) \\
& -C(x, \lambda) \widetilde{S}_{k}^{\prime}(x, \lambda) \widetilde{S}_{k}^{-1}(x, \lambda)
\end{aligned}
$$

We define

$$
\begin{equation*}
\tilde{Y}:=C \widetilde{S}_{k}=C \widetilde{P}_{k} E \tag{2.8.30}
\end{equation*}
$$

and infer from (2.3.1) that

$$
\widetilde{Y}^{\prime}=C^{\prime} \widetilde{S}_{k}+C \widetilde{S}_{k}^{\prime}=\widetilde{A} \widetilde{Y}
$$

by inserting the right-hand sides of the matrix differential equations which we obtained above for $\tilde{S}_{k}$ and $C$. If $k=0$ we set

$$
\begin{equation*}
B_{0}(\cdot, \lambda):=\left(C(\cdot, \lambda)-I_{n}\right) \widetilde{P}_{0}(\cdot, \lambda)+\lambda^{-1} P^{[1]} \tag{2.8.31}
\end{equation*}
$$

and if $k \geq 1$ we set

$$
B_{k}(\cdot, \lambda):=\lambda^{k}\left(C(\cdot, \lambda)-I_{n}\right) \widetilde{P}_{k}(\cdot, \lambda)
$$

These definitions and (2.8.30) immediately yield $B_{k}(\cdot, \lambda) \in M_{n}\left(W_{p}^{1}(a, b)\right)$ and

$$
\begin{equation*}
\widetilde{Y}(\cdot, \lambda)=\left\{P_{k}(\cdot, \lambda)+\lambda^{-k} B_{k}(\cdot, \lambda)\right\} E(\cdot, \lambda) . \tag{2.8.32}
\end{equation*}
$$

This proves (2.8.10) for $|\lambda| \geq \gamma_{0}$. But for simplicity of notation we may assume that $\gamma_{0}=\gamma$. Indeed, for any fundamental matrix there is a $B_{k}(\cdot, \lambda)$ such that (2.8.32) holds, and the values of $B_{k}(\cdot, \lambda)$ for $\gamma \leq|\lambda| \leq \gamma_{0}$ do not influence the asymptotic behaviour of $B_{k}$.

We have to prove the estimates for $B_{k}(\cdot, \lambda)$ as $\lambda \rightarrow \infty$. First we give the proof of (2.8.11), (2.8.12) and (2.8.16). In view of (2.8.31), (2.8.31') and the uniform boundedness of $\widetilde{P}_{k}(\cdot, \lambda)$ in $M_{n}\left(L_{\infty}(a, b)\right)$ for $|\lambda| \geq \gamma_{0}$, see (2.8.25), it is sufficient to estimate the matrix function $\lambda^{k}\left(C(\cdot, \lambda)-I_{n}\right)$. We set

$$
Q^{[0]}:=\left(\tilde{A}_{0}-A_{0}\right)
$$

and, if $k \geq 1$,

$$
Q^{[k]}:=\left\{P^{[k]^{\prime}}-\sum_{j=0}^{k} A_{-j} P^{[k-j]}\right\} P^{[0]^{-1}}
$$

For $f \in M_{n}(C[a, b])$ and $x \in[a, b]$ we define

$$
\begin{aligned}
T_{\lambda, 1}(f)(x):= & \lambda^{-k} \sum_{\substack{v, \mu=0 \\
v \neq \mu}}^{l} \int_{x_{v \mu}(\lambda)}^{x} \exp \left\{\lambda e^{i \varphi_{v \mu}} \int_{t}^{x}\left|r_{v}(\eta)-r_{\mu}(\eta)\right| \mathrm{d} \eta\right\} \times \\
& \times P^{[0]}(x) I^{(v)} P^{[0]^{-1}}(t) Q^{[k]}(t) f(t) P^{[0]}(t) I^{(\mu)} P^{[0]-1}(x) \mathrm{d} t \\
T_{\lambda, 2}(f)(x):= & \lambda^{-k} \sum_{v=0}^{l} \int_{x_{v v}(\lambda)}^{x} P^{[0]}(x) I^{(v)} P^{[0]-1}(t) Q^{[k]}(t) \times \\
& \times f(t) P^{[0]}(t) I^{(v)} P^{[0]-1}(x) \mathrm{d} t
\end{aligned}
$$

$$
\begin{aligned}
& T_{\lambda, 3}(f)(x):=\lambda^{-1-k} \sum_{v, \mu=0}^{l} \int_{x_{v \mu}(\lambda)}^{x} \exp \left\{\lambda e^{i \varphi_{v \mu}} \int_{t}^{x}\left|r_{v}(\eta)-r_{\mu}(\eta)\right| \mathrm{d} \eta\right\} \times \\
& \times\left\{\widetilde{P}_{k}(x, \lambda) I^{(v)} \widetilde{P}_{k}^{-1}(t, \lambda) \lambda\left(\widetilde{D}_{k}(t, \lambda)-Q^{[k]}(t)\right) f(t) \widetilde{P}_{k}(t, \lambda) I^{(\mu)} \widetilde{P}_{k}^{-1}(x, \lambda)\right. \\
& \quad+\lambda\left(\widetilde{P}_{k}(x, \lambda)-P^{[0]}(x)\right) I^{(v)} \widetilde{P}_{k}^{-1}(t, \lambda) Q^{[k]}(t) f(t) \widetilde{P}_{k}(t, \lambda) I^{(\mu)} \widetilde{P}_{k}^{-1}(x, \lambda) \\
& \quad+P^{[0]}(x) I^{(v)} \lambda\left(\widetilde{P}_{k}^{-1}(t, \lambda)-P^{[0]}(t)\right) Q^{[k]}(t) f(t) \widetilde{P}_{k}(t, \lambda) I^{(\mu)} \widetilde{P}_{k}^{-1}(x, \lambda) \\
& \quad+P^{[0]}(x) I^{(v)} P^{[0]-1}(t) Q^{[k]}(t) f(t) \lambda\left(\widetilde{P}_{k}(t, \lambda)-P^{[0]}(t)\right) I^{(\mu)} \widetilde{P}_{k}^{-1}(x, \lambda) \\
& \left.\quad+P^{[0]}(x) I^{(v)} P^{[0]-1}(t) Q^{[k]}(t) f(t) P^{[0]}(t) I^{(\mu)} \lambda\left(\widetilde{P}_{k}^{-1}(x, \lambda)-P^{[0]-1}(x)\right)\right\} \mathrm{d} t .
\end{aligned}
$$

Then

$$
T_{\lambda}=T_{\lambda, 1}+T_{\lambda, 2}+T_{\lambda, 3} .
$$

The definition of $\widetilde{P}_{k}(\cdot, \lambda)$ yields that $\widetilde{P}_{k}(\cdot, \lambda)=P^{[0]}+\frac{1}{\lambda} O(1)$ in $M_{n}\left(W_{p}^{1}(a, b)\right)$ as $\lambda \rightarrow \infty$. With the aid of Proposition 2.3.3, (1.1.3) and (1.1.4) we infer for $\lambda \rightarrow \infty$ :

$$
\begin{aligned}
& \widetilde{P}_{k}(\cdot, \lambda)=O(1) \text { in } M_{n}\left(W_{p}^{1}(a, b)\right), \\
& \lambda\left(\widetilde{P}_{k}(\cdot, \lambda)-P^{(0]}\right)=O(1) \text { in } M_{n}\left(W_{p}^{1}(a, b)\right), \\
& \widetilde{P}_{k}^{-1}(\cdot, \lambda)=O(1) \text { in } M_{n}\left(W_{p}^{1}(a, b)\right), \\
& \left.\lambda\left(\widetilde{P}_{k}^{-1}(\cdot, \lambda)-P^{[0]}\right]^{-1}\right)=O(1) \text { in } M_{n}\left(W_{p}^{1}(a, b)\right) .
\end{aligned}
$$

These estimates and the definitions of $\widetilde{D}_{k}$ and $Q^{[k]}$ yield

$$
\lambda\left(\widetilde{D}_{k}(\cdot, \lambda)-Q^{[k]}\right)=O(1) \text { in } M_{n}\left(L_{p}(a, b)\right)
$$

as $\lambda \rightarrow \infty$. It follows that $\lambda^{k+1} T_{\lambda, 3}(f)(x)$ is a sum of terms of the form

$$
Q_{1}(x, \lambda) \int_{x_{v \mu}(\lambda)}^{x} \exp \left\{\lambda e^{i \varphi_{v \mu}} \int_{i}^{x}\left|r_{v}(\eta)-r_{\mu}(\eta)\right|\right\} \mathrm{d} \eta Q_{2}(t, \lambda) \mathrm{d} t Q_{3}(x, \lambda)
$$

where $Q_{1}(\cdot, \lambda), Q_{3}(\cdot, \lambda)=O(1)$ in $M_{n}\left(W_{p}^{1}(a, b)\right)$ and $Q_{2}(\cdot, \lambda)=O(1)|f|_{(0)}$ in $M_{n}\left(L_{p}(a, b)\right)$ as $\lambda \rightarrow \infty$. As $W_{p}^{1}(a, b)$ is contained continuously in $L_{\infty}(a, b)$, it follows that $\left|\lambda^{k} T_{\lambda, 3}\right|=\left\{O\left(\frac{1}{\lambda}\right)\right\}_{\infty}$. Since $\left|T_{\lambda}\right| \leq \delta<1$ for $|\lambda| \geq \gamma_{0}$, there are numbers $\gamma_{1} \geq 1$ and $\delta_{1}, \delta_{2}<1$ such that $\delta_{1}+\delta_{2}<1,\left|T_{\lambda, 1}+T_{\lambda, 2}\right| \leq \delta_{1}$, and $\left|\lambda^{k} T_{\lambda, 3}\right| \leq \delta_{2}$ for $|\lambda| \geq \gamma_{1}$. We calculate

$$
\begin{aligned}
\lambda^{k}\left(C(\cdot, \lambda)-I_{n}\right) & =\lambda^{k} \sum_{j=1}^{\infty}(-1)^{j} T_{\lambda}^{j}\left(I_{n}\right) \\
& =\lambda^{k} \sum_{j=1}^{\infty}(-1)^{j}\left(T_{\lambda, 1}+T_{\lambda, 2}\right)^{j}\left(I_{n}\right)+T_{\lambda, 4}\left(I_{n}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\left|T_{\lambda, 4}\right| & \leq|\lambda|^{k} \sum_{j=1}^{\infty} \sum_{m=1}^{j}\binom{j}{m}\left|T_{\lambda, 1}+T_{\lambda, 2}\right|^{j-m}\left|T_{\lambda, 3}\right|^{m} \\
& =|\lambda|^{k} \sum_{j=1}^{\infty}\left\{\left(\left|T_{\lambda, 1}+T_{\lambda, 2}\right|+\left|T_{\lambda, 3}\right|\right)^{j}-\left|T_{\lambda, 1}+T_{\lambda, 2}\right|^{j}\right\} \\
& \leq\left|\lambda^{k} T_{\lambda, 3}\right| \sum_{j=1}^{\infty} j\left(\left|T_{\lambda, 1}+T_{\lambda, 2}\right|+\left|T_{\lambda, 3}\right|\right)^{j-1} \\
& =O\left(\left|\lambda^{k} T_{\lambda, 3}\right|\right)=O\left(\lambda^{-1}\right)
\end{aligned}
$$

This shows that $T_{\lambda, 4}\left(I_{n}\right)=O\left(\lambda^{-1}\right)$ in $M_{n}(C[a, b])$ and thus also in $M_{n}\left(L_{p}(a, b)\right)$.
From (2.8.8) and (2.8.23) we conclude that the block diagonal of $Q^{[k]}$ is zero. This shows that $T_{\lambda, 2}\left(I_{n}\right)=0$ and $T_{\lambda, 2}^{2}=0$. Therefore,

$$
\begin{align*}
f_{\lambda} & :=\lambda^{k} \sum_{j=1}^{\infty}(-1)^{j}\left(T_{\lambda, 1}+T_{\lambda, 2}\right)^{j}\left(I_{n}\right)  \tag{2.8.33}\\
& =-\lambda^{k} T_{\lambda, 1}\left(I_{n}\right)+\lambda^{k}\left(T_{\lambda, 1}+T_{\lambda, 2}\right)^{2} \sum_{j=0}^{\infty}(-1)^{j}\left(T_{\lambda, 1}+T_{\lambda, 2}\right)^{j}\left(I_{n}\right) \\
& =-\lambda^{k} T_{\lambda, 1}\left(I_{n}\right)+\lambda^{k}\left(T_{\lambda, 1}^{2}+T_{\lambda, 1} T_{\lambda, 2}+T_{\lambda, 2} T_{\lambda, 1}\right) g_{\lambda},
\end{align*}
$$

where

$$
g_{\lambda}=\sum_{j=0}^{\infty}(-1)^{j}\left(T_{\lambda, 1}+T_{\lambda, 2}\right)^{j}\left(I_{n}\right)=O(1) \text { in } M_{n}(C[a, b])
$$

since $\left|T_{\lambda, 1}+T_{\lambda, 2}\right| \leq \delta_{1}<1$.
It is clear that $T_{\lambda, 1}$ and $T_{\lambda, 2}$ are uniformly bounded with respect to $\lambda$. Therefore, in order to establish the estimates (2.8.11), (2.8.12), (2.8.13) and (2.8.16) it is sufficient to prove for $h \in M_{n}(C[a, b])$ that

$$
\begin{equation*}
\lambda^{k} T_{\lambda, 1} h \text { satisfies } o(1) \text { and } O\left(\tau_{p}(\lambda)\right)|h|_{(0)} \text { in } M_{n}(C[a, b]) \tag{2.8.34}
\end{equation*}
$$

$$
\begin{equation*}
\lambda^{k} T_{\lambda, 1} h \text { and } \lambda^{k} T_{\lambda, 2} T_{\lambda, 1} h \text { satisfy } O\left(\tau_{\infty}(\lambda)\right)|h|_{(0)} \text { in } M_{n}\left(L_{p}(a, b)\right) \tag{2.8.35}
\end{equation*}
$$

where ( 2.8 .35 ) holds under the additional assumptions made in iii). To prove (2.8.11) we remark that it is sufficient to estimate $\lambda^{k} T_{\lambda}\left(I_{n}\right)$ in $M_{n}(C[a, b])$ because of (2.8.29). Hence it would be sufficient to consider $h=I_{n}$ in (2.8.34) for the estimate $o(1)$.

The estimates (2.8.34) and (2.8.35) are trivial in case $l=0$ since $T_{\lambda, 1}=0$ in this case. Now let $l>0$. To estimate $T_{\lambda, 1} h$ we have to consider terms of the form

$$
\widetilde{F}(u, x, \lambda)=\int_{x_{v \mu}(\lambda)}^{x} \exp \left\{\lambda e^{i \varphi_{v \mu}} \int_{t}^{x}\left|r_{v}(\eta)-r_{\mu}(\eta)\right| \mathrm{d} \eta\right\} u(t) \mathrm{d} t
$$

where $v \neq \mu$ and $u \in L_{p}(a, b)$ such that $|u|_{p} \leq C|h|_{(0)}$ and $C>0$ does not depend on $h$. For $x \in[a, b]$ we set

$$
r(x):=\left|r_{\nu}(x)-r_{\mu}(x)\right|
$$

Let $F$ be defined as in Lemma 2.7.2. Then

$$
\widetilde{F}(u, x, \lambda)=F\left(u, x, x_{v \mu}(\lambda), \lambda e^{i \varphi_{v \mu}}\right)
$$

As $\mathfrak{R}\left(\lambda e^{i \varphi_{v \mu}}\right)\left(x-x_{v \mu}(\lambda)\right) \leq 0$, Lemma 2.7 .2 yields the estimates

$$
\begin{aligned}
& \widetilde{F}(u, \cdot, \lambda)=o(1) \text { as } \lambda \rightarrow \infty \\
& \widetilde{F}(u, \cdot, \lambda)=O\left(\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1+1 / p}\right)|h|_{(0)} \text { in } L_{\infty}(a, b), \\
& \widetilde{F}(u, \cdot, \lambda)=O\left(\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1}\right)|h|_{(0)} \text { in } L_{p}(a, b) .
\end{aligned}
$$

Since $\left|T_{\lambda, 2} T_{\lambda, 1}\right|=O\left(\lambda^{-2 k}\right)$, the estimate for $T_{\lambda, 2} T_{\lambda, 1}$ in (2.8.35) is trivial for $k>0$. Therefore, let $k=0$. The components of $T_{\lambda, 2} T_{\lambda, 1} h$ are sums of terms of the form

$$
\begin{equation*}
z(x, \lambda)=w(x) \int_{x_{\mu \mu}(\lambda)}^{x} v(\xi) \int_{x_{v \mu}(\lambda)}^{\xi} \exp \left\{\lambda e^{i \varphi_{v \mu}} \int_{t}^{\xi}\left|r_{v}(\eta)-r_{\mu}(\eta)\right| \mathrm{d} \eta\right\} u(t) \mathrm{d} t \mathrm{~d} \xi \tag{2.8.36}
\end{equation*}
$$

where $v \neq \mu, w \in W_{p}^{1}(a, b)$ and $v \in L_{p_{\mu v}}(a, b)$ are functions depending only on the coefficient matrices in $T_{\lambda, 1}$ and $T_{\lambda, 2}$, and $u \in L_{p_{v q}}(a, b)$ for some $q \neq v$ satisfies $|u|_{p_{v q}} \leq C|h|_{(0)}$, where $C>0$ depends only on the coefficient matrices in $T_{\lambda, 1}$ and $T_{\lambda, 2}$. Here we take $p_{\mu v}=p_{v q}=p$ in case $p>\frac{3}{2}$. If $p>1$ we choose $\varepsilon \in\left(0,1-\frac{1}{p}\right)$ such that $\frac{1}{p}+\frac{1}{p_{v q}}+\frac{1}{p_{\mu v}} \leq 2-\varepsilon$ for all $v, \mu, q$ under consideration. With $r$ as above, $R(x)=\int_{a}^{x} r(t) \mathrm{d} t, x \in[a, b]$, and $g \in L_{p^{\prime}}(a, b)$ we obtain

$$
\int_{a}^{b} g(x) z(x, \lambda) \mathrm{d} x=\int_{a}^{b} v_{1}(\xi) \int_{x_{v \mu}(\lambda)}^{\xi} \exp \left\{\lambda e^{i \varphi_{v \mu}}(R(\xi)-R(t))\right\} u(t) \mathrm{d} t \mathrm{~d} \xi
$$

where

$$
v_{1}(\xi)=v(\xi) \int_{\xi}^{x_{\mu \mu}^{\prime}(\lambda)} g(x) w(x) \mathrm{d} \xi
$$

with $x_{\mu \mu}^{\prime}(\lambda)=b$ if $x_{\mu \mu}(\lambda)=a$ and $x_{\mu \mu}^{\prime}(\lambda)=a$ if $x_{\mu \mu}(\lambda)=b$. Since

$$
\frac{1}{p_{v q}}-\frac{1}{p_{\mu \nu}^{\prime}}=\frac{1}{p_{v q}}+\frac{1}{p_{\mu v}}-1 \leq 1-\varepsilon-\frac{1}{p}
$$

it follows from Lemma 2.7 .2 iii) with suitable $p \geq p_{\nu q}$ and $\tilde{p} \leq p_{\mu \nu}^{\prime}$ that

$$
\begin{aligned}
\left|\int_{a}^{b} g(x) z(x, \lambda) \mathrm{d} x\right| & \leq C_{1}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-\frac{1}{p}-\varepsilon}\left|v_{1}\right|_{p_{\mu v}}|h|_{(0)} \\
& \leq C_{2}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-\frac{1}{p}-\varepsilon}|g|_{p^{\prime}}|h|_{(0)}
\end{aligned}
$$

which proves

$$
|z(\cdot, \lambda)|_{p} \leq C_{2}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-\frac{1}{p}-\varepsilon}|h|_{(0)}
$$

Finally we shall prove the estimates (2.8.14) and (2.8.15). For $|\lambda| \geq \gamma_{0}$ we have

$$
B_{k}(\cdot, \lambda)=\lambda^{k}\left[\tilde{Y}(\cdot, \lambda)-S_{k}(\cdot, \lambda)\right] E^{-1}(\cdot, \lambda)
$$

The differential equations fulfilled by $\widetilde{Y}(\cdot, \lambda), E(\cdot, \lambda)$ and $S_{k}(\cdot, \lambda)$ yield (2.8.37)

$$
\begin{aligned}
B_{k}^{\prime}(\cdot, \lambda)= & \lambda^{k}\left\{\widetilde{A}(\cdot, \lambda)\left[\widetilde{Y}(\cdot, \lambda)-S_{k}(\cdot, \lambda)\right]-\lambda^{-k} D_{k}(\cdot, \lambda) S_{k}(\cdot, \lambda)\right\} E^{-1}(\cdot, \lambda) \\
& -\lambda^{k+1}\left[\widetilde{Y}(\cdot, \lambda)-S_{k}(\cdot, \lambda)\right] E^{-1}(\cdot, \lambda) A_{1} \\
= & \widetilde{A}(\cdot, \lambda) B_{k}(\cdot, \lambda)-D_{k}(\cdot, \lambda) P_{k}(\cdot, \lambda)-\lambda B_{k}(\cdot, \lambda) A_{1} .
\end{aligned}
$$

The estimates (2.8.14) and (2.8.15) for $\frac{1}{\lambda} B_{k}^{\prime}(\cdot, \lambda)$ now follow from the estimates (2.8.11), (2.8.12) and (2.8.28).

Corollary 2.8.3. We assume that the conditions i)-iii) in Assumption 2.8.1 are sharpened such that the following properties hold for some $\kappa \in \mathbb{N}$ :
$\left.\mathrm{i}^{\prime}\right) \quad A_{1} \in M_{n}\left(W_{p}^{k+\kappa}(a, b)\right)$,
ii' $\left.^{\prime}\right) \quad A_{-j} \in M_{n}\left(W_{p}^{k+\kappa-j}(a, b)\right) \quad(j=0, \ldots, k)$,
iii') $A^{k}(\cdot, \lambda) \in M_{n}\left(W_{p}^{K}(a, b)\right)$ if $|\lambda| \geq \gamma$ and $A^{k}(\cdot, \lambda)$ is bounded in $M_{n}\left(W_{p}^{K}(a, b)\right)$ as $\lambda \rightarrow \infty$.
We assume that the matrix functions $P^{[r]}$ belong to $M_{n}\left(W_{p}^{k+1-r}(a, b)\right)$ for all $r \in\{0, \ldots, k\}$ and fulfil (2.8.6), (2.8.7) and (2.8.8). For $|\lambda| \geq \gamma$ let the matrix function $B_{k}(\cdot, \lambda)$ be defined as in part $B$ of Theorem 2.8.2.
Then $P^{[r]} \in M_{n}\left(W_{p}^{k+\kappa+1-r}(a, b)\right)$ for $r \in\{0, \ldots, k\}$ and $B_{k}(\cdot, \lambda) \in M_{n}\left(W_{p}^{\kappa+1}(a, b)\right)$ for $|\lambda| \geq \gamma$. We have

$$
\begin{equation*}
\frac{1}{\lambda^{i}} B_{k}^{(1)}(\cdot, \lambda)=\{o(1)\}_{p} \tag{2.8.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\lambda^{1}} B_{k}^{(l)}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{p} \tag{2.8.39}
\end{equation*}
$$

for $|\lambda| \geq \gamma$ and $l \in\{0, \ldots, \kappa+1\}$, where $\tau_{p}$ is the function defined in (2.8.9).
Proof. The case $\kappa=0$ is part of Theorem 2.8.2. Therefore let $\kappa>0$. With the aid of Proposition 2.3.2 and Corollary 2.1.4, the first assertion follows from (2.8.17), (2.8.18) and (2.8.19) by induction. In view of (2.8.37) we infer that the matrix function

$$
\begin{aligned}
B_{k}^{\prime}(\cdot, \lambda) & -\widetilde{A}(\cdot, \lambda) B_{k}(\cdot, \lambda)+\lambda B_{k}(\cdot, \lambda) A_{1}=-D_{k}(\cdot, \lambda) P_{k}(\cdot, \lambda) \\
& =-P^{[k]^{\prime}}+\sum_{r=k}^{2 k} \sum_{j=r-k}^{k} \lambda^{k-r} A_{-j} P^{[r-j]}+\lambda^{-1} A^{k}(\cdot, \lambda) \sum_{r=0}^{k} \lambda^{-r} P^{[r]}
\end{aligned}
$$

belongs to $M_{n}\left(W_{p}^{\kappa}(a, b)\right)$ and is bounded in this space as $\lambda \rightarrow \infty$. An application of Proposition 2.3.2 and Corollary 2.1.4 proves $B_{k}(\cdot, \lambda) \in M_{n}\left(W_{p}^{\kappa+1}(a, b)\right)$. The LEIBNIZ rule, which holds in view of (2.3.1), yields that

$$
\begin{aligned}
\frac{1}{\lambda^{\imath}} B_{k}^{(l)}(\cdot, \lambda) & =\sum_{j=0}^{i-1}\binom{l-1}{j}\left\{\frac{1}{\lambda^{1-j}} \widetilde{A}^{(l-1-j)}(\cdot, \lambda) \frac{1}{\lambda^{j}} B_{k}^{(j)}(\cdot, \lambda)\right. \\
& \left.-\frac{1}{\lambda^{j}} B_{k}^{(j)}(\cdot, \lambda) \frac{1}{\lambda^{i-1-j}} A_{1}^{(l-1-j)}\right\}-\frac{1}{\lambda^{\imath}}\left(D_{k} P_{k}\right)^{(t-1)}(\cdot, \lambda)
\end{aligned}
$$

for $t=1, \ldots, \kappa+1$. The estimates (2.8.38) and (2.8.39) follow from these equations and (2.8.11), (2.8.12) by induction on $\boldsymbol{l}$.

REMARK 2.8.4. Assume additionally that the coefficients $A_{1}, A_{0}, \ldots, A_{-k}$ are indefinitely differentiable and that $A^{k}=0$. Then the $P^{[j]}(j=0, \ldots, k)$ and $B_{k}(\cdot, \lambda)$ belong to $M_{n}\left(C^{\infty}[a, b]\right)$. Here $k$ can be chosen arbitrarily large.
REMARK 2.8.5. Assume that $A_{1}=r_{1} I_{n}$ and write

$$
\widetilde{A}(x, \lambda)=: \lambda A_{1}(x)+\tilde{A}^{0}(x, \lambda)
$$

Let the fundamental matrix $\tilde{Y}(\cdot, \lambda)$ of (2.8.1) be as in Theorem (2.8.2) B. Then

$$
P(\cdot, \lambda):=\widetilde{Y}(\cdot, \lambda) E(\cdot, \lambda)^{-1}
$$

is a fundamental matrix of $y^{\prime}(x)-\widetilde{A}^{0}(x, \lambda) y(x)=0$.
Proof. We have

$$
\tilde{Y}^{\prime}(x, \lambda)=\lambda A_{1}(x) \widetilde{Y}(x, \lambda)+\widetilde{A}^{0}(x, \lambda) \tilde{Y}(x, \lambda)
$$

and

$$
\widetilde{Y}^{\prime}(x, \lambda)=P^{\prime}(x, \lambda) E(x, \lambda)+P(x, \lambda) \lambda A_{1}(x) E(x, \lambda)
$$

as $E(\cdot, \lambda)$ is a fundamental matrix of $y^{\prime}(x)-\lambda A_{1}(x) y(x)=0$. Since $A_{1}(x)$ and $P(x, \lambda)$ commute, this proves that

$$
P^{\prime}(x, \lambda)=\widetilde{A}^{0}(x, \lambda) P(x, \lambda)
$$

Finally, $P(a, \lambda)=\widetilde{Y}(a, \lambda)$ is invertible. Thus $P(\cdot, \lambda)$ is a fundamental matrix of $y^{\prime}=\widetilde{A}_{0}(\cdot, \lambda) y$ by Proposition 2.5.9.
REMARK 2.8.6. Assume that $A_{1}=r_{1} I_{n}$ and let $E(\cdot, \lambda)$ and $P^{[0]}$ be the fundamental matrices of

$$
y^{\prime}(x)-\lambda A_{1}(x) y(x)=0 \quad \text { and } \quad y^{\prime}(x)-A_{0}(x) y(x)=0
$$

with $E(a, \lambda)=I_{n}=P^{[0]}(a)$, respectively. Then $P^{[0]} E(\cdot, \lambda)$ is a fundamental matrix of

$$
y^{\prime}(x)-\left(\lambda A_{1}(x)+A_{0}(x)\right) y(x)=0
$$

as given in Theorem 2.8.2 B.

If the first order system of linear ordinary differential equations (2.8.1) is not of the form as considered in Remark 2.8.6, then, in general, one cannot find a $k \in \mathbb{N}$ such that $B_{k}(\cdot, \lambda)=0$ for all sufficiently large $\lambda$.

If $k$ can be chosen arbitrarily large (see e.g. Remark 2.8.4), then we may consider the formal series

$$
\sum_{r=0}^{\infty} \lambda^{-r} P^{[r]}
$$

But it may happen that this series does not converge for any $\lambda$ as is seen in the following example.
EXAMPLE 2.8.7. Let $\tilde{A}(\cdot, \lambda)=\lambda A_{1}+A_{0}$, where

$$
A_{1}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad A_{0}=\left(\begin{array}{cc}
0 & \alpha \\
0 & 0
\end{array}\right)
$$

and $\alpha \in C^{\infty}[a, b]$.
Then (2.8.17) and (2.8.18) yield $P_{22}^{[0]}(a)=1$ and $P_{22}^{[r]^{\prime}}=0$ for $r \in \mathbb{N}$. Hence $P_{22}^{[0]}(x)=1=: c_{0}$ and $P_{22}^{[r]}(x)=c_{r}$ for $x \in[a, b]$ and $r \in \mathbb{N}$, where $c_{1}, c_{2}, \ldots$ are arbitrary complex numbers. From (2.8.17) and (2.8.19) we infer

$$
P_{12}^{[0]}=0 \quad \text { and } \quad P_{12}^{[r+1]}=\frac{1}{2}\left\{P_{12}^{[r]^{\prime}}-\alpha c_{r}\right\} \text { for } r \in \mathbb{N} .
$$

This means that

$$
P_{12}^{[0]}=0 \quad \text { and } \quad P_{12}^{[r+1]}=-\sum_{j=0}^{r} 2^{-r-1+j} c_{j} \alpha^{(r-j)} \text { for } r \in \mathbb{N}
$$

Now let us take $0<a<1, b=1$ and $\alpha(x)=\frac{1}{x}$. Suppose that we can choose the $c_{r}$ in such a way that

$$
\sum_{r=0}^{\infty} \lambda^{-r} P^{[r]}
$$

is pointwise convergent almost everywhere for sufficiently large $\lambda$. Then there is an $x \in[a, b]$ such that

$$
\sum_{r=0}^{\infty} \lambda^{-r} P^{[r]}(x)
$$

converges for sufficiently large $\lambda$, say $|\lambda|=d$. Hence

$$
\sum_{r=0}^{\infty} \lambda^{-r} c_{r}=\sum_{r=0}^{\infty} \lambda^{-r} P_{22}^{[r]}(x)
$$

converges for this $\lambda$. Then the sequence $\left(\lambda^{-r} c_{r}\right)_{0}^{\infty}$ is bounded for this $\lambda$, which means that there is a $C>0$ such that

$$
\begin{equation*}
\left|c_{r}\right| \leq C d^{r} \quad \text { for all } r \in \mathbb{N} \tag{2.8.40}
\end{equation*}
$$

In the same way, the convergence of

$$
\sum_{r=0}^{\infty} \lambda^{-r} P_{12}^{[r]}(x)
$$

yields

$$
\begin{equation*}
\left|\sum_{j=0}^{r} 2^{-r-1+j} c_{j} \alpha^{(r-j)}(x)\right| \leq C d^{r+1} \quad \text { for } r \in \mathbb{N} \tag{2.8.41}
\end{equation*}
$$

where we may take the same constant $C$ in (2.8.40) and (2.8.41). Since

$$
\alpha^{(l)}(x)=(-1)^{l} l!x^{-l-1}
$$

the estimates (2.8.40) and (2.8.41) imply

$$
\begin{aligned}
2^{-r-1} c_{0} r!x^{-r-1} & \leq \sum_{j=1}^{r} 2^{-r-1+j}\left|c_{j}\right|(r-j)!x^{-r+j-1}+C d^{r+1} \\
& \leq C \sum_{j=1}^{r} 2^{-r-1+j}(d x)^{j}(r-j)!x^{-r-1}+C d^{r+1}
\end{aligned}
$$

Hence

$$
1 \leq C \sum_{j=1}^{r} 2^{j}(d x)^{j} \frac{(r-j)!}{r!}+C \frac{2^{r+1}(d x)^{r+1}}{r!}
$$

Since

$$
\frac{(2 d x)^{r+1}}{r!} \rightarrow 0 \text { as } r \rightarrow \infty,
$$

this implies that

$$
\begin{equation*}
\liminf _{r \rightarrow \infty} \sum_{j=1}^{r}(2 d x)^{j} \frac{(r-j)!}{r!}>0 \tag{2.8.42}
\end{equation*}
$$

For $r=1,2, \ldots$ we set

$$
b_{r}:=\sum_{j=1}^{r}(2 d x)^{j} \frac{(r-j)!}{r!}
$$

Then

$$
\begin{aligned}
b_{r} & =\frac{2 d x}{r}+\sum_{j=2}^{r}(2 d x)^{j} \frac{(r-j)!}{r!} \\
& =\frac{2 d x}{r}\left(1+\sum_{j=1}^{r-1}(2 d x)^{j} \frac{(r-1-j)!}{(r-1)!}\right) \\
& =\frac{2 d x}{r}\left(1+b_{r-1}\right)
\end{aligned}
$$

holds for $r=2,3, \ldots$ For $r \geq 4 d x$ we obtain

$$
b_{r} \leq \max \left\{1, b_{r-1}\right\}
$$

This proves that the sequence $\left(b_{r}\right)_{r=1}^{\infty}$ is bounded. Thus

$$
b_{r}=\frac{2 d x}{r}\left(1+b_{r-1}\right) \rightarrow 0 \text { as } r \rightarrow \infty
$$

which contradicts (2.8.42). Hence the formal series

$$
\sum_{r=0}^{\infty} \lambda^{-r} P^{[r]}
$$

does not converge if the $P^{[r]}$ are chosen according to (2.8.6) and (2.8.7).
If $k=1$, then we have

$$
P_{1}(\cdot, \lambda)=P^{[0]}+\lambda^{-1} P^{[1]}+\lambda^{-1} B_{1}(\cdot, \lambda)
$$

where $B_{1}(\cdot, \lambda)=\{o(1)\}_{\infty}$. Hence there is a fundamental matrix function $\tilde{Y}(\cdot, \lambda)$ of $y^{\prime}-\widetilde{A}(\cdot, \lambda) y=0$ such that

$$
\tilde{Y}(\cdot, \lambda) E(\cdot, \lambda)^{-1}=P^{[0]}+\left\{O\left(\lambda^{-1}\right)\right\}_{\infty}
$$

The following example shows that this does not hold in general if $k=0$.
Example 2.8.8. Let $\widetilde{A}(\cdot, \lambda)=\lambda A_{1}+A_{0}$, where

$$
A_{1}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad A_{0}=\left(\begin{array}{ll}
0 & \alpha \\
0 & 0
\end{array}\right)
$$

$a=0, b=1$, and $\alpha \in L_{1}(0,1)$. Let

$$
\tilde{Y}(\cdot, \lambda)=\left(\begin{array}{ll}
\tilde{y}_{11}(\cdot, \lambda) & \tilde{y}_{12}(\cdot, \lambda) \\
\tilde{y}_{21}(\cdot, \lambda) & \tilde{y}_{22}(\cdot, \lambda)
\end{array}\right)
$$

be a fundamental matrix function of $y^{\prime}-\widetilde{A}(\cdot, \lambda) y=0$. It is easy to see that we have

$$
\begin{equation*}
y_{22}^{\prime}(\cdot, \lambda)=-\lambda y_{22}(\cdot, \lambda) \tag{2.8.43}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{12}^{\prime}(\cdot, \lambda)=\lambda y_{12}(\cdot, \lambda)+\alpha y_{22}(\cdot, \lambda) . \tag{2.8.44}
\end{equation*}
$$

The solution of equation (2.8.43) is

$$
y_{22}(x, \lambda)=c_{2}(\lambda) e^{-\lambda x}
$$

where $c_{2}$ is a complex-valued function. If we require that

$$
\begin{equation*}
\widetilde{Y}(\cdot, \lambda)=\left(P^{[0]}+\left\{O\left((1+|\mathfrak{R}(\lambda)|)^{-\eta}\right)\right\}_{\infty}\right) E(\cdot, \lambda) \quad \text { with } \eta>0 \tag{2.8.45}
\end{equation*}
$$

where $P^{[0]}$ fulfils (2.8.6), then we obtain that $c_{2}(\lambda)=1+O\left((1+|\Re(\lambda)|)^{-\eta}\right)$ as $|\lambda| \rightarrow \infty$. The solution of equation (2.8.44) is

$$
y_{12}(x, \lambda)=e^{\lambda x}\left(c_{1}(\lambda)+c_{2}(\lambda) \int_{0}^{x} \alpha(t) e^{-2 \lambda t} \mathrm{~d} t\right)
$$

where $c_{1}$ is a complex-valued function. The representation in (2.8.45) leads to

$$
\begin{equation*}
e^{2 \lambda x}\left(c_{1}(\lambda)+c_{2}(\lambda) \int_{0}^{x} \alpha(t) e^{-2 \lambda t} \mathrm{~d} t\right)=\left\{O\left((1+|\Re(\lambda)|)^{-\eta}\right)\right\}_{\infty}(x) \tag{2.8.46}
\end{equation*}
$$

as $|\lambda| \rightarrow \infty$. For $x=0$, (2.8.46) yields $c_{1}(\lambda)=O\left((1+|\Re(\lambda)|)^{-\eta}\right)$. For our purposes it is sufficient to consider the case $\lambda<0$. Then (2.8.46) holds for $\lambda<0$ if and only if

$$
\int_{0}^{x} \alpha(t) e^{2 \lambda(x-t)} d t=\left\{O\left(|\lambda|^{-\eta}\right)\right\}_{\infty}(x) \quad \text { as } \lambda \rightarrow-\infty .
$$

Now let

$$
\alpha(x)=x^{-1+\beta} \quad \text { with } \beta \in(0,1) .
$$

For $\lambda<-1$ and $x=-\lambda^{-1}$ we have

$$
\begin{aligned}
\int_{0}^{x} e^{2 \lambda(x-t)} t^{-1+\beta} \mathrm{d} t & \geq x^{-1+\beta} \int_{0}^{x} e^{2 \lambda(x-t)} \mathrm{d} t \\
& =\left.x^{-1+\beta} \cdot \frac{1}{2|\lambda|} \cdot e^{2 \lambda(x-t)}\right|_{0} ^{x} \\
& =\frac{1}{2}|\lambda|^{-\beta}\left(1-e^{-2}\right)
\end{aligned}
$$

Now assume that (2.8.45) holds whenever $\alpha \in L_{p}(0,1)$. Since $\alpha$ belongs to $L_{p}(0,1)$ for $\beta>1-1 / p$, it follows that $\eta \leq 1-1 / p$ in (2.8.45). Hence, for $k=0$, the estimate (2.8.12) is sharp in the sense that no $\eta>1-1 / p$ exists such that

$$
B_{0}(\cdot, \lambda)=\left\{O\left(\max _{\substack{v, \mu=0 \\ v \neq \mu}}^{l}\left(1+\left|\mathfrak{R}\left(\lambda e^{i \varphi_{\nu \mu}}\right)\right|\right)^{-\eta}\right)\right\}_{\infty}
$$

holds for every first order system of differential equations (2.8.1) fulfilling the assumptions of this section.
Remark 2.8.9. The additional condition in Theorem 2.8.2 B. iii) is due to the fact that that the operator $T_{\lambda, 2}$ defined in the proof of Theorem 2.8.2 does not have a bounded extension to $L\left(M_{n}\left(L_{p}(a, b)\right)\right)$ if the coefficients of $Q^{[k]}$ do not belong to $L_{p^{\prime}}(a, b)$.

The condition given in Theorem 2.8.2 B. iii) is satisfied if there is a number $q \in\{0, \ldots, l\}$ such that the coefficients of $A_{0, v \mu}$ belong to $L_{p^{\prime}}(a, b)$ for all pairs of numbers $(v, \mu) \in \Gamma$, where either $\Gamma=\left\{(v, \mu) \in\{0, \ldots, l\}^{2}: v \neq \mu, v \neq q\right\}$ or $\Gamma=\left\{(v, \mu) \in\{0, \ldots, l\}^{2}: v \neq \mu, \mu \neq q\right\}$.

Another condition under which (2.8.16) holds for $k=0, p \leq \frac{3}{2}$ and $A_{0}$ in $M_{n}\left(L_{p}(a, b)\right)$ is that $A_{0}$ is a block triangular matrix. Indeed, in this case, (2.8.35) only needs to be shown for block triangular matrices $h$ of the same form since $g_{\lambda}$ has obviously this shape. But since $T_{\lambda, 2}$ annihilates any block triangular matrix of the same shape as $A_{0}$, the crucial estimate in (2.8.35) is trivially fulfilled.

The asymptotic representation of the fundamental system obtained in Theorem 2.8.2 or Corollary 2.8.3 is stable with respect to change of variables:
REMARK 2.8.10. Let the assumptions be as in Theorem 2.8.2 or Corollary 2.8.3. Let $-\infty<c<d<\infty$ and $u:[c, d] \rightarrow[a, b]$ be surjective with $u \in W_{\infty}^{k+\kappa+1}(c, d)$ ( $\kappa:=0$ for Theorem 2.8.2) and $\frac{1}{u^{\prime}} \in L_{\infty}(c, d)$. Then

$$
\widetilde{Y}(u(\cdot), \lambda)=\left(\sum_{r=0}^{k} \lambda^{-r} P^{[r]} \circ u+\lambda^{-k} B_{k}(u(\cdot), \lambda)\right) E(u(\cdot), \lambda)
$$

has the same properties as $\widetilde{Y}(\cdot, \lambda)$; in particular, $P^{[0]} \circ u$ is invertible, and $B_{k}(u(\cdot), \lambda)$ satisfies the same estimates as $B_{k}(\cdot, \lambda)$.

Proof. In order to establish the estimates for $B_{k}(u(\cdot), \lambda)$ we note that, in view of the chain rule and LEIBNIZ' rule, it is sufficient to show that (2.8.38) and (2.8.39) also hold if we replace the variable $x$ by $u(x)$. But this immediately follows from the formula on integration by substitution.

### 2.9. Notes

The theory of Sobolev spaces over subsets of $\mathbb{R}^{n}$ is well-known, see e.g. ADAMS [AD]. However, here we only deal with intervals. In that case, we obtain stronger results and simpler proofs. Therefore, and in order to keep the book more self-contained, we have included Sections 2.1-2.4.

The definition of the fundamental matrix $Y(\cdot, \lambda)$ in Section 2.5 is not the standard one. But it is more convenient for our purposes since the conditions are kept at a minimum, and it is shown that the property $T^{D}(\cdot, \lambda) Y(\cdot, \lambda) c=0$ for all $c \in \mathbb{C}^{n}$ and the invertibility of $Y(\cdot, \lambda)$ follow. The estimates in Section 2.7 are generalizations of the RIEMANN-LEBESGUE lemma and will be frequently used in the following chapters.

Asymptotic fundamental matrices and systems are the main ingredient to prove the convergence of expansions into eigenfunctions and associated functions. These asymptotic expansions for systems were obtained by WILDER [WI1], TAMARKIn [TA3], Birkhoff and Langer [BIL], Langer [LA9], Whyburn [WHY1], and COLE [CO3], among others. In [LA9] the systems are considered in the complex domain, but essentially the same techniques as for intervals are applied.

In our presentation we tried to keep the regularity conditions on the coefficients as weak as possible. If all coefficients are infinitely differentiable, then the fundamental matrix can be chosen to be an asymptotic polynomial in $\frac{1}{\lambda}$ of arbitrary order, and the estimates and their proofs could be simplified. In most publications on asymptotics of solutions of differential equations much attention is given to a suitable choice of sectors, see e.g. [NA1, Chapter II]. By a suitable
choice of the limit of integration $x_{V, \mu}(\lambda)$, see (2.8.26), we can avoid to consider these sectors. Our proof follows the approach of R. E. LANGER in [LA9] in the complex domain and of COLE [CO4] in the real domain.

The fundamental systems for $n$-th order differential equations will be discussed separately in the notes to Chapter VIII.

## Chapter III

## BOUNDARY EIGENVALUE PROBLEMS FOR FIRST ORDER SYSTEMS


#### Abstract

In this chapter boundary eigenvalue problems for first order systems of ordinary linear differential equations are considered. The differential system as well as the boundary conditions are allowed to depend holomorphically on the eigenvalue parameter. The boundary conditions consist of terms at the endpoints and at interior points of the underlying interval and of an integral term. Such boundary eigenvalue problems are considered in suitable Sobolev spaces, so that both the differential operators and the boundary operators define bounded operators on Ba nach spaces. The assumptions on the boundary eigenvalue problems assure that these operators depend holomorphically on the eigenvalue parameter. In a canonical way we associate a holomorphic Fredholm operator valued function to such a boundary eigenvalue problem with the variable being the eigenvalue parameter. This operator function consists of two components, the first one is the differential operator function, the second one is the boundary operator function. Operator functions defined in this way are called boundary eigenvalue operator functions.


The theory of holomorphic Fredholm operator valued functions in Chapter I is applied to these boundary eigenvalue operator functions. As a first result we obtain that such an operator function is globally holomorphically equivalent to a canonical extension of the characteristic matrix function of the corresponding boundary eigenvalue problem (Theorem 3.1.2). The principal parts of the resolvent, i. e., the inverse of the boundary eigenvalue operator function, are expressed in terms of eigenfunctions and associated functions of this operator function and its adjoint (Theorem 3.1.4). The resolvent is defined on the direct sum of a space of vector functions and a finite-dimensional space of constants. On the space of vector functions, the resolvent is an integral operator whose kernel is the GREEN'S matrix; on the space of constants, it is a multiplication operator (Theorem 3.2.2).

The adjoint operator function of a boundary eigenvalue operator function defines the adjoint boundary eigenvalue problem (Theorem 3.3.1). The adjoint problem in this operator theoretical sense is obtained without further assumptions on the original boundary eigenvalue problem. The adjoint operator function maps the direct sum of a space of vector functions and a finite-dimensional space of constants into a space of distributions.

The realization of the original boundary eigenvalue problem in $L_{p}$-vector spaces leads to the adjoint boundary eigenvalue problem in parametrized form. This realization is achieved in the following way: Take the original boundary eigenvalue problem with homogeneous boundary conditions and associate to it the eigenvalue parameter family of closed linear operators whose domains consist of $W_{p}^{1}$-vector functions which fulfil the boundary conditions. These closed linear operators are not necessarily densely defined, and their domains may depend on the eigenvalue parameter. Consequently, the adjoints of these closed linear operators are closed linear relations but in general not operators. Additional assumptions are needed to assure that these adjoints form a family of operators, in which case they define the adjoint boundary eigenvalue problem in parametrized form. The relationships between the adjoint boundary eigenvalue problems in operator theoretical sense on one side and in parametrized form on the other side are discussed in detail (Theorems 3.4.3 and 3.4.5).

As a special case we consider two-point boundary eigenvalue problems. It is shown that the coefficients in the classical adjoint boundary conditions depend holomorphically on the eigenvalue parameter if the coefficients of the original boundary conditions have this property. We state that the classical adjoint boundary eigenvalue problem coincides with the adjoint problem in parametrized form. Root functions (eigenvectors and associated vectors) are defined for the above mentioned families of closed linear operators by taking root functions (eigenvectors and associated vectors) of the corresponding holomorphic boundary eigenvalue operator function. It is proved that the principal parts of the Green's matrix can be represented in terms of eigenfunctions and associated functions of the family of closed linear operators for the realization of the boundary eigenvalue problem in $L_{p}$-vector spaces and the family of the adjoints of these operators (Theorem 3.5.11).

### 3.1. The boundary eigenvalue problem

Let $\Omega$ be a domain in $\mathbb{C},-\infty<a<b<\infty, 1 \leq p \leq \infty, p^{\prime}$ such that $1 / p+1 / p^{\prime}=1$, and $n \in \mathbb{N} \backslash\{0\}$. Let $A \in H\left(\Omega, M_{n}\left(L_{p}(a, b)\right)\right)$ and $T^{R} \in H\left(\Omega, L\left(\left(W_{p}^{1}(a, b)\right)^{n}, \mathbb{C}^{n}\right)\right)$. We consider boundary eigenvalue problems of the form

$$
\left\{\begin{array}{l}
y^{\prime}-A(\cdot, \lambda) y=0  \tag{3.1.1}\\
T^{R}(\lambda) y=0
\end{array}\right.
$$

for $\lambda \in \Omega$. Here a solution $y \in\left(W_{p}^{1}(a, b)\right)^{n}$ of the differential system in (3.1.1) is to be understood as a weak solution, i.e., a solution in the distributional sense. If, e. g., we take

$$
\begin{equation*}
T^{R}(\lambda) y=W^{a}(\lambda) y(a)+W^{b}(\lambda) y(b) \tag{3.1.2}
\end{equation*}
$$

for $y \in\left(W_{p}^{1}(a, b)\right)^{n}$ and $\lambda \in \Omega$, where $W^{a}, W^{b} \in H\left(\Omega, M_{n}(\mathbb{C})\right)$, then (3.1.1) is a two-point boundary eigenvalue problem. We define

$$
\left\{\begin{array}{l}
T^{D}(\lambda) y:=y^{\prime}-A(\cdot, \lambda) y,  \tag{3.1.3}\\
T(\lambda) y:=\binom{T^{D}(\lambda) y}{T^{R}(\lambda) y},
\end{array} \quad\left(y \in\left(W_{p}^{1}(a, b)\right)^{n}, \lambda \in \Omega\right)\right.
$$

From Lemma 2.5.1 we know that $T^{D} \in H\left(\Omega, L\left(\left(W_{p}^{1}(a, b)\right)^{n},\left(L_{p}(a, b)\right)^{n}\right)\right)$, whence $T \in H\left(\Omega, L\left(\left(W_{p}^{1}(a, b)\right)^{n},\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}\right)\right)$. Since (3.1.1) is a boundary eigenvalue problem, we call $T$ given by (3.1.3) a boundary eigenvalue operator function. We choose the fundamental matrix function

$$
\begin{equation*}
Y \in H\left(\Omega, M_{n}\left(W_{p}^{1}(a, b)\right)\right) \tag{3.1.4}
\end{equation*}
$$

with $Y(a, \lambda)=\mathrm{id}_{\mathbb{C}^{n}}$ for $\lambda \in \Omega$ according to Theorem 2.5.3. Define

$$
\begin{align*}
& Z(\lambda) c:=Y(\cdot, \lambda) c \quad\left(c \in \mathbb{C}^{n}, \lambda \in \Omega\right)  \tag{3.1.5}\\
& (U(\lambda) f)(x):=Y(x, \lambda) \int_{a}^{x} Y(t, \lambda)^{-1} f(t) \mathrm{d} t \tag{3.1.6}
\end{align*}
$$

for $\lambda \in \Omega, f \in\left(L_{p}(a, b)\right)^{n}$ and $x \in(a, b)$. Since the operator function $Z$ belongs to $H\left(\Omega, L\left(\mathbb{C}^{n},\left(W_{p}^{1}(a, b)\right)^{n}\right)\right)$ by Proposition 2.5 .6 , the characteristic matrix function $M$ defined by

$$
\begin{equation*}
M(\lambda):=T^{R}(\lambda) Z(\lambda) \quad(\lambda \in \Omega) \tag{3.1.7}
\end{equation*}
$$

belongs to $H\left(\Omega, M_{n}(\mathbb{C})\right)$ by Corollary 1.2.4.
THEOREM 3.1.1. T is an abstract boundary eigenvalue operator function in the sense of Section 1.11.

Proof. We set $E:=\left(W_{p}^{1}(a, b)\right)^{n}, F_{1}:=\left(L_{p}(a, b)\right)^{n}, G:=F_{2}:=\mathbb{C}^{n}, T_{1}(\lambda):=T^{D}(\lambda)$ and $T_{2}(\lambda):=T^{R}(\lambda)$. We must prove that (1.11.1) holds. (1.11.1) i) and (1.11.1) ii) follow from Lemma 2.5 .7 and Proposition 2.5.6, respectively. For the proof of (1.11.1) iii) let $\lambda \in \Omega$ and $y \in N\left(T^{D}(\lambda)\right)$. Then, by Definition 2.5.2, there is a vector $c \in \mathbb{C}^{n}$ such that $y=Y(\cdot, \lambda) c=Z(\lambda) c$, which proves $y \in R(Z(\lambda))$. Conversely, let $y \in R(Z(\lambda))$. Then there is a vector $c \in \mathbb{C}^{n}$ such that $y=Z(\lambda) c=Y(\cdot, \lambda) c$. Corollary 2.5 .5 proves $y \in N\left(T^{D}(\lambda)\right)$.

Since $U$ depends holomorphically on $\lambda$ by Lemma 2.5.7, we can apply Theorem 1.11.1 without using SUBIN'S result in the proof of that theorem:
THEOREM 3.1.2. The operators

$$
\left(\begin{array}{cc}
0 & \operatorname{id}_{\left(L_{p}(a, b)\right)^{n}} \\
\mathrm{id}_{\mathbb{C}^{n}} & T^{R}(\lambda) U(\lambda)
\end{array}\right) \in L\left(\mathbb{C}^{n} \times\left(L_{p}(a, b)\right)^{n},\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}\right)
$$

and

$$
(Z(\lambda), U(\lambda)) \in L\left(\mathbb{C}^{n} \times\left(L_{p}(a, b)\right)^{n},\left(W_{p}^{1}(a, b)\right)^{n}\right)
$$

are invertible and depend holomorphically on $\lambda \in \Omega$. The operator function $T$ is holomorphically equivalent on $\Omega$ to the ( $\left.L_{p}(a, b)\right)^{n}$-extension of $M$; more precisely, for $\lambda \in \Omega$ we have

$$
T(\lambda)=\left(\begin{array}{cc}
0 & \operatorname{id}_{\left(L_{p}(a, b)\right)^{n}} \\
\operatorname{id}_{\mathbb{C}^{n}} & T^{R}(\lambda) U(\lambda)
\end{array}\right)\left(\begin{array}{cc}
M(\lambda) & 0 \\
0 & \operatorname{id}_{\left(L_{p}(a, b)\right)^{n}}
\end{array}\right)(Z(\lambda), U(\lambda))^{-1} .
$$

Proof. The statement is obvious from Theorem 1.11.1 in view of (1.11.5) and (1.11.7).

Since $M$ is an operator function from the finite-dimensional space $\mathbb{C}^{n}$ into itself and hence Fredholm operator valued with index zero, we immediately obtain Corollary 3.1.3. We have $T \in H\left(\Omega, \Phi\left(\left(W_{p}^{1}(a, b)\right)^{n},\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}\right)\right)$ and ind $T(\lambda)=0$ for all $\lambda \in \Omega$.
THEOREM 3.1.4. Let $M$ be the characteristic matrix function given by (3.1.7). Assume that $\rho(M) \neq \emptyset$. Let $\mu \in \sigma(M)$ and $r:=\operatorname{nul} M(\mu)$. Let $\left\{c_{1}, \ldots, c_{r}\right\}$ and $\left\{d_{1}, \ldots, d_{r}\right\}$ be biorthogonal CSRFs of $M$ and $M^{*}$ at $\mu$. Define

$$
y_{j}:=Z c_{j}, \quad v_{j}:=\binom{-\left(T^{R} U\right)^{*} d_{j}}{d_{j}} \quad(j=1, \ldots, r)
$$

Then $\left\{y_{1}, \ldots, y_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ are biorthogonal CSRF of $T$ and $T^{*}$ at $\mu$, $v\left(y_{j}\right)=v\left(v_{j}\right)=v\left(c_{j}\right)=v\left(d_{j}\right)=: m_{j}$ for $j=1, \ldots, r$, and the operator function

$$
T^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} y_{j} \otimes v_{j}
$$

is holomorphic at $\mu$.
Proof. This theorem is merely a restatement of Theorem 1.11.3 in the present context.

Proposition 3.1.5. Let $W \in H\left(\Omega, M_{n}\left(L_{1}(a, b)\right)\right)$, $a_{k} \in[a, b](k \in \mathbb{N}), a_{j} \neq a_{k}$ $(k \neq j), a_{0}=a, a_{1}=b, W^{(j)} \in H\left(\Omega, M_{n}(\mathbb{C})\right)(j \in \mathbb{N})$ such that

$$
\begin{equation*}
\sum_{j=0}^{\infty} \sup _{\lambda \in K}\left|W^{(j)}(\lambda)\right|<\infty \tag{3.1.8}
\end{equation*}
$$

for each compact subset $K$ of $\Omega$. For $\lambda \in \Omega$ and $y \in\left(W_{p}^{1}(a, b)\right)^{n}$ we set

$$
\begin{equation*}
T^{R}(\lambda) y:=\sum_{j=0}^{\infty} W^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} W(\xi, \lambda) y(\xi) \mathrm{d} \xi . \tag{3.1.9}
\end{equation*}
$$

Then $T^{R} \in H\left(\Omega, L\left(\left(W_{p}^{1}(a, b)\right)^{n}, \mathbb{C}^{n}\right)\right)$.

Proof. Integration as a map from $\left(L_{1}(a, b)\right)^{n}$ to $\mathbb{C}^{n}$ is continuous. From Proposition 2.3.3 and Corollary 1.2.4 we infer that the assertion holds for the integral part. The assumption (3.1.8) implies that

$$
y \mapsto \sum_{j=0}^{\infty} W^{(j)}(\lambda) y\left(a_{j}\right)
$$

converges uniformly on compact subsets of $\Omega$ as a series of holomorphic operator functions in the Banach space $L\left((C([a, b]))^{n}, \mathbb{C}^{n}\right)$. Hence this series defines a holomorphic operator function in $L\left((C([a, b]))^{n}, \mathbb{C}^{n}\right)$, see [DI, (9.12.1)]. As $W_{p}^{1}(a, b)$ is contained continuously in $C[a, b]$, this completes the proof.

Remark 3.1.6. The statement of Proposition 3.1.5 even holds if we replace (3.1.8) by the weaker condition

$$
\begin{equation*}
\sup _{\lambda \in K} \sum_{j=0}^{\infty}\left|W^{(j)}(\lambda)\right|<\infty . \tag{3.1.10}
\end{equation*}
$$

Proof. We apply Vitali's theorem in order to obtain the holomorphy.

### 3.2. The inhomogeneous boundary eigenvalue problem

Let $T$ be the boundary eigenvalue operator function defined by (3.1.3), where $T^{R}$ is given by (3.1.9). For $\lambda \in \rho(T), f_{1} \in\left(L_{p}(a, b)\right)^{n}$ and $f_{2} \in \mathbb{C}^{n}$ we set

$$
\begin{align*}
& R_{1}(\lambda) f_{1}:=T^{-1}(\lambda)\left(f_{1}, 0\right),  \tag{3.2.1}\\
& R_{2}(\lambda) f_{2}:=T^{-1}(\lambda)\left(0, f_{2}\right) . \tag{3.2.2}
\end{align*}
$$

If $\lambda \in \rho(T)$ and $y \in\left(W_{p}^{1}(a, b)\right)^{n}$, we obtain

$$
\begin{equation*}
y=T^{-1}(\lambda) T(\lambda) y=R_{1}(\lambda) T^{D}(\lambda) y+R_{2}(\lambda) T^{R}(\lambda) y . \tag{3.2.3}
\end{equation*}
$$

We now give an explicit representation of $R_{1}(\lambda), R_{2}(\lambda)$ and $T^{-1}(\lambda)$. For this purpose we set

$$
\begin{equation*}
F(x, \lambda):=\sum_{\substack{j=0 \\ a_{j}<x}}^{\infty} W^{(j)}(\lambda)+\int_{a}^{x} W(t, \lambda) \mathrm{d} t \quad(a \leq x<b), \tag{3.2.4}
\end{equation*}
$$

$$
\begin{equation*}
F(b, \lambda):=\sum_{j=0}^{\infty} W^{(j)}(\lambda)+\int_{a}^{b} W(t, \lambda) \mathrm{d} t \tag{3.2.5}
\end{equation*}
$$

The matrix function $F(\cdot, \lambda)$ is of bounded variation because of the assumptions (3.1.8) and $W(\lambda) \in M_{n}\left(L_{1}(a, b)\right)$.

Proposition 3.2.1. Let $\lambda \in \Omega$ and $y \in\left(W_{p}^{1}(a, b)\right)^{n}$. Then

$$
T^{R}(\lambda) y=\int_{a}^{b} \mathrm{~d}_{t} F(t, \lambda) y(t) \quad\left(y \in\left(W_{p}^{1}(a, b)\right)^{n}\right),
$$

where the integral is the Riemann-Stieltjes integral of the vector function $y$ with respect to the integrator $F(\cdot, \lambda)$.
Proof. The integral is well-defined since $y$ is continuous, see [HS, (17.15), (17.16) and (8.7)]. There is a sequence $a=t_{0}^{k}<t_{1}^{k}<\cdots<t_{m_{k}}^{k}=b$ of subdivisions of $[a, b]$ such that

$$
\sum_{i=1}^{m_{k}}\left(\sum_{\substack{j=0 \\ t_{i-1}^{k} \leq a_{j}<t_{i}^{k}}}^{\infty} W^{(j)}(\lambda) y\left(t_{i}^{k}\right)+\int_{t_{i-1}^{k}}^{t_{i}^{k}} W(t, \lambda) y\left(t_{i}^{k}\right) \mathrm{d} t\right)+W^{(1)}(\lambda) y(b)
$$

converges to $\int_{a}^{b} \mathrm{~d}_{l} F(t, \lambda) y(t)$ as $k \rightarrow \infty$, where ${\underset{m}{i=1}}_{m_{k}}\left(t_{i}^{k}-t_{i-1}^{k}\right) \rightarrow 0$ as $k \rightarrow \infty$ can be assumed. On the other hand, the above sum converges to

$$
\sum_{j=0}^{\infty} W^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} W(t, \lambda) y(t) \mathrm{d} t
$$

by Lebesgue's dominated convergence theorem. Here we take the counting measure on $\mathbb{N}$ for the convergence of the sum and the Lebesgue measure on $[a, b]$ for the convergence of the integral.

Let $Y \in H\left(\Omega, M_{n}\left(W_{p}^{1}(a, b)\right)\right)$ be the fundamental matrix function of the first order system $T^{D} y=0$ with $Y(a, \lambda)=\operatorname{id}_{\mathbb{C}^{[1}}$ for $\lambda \in \Omega$. Let $M$ be the characteristic matrix function given by (3.1.7). For $\lambda \in \rho(T)$ the Green's matrix of $T$ is defined by

$$
G(x, \xi, \lambda):=\left\{\begin{array}{r}
\int_{t=a}^{\xi} Y(x, \lambda) M^{-1}(\lambda) \mathrm{d}_{t} F(t, \lambda) Y(t, \lambda) Y^{-1}(\xi, \lambda)  \tag{3.2.6}\\
(a \leq \xi \leq x \leq b), \\
-\int_{t=\xi}^{b} Y(x, \lambda) M^{-1}(\lambda) \mathrm{d}_{t} F(t, \lambda) Y(t, \lambda) Y^{-1}(\xi, \lambda) \\
(a \leq x<\xi \leq b),
\end{array}\right.
$$

where the integrator is $F(\cdot, \lambda)$. From Proposition 2.5 .4 we infer that the matrix functions $Y(x, \lambda) M^{-1}(\lambda)$ and $Y(t, \lambda) Y^{-1}(\xi, \lambda)$ do not depend on the choice of the fundamental matrix. Hence also the Green's matrix does not depend on the choice of the fundamental matrix.

We set

$$
\begin{equation*}
\widehat{G}(x, \lambda):=Y(x, \lambda) M^{-1}(\lambda) \quad(x \in[a, b], \lambda \in \rho(T)) \tag{3.2.7}
\end{equation*}
$$

and state

Theorem 3.2.2. For $\lambda \in \rho(T), f_{1} \in\left(L_{p}(a, b)\right)^{n}, f_{2} \in \mathbb{C}^{n}$ and $x \in(a, b)$ we have that $G(x, \cdot, \lambda)$ belongs to $M_{n}\left(L_{\infty}(a, b)\right)$ and that

$$
\begin{align*}
& \left(R_{1}(\lambda) f_{1}\right)(x)=\int_{a}^{b} G(x, \xi, \lambda) f_{1}(\xi) \mathrm{d} \xi  \tag{3.2.8}\\
& \left(R_{2}(\lambda) f_{2}\right)(x)=\widehat{G}(x, \lambda) f_{2}  \tag{3.2.9}\\
& \left(T^{-1}(\lambda)\left(f_{1}, f_{2}\right)\right)(x)=\int_{a}^{b} G(x, \xi, \lambda) f_{1}(\xi) \mathrm{d} \xi+\widehat{G}(x, \lambda) f_{2} \tag{3.2.10}
\end{align*}
$$

Proof. Since, for $\xi_{1}<\xi_{2}$ in $[a, x]$ or $[x, b]$, respectively,

$$
\begin{aligned}
& \left|\int_{\xi_{1}}^{\xi_{2}} Y(x, \lambda) M^{-1}(\lambda) \mathrm{d}_{t} F(t, \lambda) Y(t, \lambda) Y^{-1}(\xi, \lambda)\right| \\
& \quad \leq\left[\max _{x, t, \xi \in[a, b]}\left|Y(x, \lambda) M^{-1}(\lambda)\right|\left|Y(t, \lambda) Y^{-1}(\xi, \lambda)\right|\right] \int_{\xi_{1}}^{\xi_{2}} \mathrm{~d}_{t}|F(t, \lambda)|,
\end{aligned}
$$

$G(x \cdot \cdot, \lambda)$ is of bounded variation for each $\lambda \in \Omega$ and $x \in[a, b]$. Since the real as well as the imaginary part of a function of bounded variation is the difference of two monotone functions, a function of bounded variation is measurable. Hence each component of $G(x, \cdot, \lambda)$ is measurable. This shows that $G(x, \cdot, \lambda)$ belongs to $M_{n}\left(L_{\infty}(a, b)\right)$.

The proof of the theorem will be complete if we show (3.2.10). From

$$
\begin{align*}
& \int_{a}^{b} G(x, \xi, \lambda) f_{1}(\xi) \mathrm{d} \xi  \tag{3.2.11}\\
& \quad=Y(x, \lambda) \int_{a}^{x} \int_{t=a}^{\xi} M^{-1}(\lambda) \mathrm{d}_{t} F(t, \lambda) Y(t, \lambda) Y^{-1}(\xi, \lambda) f_{1}(\xi) \mathrm{d} \xi \\
& \quad-Y(x, \lambda) \int_{x}^{b} \int_{t=\xi}^{b} M^{-1}(\lambda) \mathrm{d}_{t} F(t, \lambda) Y(t, \lambda) Y^{-1}(\xi, \lambda) f_{1}(\xi) \mathrm{d} \xi
\end{align*}
$$

and Propositions 2.3.1 and 2.1.8 it follows that $\int_{a}^{b} G(\cdot, \xi, \lambda) f_{1}(\xi) \mathrm{d} \xi$ belongs to $\left(W_{p}^{1}(a, b)\right)^{n}$. On the right-hand side of (3.2.11) we add and subtract the term

$$
Y(x, \lambda) \int_{a}^{x} \int_{t=\xi}^{b} M^{-1}(\lambda) \mathrm{d}_{t} F(t, \lambda) Y(t, \lambda) Y^{-1}(\xi, \lambda) f_{1}(\xi) \mathrm{d} \xi
$$

We obtain

$$
\begin{align*}
& \int_{a}^{b} G(x, \xi, \lambda) f_{1}(\xi) \mathrm{d} \xi=Y(x, \lambda) \int_{a}^{x} Y^{-1}(\xi, \lambda) f_{1}(\xi) \mathrm{d} \xi  \tag{3.2.12}\\
& \quad-Y(x, \lambda) \int_{a}^{b} \int_{t=\xi}^{b} M^{-1}(\lambda) \mathrm{d}_{t} F(t, \lambda) Y(t, \lambda) Y^{-1}(\xi, \lambda) f_{1}(\xi) \mathrm{d} \xi
\end{align*}
$$

since, by Proposition 3.2.1,

$$
M(\lambda)=\int_{a}^{b} \mathrm{~d}_{t} F(t, \lambda) Y(t, \lambda) .
$$

Since the first term on the right hand side of (3.2.12) is $\left(U(\lambda) f_{1}\right)(x)$, where $U(\lambda)$ is a right inverse of $T^{D}(\lambda)$, and since $T^{D}(\cdot, \lambda) Y(\cdot, \lambda)=0$, it follows that

$$
\begin{equation*}
T^{D}(\lambda)\left(\int_{a}^{b} G(\cdot, \xi, \lambda) f_{1}(\xi) \mathrm{d} \xi+\widehat{G}(\cdot, \lambda) f_{2}\right)=f_{1} \tag{3.2.13}
\end{equation*}
$$

Again from (3.2.12) we deduce in view of Proposition 3.2.1 and Fubini's theorem, applied to the measures $\mathrm{d}_{x} F(x, \lambda)$ and $\mathrm{d} \xi$, that

$$
\begin{gathered}
T^{R}(\lambda) \int_{a}^{b} G(\cdot, \xi, \lambda) f_{1}(\xi) \mathrm{d} \xi=\int_{a}^{b} \mathrm{~d}_{x} F(x, \lambda) Y(x, \lambda) \int_{a}^{x} Y^{-1}(\xi, \lambda) f_{1}(\xi) \mathrm{d} \xi \\
-\int_{a}^{b} \int_{t=\xi}^{b} \mathrm{~d}_{l} F(t, \lambda) Y(t, \lambda) Y^{-1}(\xi, \lambda) f_{1}(\xi) \mathrm{d} \xi=0
\end{gathered}
$$

whence

$$
\begin{equation*}
T^{R}(\lambda)\left(\int_{a}^{b} G(\cdot, \xi, \lambda) f_{1}(\xi) \mathrm{d} \xi+\widehat{G}(\cdot, \lambda) f_{2}\right)=f_{2} \tag{3.2.14}
\end{equation*}
$$

This proves (3.2.10) since $T(\lambda)$ is invertible by assumption.

### 3.3. The adjoint boundary eigenvalue problem

The adjoint boundary eigenvalue problem in distributional sense consists in finding nontrivial weak solutions $(u, d) \in\left(L_{p^{\prime}}(a, b)\right)^{n} \times \mathbb{C}^{n}$ of the differential equation

$$
\begin{equation*}
u_{e}^{\prime}+A^{\top}(\cdot, \lambda) u_{e}-T^{R^{*}}(\lambda) d=0 \tag{3.3.1}
\end{equation*}
$$

for $\lambda \in \Omega$, where $u_{e}$ is the canonical extension of $u$. The following theorem justifies this definition of the adjoint boundary eigenvalue problem.
THEOREM 3.3.1. Let the boundary eigenvalue operator function $T$ be given by (3.1.3) and assume that $p<\infty$.

Then $T^{*} \in H\left(\Omega, L\left(\left(L_{p^{\prime}}(a, b)\right)^{n} \times \mathbb{C}^{n},\left(W_{p^{\prime}}^{-1}[a, b]\right)^{n}\right)\right)$ has the representation

$$
\begin{equation*}
T^{*}(\lambda)(u, d)=-u_{e}^{\prime}-A^{\top}(\cdot, \lambda) u_{e}+T^{R^{*}}(\lambda) d \tag{3.3.2}
\end{equation*}
$$

$\left(u \in\left(L_{p^{\prime}}(a, b)\right)^{n}, d \in \mathbb{C}^{n}\right)$. If $T^{R}$ has the form (3.1.9), then

$$
\begin{equation*}
T^{R^{*}}(\lambda)=\sum_{j=0}^{\infty} W^{(j)^{\top}}(\lambda) \delta_{a_{j}}+\left(W^{\top}(\cdot, \lambda)\right)_{e} \tag{3.3.3}
\end{equation*}
$$

and
(3.3.4) $\left(\left(T^{R} U\right)^{*}(\lambda) d\right)(t)$

$$
=Y^{-1}(t, \lambda)^{\top}\left\{\sum_{j=1}^{\infty} Y\left(a_{j}, \lambda\right)^{\top} W^{(j)}(\lambda)^{\top} \chi_{\left(a, a_{j}\right)}(t)+\int_{l}^{b} Y(\xi, \lambda)^{\top} W(\xi, \lambda)^{\top} \mathrm{d} \xi\right\} d
$$

Here $\chi_{\left(a, a_{j}\right)}$ is the characteristic function of the interval $\left(a, a_{j}\right)$.

Proof. As for $n=1$, we denote the canonical bilinear form on $\left(W_{p}^{k}(a, b)\right)^{n} \times$ $\left(W_{p^{\prime}}^{-k}[a, b]\right)^{n}$ by $\langle,\rangle_{p, k}$. Since $L_{p^{\prime}}(a, b)$ is the dual of $L_{p}(a, b)$ and $W_{p^{\prime}}^{-1}[a, b]$ is the dual of $W_{p}^{1}(a, b)$ by Theorem 2.2.5, Proposition 1.2 .6 yields that $T^{*} \in$ $H\left(\Omega, L\left(\left(L_{p^{\prime}}(a, b)\right)^{n} \times \mathbb{C}^{n},\left(W_{p^{\prime}}^{-1}[a, b]\right)^{n}\right)\right)$. Let $y \in\left(W_{p}^{1}(a, b)\right)^{n}$ and $u \in\left(L_{p^{\prime}}(a, b)\right)^{n}$. Then we infer with the aid of the definition of $\langle,\rangle_{p, 1}$ in (2.2.4) and Proposition 2.3.4 that

$$
\begin{aligned}
\left\langle y, T^{D^{*}}(\lambda) u\right\rangle_{p, 1} & =\left\langle T^{D}(\lambda) y, u_{e}\right\rangle_{p, 0} \\
& =\left\langle y^{\prime}, u_{e}\right\rangle_{p, 0}-\left\langle A(\cdot, \lambda) y, u_{e}\right\rangle_{p, 0} \\
& =-\left\langle y, u_{e}^{\prime}\right\rangle_{p, 1}-\left\langle y, A^{\top}(\cdot, \lambda) u_{e}\right\rangle_{p, 1}
\end{aligned}
$$

This proves

$$
\begin{equation*}
T^{D^{*}}(\lambda) u=-u_{e}^{\prime}-A^{\top}(\cdot, \lambda) u_{e} \tag{3.3.5}
\end{equation*}
$$

Since, for $d \in \mathbb{C}^{n}$,

$$
\begin{aligned}
\left\langle y, T^{*}(\lambda)(u, d)\right\rangle_{p, 1} & =\langle T(\lambda) y,(u, d)\rangle \\
& =\left\langle T^{D}(\lambda) y, u_{e}\right\rangle_{p, 0}+\left\langle T^{R}(\lambda) y, d\right\rangle \\
& =\left\langle y, T^{D^{*}}(\lambda) u_{e}+T^{R^{*}}(\lambda) d\right\rangle_{p, 1}
\end{aligned}
$$

we obtain the representation (3.3.2).
Now let $T^{R}$ be given by (3.1.9), $y \in\left(W_{p}^{1}(a, b)\right)^{n}$ and $d \in \mathbb{C}^{n}$. The definition of the Dirac distribution, see Example 2.2.6, and Proposition 2.3.4 yield

$$
\begin{aligned}
\left\langle y, T^{R^{*}}(\lambda) d\right\rangle_{p, 1} & =\left\langle T^{R}(\lambda) y, d\right\rangle \\
& =\sum_{j=0}^{\infty} d^{\top} W^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} d^{\top} W(\xi, \lambda) y(\xi) \mathrm{d} \xi \\
& =\sum_{j=0}^{\infty}\left\langle y, W^{(j)^{\top}}(\lambda) d \delta_{a_{j}}\right\rangle_{p, 1}+\left\langle y,\left(W^{\top}(\cdot, \lambda)\right)_{e} d\right\rangle_{p, 1} \\
& =\left\langle y, \sum_{j=0}^{\infty} W^{(j)^{\top}}(\lambda) d \delta_{a_{j}}+\left(W^{\top}(\cdot, \lambda)\right)_{e} d\right\rangle_{p, 1}
\end{aligned}
$$

which proves (3.3.3).
For $f \in\left(L_{p}(a, b)\right)^{n}$ we obtain

$$
\begin{aligned}
& T^{R}(\lambda) U(\lambda) f=\sum_{j=0}^{\infty} W^{(j)}(\lambda) Y\left(a_{j}, \lambda\right) \int_{a}^{a_{j}} Y^{-1}(t, \lambda) f(t) \mathrm{d} t \\
&+\int_{a}^{b} W(\xi, \lambda) Y(\xi, \lambda) \int_{a}^{\xi} Y^{-1}(t, \lambda) f(t) \mathrm{d} t \mathrm{~d} \xi
\end{aligned}
$$

$$
\begin{aligned}
&=\int_{a}^{b}\left\{\sum_{j=1}^{\infty} W^{(j)}(\lambda) Y\left(a_{j}, \lambda\right) Y^{-1}(t, \lambda) \chi_{\left(a, a_{j}\right)}(t)\right. \\
&\left.+\int_{t}^{b} W(\xi, \lambda) Y(\xi, \lambda) \mathrm{d} \xi Y^{-1}(t, \lambda)\right\} f(t) \mathrm{d} t
\end{aligned}
$$

Now (3.3.4) immediately follows from

$$
\left\langle f,\left(T^{R} U\right)^{*}(\lambda) d\right\rangle_{p, 0}=d^{\top} T^{R}(\lambda) U(\lambda) f
$$

### 3.4. The adjoint boundary eigenvalue problem in parametrized form

In this section let $p<\infty$. In order to define the adjoint boundary eigenvalue problem in parametrized form we consider the family of operators $T_{0}(\lambda)$ in $\left(L_{p}(a, b)\right)^{n}$ defined by

$$
\begin{equation*}
D\left(T_{0}(\lambda)\right)=\left\{y \in\left(L_{p}(a, b)\right)^{n}: y \in\left(W_{p}^{1}(a, b)\right)^{n}, T^{R}(\lambda) y=0\right\} \tag{3.4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{0}(\lambda) y=T^{D}(\lambda) y \quad\left(y \in D\left(T_{0}(\lambda)\right)\right) \tag{3.4.2}
\end{equation*}
$$

This is the operator family which is classically considered together with the boundary eigenvalue problem (3.1.1). Note that the domain $D\left(T_{0}(\lambda)\right)$ of $T_{0}(\lambda)$ may depend on $\lambda$ since $T^{R}$ depends on $\lambda$ and that the domain of $T_{0}(\lambda)$ may be a nondense subspace of $\left(L_{p}(a, b)\right)^{n}$. For example, the boundary eigenvalue operator $T^{R}(\lambda)$ given by $T^{R}(\lambda) y:=\int_{a}^{b} y(t) \mathrm{d} t$ is a nonzero continuous linear operator from $\left(L_{p}(a, b)\right)^{n}$ onto $\mathbb{C}^{n}$. Hence, in this case, $D\left(T_{0}(\lambda)\right)$ is a nondense subspace of $\left(L_{p}(a, b)\right)^{n}$.

Let $\rho^{\prime}\left(T_{0}\right):=\left\{\lambda \in \Omega: T_{0}(\lambda)\right.$ is bijective $\}$ and, as usual for not neccessarily bounded operators, $\rho\left(T_{0}\right):=\left\{\lambda \in \rho^{\prime}\left(T_{0}\right): T_{0}(\lambda)^{-1}\right.$ is continuous $\}$.
THEOREM 3.4.1. i) We have $\rho\left(T_{0}\right)=\rho^{\prime}\left(T_{0}\right)=\rho(T)$ and $T_{0}^{-1}(\lambda) f=T^{-1}(\lambda)(f, 0)$ for $\lambda \in \rho(T)$ and $f \in\left(L_{p}(a, b)\right)^{n}$.
ii) Assume that $T^{R}$ is of the form (3.1.9) and let $G$ be the GREEN's matrix given by (3.2.6). Then, for $\lambda \in \rho\left(T_{0}\right)$ and $f \in\left(L_{p}(a, b)\right)^{n}$,

$$
\begin{equation*}
\left(T_{0}^{-1}(\lambda) f\right)(x)=\int_{a}^{b} G(x, \xi, \lambda) f(\xi) \mathrm{d} \xi \tag{3.4.3}
\end{equation*}
$$

Proof. i) Let $\lambda \in \rho^{\prime}\left(T_{0}\right)$ and $y \in N(T(\lambda))$. Then $y \in\left(W_{p}^{1}(a, b)\right)^{n}$ and $T^{R}(\lambda) y=0$. Hence $y \in D\left(T_{0}(\lambda)\right)$ and $T_{0}(\lambda) y=0$. This proves $y=0$ since $T_{0}(\lambda)$ is injective. We have proved that $T(\lambda)$ is injective. From Corollary 3.1 .3 we know that ind $T(\lambda)=0$. This proves $\operatorname{def} T(\lambda)=\operatorname{nul} T(\lambda)=0$, i. e., $T(\lambda)$ is bijective.

Let $\lambda \in \rho(T)$. For $y \in N\left(T_{0}(\lambda)\right)$ we have $T^{D}(\lambda) y=0$ and $T^{R}(\lambda) y=0$, which proves $y=0$ since $T(\lambda)$ is injective. For the proof of the surjectivity of $T_{0}(\lambda)$ let $f \in\left(L_{p}(a, b)\right)^{n}$. Set $y:=T^{-1}(\lambda)(f, 0)$. Then $T^{R}(\lambda) y=0$ shows $y \in D\left(T_{0}(\lambda)\right)$,
and $T_{0}(\lambda) y=T^{D}(\lambda) y=f$ follows. The continuity of $T^{-1}(\lambda)$ immediately implies $T_{0}^{-1}(\lambda) \in L\left(\left(L_{p}(a, b)\right)^{n}\right)$, which also proves $\rho\left(T_{0}\right)=\rho^{\prime}\left(T_{0}\right)$.
ii) is clear from i) and Theorem 3.2.2.

REMARK 3.4.2. For all $\lambda \in \Omega$, the operator $T_{0}(\lambda):\left(L_{p}(a, b)\right)^{n} \rightarrow\left(L_{p}(a, b)\right)^{n}$ is closed.

Proof. If $\lambda \in \rho\left(T_{0}\right)$, this immediately follows from the continuity of $T_{0}^{-1}(\lambda)$, which was shown in Theorem 3.4.1 i). For arbitrary $\lambda \in \Omega$, let $y_{k} \in D\left(T_{0}(\lambda)\right)$ $(k \in \mathbb{N})$ such that $y_{k} \rightarrow y$ in $\left(L_{p}(a, b)\right)^{n}$ and $T_{0}(\lambda) y_{k} \rightarrow f$ in $\left(L_{p}(a, b)\right)^{n}$ as $k \rightarrow \infty$. Since $U(\lambda) T^{D}(\lambda) y_{k}-y_{k} \in N\left(T^{D}(\lambda)\right)$, there is a $c_{k} \in \mathbb{C}^{n}$ such that

$$
U(\lambda) T_{0}(\lambda) y_{k}=y_{k}+Y(\cdot, \lambda) c_{k} \quad(k \in \mathbb{N})
$$

$U(\lambda)$ is continuous as an operator from $\left(L_{p}(a, b)\right)^{n}$ into $\left(W_{p}^{1}(a, b)\right)^{n}$, whence $U(\lambda) T_{0}(\lambda) y_{k} \rightarrow U(\lambda) f$ in $\left(W_{p}^{1}(a, b)\right)^{n}$ and therefore also in $\left(L_{p}(a, b)\right)^{n}$. Thus $\left(Y(\cdot, \lambda) c_{k}\right)_{k=0}^{\infty}$ converges in $\left(L_{p}(a, b)\right)^{n}$. But since the set $\left\{Y(\cdot, \lambda) c: c \in \mathbb{C}^{n}\right\}$ is a finite-dimensional subspace of $\left(W_{p}^{1}(a, b)\right)^{n},\left(Y(\cdot, \lambda) c_{k}\right)_{k=0}^{\infty}$ also converges in $\left(W_{p}^{1}(a, b)\right)^{n}$ since all norms on finite-dimensional spaces are equivalent, see [CON, Theorem III.3.1]. This shows that $\left(y_{k}\right)_{k=0}^{\infty}$ converges in $\left(W_{p}^{1}(a, b)\right)^{n}$. Therefore $y \in\left(W_{p}^{1}(a, b)\right)^{n}$, and the continuity of $T(\lambda)$ implies that $T^{R}(\lambda) y=0$, i. e., $y \in D\left(T_{0}(\lambda)\right)$, and $T_{0}(\lambda) y=T^{D}(\lambda) y=f$.

The adjoint $T_{0}^{*}(\lambda)$ is a linear relation in $\left(L_{p^{\prime}}(a, b)\right)^{n}$ defined by its graph

$$
G\left(T_{0}^{*}(\lambda)\right)=\left(G\left(-T_{0}(\lambda)\right)\right)^{\perp}
$$

i. e., for $u \in\left(L_{p^{\prime}}(a, b)\right)^{n}$ we have

$$
u \in D\left(T_{0}^{*}(\lambda)\right) \Leftrightarrow \exists w \in\left(L_{p^{\prime}}(a, b)\right)^{n} \forall y \in D\left(T_{0}(\lambda)\right)\left\langle T_{0}(\lambda) y, u\right\rangle=\langle y, w\rangle
$$

and

$$
T_{0}^{*}(\lambda) u=\left\{w \in\left(L_{p^{\prime}}(a, b)\right)^{n}: \forall y \in D\left(T_{0}(\lambda)\right)\left\langle T_{0}(\lambda) y, u\right\rangle=\langle y, w\rangle\right\}
$$

Here $\langle$,$\rangle is the canonical bilinear form on \left(L_{p}(a, b)\right)^{n} \times\left(L_{p^{\prime}}(a, b)\right)^{n}$.
Conditions to assure that the linear relations $T_{0}^{*}(\lambda)(\lambda \in \Omega)$ are operators will be given below. In that case,

$$
T_{0}^{*}(\lambda) u=0 \quad\left(u \in D\left(T_{0}^{*}(\lambda)\right)\right.
$$

is called the classical adjoint boundary eigenvalue problem to the given problem $T_{0}(\lambda) y=0\left(y \in D\left(T_{0}(\lambda)\right)\right.$.

For $u \in \mathscr{D}^{\prime}(\mathbb{R})$ we denote its restriction to $(a, b)$ by $u_{r}$, i. e., $u_{r} \in \mathscr{D}^{\prime}(a, b)$ is given by

$$
\left\langle\varphi, u_{r}\right\rangle=\langle\varphi, u\rangle_{\mathbb{R}} \quad\left(\varphi \in C_{0}^{\infty}(a, b)\right)
$$

Note that $\left(u_{e}\right)_{r}=u$ for $u \in L_{p^{\prime}}(a, b)$.

For $y \in\left(W_{p}^{1}(a, b)\right)^{n}$ and $u \in\left(W_{p^{\prime}}^{-1}[a, b]\right)^{n}$ with $u=v_{e}$ and $v \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n}$ we have by (2.2.4) that

$$
\langle y, u\rangle_{p, 1}=\langle y, u\rangle_{p, 0}=\left\langle y, u_{r}\right\rangle .
$$

Theorem 3.4.3. i) Let $\lambda \in \Omega$ and $u \in\left(L_{p^{\prime}}(a, b)\right)^{n}$. Then $u \in D\left(T_{0}^{*}(\lambda)\right)$ if and only if there is a vector $d \in \mathbb{C}^{n}$ such that $T^{*}(\lambda)(u, d) \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n}$.
ii) Let $\lambda \in \Omega$ and $u \in D\left(T_{0}^{*}(\lambda)\right)$. Then

$$
T_{0}^{*}(\lambda) u=\left\{\left(T^{*}(\lambda)(u, d)\right)_{r}: d \in \mathbb{C}^{n}, T^{*}(\lambda)(u, d) \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n}\right\}
$$

Proof. Let $u \in\left(L_{p^{\prime}}(a, b)\right)^{n}$ and $d \in \mathbb{C}^{n}$ such that $T^{*}(\lambda)(u, d) \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n}$. For $y \in D\left(T_{0}(\lambda)\right)$ we have $T^{R}(\lambda) y=0$. Hence

$$
\begin{aligned}
\left\langle T_{0}(\lambda) y, u\right\rangle & =\left\langle T^{D}(\lambda) y, u\right\rangle+\left\langle T^{R}(\lambda) y, d\right\rangle \\
& =\langle T(\lambda) y,(u, d)\rangle \\
& =\left\langle y, T^{*}(\lambda)(u, d)\right\rangle_{p, 1} \\
& =\left\langle y,\left(T^{*}(\lambda)(u, d)\right)_{r}\right\rangle .
\end{aligned}
$$

This proves $u \in D\left(T_{0}^{*}(\lambda)\right)$ and $\left(T^{*}(\lambda)(u, d)\right)_{r} \in T_{0}^{*}(\lambda) u$.
Conversely, let $u \in D\left(T_{0}^{*}(\lambda)\right)$. Then there is a $w \in\left(L_{p^{\prime}}(a, b)\right)^{n}$ such that

$$
\begin{equation*}
\left\langle T_{0}(\lambda) y, u\right\rangle=\langle y, w\rangle \tag{3.4.4}
\end{equation*}
$$

for all $y \in D\left(T_{0}(\lambda)\right)$. Hence, for $y \in D\left(T_{0}(\lambda)\right)$,

$$
\begin{aligned}
0 & =\langle y, w\rangle-\left\langle T_{0}(\lambda) y, u\right\rangle \\
& =\left\langle y, w_{e}-T^{D^{*}}(\lambda) u\right\rangle_{p, 1} .
\end{aligned}
$$

Since $T^{R^{*}}(\lambda)$ is defined on the finite-dimensional space $\mathbb{C}^{n}$, the range $R\left(T^{R^{*}}(\lambda)\right)$ is finite-dimensional and thus closed. This implies

$$
\begin{aligned}
w_{e}-T^{D^{*}}(\lambda) u & \in\left(D\left(T_{0}(\lambda)\right)\right)^{\perp\left(\left(W_{p}^{1}(a, b)\right)^{n},\left(W_{p^{\prime}}^{-1}[a, b]\right)^{n}\right)} \\
& =\left(N\left(T^{R}(\lambda)\right)\right)^{\perp\left(\left(W_{p}^{1}(a, b)\right)^{n},\left(W_{p^{\prime}}^{-1}(a, b)\right)^{n}\right)}=R\left(T^{R^{*}}(\lambda)\right),
\end{aligned}
$$

see [KA, p. 234]. Thus there is a $d \in \mathbb{C}^{n}$ such that $w_{e}-T^{D^{*}}(\lambda) u=T^{R^{*}}(\lambda) d$. This proves $T^{*}(\lambda)(u, d)=w_{e} \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n}$ and thus the distribution $\left(T^{*}(\lambda)(u, d)\right)_{r}=w$ belongs to $\left(L_{p^{\prime}}(a, b)\right)^{n}$. Since $w \in T_{0}^{*}(\lambda) u$ satisfying (3.4.4) was arbitrary, we have

$$
T_{0}^{*}(\lambda) u \subset\left\{\left(T^{*}(\lambda)(u, d)\right)_{r}: d \in \mathbb{C}^{n}, T^{*}(\lambda)(u, d) \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n}\right\} .
$$

Together with the first part of the proof this shows that ii) holds.

Proposition 3.4.4. Let $c_{i} \in[a, b](i \in \mathbb{N})$ with $c_{i} \neq c_{j}$ for $i \neq j, l \in \mathbb{N}$ and $\alpha_{i, v} \in \mathbb{C}(i \in \mathbb{N}, v=0, \ldots, l)$ with $\sum_{i=0}^{\infty}\left|\alpha_{i, v}\right|<\infty$ for $v=0, \ldots, l$. Let

$$
\sum_{v=0}^{l} \sum_{i=0}^{\infty} \alpha_{i, v} \delta_{c_{i}}^{(v)} \in L_{p^{\prime}}(\mathbb{R})
$$

Then $\alpha_{i, v}=0$ for all $i \in \mathbb{N}$ and $v=0, \ldots, l$.
Proof. Since the operator norm of $\delta_{c_{i}}^{(v)}(v=0, \ldots, l)$ as a continuous linear functional on $C^{l}([a, b])$ does not exceed $1, \sum_{v=0}^{l} \sum_{i=0}^{\infty} \alpha_{i, v} \delta_{c_{i}}^{(v)} \in L\left(C^{l}([a, b]), \mathbb{C}\right)$ is welldefined and also belongs to $W_{q}^{-l-1}[a, b]$ by Example 2.2.6 and Proposition 2.2.7. By assumption, $f:=\sum_{v=0}^{l} \sum_{i=0}^{\infty} \alpha_{i, v} \delta_{c_{i}}^{(v)} \in L_{p^{\prime}}(\mathbb{R})$. Choose a nonzero $\psi_{0} \in C_{0}^{\infty}(\mathbb{R})$. Let $x_{0} \in \mathbb{R}$ such that $\left|\psi_{0}^{(l)}\left(x_{0}\right)\right|=\max _{x \in \mathbb{R}}\left|\psi_{0}^{(l)}(x)\right|(>0)$. There is a number $\rho>0$ such that supp $\psi_{0} \subset\left[x_{0}-\rho, x_{0}+\rho\right]$. Let $\psi(x):=\left(\psi_{0}^{(l)}\left(x_{0}\right) \rho^{l}\right)^{-1} \psi_{0}\left(\rho x+x_{0}\right)$. Then $\psi \in C_{0}^{\infty}(\mathbb{R}), \psi^{(l)}(0)=1,\left|\psi^{(l)}(x)\right| \leq 1$ for $x \in \mathbb{R}$, and $\psi(x)=0$ for $|x| \geq 1$. Inductively we obtain $\left|\psi^{(v)}(x)\right| \leq 1$ for $v=l-1, l-2, \ldots, 0$. Let $j \in \mathbb{N}$ and set $\varphi_{k}(x):=k^{-l} \psi\left(k\left(x-c_{j}\right)\right)(k=1,2, \ldots)$. Then $\varphi_{k}^{(l)}\left(c_{j}\right)=1,\left|\varphi_{k}^{(v)}(x)\right| \leq k^{v-l}$ for $x \in \mathbb{R}, v=0, \ldots, l, k=1,2, \ldots$, and $\varphi_{k}(x)=0$ for $k=1,2, \ldots$ and $x \in \mathbb{R}$ with $\left|x-c_{j}\right| \geq \frac{1}{k}$. Thus LebesGue's dominated convergence theorem yields

$$
\int_{a}^{b} \varphi_{k}(x) f(x) \mathrm{d} x \rightarrow 0 \quad(k \rightarrow \infty)
$$

and, with respect to the counting measure,

$$
\sum_{v=0}^{l} \sum_{i=0}^{\infty}(-1)^{v} \alpha_{i, v} \varphi_{k}^{(v)}\left(c_{i}\right) \rightarrow(-1)^{l} \alpha_{j, l} \quad(k \rightarrow \infty)
$$

which proves $\alpha_{j, l}=0$ since

$$
\begin{aligned}
\int_{a}^{b} \varphi_{k}(x) f(x) \mathrm{d} x & =\left\langle\varphi_{k}, f\right\rangle_{\mathbb{R}} \\
& =\left\langle\varphi_{k}, \sum_{v=0}^{l} \sum_{i=0}^{\infty} \alpha_{i, v} \delta_{c_{i}}^{(v)}\right\rangle_{\mathbb{R}}=\sum_{v=0}^{l} \sum_{i=0}^{\infty}(-1)^{v} \alpha_{i, v} \varphi_{k}^{(v)}\left(c_{i}\right)
\end{aligned}
$$

A recursive application of this method yields the statement.

THEOREM 3.4.5. Let $T^{R}$ be given by (3.1.9) and assume that $A(\cdot, \lambda)$ belongs to $M_{n}\left(L_{\infty}(a, b)\right)$ and that $W(\cdot, \lambda)$ belongs to $M_{n}\left(L_{p^{\prime}}(a, b)\right)$ for all $\lambda \in \Omega$.
i) Let $\lambda \in \Omega$ and $u \in\left(L_{p^{\prime}}(a, b)\right)^{n}$. Then $u \in D\left(T_{0}^{*}(\lambda)\right)$ if and only if there is a vector $d \in \mathbb{C}^{n}$ such that

$$
\begin{equation*}
-u_{e}^{\prime}+\sum_{j=0}^{\infty} W^{(j)^{\top}}(\lambda) d \delta_{a_{j}} \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n} \tag{3.4.5}
\end{equation*}
$$

ii) Let $\lambda \in \Omega$. Then $T_{0}^{*}(\lambda)$ is a linear operator if and only if for each $d \in \mathbb{C}^{n}$ the implication

$$
\forall j \in \mathbb{N} W^{(j)^{\top}}(\lambda) d=0 \Rightarrow W^{\top}(\cdot, \lambda) d=0
$$

holds.
iii) Let $\lambda \in \Omega$. Then $T_{0}^{*}(\lambda)$ is a linear operator if $W(\cdot, \lambda)=0$ or if for each $d \in \mathbb{C}^{n} \backslash\{0\}$ there is an integer $j \in \mathbb{N}$ such that $W^{(j)^{\top}}(\lambda) d \neq 0$.

Proof. i) is obvious because of Theorem 3.4.3 i), (3.3.2) and (3.3.3).
ii) We know from Theorem 3.4.3 ii) that

$$
\begin{aligned}
& T_{0}^{*}(\lambda)(0) \\
= & \left\{\left(\sum_{j=0}^{\infty} W^{(j)^{\top}}(\lambda) d \delta_{a_{j}}+W^{\top}(\cdot, \lambda) d\right)_{r}: d \in \mathbb{C}^{n}, \sum_{j=0}^{\infty} W^{(j)^{\top}}(\lambda) d \delta_{a_{j}} \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n}\right\} .
\end{aligned}
$$

Since $T_{0}^{*}(\lambda)$ is an operator if and only if $T_{0}^{*}(\lambda)(0)=\{0\}$, the result is obvious from Proposition 3.4.4.
iii) immediately follows from ii).

Corollary 3.4.6. Let $T^{R}$ be given by (3.1.9), where the sum runs from 0 to $k$, $k \geq 1$. Assume that $A(\cdot, \lambda)$ belongs to $M_{n}\left(L_{\infty}(a, b)\right)$ and that $W(\cdot, \lambda)$ belongs to $M_{n}\left(L_{p^{\prime}}(a, b)\right)$ for all $\lambda \in \Omega$. The set $[a, b] \backslash\left\{a_{0}, \ldots, a_{k}\right\}$ is the disjoint union of $k$ open intervals $I_{1}, \ldots, I_{k}$. Let $\lambda \in \Omega$ and $u \in\left(L_{p^{\prime}}(a, b)\right)^{n}$. Then $u \in D\left(T_{0}^{*}(\lambda)\right)$ if and only if there is a vector $d \in \mathbb{C}^{n}$ such that

$$
\begin{aligned}
& \left.u\right|_{I_{j}} \in\left(W_{p^{\prime}}^{1}\left(I_{j}\right)\right)^{n} \quad(j=1, \ldots, k), \\
& u(a+)=W^{(0)^{\top}}(\lambda) d, \quad u(b-)=-W^{(1)^{\top}}(\lambda) d, \\
& u\left(a_{j}+\right)-u\left(a_{j}-\right)=W^{(j)^{\top}}(\lambda) d \quad(j=2, \ldots, k),
\end{aligned}
$$

where $u(c+)$ and $u(c-)$ are the right-hand limit and the left-hand limit, respectively. For such $d \in \mathbb{C}^{n}$, the function $T^{*}(\lambda)(u, d) \in T_{0}^{*}(\lambda)$ u is uniquely determined by

$$
\left.T^{*}(\lambda)(u, d)\right|_{I_{j}}=-\left(\left.u\right|_{I_{j}}\right)^{\prime}-\left.A^{\top}(\cdot, \lambda) u\right|_{I_{j}}+\left.W^{\top}(\cdot, \lambda)\right|_{I_{j}} d
$$

for $j=1, \ldots, k$.

Proof. For $c \in \mathbb{R}$, the Heaviside function $H_{c}$ is defined by $H_{c}(x)=0$ if $x \leq c$ and $H_{c}(x)=1$ if $x>c$. We have $H_{c} \in L_{1}^{\text {loc }}(\mathbb{R})$ and $H_{c}^{\prime}=\delta_{c}$. Therefore, for $u \in\left(L_{p^{\prime}}(a, b)\right)^{n}$ and $d \in \mathbb{C}^{n}$,

$$
\left(-u_{e}+\sum_{j=0}^{k} W^{(j)^{\top}}(\lambda) d H_{a_{j}}\right)^{\prime}=-u_{e}^{\prime}+\sum_{j=0}^{k} W^{(j)^{\top}}(\lambda) d \delta_{a_{j}}
$$

Theorem 3.4.5 i), and Corollary 3.1.4 yield that $u \in D\left(T_{0}^{*}(\lambda)\right)$ if and only if there is a vector $d \in \mathbb{C}^{n}$ such that

$$
\left.\left(-u_{e}+\sum_{j=0}^{k} W^{(j) \top}(\lambda) d H_{a_{j}}\right)\right|_{(\alpha, \beta)} \in\left(W_{p^{\prime}}^{1}(\alpha, \beta)\right)^{n}
$$

where $\alpha<a<b<\beta$. To complete the proof we apply Proposition 2.2.2.
Now let $\lambda \in \Omega$ and suppose that $T_{0}^{*}(\lambda)$ is an operator and that the assumptions of Corollary 3.4 .6 are fulfilled. Then Corollary 3.4.6, Theorem 3.4.3 ii), and Theorem 3.3.1 show that $\lambda$ is an eigenvalue and $u \in\left(L_{p^{\prime}}(a, b)\right)^{n} \backslash\{0\}$ an eigenfunction of the adjoint boundary eigenvalue problem in parametrized form if and only if there is a vector $d \in \mathbb{C}^{n}$ such that, for $j=1, \ldots, k,\left.u\right|_{I_{j}} \in\left(W_{p^{\prime}}^{1}(a, b)\right)^{n}$,

$$
\begin{equation*}
\left(\left.u\right|_{I_{j}}\right)^{\prime}+\left.A^{\top}(\cdot, \lambda) u\right|_{I_{j}}-\left.W^{\top}(\cdot, \lambda)\right|_{I_{j}} d=0 \tag{3.4.6}
\end{equation*}
$$

and the boundary conditions

$$
\left\{\begin{array}{l}
u(a+)=W^{(0)^{\top}}(\lambda) d, \quad u(b-)=-W^{(1)^{\top}}(\lambda) d,  \tag{3.4.7}\\
u\left(a_{j}+\right)-u\left(a_{j}^{-}\right)=W^{(j)^{\top}}(\lambda) d \quad(j=2, \ldots, k)
\end{array}\right.
$$

are satisfied.
Proposition 3.4.7. Let $M$ be the characteristic matrix function given by (3.1.7) and assume that $\rho(M) \neq \emptyset$. Let $\mu \in \sigma(M)$ and $r:=\operatorname{nul} M(\mu)$. Let $\left\{c_{1}, \ldots, c_{r}\right\}$ and $\left\{d_{1}, \ldots, d_{r}\right\}$ be biorthogonal CSRF of $M$ and $M^{*}$ at $\mu$. Define

$$
y_{j}:=Z c_{j}, \quad u_{j}:=-\left(T^{R} U\right)^{*} d_{j} \quad(j=1, \ldots, r)
$$

where $Z$ and $U$ are given by (3.1.5) and (3.1.6), respectively. Let $m_{j}:=v\left(c_{j}\right)$, the multiplicity of the root function $c_{j}$. Then the operator function

$$
T_{0}^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} y_{j} \otimes u_{j}
$$

is holomorphic at $\mu$.
Proof. Let $J$ be the canonical injection from $\left(L_{p}(a, b)\right)^{n}$ into $\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}$. Since $T^{-1} J=T_{0}^{-1}$ by Theorem 3.4.1 and

$$
\left(y_{j} \otimes v_{j}\right) J=y_{j} \otimes\left(J^{*} v_{j}\right)=y_{j} \otimes u_{j}
$$

by Proposition 1.1.2, where $v_{j}$ is defined as in Theorem 3.1.4, the result follows from Theorem 3.1.4 and Corollary 1.2.4.

Proposition 3.4.8. Let $\mu \in \sigma(T)$.
i) Let $y_{0}$ be an eigenvector of $T$ at $\mu$. Then $y_{0} \in D\left(T_{0}(\mu)\right)$ and $T_{0}(\mu) y_{0}=0$.
ii) Assume that $T_{0}^{*}(\mu)$ is an operator and let $\left(u_{0}, d_{0}\right)$ be an eigenvector of $T^{*}$ at $\mu$. Then $u_{0} \in D\left(T_{0}^{*}(\mu)\right)$ and $T_{0}^{*}(\mu) u_{0}=0$.

Proof. i) From $T(\mu) y_{0}=0$ it follows that $T^{R}(\mu) y_{0}=0$, and thus $y_{0} \in D\left(T_{0}(\mu)\right)$. ii) As $T^{*}\left(u_{0}, d_{0}\right)=0 \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n}$, the statement follows from Theorem 3.4.3.

Proposition 3.4.9. Assume that $T^{R}$ does not depend on $\lambda$ and let $\mu \in \sigma(T)$.
i) Let $\left(y_{l}\right)_{l=0}^{h}$ be a CEAV of $T$ at $\mu$. Then $y_{l} \in D\left(T_{0}(\mu)\right)$ for $l=0, \ldots, h$.
ii) Assume in addition that $A \in H\left(\Omega, M_{n}\left(L_{\infty}(a, b)\right)\right)$ and that $T_{0}^{*}(\lambda)$ is an operator for all $\lambda \in \Omega$. Let $\left(u_{l}, d_{l}\right)_{l=0}^{h}$ be a CEAV of $T^{*}$ at $\mu$. Then $u_{l} \in D\left(T_{0}^{*}(\mu)\right)$ for $l=0, \ldots, h$.

Proof. i) By Definition 1.6.1, the function

$$
T \sum_{l=0}^{h}(\cdot-\mu)^{l} y_{l}
$$

has a zero of order $\geq h+1$ at $\mu$. Then

$$
\sum_{l=0}^{h}(\cdot-\mu)^{l} T^{R}(\mu) y_{l}
$$

has a zero of order $\geq h+1$ at $\mu$, which proves that $T^{R}(\mu) y_{l}=0$, and hence $y_{l} \in D\left(T_{0}(\mu)\right)$ for $l=0, \ldots, h$.
ii) Let $k \in\{0, \ldots, h\}$. Since

$$
T^{*} \sum_{l=0}^{h}(--\mu)^{l}\left(u_{l}, d_{l}\right)
$$

has a zero of order $\geq h+1$ at $\mu$,

$$
\sum_{j=0}^{k} \frac{1}{j!}\left(\frac{\partial j}{\partial \lambda j} T^{*}\right)(\mu)\left(u_{k-j}, d_{k-j}\right)=0
$$

With the aid of Theorem 3.3.1 we infer

$$
\begin{aligned}
T^{*}(\mu)\left(u_{k}, d_{k}\right) & =-\sum_{j=1}^{k} \frac{1}{j!}\left(\frac{\partial^{j}}{\partial \lambda^{\prime}} T^{*}\right)(\mu)\left(u_{k-j}, d_{k-j}\right) \\
& =\sum_{j=1}^{k} \frac{1}{j!}\left(\frac{\partial^{j}}{\partial \lambda^{j}} A^{\top}\right)(\cdot, \mu)\left(u_{k-j}\right)_{e} \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n} .
\end{aligned}
$$

From Theorem 3.4.3i) it follows that $u_{k} \in D\left(T_{0}^{*}(\mu)\right)$.

EXAMPLE 3.4.10. We consider $T(\lambda) \in L\left(\left(W_{p}^{1}(0,1)\right)^{2},\left(L_{p}(0,1)\right)^{2} \times \mathbb{C}^{2}\right)$ given by

$$
\begin{aligned}
& T^{D}(\lambda) y=y^{\prime}-\lambda y \quad\left(y \in\left(W_{p}^{1}(0,1)\right)^{2}\right) \\
& T^{R}(\lambda) y=\left(\begin{array}{cc}
0 & 1+2 \lambda \\
1 & 0
\end{array}\right) y(0)+y(1)
\end{aligned}
$$

Obviously,

$$
Y(x, \lambda)=\left(\begin{array}{cc}
e^{\lambda x} & 0 \\
0 & e^{\lambda x}
\end{array}\right)
$$

is a fundamental matrix of $T^{D}(\lambda) y=0$. Then

$$
M(\lambda)=\left(\begin{array}{cc}
e^{\lambda} & 1+2 \lambda \\
1 & e^{\lambda}
\end{array}\right)
$$

From $\operatorname{det} M(\lambda)=e^{2 \lambda}-1-2 \lambda$ we infer that $\rho(M) \neq \emptyset$ and that $\operatorname{det} M$ has a zero of order 2 at 0 . The vector function

$$
M(\lambda)\binom{1+\lambda}{-1}=\binom{e^{\lambda}-1+\lambda e^{\lambda}-2 \lambda}{1-e^{\lambda}+\lambda}
$$

has a zero of order 2 at 0 . Hence $\binom{1+\lambda}{-1}$ is a root function of $M$ at 0 of multiplicity 2, and by Proposition 1.8 .5 it is also a CSRF of $M$ at 0 . In the same way,

$$
\left(\begin{array}{cc}
e^{\lambda} & 1 \\
1+2 \lambda & e^{\lambda}
\end{array}\right)\binom{\frac{1}{2}-\frac{1}{3} \lambda}{-\frac{1}{2}-\frac{1}{6} \lambda}=\binom{\frac{1}{2} e^{\lambda}-\frac{1}{3} \lambda e^{\lambda}-\frac{1}{2}-\frac{1}{6} \lambda}{\frac{1}{2}+\frac{2}{3} \lambda-\frac{2}{3} \lambda^{2}-\frac{1}{2} e^{\lambda}-\frac{1}{6} \lambda e^{\lambda}}
$$

shows that $\binom{\frac{1}{2}-\frac{1}{3} \lambda}{-\frac{1}{2}-\frac{1}{6} \lambda}$ is a CSRF of $M^{*}$ at 0 of multiplicity 2 . From

$$
\begin{aligned}
\frac{1}{\lambda^{2}}\binom{\frac{1}{2}-\frac{1}{3} \lambda}{-\frac{1}{2}-\frac{1}{6} \lambda}^{\top} & M(\lambda)\binom{1+\lambda}{-1} \\
& =\binom{\frac{1}{2}-\frac{1}{3} \lambda}{-\frac{1}{2}-\frac{1}{6} \lambda}^{\top}\binom{\frac{3}{2}+\frac{2}{3} \lambda}{-\frac{1}{2}-\frac{1}{6} \lambda}+\lambda^{2} h_{1}(\lambda) \\
= & 1+\lambda^{2} h_{2}(\lambda)
\end{aligned}
$$

where $h_{1}$ and $h_{2}$ are holomorphic functions on $\mathbb{C}$, we see that the CSRFs are biorthogonal. According to Theorem 3.1.4 and (3.3.4),

$$
\left.\binom{(1+\lambda) e^{\lambda x}}{-e^{\lambda x}} \quad \text { and } \quad\binom{\left(-\frac{1}{2}+\frac{1}{3} \lambda\right) e^{\lambda(1-x)}}{\left(\frac{1}{2}+\frac{1}{6} \lambda\right) e^{\lambda(1-x)}}\right)
$$

are biorthogonal CSRF of $T$ and $T^{*}$ at 0 of multiplicity 2 . Hence

$$
\left[\binom{1}{-1},\binom{1+x}{-x}\right] \text { and }\left[\binom{\binom{-\frac{1}{2}}{\frac{1}{2}}}{\binom{\frac{1}{2}}{-\frac{1}{2}}},\binom{\binom{-\frac{1}{6}+\frac{1}{2} x}{\frac{2}{3}-\frac{1}{2} x}}{\binom{-\frac{1}{3}}{-\frac{1}{6}}}\right]
$$

are biorthogonal CSEAVs of $T$ and $T^{*}$ at 0 . From

$$
T^{R}(0)\binom{1+x}{-x}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\binom{1}{0}+\binom{2}{-1}=\binom{2}{0}
$$

we see that the associated vector $\binom{1+x}{-x}$ does not belong to the domain of $T_{0}(0)$. In view of Theorem 3.3.1 and Proposition 2.6.5 we have

$$
\begin{aligned}
T^{*}(0) & \left(\binom{-\frac{1}{6}+\frac{1}{2} x}{\frac{2}{3}-\frac{1}{2} x},\binom{d_{1}}{d_{2}}\right) \\
& =\binom{-\frac{1}{2}+\frac{1}{6} \delta_{0}+\frac{1}{3} \delta_{1}}{\frac{1}{2}-\frac{2}{3} \delta_{0}+\frac{1}{6} \delta_{1}}+\binom{d_{2}}{d_{1}} \delta_{0}+\binom{d_{1}}{d_{2}} \delta_{1} \\
& =\binom{-\frac{1}{2}+\left(\frac{1}{6}+d_{2}\right) \delta_{0}+\left(\frac{1}{3}+d_{1}\right) \delta_{1}}{\frac{1}{2}+\left(-\frac{2}{3}+d_{1}\right) \delta_{0}+\left(\frac{1}{6}+d_{2}\right) \delta_{1}}
\end{aligned}
$$

For any choice of $d_{1}, d_{2} \in \mathbb{C}$ not all the coefficients of $\delta_{0}$ and $\delta_{1}$ are zero. Hence, according to Theorem 3.4.3i) and Proposition 3.4.4, we see that the first component $\binom{-\frac{1}{6}+\frac{1}{2} x}{\frac{2}{3}-\frac{1}{2} x}$ of the associated vector of $T^{*}$ at 0 does not belong to the domain of $T_{0}^{*}(0)$.

The above result shows that the statements of Proposition 3.4 .9 may be false if $T^{R}$ depends on $\lambda$ :
Proposition 3.4.11. There are two-point boundary eigenvalue problems (3.1.1) with associated operator function $T$ given by (3.1.3) having the following properties:
i) $\rho(T) \neq 0$;
ii) there is an eigenvalue $\mu \in \sigma(T)$ which is not semi-simple;
iii) for each CEAV $\left(y_{0}, y_{1}\right)$ of $T$ at $\mu$, the associated vector $y_{1}$ does not belong to $D\left(T_{0}(\mu)\right)$;
iv) for each $\operatorname{CEAV}\left(v_{0}, v_{1}\right)$ of $T^{*}$ at $\mu$, where $v_{1}=(u, d) \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n} \times \mathbb{C}^{n}, u$ does not belong to $D\left(T_{0}^{*}(\mu)\right)$.

Proof. The boundary eigenvalue problem considered in Example 3.4.10 fulfils i) and ii) with $\mu=0$.
iii) Let $\left(y_{0}^{(1)}, y_{1}^{(1)}\right)$ be the CEAV of $T$ at 0 defined in Example 3.4.10 and let $\left(y_{0}^{(2)}, y_{1}^{(2)}\right)$ be an arbitrary CEAV of $T$ at 0 . Then $y_{0}^{(1)}$ and $y_{0}^{(2)}$ are eigenvectors. From nul $T(0)=\operatorname{nul} M(0)=1$ we infer $y_{0}^{(2)}=\alpha y_{0}^{(1)}$ for some $\alpha \in \mathbb{C} \backslash\{0\}$. Since

$$
T(0) y_{1}^{(i)}+T^{\prime}(0) y_{0}^{(i)}=0 \quad(i=1,2)
$$

we obtain that

$$
T(0) y_{1}^{(2)}=\alpha T(0) y_{1}^{(1)}+\alpha T^{\prime}(0) y_{0}^{(1)}-T^{\prime}(0) y_{0}^{(2)}=\alpha T(0) y_{1}^{(1)}
$$

Hence

$$
T^{R}(0) y_{1}^{(2)}=\alpha T^{R}(0) y_{1}^{(1)}=\binom{2 \alpha}{0} \neq 0
$$

iv) Let $\left(v_{0}^{(1)}, v_{1}^{(1)}\right)$ be the CEAV of $T^{*}$ at 0 defined in Example 3.4.10 and let $\left(v_{0}^{(2)}, v_{1}^{(2)}\right)$ be an arbitrary CEAV of $T^{*}$ at 0 . As in the proof of iii) we obtain

$$
T^{*}(0) v_{1}^{(2)}=\alpha T^{*}(0) v_{1}^{(1)}
$$

for a suitable $\alpha \in \mathbb{C} \backslash\{0\}$. We write

$$
v_{1}^{(i)}=\left(u^{(i)}, d^{(i)}\right) \in\left(L_{p^{\prime}}(\mathbb{R})\right)^{n} \times \mathbb{C}^{n} \quad(i=1,2)
$$

Let $\tilde{d} \in \mathbb{C}^{n}$. Then

$$
\begin{aligned}
T^{*}(0)\left(u^{(2)}, \tilde{d}\right) & =T^{*}(0) v_{1}^{(2)}+T^{*}(0)\left(0, \tilde{d}-d^{(2)}\right) \\
& =\alpha T^{*}(0)\left(u^{(1)}, d^{(1)}+\alpha^{-1}\left(\tilde{d}-d^{(2)}\right)\right) \notin\left(L_{p^{\prime}}(\mathbb{R})\right)^{n}
\end{aligned}
$$

by the above example. Hence $u^{(2)} \notin D\left(T_{0}^{*}(0)\right)$.

### 3.5. Two-point boundary eigenvalue problems in $\left(L_{p}(\mathbf{a}, \mathbf{b})\right)^{n}$

In this section let $p<\infty$ and

$$
\left\{\begin{array}{l}
T^{D}(\lambda) y=y^{\prime}-A(\cdot, \lambda) y  \tag{3.5.1}\\
T^{R}(\lambda) y=W^{a}(\lambda) y(a)+W^{b}(\lambda) y(b)
\end{array}\right.
$$

for $\lambda \in \Omega$ and $y \in\left(W_{p}^{1}(a, b)\right)^{n}$, where $A \in H\left(\Omega, M_{n}\left(L_{\infty}(a, b)\right)\right)$ and $W^{a}, W^{b} \in$ $H\left(\Omega, M_{n}(\mathbb{C})\right)$ with $\operatorname{rank}\left(W^{a}(\lambda), W^{b}(\lambda)\right)=n$ for all $\lambda \in \Omega$.
PROPOSITION 3.5.1. There are $\widetilde{A}, \widetilde{B} \in H\left(\Omega, M_{n}(\mathbb{C})\right)$ such that the matrix

$$
\left(\begin{array}{ll}
W^{a}(\lambda)^{\top} & \tilde{A}(\lambda)  \tag{3.5.2}\\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)
$$

is invertible for all $\lambda \in \Omega$.
Proposition 3.5 .1 is a special case of the following lemma, see also [BA2, Theorem 5.3].

Lemma 3.5.2. Let $k>l \geq 1, x_{j} \in H\left(\Omega, \mathbb{C}^{*}\right)(j=1, \ldots, l)$ and assume that the vectors $x_{1}(\lambda), \ldots, x_{l}(\lambda)$ are linearly independent for all $\lambda \in \Omega$. Then there are $x_{j} \in H\left(\Omega, \mathbb{C}^{k}\right)(j=l+1, \ldots, k)$ such that $x_{1}(\lambda), \ldots, x_{k}(\lambda)$ are linearly independent for all $\lambda \in \Omega$. In case $x_{1}, \ldots, x_{l}$ are polynomials in $\lambda, x_{l+1}, \ldots, x_{k}$ can be chosen to be polynomials.

Proof. Set

$$
X:=\left(x_{1}, \ldots, x_{l}\right) .
$$

Then $X \in H\left(\Omega, M_{k, l}(\mathbb{C})\right)$. With respect to the decomposition $\mathbb{C}^{k}=\mathbb{C}^{l} \oplus \mathbb{C}^{k-l}$ we write $X^{\top}=:\left(X_{0}, X_{1}\right)$. Since rank $X(\lambda)=l$ for all $\lambda \in \Omega$, we may assume without loss of generality that rank $X_{0}\left(\lambda_{0}\right)=l$ for some $\lambda_{0} \in \Omega$. Thus the function $\operatorname{det} X_{0}$ is not identically zero. Let $B_{0}(\lambda)$ be the transpose of the matrix of the cofactors of $X_{0}(\lambda)$. Then $B_{0}$ is holomorphic and fulfils

$$
X_{0} B_{0}=\left(\operatorname{det} X_{0}\right) I_{l}
$$

Let $c \in\{0\} \oplus\left(\mathbb{C}^{k-l} \backslash\{0\}\right) \subset \mathbb{C}^{k}$ and define $z \in H\left(\Omega, \mathbb{C}^{k}\right)$ by

$$
z(\lambda):=\left(\begin{array}{cc}
B_{0}(\lambda) & -B_{0}(\lambda) X_{1}(\lambda) \\
0 & \left(\operatorname{det} X_{0}(\lambda)\right) I_{k-l}
\end{array}\right) c \quad(\lambda \in \Omega) .
$$

Then $z\left(\lambda_{0}\right) \neq 0$ since the matrix

$$
\left(\begin{array}{cc}
B_{0}\left(\lambda_{0}\right) & -B_{0}\left(\lambda_{0}\right) X_{1}\left(\lambda_{0}\right) \\
0 & \left(\operatorname{det} X_{0}\left(\lambda_{0}\right)\right) I_{k-l}
\end{array}\right)
$$

is invertible. This shows that the set of the zeros of $z$ is a discrete subset of $\Omega$. By Weierstrass' theorem (see e.g. [BU, Theorem 7.32]) there is a holomorphic function $\gamma: \Omega \rightarrow \mathbb{C}$ such that the set of the zeros and their multiplicities coincide for $\gamma$ and $z$. Hence

$$
z_{1}:=\frac{z}{\gamma}
$$

is a holomorphic function with $z_{1}(\lambda) \neq 0$ for all $\lambda \in \Omega$. In case $x_{1}, \ldots, x_{l}$ are polynomials, also $z$ is a polynomial. Then we can take a polynomial for $\gamma$, and $z_{1}$ is a polynomial. We have

$$
\begin{aligned}
X^{\top} z & =\left(X_{0}, X_{1}\right)\left(\begin{array}{cc}
B_{0} & -B_{0} X_{1} \\
0 & \left(\operatorname{det} X_{0}\right) I_{k-l}
\end{array}\right) c \\
& =\left(\left(\operatorname{det} X_{0}\right) I_{l}, 0\right) c=0 .
\end{aligned}
$$

Thus, for all $\lambda \in \Omega$,

$$
z_{1}(\lambda) \in N\left(X^{\top}(\lambda)\right)=(R(X(\lambda)))^{\perp} .
$$

In particular, $z_{1}(\lambda)^{\top} x_{i}(\lambda)=0$ for $i=1, \ldots, l$ and $\lambda \in \Omega$. Since $z_{1}(\lambda) \neq 0$ for all $\lambda \in \Omega$, i. e., the components of $z_{1}$ do not have common zeros, and since every
finitely generated ideal in $H(\Omega)$ is a principal ideal, see e g. [BU, Corollary 11.42], there is $x_{l+1} \in H\left(\Omega, \mathbb{C}^{n}\right)$ such that $z_{1}(\lambda)^{\top} x_{l+1}=1$ for all $\lambda \in \Omega$. From the proof of this result we also see that $x_{l+1}$ can be chosen to be a polynomial if $x_{1}, \ldots, x_{l}$ are polynomials. It follows that $x_{1}(\lambda), \ldots, x_{l+1}(\lambda)$ are linearly independent for all $\lambda \in \Omega$. The statement of the lemma follows by induction.

Apart from $T^{D}$ we consider $T^{D^{+}} \in H\left(\mathbb{C}, L\left(\left(W_{p^{\prime}}^{\prime}(a, b)\right)^{n},\left(L_{p^{\prime}}(a, b)\right)^{n}\right)\right)$ defined by

$$
\begin{equation*}
T^{D^{+}}(\lambda) y=-y^{\prime}-A^{\top}(\cdot, \lambda) y \quad\left(\lambda \in \mathbb{C}, y \in\left(W_{p^{\prime}}^{1}(a, b)\right)^{n}\right) \tag{3.5.3}
\end{equation*}
$$

The differerential operator $T^{D^{+}}(\lambda)$ is called the formally adjoint of the differential operator $T^{D}(\lambda)$.
Proposition 3.5.3. For all $u \in\left(W_{p^{\prime}}^{1}(a, b)\right)^{n}$ and $d \in \mathbb{C}^{n}$ we have

$$
\begin{equation*}
T^{*}(u, d)=\left(T^{D^{+}} u\right)_{e}+\left(-u(a)+W^{a \top} d\right) \delta_{a}+\left(u(b)+W^{b \top} d\right) \delta_{b} \tag{3.5.4}
\end{equation*}
$$

Proof. With the aid of (3.3.5) and Proposition 2.6 .5 we infer

$$
\begin{aligned}
T^{D^{*}} u & =-u_{e}^{\prime}-A^{\top} u_{e} \\
& =-\left(u^{\prime}\right)_{e}-u(a) \delta_{a}+u(b) \delta_{b}-A^{\top} u_{e} \\
& =\left(T^{D^{+}} u\right)_{e}-u(a) \delta_{a}+u(b) \delta_{b}
\end{aligned}
$$

Then (3.5.4) follows because of (3.3.2), (3.3.3) and the special boundary conditions (3.5.1).

Proposition 3.5.4. Set

$$
H:=\left(\begin{array}{cc}
-I_{n} & 0 \\
0 & I_{n}
\end{array}\right)
$$

Then the LagRange identity

$$
\left\langle T^{D}(\lambda) y, u\right\rangle-\left\langle y, T^{D^{+}}(\lambda) u\right\rangle=\binom{y(a)}{y(b)}^{\top} H\binom{u(a)}{u(b)}
$$

holds for all $\lambda \in \Omega, y \in\left(W_{p}^{1}(a, b)\right)^{n}$ and $u \in\left(W_{p^{\prime}}^{1}(a, b)\right)^{n}$.
Proof. Since $T^{D^{*}} u=T^{*}(u, 0)$, we immediately infer from Proposition 3.5.3 that

$$
\begin{aligned}
& \left\langle T^{D}(\lambda) y, u\right\rangle-\left\langle y, T^{D^{+}}(\lambda) u\right\rangle \\
& =\left\langle y, T^{D^{*}}(\lambda) u\right\rangle_{p, 1}-\left\langle y,\left(T^{D^{+}}(\lambda) u\right)_{e}\right\rangle_{p, 0} \\
& =\left\langle y,-u(a) \delta_{a}+u(b) \delta_{b}\right\rangle_{p, 1} \\
& =\binom{y(a)}{y(b)}^{\top} H\binom{u(a)}{u(b)}
\end{aligned}
$$

We can also prove Proposition 3.5 .4 without applying $T^{*}$ if we use (2.3.1) and Proposition 2.1.5i).

With a matrix function of the form (3.5.2) which is invertible for all $\lambda \in \Omega$ we define

$$
\left(\begin{array}{cc}
\widetilde{C}(\lambda) & \widetilde{D}(\lambda)  \tag{3.5.5}\\
\widetilde{W}^{a}(\lambda) & \widetilde{W}^{b}(\lambda)
\end{array}\right):=\left(\begin{array}{ll}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)^{-1} H,
$$

where the matrix on the left-hand side is divided into $n \times n$ block matrices. In case $W^{a}(\lambda)$ and $W^{b}(\lambda)$ depend polynomially on $\lambda \in \mathbb{C}$, we infer from Lemma 3.5.2 that we can choose $\widetilde{A}(\lambda)$ and $\widetilde{B}(\lambda)$ to be polynomials in $\lambda$. Since the determinant of $\left(\begin{array}{ll}W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\ W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)\end{array}\right)$ is a polynomial which is invertible for all $\lambda \in \mathbb{C}$, it is constant. Therefore the matrix function (3.5.5) depends polynomially on $\lambda$. Hence we may assume that $\widetilde{W}^{a}(\lambda)$ and $\widetilde{W}^{b}(\lambda)$ depend polynomially on $\lambda \in \mathbb{C}$ if this holds for $W^{a}(\lambda)$ and $W^{b}(\lambda)$.

Analogous to the operator $T_{0}(\lambda)$ we define the operator $T_{0}^{+}(\lambda)$ in $\left(L_{p^{\prime}}(a, b)\right)^{n}$ by
(3.5.6) $\quad D\left(T_{0}^{+}(\lambda)\right)$

$$
:=\left\{u \in\left(L_{p^{\prime}}(a, b)\right)^{n}: u \in\left(W_{p^{\prime}}^{1}(a, b)\right)^{n}, \widetilde{W}^{a}(\lambda) u(a)+\widetilde{W}^{b}(\lambda) u(b)=0\right\}
$$

and

$$
\begin{equation*}
T_{0}^{+}(\lambda) u:=T^{D^{+}}(\lambda) u \quad\left(u \in D\left(T_{0}^{+}(\lambda)\right)\right) . \tag{3.5.7}
\end{equation*}
$$

BIRKHOFF and LANGER [BL4, p. 64] considered adjoint boundary conditions in the case of invertible boundary matrices $W^{a}(\lambda)$ and $W^{b}(\lambda)$. In our notation, these adjoint boundary conditions are given by

$$
W^{a \top}(\lambda)^{-1} u(a)+W^{b \top}(\lambda)^{-1} u(b)=0 .
$$

It is easy to see that the boundary conditions are of the form (3.5.6), i. e., that $W^{a \top}(\lambda)^{-1}=\widetilde{W}^{a}(\lambda), W^{b \top}(\lambda)^{-1}=\widetilde{W}^{b}(\lambda)$, if we set $\widetilde{A}(\lambda):=0, \widetilde{B}(\lambda):=W^{b}(\lambda)^{\top}$. Then we also have $\widetilde{C}(\lambda)=-W^{a \top}(\lambda)^{-1}, \widetilde{D}(\lambda)=0$.

By Theorem 3.4.5 iii), $T_{0}^{*}(\lambda)$ is a linear operator.
Theorem 3.5.5. For all $\lambda \in \Omega$ we have
i) $T_{0}^{+}(\lambda)=T_{0}^{*}(\lambda)$,
ii) $\left(T_{0}^{+}(\lambda)\right)^{*}=T_{0}(\lambda)$ if $p>1$.

Proof. i) Let $y \in D\left(T_{0}(\lambda)\right)$ and $u \in D\left(T_{0}^{+}(\lambda)\right)$. From Proposition 3.5 .4 we know that

$$
\begin{aligned}
\left\langle T_{0}(\lambda) y, u\right\rangle & =\left\langle T^{D}(\lambda) y, u\right\rangle \\
& =\left\langle y, T^{D^{+}}(\lambda) u\right\rangle+\binom{y(a)}{y(b)}^{\top} H\binom{u(a)}{u(b)} .
\end{aligned}
$$

From (3.5.5) and the definitions of $D\left(T_{0}(\lambda)\right)$ and $D\left(T_{0}^{+}(\lambda)\right)$ we infer

$$
\begin{aligned}
& \binom{y(a)}{y(b)}^{\top} H\binom{u(a)}{u(b)} \\
& =\binom{y(a)}{y(b)}^{\top}\left(\begin{array}{ll}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)\left(\begin{array}{cc}
\widetilde{C}(\lambda) & \widetilde{D}(\lambda) \\
\widetilde{W}^{a}(\lambda) & \widetilde{W}^{b}(\lambda)
\end{array}\right)\binom{u(a)}{u(b)} \\
& =(0, *)\binom{*}{0}=0 .
\end{aligned}
$$

Thus

$$
\left\langle T_{0}(\lambda) y, u\right\rangle=\left\langle y, T^{D^{+}}(\lambda) u\right\rangle
$$

which proves $u \in D\left(T_{0}^{*}(\lambda)\right)$ and $T_{0}^{*}(\lambda) u=T_{0}^{+}(\lambda) u$.
Conversely, let $u \in D\left(T_{0}^{*}(\lambda)\right)$. We have to prove $u \in D\left(T_{0}^{+}(\lambda)\right)$. From Corollary 3.4.6 we know that $u \in D\left(T_{0}^{*}(\lambda)\right)$ implies that there is a vector $d \in \mathbb{C}^{n}$ with $u \in\left(W_{p^{\prime}}^{1}(a, b)\right)^{n}, u(a)=W^{a}(\lambda)^{\top} d$ and $u(b)=-W^{b}(\lambda)^{\top} d$. From (3.5.5) we infer

$$
\begin{aligned}
\widetilde{W}^{a} & (\lambda) u(a)+\tilde{W}^{b}(\lambda) u(b) \\
& =\left(0, I_{n}\right)\left(\begin{array}{cc}
\widetilde{C}(\lambda) & \widetilde{D}(\lambda) \\
\widetilde{W}^{a}(\lambda) & \widetilde{W}^{b}(\lambda)
\end{array}\right)\binom{u(a)}{u(b)} \\
& =-\left(0, I_{n}\right)\left(\begin{array}{ll}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)^{-1}\left(\begin{array}{cc}
-I_{n} & 0 \\
0 & I_{n}
\end{array}\right)\binom{-W^{a}(\lambda)^{\top} d}{W^{b}(\lambda)^{\top} d} \\
& =-\left(0, I_{n}\right)\left(\begin{array}{ll}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)^{-1}\left(\begin{array}{cc}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)\binom{I_{n}}{0} d \\
& =-\left(0, I_{n}\right)\binom{I_{n}}{0} d=0
\end{aligned}
$$

which proves $u \in D\left(T_{0}^{+}(\lambda)\right)$.
ii) Obviously, $-\left(-T^{D^{+}}\right)^{+}(\lambda)=T^{D}(\lambda)$. From (3.5.5) and $H^{\top}=H$ we infer

$$
\left(\begin{array}{ll}
\widetilde{A}(\lambda)^{\top} & \widetilde{B}(\lambda)^{\top} \\
W^{a}(\lambda) & W^{b}(\lambda)
\end{array}\right)=\left(\begin{array}{ll}
\widetilde{W}^{a}(\lambda)^{\top} & \widetilde{C}(\lambda)^{\top} \\
\widetilde{W}^{b}(\lambda)^{\top} & \widetilde{D}(\lambda)^{\top}
\end{array}\right)^{-1} H
$$

which proves $D\left(T_{0}(\lambda)\right)=D\left(-\left(-T_{0}^{+}\right)^{+}(\lambda)\right)$. Hence $T_{0}(\lambda)=-\left(-T_{0}^{+}\right)^{+}(\lambda)$. Finally, apply part i) to $-T_{0}^{+}(\lambda)$ obtain $\left(T_{0}^{+}(\lambda)\right)^{*}=-\left(-T_{0}^{+}\right)^{+}(\lambda)=T_{0}(\lambda)$.

REMARK 3.5.6. Since $\widetilde{A}$ and $\widetilde{B}$ are not uniquely determined, also the boundary matrix functions $\widetilde{W}^{a}$ and $\widetilde{W}^{b}$ are not uniquely determined. But Theorem 3.5.5i) shows that the definition of $T_{0}^{+}$is unambiguous, i. e., the boundary conditions

$$
\widetilde{W}^{a}(\lambda) u(a)+\widetilde{W}^{b}(\lambda) u(b)=0
$$

are uniquely determined by the boundary conditions

$$
W^{a}(\lambda) y(a)+W^{b}(\lambda) y(b)=0
$$

From Proposition 3.4.11 we know that there are two-point boundary value problems for which no associated vector of the corresponding operator functions $T$ and $T^{*}$ at some $\mu$ belongs to the domain of $D\left(T_{0}(\mu)\right)$ and $D\left(T_{0}^{*}(\mu)\right)=$ $D\left(T_{0}^{+}(\mu)\right)$, respectively. Hence we have to go beyond the domain of $T_{0}(\mu)$ for the definition of a root function of $T_{0}$ at $\mu$.
DEFINITION 3.5.7. Let $y \in H\left(\Omega,\left(W_{p}^{1}(a, b)\right)^{n}\right)$ and $\mu \in \Omega$. The vector function $y$ is called a root function of $T_{0}$ at $\mu$ if and only if $y(\mu) \neq 0,\left(T^{D} y\right)(\mu)=0$ and $W^{a}(\mu) y(a, \mu)+W^{b}(\mu) y(b, \mu)=0$. The minimum of the orders of the zeros of $T^{D} y$ and $W^{a} y(a, \cdot)+W^{b} y(b, \cdot)$ at $\mu$ is called the multiplicity of $y$.

From $T^{R} y=W^{a} y(a, \cdot)+W^{b} y(b, \cdot)$ we obtain
Proposition 3.5.8. Let $y \in H\left(\Omega,\left(W_{p}^{1}(a, b)\right)^{n}\right), \mu \in \Omega$ and $v \in \mathbb{N}$. Then $y$ is $a$ root function of $T_{0}$ of multiplicity $v$ at $\mu$ if and only if $y$ is a root function of $T$ of multiplicity $v$ at $\mu$.

Canonical systems of root functions of $T_{0}$ are defined in the same way as for $T$. Hence a system of root functions is a canonical system of root functions of $T_{0}$ at $\mu$ if and only if it is a canonical system of root functions of $T$ at $\mu$.

The situation is different for $T_{0}^{+}=T_{0}^{*}$ and $T^{*}$.
PROPOSITION 3.5.9. Let $(u, d) \in H\left(\Omega,\left(L_{p^{\prime}}(a, b)\right)^{n} \times \mathbb{C}^{n}\right)$ be a root function of $T^{*}$ at $\mu$ of multiplicity $v$. We may assume that $u$ is a polynomial of order $\leq v-1$. Then $u \in H\left(\Omega,\left(W_{p^{\prime}}^{1}(a, b)\right)^{n}\right)$, $u$ is a root function of $T_{0}^{+}$of multiplicity $v_{1}$ at $\mu$, and $d+\widetilde{C} u(a, \cdot)+\widetilde{D} u(b, \cdot)$ has a zero of order $v_{2}$ at $\mu$, where $v=\min \left\{v_{1}, v_{2}\right\}$.
Proof. By assumption we have

$$
u(\lambda)=\sum_{i=0}^{v-1}(\lambda-\mu)^{i} u_{i} \quad(\lambda \in \Omega)
$$

where $u_{i} \in\left(L_{p^{\prime}}(a, b)\right)^{n}(i=0, \ldots, v-1)$. In order to show $u_{i} \in\left(W_{p^{\prime}}^{1}(a, b)\right)^{n}$ set

$$
d_{i}:=\frac{1}{i!}\left(\frac{\mathrm{d}^{i}}{\mathrm{~d} \lambda^{i}} d\right)(\mu) \quad(i=0, \ldots, v-1)
$$

Since $(u, d)$ is a root function of $T^{*}$ of multiplicity $v$ at $\mu$ we have

$$
\begin{equation*}
T^{*}(\mu)\left(u_{i}, d_{i}\right)=-\sum_{j=1}^{i} \frac{1}{j!}\left(\frac{\mathrm{d}^{j}}{\mathrm{~d} \lambda j} T^{*}\right)(\mu)\left(u_{i-j}, d_{i-j}\right) \quad(i=0, \ldots, v-1) \tag{3.5.8}
\end{equation*}
$$

From (3.3.2) and (3.3.3) we infer

$$
\begin{aligned}
u_{i}^{\prime} & =-\left(T^{*}(\mu)\left(u_{i}, d_{i}\right)\right)_{r}-A^{\top}(\cdot, \mu) u \\
& =-\sum_{j=0}^{i} \frac{1}{j!}\left(\frac{\partial^{j}}{\partial \lambda^{j}} A^{\top}\right)(\cdot, \mu) u_{i-j} \in\left(L_{p^{\prime}}(a, b)\right)^{n} .
\end{aligned}
$$

Hence $u_{i} \in\left(W_{p^{\prime}}^{1}(a, b)\right)^{n}$ by Corollary 2.1.4. From Proposition 3.5 .3 we know that

$$
T^{*}(u, d)=\left(T^{D^{+}} u\right)_{e}+\left(-u(a, \cdot)+W^{a \top} d\right) \delta_{a}+\left(u(b, \cdot)+W^{b \top} d\right) \delta_{b}
$$

Since $(u, d)$ is a root function of $T^{*}$ of multiplicity $v$ at $\mu$, Proposition 3.4.4 yields that $-u(a, \cdot)+W^{a \top} d$ and $u(b, \cdot)+W^{b \top} d$ have a zero of order $\geq v$ at $\mu$. Thus $T^{D^{+}} u$ also has a zero of order $\geq v$ at $\mu$. In view of (3.5.5),

$$
\left(\begin{array}{cc}
W^{a \boldsymbol{\top}} & \widetilde{A}  \tag{3.5.9}\\
W^{b \top} & \widetilde{B}
\end{array}\right)\left(\begin{array}{cc}
\widetilde{C} & \widetilde{D} \\
\widetilde{W}^{a} & \widetilde{W}^{b}
\end{array}\right)\binom{u(a, \cdot)}{u(b, \cdot)}+\left(\begin{array}{cc}
W^{a \top} & \widetilde{A} \\
W^{b \top} & \widetilde{B}
\end{array}\right)\binom{d}{0}
$$

has a zero of order $\geq v$ at $\mu$. Since $\left(\begin{array}{ll}W^{a \top}(\lambda) & \tilde{A}(\lambda) \\ W^{b \top}(\lambda) & \widetilde{B}(\lambda)\end{array}\right)$ is invertible for all $\lambda \in \mathbb{C}$, we see that $\widetilde{W}^{a} u(a, \cdot)+\widetilde{W}^{b} u(b, \cdot)$ has a zero of order $\geq v$ at $\mu$. Furthermore,

$$
(\widetilde{C}, \widetilde{D})\binom{u(a, \cdot)}{u(b, \cdot)}+d
$$

has a zero of order $\geq v$ at $\mu$. This together with $(u, d)(\mu) \neq 0$ proves $u(\cdot, \mu) \neq 0$. The above considerations immediately yield $v=\min \left\{v_{1}, v_{2}\right\}$.
Proposition 3.5.10. Let $u \in H\left(\Omega,\left(W_{p}^{1}(a, b)\right)^{n}\right)$ be a root function of $T_{0}^{+}$of multiplicity $v$ at $\mu$. Set $d:=-\widetilde{C} u(a, \cdot)-\widetilde{D} u(b, \cdot)$. Then $(u, d)$ is a root function of $T^{*}$ of multiplicity $v$ at $\mu$.
Proof. By assumption, $\tilde{W}^{a} u(a, \cdot)+\widetilde{W}^{b} u(b, \cdot)$ has a zero of order $\geq v$ at $\mu$. Hence the matrix function (3.5.9) has a zero of order $\geq v$ at $\mu$. With the aid of (3.5.5) we infer that $-u(a, \cdot)+W^{a \top} d$ and $u(b, \cdot)+W^{b^{\top}} d$ have a zero of order $\geq v$ at $\mu$. By assumption, this also holds for $T^{D^{+}} u$. For at least one of these three functions in $\left(W_{p^{\prime}}^{-1}[a, b]\right)^{n}$ the order of the zero at $\mu$ is exactly $v$. In view of (3.5.4) and Proposition 3.4.4 the proof is complete.

We define eigenvectors, associated vectors, and canonical systems of eigenvectors and associated vectors of $T_{0}$ and $T_{0}^{+}$via corresponding root functions and canonical systems of root functions as we did for $T$ and $T^{*}$ in Section 1.6.
THEOREM 3.5.11. Let $\mu \in \sigma\left(T_{0}\right)$ and let $\left\{y_{h}^{(i)}: 1 \leq i \leq r, 0 \leq h \leq m_{i}-1\right\}$ be a canonical system of eigenvectors and associated vectors of $T_{0}$ at $\mu$. Then there is a canonical system $\left\{u_{h}^{(i)}: 1 \leq i \leq r, 0 \leq h \leq m_{i}-1\right\}$ of eigenvectors and associated vectors of $T_{0}^{+}$at $\mu$ such that the principal part of the Green's matrix $G(x, \xi, \cdot)$ at $\mu$ has the form

$$
\begin{equation*}
\sum_{j=1}^{r} \sum_{l=0}^{m_{j}-1}(\cdot-\mu)^{l-m_{j}} \sum_{h=0}^{l} y_{h}^{(j)}(x) u_{l-h}^{(j)^{\top}}(\xi) \tag{3.5.10}
\end{equation*}
$$

If $W^{a}$ and $W^{b}$ do not depend on $\lambda$, then the biorthogonal relationships

$$
\begin{array}{r}
\sum_{k=0}^{l} \sum_{q=1}^{m_{i}} \frac{1}{(k+q)!} \int_{a}^{b} u_{l-k}^{(j)^{\top}}(x) \frac{\mathrm{d}^{k+q} A}{\mathrm{~d} \lambda^{k+q}}(\mu) y_{m_{i}-q}^{(i)}(x) \mathrm{d} x=-\delta_{i j} \delta_{0 l}  \tag{3.5.11}\\
\left(1 \leq i \leq r, 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right)
\end{array}
$$

hold.

Proof. Since a CSEAV of $T_{0}$ at $\mu$ is a CSEAV of $T$ at $\mu$, by Theorem 1.6.5 there is a CSEAV $\left\{\left(u_{h}^{(i)}, d_{h}^{(i)}\right): 1 \leq i \leq r, 0 \leq h \leq m_{i}-1\right\}$ of $T^{*}$ at $\mu$ such that

$$
\begin{equation*}
\sum_{j=1}^{r} \sum_{l=1}^{m_{j}}(\cdot-\mu)^{-l} \sum_{h=0}^{m_{j}-l} y_{h}^{(j)} \otimes\left(u_{m_{j}-l-h}^{(j)}, d_{m_{j}-l-h}^{(j)}\right) \tag{3.5.12}
\end{equation*}
$$

is the principal part of $T^{-1}$ at $\mu$, and the biorthogonal relationships

$$
\begin{align*}
\sum_{k=0}^{l} \sum_{q=1}^{m_{i}} \frac{1}{(k+q)!}\left\langle\frac{\mathrm{d}^{k+q} T}{\mathrm{~d} \lambda^{k+q}}(\mu) y_{m_{i}-q}^{(i)},\left(u_{l-k}^{(j)}, d_{l-k}^{(j)}\right)\right\rangle & =\delta_{i j} \delta_{0 l}  \tag{3.5.13}\\
& \left(1 \leq i \leq r, 1 \leq j \leq r, 0 \leq l \leq m_{j}-1\right)
\end{align*}
$$

hold.
By Proposition 3.5.9, for each $i \in\{1, \ldots, r\},\left\{u_{h}^{(i)}: 0 \leq h \leq m_{i}-1\right\}$ is a CEAV of $T_{0}^{+}$at $\mu$, and $d_{0}^{(i)}=-\widetilde{C}(\mu) u_{0}^{(i)}(a)-\widetilde{D}(\mu) u_{0}^{(i)}(b)$. Hence $u_{0}^{(1)}, \ldots, u_{0}^{(r)}$ are linearly independent as $\left(u_{0}^{(1)}, d_{0}^{(1)}\right), \ldots,\left(u_{0}^{(r)}, d_{0}^{(r)}\right)$ are linearly independent. Since the multiplicities of a CSEAV of $T_{0}^{+}$at $\mu$ cannot exceed the multiplicities of a CSEAV of $T^{*}$ at $\mu$ by Proposition 3.5.10, $\left\{u_{h}^{(i)}: 1 \leq i \leq r, 0 \leq h \leq m_{i}-1\right\}$ is a CSEAV of $T_{0}^{+}$at $\mu$. Theorem 3.4.1 i) yields that the principal part of $T_{0}^{-1}$ at $\mu$ is

$$
\sum_{j=1}^{r} \sum_{l=1}^{m_{j}}(\lambda-\mu)^{-l} \sum_{h=0}^{m_{j}-l} y_{h}^{(j)} \otimes u_{m_{j}-l-h}^{(j)} .
$$

Since the Green's matrix is uniquely determined by (3.4.3), we obtain (3.5.10)recall that we understand this identity to hold almost everywhere. Let

$$
y_{i}:=\sum_{l=0}^{m_{i}-1}(\cdot-\mu)^{l} y_{l}^{(i)} .
$$

If $W^{a}$ and $W^{b}$ are constant, then $T^{R} y_{i}$ is a polynomial of degree $\leq m_{i}-1$ and has a zero of order $\geq m_{i}$ at $\mu$. Hence $T^{R} y_{i}=0$ for $i=1, \ldots, r$. Thus (3.5.13) leads to (3.5.11).

### 3.6. Notes

Historically, boundary eigenvalue problems have been investigated for scalar $n$-th order differential equations before they were considered for first order systems. However, since each boundary eigenvalue problem for an $n$-th order differential equation is equivalent to one for a first order system, we can use the results of this chapter also for $n$-th order differential equations. Of course, also higher order systems are equivalent to first order systems. In this monograph we do not consider systems of higher order differential equations. We just mention that in this case certain restrictions have to apply: for systems of differential equations of mixed
order the associated operators may not be Fredholm, see [ALMS, Section 4]. But even if one only wants to consider $n$-th order scalar differential equations, it is often advisable also to deal with first order systems since it is in general easier to consider first order systems because solutions of first order systems of differential equations are easier to handle than solutions of $n$-th order differential equations.

It was first shown by Kaashoek [KAS] that the operator functions associated with two-point boundary eigenvalue problems are globally equivalent to an extension of their characteristic matrices, see Theorem I.2.

Since the boundary part is considered nonhomogeneously, the vector $d$ occurs naturally in the adjoint boundary conditions, see Theorem 3.3.1. If one considers a homogeneous boundary part, the integral term in the boundary conditions of the original system together with this parametric vector occur in the adjoint system of differential equations, whereas the boundary conditions of the adjoint operator are interface conditions at those points where the original boundary conditions are taken, involving the parametric vector, see Corollary 3.4.6. This form of the adjoint problem was established by R. H. Cole in [CO3]. A. M. Krall [KR2] showed that Cole's definition coincides with the functional analytic adjoint operator. He called these adjoint problems differential-boundary problems since the boundary conditions are linked with the differential equation via the parameter. In a series of papers, [KR3]-[KR11], Krall investigated properties of these differential boundary operators. Krall's results were generalized by Möller in [MÖ1]-[MÖ4].
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## Chapter IV

## BIRKHOFF REGULAR AND STONE REGULAR BOUNDARY EIGENVALUE PROBLEMS

This chapter deals with regular boundary eigenvalue problems for first order $n \times n$ systems of ordinary differential equations. These first order systems are asymptotically linear in the eigenvalue parameter $\lambda$. The leading matrix, i.e., the coefficient matrix of $\lambda$, is supposed to be a diagonal matrix whose nonzero diagonal elements as well as their nonzero differences are assumed to have constant arguments and to be bounded away from zero (almost everywhere). The boundary conditions are allowed to have infinitely many interior points and an integral term. The coefficients of the boundary conditions may depend on the eigenvalue parameter $\lambda$, with respect to which they are asymptotically constant as $\lambda$ tends to infinity.

First Birkhoff regular boundary eigenvalue problems are dealt with (Definition 4.1.2). This regularity property is given in terms of the arguments of the nonzero diagonal elements of the leading matrix in the differential system, further by the zero-approximand of the $\lambda$-asymptotic fundamental matrix of the differential system, and by the limits of the coefficient matrices in the boundary conditions. If the leading matrix in the differential system is invertible, then Birkhoff regularity is easy to check since in this case it only depends on the arguments of the diagonal elements of the leading matrix in the differential system and on the limits of the coefficient matrices in the boundary conditions at the endpoints of the underlying interval. To illustrate the notion of Birkhoff regularity, some boundary eigenvalue problems for $2 \times 2$ differential systems are classified with respect to this property. One of the most important consequences of Birkhoff regularity of a boundary eigenvalue problem is the fact that the determinant of a suitable characteristic matrix function is bounded away from zero for $\lambda$ in the union of circles $\Gamma_{v}(v \in \mathbb{N})$ with centres at zero and radii $\rho_{v}$ which tend to infinity as $v$ tends to infinity (Theorem 4.3.9).

Stone regularity is also considered in this chapter. For a natural number $s$ we call a boundary eigenvalue problem $s$-regular if there exists a sequence of circles $\Gamma_{v}(v \in \mathbb{N})$ with centres at zero and radii $\rho_{v}$ which tend to infinity such that the determinant of an appropriate characteristic matrix multiplied by $\lambda^{s}$ is bounded away from zero for $\lambda$ in the union of the circles $\Gamma_{v}$. Birkhoff regular
boundary eigenvalue problems are 0 -regular. A boundary eigenvalue problem is called Stone regular if it is $s$-regular for some natural number $s$.

In the next chapter eigenfunction expansions for regular boundary eigenvalue problems will be proved by the contour integral method, i. e., by integrating certain operator functions which essentially consist of the product of some negative power of $\lambda$ and the resolvent of the boundary eigenvalue problem along the circles $\Gamma_{\nu}(v \in \mathbb{N})$ which are given by the regularity assumptions. The exponent of this power of $\lambda$ is determined by the order of regularity of the boundary eigenvalue problem. In the present fourth chapter we prepare the proofs of these expansion theorems by establishing several estimates of the operator functions which will be used in the contour integral method. These estimates yield the convergence of the contour integrals taken along the sequence of the regularity circles $\Gamma_{V}$ (Theorems 4.4.9 and 4.4.11). With the aid (of a special case) of the Hilbert transform these first results are sharpened for Birkhoff regular boundary eigenvalue problems. Under this regularity condition and some other technical assumptions it is shown that the sequence of certain contour integrals taken along the regularity circles $\Gamma_{v}(v \in \mathbb{N})$ converge strongly in the $L_{p}$-norm to the identity operator on a subspace of $\left(L_{p}(a, b)\right)^{n}$ (Theorem 4.6.9 for $1<p<\infty$, Theorem 4.7.5 for $p=\infty$ ). In the case $1<p<\infty$ this subspace is explicitly determined by the structure of the leading (diagonal) matrix in the differential system. For $p=\infty$ it is not that easy to describe: it consists of the class of continuous functions which are of bounded variation and fulfil certain boundary conditions.

### 4.1. Definitions and basic results

Let $-\infty<a<b<\infty, 1 \leq p \leq \infty$ and $n \in \mathbb{N} \backslash\{0\}$. For sufficiently large complex numbers $\lambda$, say $|\lambda| \geq \gamma(>0)$, we consider the boundary eigenvalue problem

$$
\begin{align*}
& y^{\prime}-\left(\lambda A_{1}+A_{0}+\lambda^{-1} A^{0}(\cdot, \lambda)\right) y=0,  \tag{4.1.1}\\
& \sum_{j=0}^{\infty} \widetilde{W}^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} \widetilde{W}(x, \lambda) y(x) \mathrm{d} x=0, \tag{4.1.2}
\end{align*}
$$

where $y$ varies in $\left(W_{p}^{1}(a, b)\right)^{n}$.
For the system of differential equations (4.1.1) we assume that the coefficient matrices $A_{0}$ and $A_{1}$ belong to $M_{n}\left(L_{p}(a, b)\right)$, that $A^{0}(\cdot, \lambda)$ belongs to $M_{n}\left(L_{p}(a, b)\right)$ for $|\lambda| \geq \gamma$ and depends holomorphically on $\lambda$ there, and that

$$
A^{0}(\cdot, \lambda) \text { is bounded in } M_{n}\left(L_{p}(a, b)\right) \text { as } \lambda \rightarrow \infty .
$$

We suppose that $A_{1}$ is a diagonal matrix function, more precisely,

$$
A_{1}=\left(\begin{array}{llllll}
A_{0}^{1} & & & & \\
& A_{1}^{1} & & & 0 & \\
& & \cdot & & \\
& 0 & & \cdot & & \\
& & & & \\
& & & & A_{l}^{1}
\end{array}\right)
$$

where $l$ is a positive integer,

$$
A_{v}^{1}=r_{v} I_{n_{v}}(v=0, \ldots, l), \quad \sum_{v=0}^{l} n_{v}=n
$$

with $n_{0} \in \mathbb{N}$ and $n_{v} \in \mathbb{N} \backslash\{0\}$ for $v=1, \ldots, l$. According to the block structure of $A_{1}$, we write $A_{0}=\left(A_{0, v \mu}\right)_{v, \mu=0}^{l}$.

For the diagonal elements of $A_{1}$ we assume:
I) $r_{0}=0$, and for $v, \mu=0, \ldots, l$ there are numbers $\varphi_{v \mu} \in[0,2 \pi)$ such that

$$
\begin{align*}
& \left(r_{v}-r_{\mu}\right)^{-1} \in L_{\infty}(a, b) \quad \text { if } v \neq \mu  \tag{4.1.3}\\
& r_{v}(x)-r_{\mu}(x)=\left|r_{v}(x)-r_{\mu}(x)\right| e^{i \varphi_{v \mu}} \quad \text { a.e. in }(a, b) \tag{4.1.4}
\end{align*}
$$

Note that $\mu=0$ gives $r_{v}^{-1} \in L_{\infty}(a, b)$ for $v=1, \ldots, l$ and

$$
\begin{equation*}
r_{v}(x)=\left|r_{v}(x)\right| e^{i \varphi_{v}} \quad \text { a.e. in }(a, b) \quad(v=1, \ldots, l) \tag{4.1.5}
\end{equation*}
$$

where $\varphi_{v}:=\varphi_{v 0}=\varphi_{0 v} \pm \pi$ for $v=1, \ldots, l$.
If $n_{0}=0$, then we need the conditions (4.1.3) and (4.1.4) only for $v, \mu \in$ $\{1, \ldots, l\}$. On the other hand, the conditions $r_{v}^{-1} \in L_{\infty}(a, b)$ for $v=1, \ldots, l$ and (4.1.5) are needed in any case. Hence it is no additional assumption if we take $v, \mu \in\{0, \ldots, l\}$ in (4.1.3) and (4.1.4) also in the case $n_{0}=0$.

To give a more explicit representation of condition I), we consider the following conditions (we remind that identities and inequalities of functions are understood to hold almost everywhere):
II) $r_{0}=0$, and there are a number $\alpha \in \mathbb{C}$ and for $v=0, \ldots, l$ real-valued functions $\tilde{r}_{v} \in L_{p}(a, b)$ such that for all $v, \mu=0, \ldots, l$

$$
\begin{align*}
& r_{v}=\alpha \tilde{r}_{v}  \tag{4.1.6}\\
& \left(r_{v}-r_{\mu}\right)^{-1} \in L_{\infty}(a, b) \text { if } v \neq \mu \tag{4.1.7}
\end{align*}
$$

$$
\begin{equation*}
\tilde{r}_{v}-\tilde{r}_{\mu} \text { is a positive or negative function if } v \neq \mu \tag{4.1.8}
\end{equation*}
$$

III) $r_{0}=0$, and there are a positive real-valued function $r \in L_{p}(a, b)$ such that $r^{-1} \in L_{\infty}(a, b)$ and $\alpha_{v} \in \mathbb{C}(v=0, \ldots, l)$ such that $r_{v}=\alpha_{v} r$ and $\alpha_{v} \neq \alpha_{\mu}$ for $v, \mu=0, \ldots, l$ and $v \neq \mu$.
PROPOSITION 4.1.1. Let $r_{1}, \ldots, r_{l} \in L_{p}(a, b)$. Then I) $\left.\left.\Leftrightarrow \mathrm{II}\right) \vee \mathrm{III}\right)$.

Proof. I) $\Rightarrow$ II) $\vee$ III): Observe that $\varphi_{\nu \mu}, \varphi_{\nu 0}$ and $\varphi_{\mu, 0}$ for $v, \mu \in\{1, \ldots, l\}$ satisfy

$$
\begin{equation*}
\left|r_{v}(x)-r_{\mu}(x)\right| e^{i \varphi_{v \mu}}=r_{v}(x)-r_{\mu}(x)=\left(\left|r_{v}(x)\right|-e^{i\left(\varphi_{\mu 0}-\varphi_{v 0}\right)}\left|r_{\mu}(x)\right|\right) e^{i \varphi_{v 0}} \tag{4.1.9}
\end{equation*}
$$

for $x \in(a, b)$. Condition (4.1.3) implies that $r_{1} \neq 0$. If $\varphi_{v 0}-\varphi_{\mu 0} \in \pi \mathbb{Z}$ for all $v, \mu \in\{1, \ldots, l\}$, then we set $\alpha=e^{i \varphi_{1}}$ and $\tilde{r}_{v}:=\alpha^{-1} r_{v}$. Then the functions $\tilde{r}_{v}$ are real-valued, (4.1.6) and (4.1.7) are obvious, and (4.1.8) follows from

$$
\tilde{r}_{\nu}(x)-\tilde{r}_{\mu}(x)=\left|r_{v}(x)-r_{\mu}(x)\right| \alpha^{-1} e^{i \varphi_{\nu \mu}} \text { a.e. in }(a, b)
$$

since (4.1.9) implies that $\varphi_{v \mu}-\varphi_{v 0} \in \pi \mathbb{Z}$. Thus II) holds in this case. Now suppose that there are $v, \mu \in\{1, \ldots, l\}$ such that $\varphi_{v 0}-\varphi_{\mu 0} \notin \pi \mathbb{Z}$. For $x \in(a, b)$ we infer from (4.1.9) that

$$
\left|r_{v}(x)-r_{\mu}(x)\right| e^{i\left(\varphi_{v \mu}-\varphi_{v 0}\right)}+\left|r_{\mu}(x)\right| e^{i\left(\varphi_{\mu 0}-\varphi_{v 0}\right)}=\left|r_{v}(x)\right|
$$

The imaginary part yields

$$
\left|r_{v}(x)-r_{\mu}(x)\right| \sin \left(\varphi_{v \mu}-\varphi_{v 0}\right)+\left|r_{\mu}(x)\right| \sin \left(\varphi_{\mu 0}-\varphi_{v 0}\right)=0
$$

Since $\left|r_{\mu}(x)\right| \neq 0$ a. e. and $\sin \left(\varphi_{\mu 0}-\varphi_{\nu 0}\right) \neq 0$ by assumption, we obtain that $\sin \left(\varphi_{v \mu}-\varphi_{v 0}\right) \neq 0$. Hence

$$
r_{v}(x)=\left|r_{\mu}(x)\right|\left(e^{i \varphi_{\mu 0}}-\frac{\sin \left(\varphi_{\mu 0}-\varphi_{v 0}\right)}{\sin \left(\varphi_{v \mu}-\varphi_{v 0}\right)} e^{i \varphi_{v \mu}}\right)
$$

We set $r(x):=\left|r_{\mu}(x)\right|, \alpha_{\mu}:=e^{i \varphi_{\mu 0}}, \alpha_{\nu}:=\left(e^{i \varphi_{\mu 0}}-\frac{\sin \left(\varphi_{\mu 0}-\varphi_{v 0}\right)}{\sin \left(\varphi_{v \mu}-\varphi_{v 0}\right)} e^{i \varphi_{v \mu}}\right)$, and $\alpha_{0}=0$. Now let $\kappa \in\{1, \ldots, l\} \backslash\{\nu, \mu\}$. Then $\varphi_{\kappa 0}-\varphi_{\mu 0} \notin \pi \mathbb{Z}$ or $\varphi_{\kappa 0}-\varphi_{\nu 0} \notin \pi \mathbb{Z}$. If $\varphi_{\kappa 0}-\varphi_{\mu 0} \notin \pi \mathbb{Z}$, then as above there is a complex number $\alpha_{\kappa} \in \mathbb{C}$ such that $r_{\kappa}(x)=\alpha_{\kappa}\left|r_{\mu}(x)\right|$. If $\varphi_{\kappa 0}-\varphi_{\nu 0} \notin \pi \mathbb{Z}$, then there is a complex number $\alpha_{\kappa}^{\prime} \in \mathbb{C}$ such that $r_{\kappa}(x)=\alpha_{\kappa}^{\prime}\left|r_{\nu}(x)\right|$. Set $\alpha_{\kappa}:=\alpha_{\kappa}^{\prime}\left|\alpha_{v}\right|$. This proves that III) holds since (4.1.3) implies that the $\alpha_{\kappa}$ are pairwise different.
$\mathrm{II}) \Rightarrow \mathrm{I}$ ) immediately follows from

$$
r_{v}(x)-r_{\mu}(x)=\alpha\left(\tilde{r}_{v}(x)-\tilde{r}_{\mu}(x)\right)
$$

III $) \Rightarrow \mathrm{I}$ ) is obvious since $r^{-1} \in L_{\infty}(a, b)$.

For the boundary conditions (4.1.2) we assume that $a_{j} \in[a, b]$ for $j \in \mathbb{N}$, that $a_{j} \neq a_{k}$ if $j \neq k$, and that $a_{0}=a, a_{1}=b$. We suppose that the matrix function $\widetilde{W}(\cdot, \lambda)$ belongs to $M_{n}\left(L_{1}(a, b)\right)$ for $|\lambda| \geq \gamma$ and that there is $W_{0} \in M_{n}\left(L_{1}(a, b)\right)$ such that

$$
\begin{equation*}
\widetilde{W}(\cdot, \lambda)-W_{0}=O\left(\lambda^{-1}\right) \quad \text { in } M_{n}\left(L_{1}(a, b)\right) \text { as } \lambda \rightarrow \infty \tag{4.1.10}
\end{equation*}
$$

Finally we assume that the $\widetilde{W}_{j}(\lambda)$ are $n \times n$ matrices, defined for $|\lambda| \geq \gamma$, and that there are $n \times n$ matrices $W_{0}^{(j)}$ such that the estimates

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left|W_{0}^{(j)}\right|<\infty \tag{4.1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left|\tilde{W}^{(j)}(\lambda)-W_{0}^{(j)}\right|=O\left(\lambda^{-1}\right) \quad \text { as } \lambda \rightarrow \infty \tag{4.1.12}
\end{equation*}
$$

hold. Since

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left|\widetilde{W}^{(j)}(\lambda)\right| \leq \sum_{j=0}^{\infty}\left|W_{0}^{(j)}\right|+\sum_{j=0}^{\infty}\left|\widetilde{W}^{(j)}(\lambda)-W_{0}^{(j)}\right|<\infty, \tag{4.1.13}
\end{equation*}
$$

the boundary conditions (4.1.2) are well-defined for $|\lambda| \geq \gamma$, see Section 3.1.
By Theorem 2.8.2 there is a fundamental matrix function

$$
\begin{equation*}
\widetilde{Y}(\cdot, \lambda)=\left(P^{[0]}+B_{0}(\cdot, \lambda)\right) E(\cdot, \lambda) \tag{4.1.14}
\end{equation*}
$$

of the differential equation (4.1.1) having the following properties: The matrix function $E(\cdot, \lambda)$ belongs to $M_{n}\left(W_{p}^{1}(a, b)\right)$ and

$$
\begin{equation*}
E(x, \lambda)=\operatorname{diag}\left(E_{0}(x, \lambda), E_{1}(x, \lambda), \ldots, E_{l}(x, \lambda)\right) \tag{4.1.15}
\end{equation*}
$$

for $x \in[a, b]$ and $\lambda \in \mathbb{C}$, where

$$
R_{v}(x)=\int_{a}^{x} r_{v}(\xi) \mathrm{d} \xi, \quad E_{v}(x, \lambda)=\exp \left(\lambda R_{v}(x)\right) I_{n_{v}}
$$

The matrix function $P^{[0]}$ belongs to $M_{n}\left(W_{p}^{1}(a, b)\right)$ and has block diagonal form according to the block structure of $A_{1}$, i. e.,

$$
\begin{equation*}
P^{[0]}=\operatorname{diag}\left(P_{00}^{[0]}, P_{11}^{[0]}, \ldots, P_{l l}^{[0]}\right) \tag{4.1.16}
\end{equation*}
$$

The diagonal elements $P_{v v}^{[0]}$ are uniquely given as solutions of the initial value problems

$$
\left\{\begin{array}{l}
P_{v v}^{[0]^{\prime}}=A_{0, v v} P_{v v}^{[0]}  \tag{4.1.17}\\
P_{v v}^{[0]}(a)=I_{n_{v}}
\end{array}\right.
$$

where the $n_{v} \times n_{v}$ matrix functions $A_{0, v v}$ are the block diagonal elements of $A_{0}$. The matrix function $B_{0}(\cdot, \lambda)$ belongs to $M_{n}\left(W_{p}^{1}(a, b)\right)$ for $|\lambda| \geq \gamma$ and fulfils the estimates

$$
\left\{\begin{array}{l}
B_{0}(\cdot, \lambda)=\{o(1)\}_{\infty},  \tag{4.1.18}\\
B_{0}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty},
\end{array} \quad \text { as } \lambda \rightarrow \infty\right.
$$
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where

$$
\tau_{p}(\lambda)=\max _{\substack{v, \mu=0 \\ v \neq \mu}}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1+1 / p}
$$

In case $1<p \leq \frac{3}{2}$ we require that there are numbers $1 \leq p_{\nu \mu} \leq \infty$ for $v, \mu=$ $0, \ldots, l, v \neq \mu$, such that

$$
\begin{equation*}
A_{0, v q} \in M_{n_{v}, n_{q}}\left(L_{p_{v q}}(a, b)\right) \text { and } \frac{1}{p_{v q}}+\frac{1}{p_{q \mu}}<2-\frac{1}{p} \tag{4.1.19}
\end{equation*}
$$

for all $v, \mu, q=0, \ldots, l$ with $v \neq q$ and $\mu \neq q$, where $A_{0, v q}$ is the $(v, q)$ block entry of $A_{0}$ according to the block structure of $A_{1}$. If $p>\frac{3}{2}$ or $1<p \leq \frac{3}{2}$ and (4.1.19) holds, then there is a number $\varepsilon \in\left(0,1-\frac{1}{p}\right)$ such that

$$
\begin{equation*}
B_{0}(\cdot, \lambda)=\left\{O\left(\max _{\substack{l, \mu=0 \\ v \neq \mu}}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1 / p-\varepsilon}\right)\right\}_{p} \text { as } \lambda \rightarrow \infty \tag{4.1.20}
\end{equation*}
$$

For the definition of Birkhoff regularity we need some further notations: For $v=1, \ldots, l$ let $\varphi_{v}$ be as defined in (4.1.5) and let $\lambda \in \mathbb{C} \backslash\{0\}$. We set

$$
\delta_{v}(\lambda):= \begin{cases}0 & \text { if } \Re\left(\lambda e^{i \varphi_{v}}\right)<0  \tag{4.1.21}\\ 1 & \text { if } \Re\left(\lambda e^{i \varphi_{v}}\right)>0 \\ 0 & \text { if } \mathfrak{R}\left(\lambda e^{i \varphi_{v}}\right)=0 \text { and } \mathfrak{I}\left(\lambda e^{i \varphi_{v}}\right)>0 \\ 1 & \text { if } \mathfrak{R}\left(\lambda e^{i \varphi_{v}}\right)=0 \text { and } \mathfrak{J}\left(\lambda e^{i \varphi_{v}}\right)<0\end{cases}
$$

For convenience let $\delta_{0}(\lambda)=\delta_{1}(\lambda)$. We define the block diagonal matrices

$$
\left\{\begin{array}{l}
\Delta(\lambda):=\operatorname{diag}\left(\delta_{0}(\lambda) I_{n_{0}}, \ldots, \delta_{l}(\lambda) I_{n_{l}}\right)  \tag{4.1.22}\\
\Delta_{0}:=\operatorname{diag}\left(0 \cdot I_{n_{0}}, I_{n_{1}}, \ldots, I_{n_{l}}\right)
\end{array}\right.
$$

which (by definition) reduce to

$$
\begin{equation*}
\Delta(\lambda)=\operatorname{diag}\left(\delta_{1}(\lambda) I_{n_{1}}, \ldots, \delta_{l}(\lambda) I_{n_{l}}\right), \quad \Delta_{0}:=I_{n} \tag{4.1.23}
\end{equation*}
$$

if $n_{0}=0$. Finally we set

$$
\begin{equation*}
\tilde{M}_{2}:=\sum_{j=0}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right)+\int_{a}^{b} W_{0}(x) P^{[0]}(x) \mathrm{d} x \tag{4.1.24}
\end{equation*}
$$

From the definition of the $\delta_{v}(\lambda)$ we immediately infer that

$$
\Delta(-\lambda)=I_{n}-\Delta(\lambda)
$$

This is one reason for the choice of $\delta_{0}$. Another reason is that the values of $\Delta$ only depend on the values of $\delta_{1}, \ldots, \delta_{l}$.

Definition 4.1.2. The boundary eigenvalue problem (4.1.1), (4.1.2) is called Birkhoff regular if

$$
\begin{equation*}
W_{0}^{(0)}\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}+W_{0}^{(1)} \Delta(\lambda) \Delta_{0}+\tilde{M}_{2}\left(I_{n}-\Delta_{0}\right) \tag{4.1.25}
\end{equation*}
$$

is invertible for $\lambda \in \mathbb{C} \backslash\{0\}$.
We would like to mention that the first $n_{0}$ columns of the matrices in (4.1.25) do not depend on $\lambda$ and are the corresponding columns of $\tilde{M}_{2}$. For $j>n_{0}$ and $\lambda \in \mathbb{C} \backslash\{0\}$, the $j$-th column in the matrix (4.1.25) is the $j$-th column of $W_{0}^{(0)}$ if the $j$-th diagonal element of $\Delta(\lambda)$ is 0 , and it is the $j$-th column of $W_{0}^{(1)}$ if the $j$-th diagonal element of $\Delta(\lambda)$ is 1 .

Obviously, a necessary condition for Birkhoff regularity is that none of the first $n_{0}$ columns of $\widetilde{M}_{2}$ and none of the last $n-n_{0}$ columns of $W_{0}^{(0)}$ and $W_{0}^{(1)}$ is zero. For example, a sufficient condition for Birkhoff regularity is that $n_{0}=0$ and $W_{0}^{(1)}=\alpha W_{0}^{(0)}$ such that $\alpha \neq 0$ and $W_{0}^{(0)}$ is invertible. We shall call boundary conditions with $W_{0}^{(1)}=\alpha W_{0}^{(0)}$ asymptotically periodic boundary conditions.

For $v=1, \ldots, l$ we define

$$
\Lambda_{v}^{1}:=\left(\begin{array}{cccccc}
0 \cdot I_{n_{0}} & & & &  \tag{4.1.26}\\
& \delta_{v}^{1} I_{n_{1}} & & & 0 & \\
& 0 & \cdot & & & \\
& 0 & & & & \\
& & & & & \delta_{v}^{l} I_{n_{l}}
\end{array}\right)
$$

and

$$
\Lambda_{v}^{2}:=\left(\begin{array}{ccccc}
0 \cdot I_{n_{0}} & & & &  \tag{4.1.27}\\
& \left(1-\delta_{v}^{1}\right) I_{n_{1}} & & 0 & \\
& 0 & \cdot & & \\
& & & \cdot & \\
& & & & \left(1-\delta_{v}^{l}\right) I_{n_{l}}
\end{array}\right)
$$

where

$$
\delta_{v}^{\mu}:= \begin{cases}1 & \text { if } \varphi_{\mu} \in\left[\varphi_{v}, \varphi_{v}+\pi\right) \bmod (2 \pi)  \tag{4.1.28}\\ 0 & \text { if } \varphi_{\mu} \notin\left[\varphi_{v}, \varphi_{v}+\pi\right) \bmod (2 \pi)\end{cases}
$$

for $v, \mu=1, \ldots, l$. Here $\varphi_{\mu} \in Z \bmod (2 \pi)$ for a subset $Z$ of $\mathbb{R}$ means that there is a number $a \in Z$ such that $\varphi_{\mu}-a \in 2 \pi \mathbb{Z}$.

Theorem 4.1.3. The boundary eigenvalue problem (4.1.1), (4.1.2) is Birkhoff regular if and only if the matrices

$$
\begin{equation*}
W_{0}^{(0)} \Lambda_{v}^{1}+W_{0}^{(1)} \Lambda_{v}^{2}+\tilde{M}_{2}\left(I_{n}-\Delta_{0}\right) \tag{4.1.29}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{0}^{(0)} \Lambda_{v}^{2}+W_{0}^{(1)} \Lambda_{v}^{1}+\widetilde{M}_{2}\left(I_{n}-\Delta_{0}\right) \tag{4.1.30}
\end{equation*}
$$

are invertible for all $v=1, \ldots, l$, where $W_{0}^{(0)}$ and $W_{0}^{(1)}$ are uniquely determined by $\widetilde{W}^{(j)}(\lambda)-W_{0}^{(j)}=O(\lambda)^{-1}$ as $\lambda \rightarrow \infty$ for $j=0,1$, and $\widetilde{M}_{2}$ is defined in (4.1.24).

First we are going to discuss the Birkhoff regularity conditions before we prove this theorem.

We shall call the matrices occuring in (4.1.25) or in (4.1.29) and (4.1.30), respectively, the Birkhoff matrices of the boundary eigenvalue problem (4.1.1), (4.1.2). If $A_{1}(x)$ is invertible a.e. in (a,b), i. e., $n_{0}=0$ and hence $\Delta_{0}=I_{n}$, then the Birkhoff matrices only depend on $A_{1}$ and the boundary matrices

$$
W_{0}^{(0)}=\lim _{\lambda \rightarrow \infty} W_{0}(\lambda), \quad W_{0}^{(1)}=\lim _{\lambda \rightarrow \infty} W_{1}(\lambda)
$$

at the endpoints of the interval $[a, b]$. Thus, in this important special case, we do not need any information neither on the "boundary" matrices $W_{j}(\lambda)$ at the interior points ( $j \notin\{0,1\}$ ) nor on the matrix $W(\cdot, \lambda)$ in the integral term in order to decide whether the boundary eigenvalue problem is Birkhoff regular or not.

The situation is different if $n_{0} \neq 0$, i. e., $\Delta_{0} \neq I_{n}$. In this case the limit matrices of all $W_{j}(\lambda)$ and $W(\cdot, \lambda)$ and the matrix $P^{[0]}$ have to be considered since they occur in $\widetilde{M}_{2}$. Fortunately,

$$
I_{n}-\Delta_{0}=\operatorname{diag}\left(I_{n_{0}}, 0 \cdot I_{n-n_{0}}\right),
$$

so that we only need to know the $n_{0} \times n_{0}$ block matrix $P_{00}^{[0]}$ which is defined by

$$
\left\{\begin{array}{l}
P_{00}^{[0]^{\prime}}=A_{0,00} P_{00}^{[0]}, \\
P_{00}^{[0]}(a)=I_{n_{0}},
\end{array}\right.
$$

see (4.1.17), and the first $n_{0}$ columns of the matrices $W_{j}^{(0)}$ and $W_{0}$.
REmARK 4.1.4. There are $l_{0}$ real numbers $0 \leq \chi_{1}<\cdots<\chi_{l_{0}}<2 \pi$ such that

$$
\left\{\chi_{v}: v=1, \ldots, l_{0}\right\}=\left\{\varphi_{v}, \varphi_{v}+\pi: v=1, \ldots, l\right\} \bmod (2 \pi)
$$

Let $\chi_{0}:=\chi_{l_{0}}-2 \pi$ and set

$$
\Sigma_{k}:=\left\{\lambda \in \mathbb{C} \backslash\{0\}:-\frac{\pi}{2}-\chi_{k} \leq \arg \lambda<-\frac{\pi}{2}-\chi_{k-1}\right\} \quad\left(k=1, \ldots, l_{0}\right),
$$

where, for convenience, $\arg \lambda$ is taken in the interval $\left[-\frac{5 \pi}{2}-\chi_{0},-\frac{\pi}{2}-\chi_{0}\right)$. Then $\mathbb{C} \backslash\{0\}$ is divided into the $l_{0}$ sectors $\Sigma_{k}\left(k=1, \ldots, l_{0}\right)$. The number $l_{0}$ is an even number with $2 \leq l_{0} \leq 2 l$.

Here $X=Z \bmod (2 \pi)$ for two subsets $X$ and $Z$ of $\mathbb{R}$ means that for each $a \in X$ there is a number $b \in Z$ such that $a-b \in 2 \pi \mathbb{Z}$ and for each $b \in Z$ there is a number $a \in X$ such that $a-b \in 2 \pi \mathbb{Z}$.
Proposition 4.1.5. The matrix function $\Delta$ defined in (4.1.22) is constant on each $\Sigma_{k}\left(k=1, \ldots, l_{0}\right)$.

Proof. Let $k \in\left\{1, \ldots, l_{0}\right\}$ and $v \in\{1, \ldots, l\}$. Then
$\left(\chi_{k-1}, \chi_{k}\right] \subset\left(\varphi_{v}, \varphi_{v}+\pi\right] \bmod (2 \pi) \quad$ or $\quad\left(\chi_{k-1}, \chi_{k}\right] \subset\left(\varphi_{v}-\pi, \varphi_{v}\right] \bmod (2 \pi)$,
for otherwise

$$
\varphi_{v} \in\left(\chi_{k-1}, \chi_{k}\right) \bmod (2 \pi) \quad \text { or } \quad \varphi_{v}+\pi \in\left(\chi_{k-1}, \chi_{k}\right) \bmod (2 \pi)
$$

which contradicts the definition of $\chi_{k-1}$ and $\chi_{k}$. If

$$
\left(\chi_{k-1}, \chi_{k}\right] \subset\left(\varphi_{v}, \varphi_{v}+\pi\right) \bmod (2 \pi)
$$

then we obtain

$$
\arg \lambda \in\left[-\frac{3 \pi}{2}-\varphi_{v},-\frac{\pi}{2}-\varphi_{v}\right) \bmod (2 \pi)
$$

for all $\lambda \in \Sigma_{k}$ and hence $\delta_{v}(\lambda)=0$ for these $\lambda$. If

$$
\left(\chi_{k-1}, \chi_{k}\right] \subset\left(\varphi_{v}-\pi, \varphi_{v}\right] \bmod (2 \pi)
$$

then we obtain

$$
\arg \lambda \in\left[-\frac{\pi}{2}-\varphi_{v}, \frac{\pi}{2}-\varphi_{v}\right) \bmod (2 \pi)
$$

for all $\lambda \in \Sigma_{k}$ and hence $\delta_{v}(\lambda)=1$ for these $\lambda$.
PROPOSITION 4.1.6. The matrix function $\Delta$ defined in (4.1.22) takes the values

$$
\Delta\left(-i \exp \left(-i \varphi_{v}\right)\right), I_{n}-\Delta\left(-i \exp \left(-i \varphi_{v}\right)\right) \quad(v=1, \ldots, l)
$$

Proof. Since $\exp \left(i\left(-\frac{\pi}{2}-\chi_{k}\right)\right) \in \Sigma_{k}, \Delta$ has the values

$$
\Delta\left(\exp \left(i\left(-\frac{\pi}{2}-\chi_{k}\right)\right)\right)=\Delta\left(-i \exp \left(-i \chi_{k}\right)\right) \quad\left(k=1, \ldots, l_{0}\right)
$$

by Remark 4.1.4 and Proposition 4.1.5. Since the values of all the $\chi_{k}$ are the values of all the $\varphi_{v}$ or $\varphi_{v} \pm \pi, \exp \left(-i\left(\varphi_{v} \pm \pi\right)\right)=-\exp \left(-i \varphi_{v}\right)$ and $\Delta(-\lambda)=I_{n}-\Delta(\lambda)$, the proposition is proved.

Proof of Theorem 4.1.3. The definition of $\delta_{\mu}$ immediately yields that the identity $\delta_{\mu}\left(-i \exp \left(-i \varphi_{v}\right)\right)=\delta_{\mu}\left(\exp \left(-i\left(\frac{\pi}{2}+\varphi_{v}\right)\right)\right)=1$ holds if and only if

$$
-\frac{\pi}{2}-\varphi_{v} \in\left[-\frac{\pi}{2}-\varphi_{\mu}, \frac{\pi}{2}-\varphi_{\mu}\right) \bmod (2 \pi)
$$

i. e., we have

$$
\begin{equation*}
\delta_{\mu}\left(-i \exp \left(-i \varphi_{v}\right)\right)=1 \Leftrightarrow \varphi_{\mu} \in\left[\varphi_{v}, \varphi_{v}+\pi\right) \bmod (2 \pi) \tag{4.1.31}
\end{equation*}
$$

for all $\mu, v=1, \ldots, l$. From the definition of the $\delta_{v}^{\mu}$ we conclude that

$$
\delta_{\mu}\left(-i \exp \left(-i \varphi_{v}\right)\right)=\delta_{v}^{\mu} \quad(v, \mu=1, \ldots, l),
$$

whence

$$
\Lambda_{v}^{1}=\Delta\left(-i \exp \left(-i \varphi_{v}\right)\right) \Delta_{0}, \quad \Lambda_{v}^{2}=\left[I_{n}-\Delta\left(-i \exp \left(-i \varphi_{v}\right)\right] \Delta_{0}\right.
$$

for $v=1, \ldots, l$, which proves Theorem 4.1.3 because of Proposition 4.1.6.
We are going to investigate two special cases in more detail. First we consider the simple case that $n_{0}=0$ and $l=1$, i. e., $A_{1}(x)=r_{1}(x) I_{n}$ a.e. in $(a, b)$, where $r_{1}^{-1} \in L_{\infty}(a, b)$ and $r_{1}$ fulfils (4.1.5). Then $\Delta$ has only the values $I_{n}$ and 0 , and the problem (4.1.1), (4.1.2) is Birkhoff regular if and only if the matrices $W_{0}^{(0)}$ and $W_{0}^{(1)}$ are invertible. The second case is more important and treated in
Proposition 4.1.7. Let $l=n$ and $\Delta(\lambda)=\operatorname{diag}\left(\delta_{1}(\lambda), \ldots, \delta_{n}(\lambda)\right)$ as given by (4.1.23). We suppose that

$$
\varphi_{v}=\frac{2 \pi(v-1)}{n} \quad(v=1, \ldots, n) .
$$

i) If $n$ is even, then the values of $\Delta$ are the diagonal matrices with $\frac{n}{2}$ consecutive ones and $\frac{n}{2}$ consecutive zeros in the diagonal in a cyclic arrangement.
ii) If $n$ is odd, then the values of $\Delta$ are the diagonal matrices with $\frac{n+1}{2}$ consecutive ones and $\frac{n-1}{2}$ consecutive zeros in the diagonal and the diagonal matrices with $\frac{n-1}{2}$ consecutive ones and $\frac{n+1}{2}$ consecutive zeros in the diagonal, each in a cyclic arrangement.
Proof. Since $l=n$, we have $n_{0}=0$. In this case, the values of $\Delta$ are the matrices $\Lambda_{v}^{1}$ and $\Lambda_{v}^{2}(v=1, \ldots, n)$. Obviously, for $v, \mu=1, \ldots, l$ we have

$$
\varphi_{\mu} \in\left[\varphi_{v}, \varphi_{v}+\pi\right) \bmod (2 \pi) \Leftrightarrow \mu \in\left[v, v+\frac{n}{2}\right) \bmod (n) .
$$

If $n$ is even, then $\varphi_{v+\frac{n}{2}}=\left(\varphi_{v}+\pi\right) \bmod (2 \pi)$ for $v=1, \ldots, n$. Hence $\Lambda_{v}^{2}=\Lambda_{v^{\prime}}^{1}$, where $v^{\prime}-v=\frac{n}{2} \bmod (n)$, and we only have to consider the matrices $\Lambda_{v}^{1}$. The definition of the diagonal elements $\delta_{v}^{\mu}$ immediately yields that the $\frac{n}{2}$ consecutive diagonal elements of $\Lambda_{v}^{1}$ starting with the $v$-th entry are 1 and that the others are 0 , which proves the assertion in case $n$ is even.

If $n$ is odd, the same argument as above shows that the $\frac{n+1}{2}$ consecutive diagonal elements of $\Lambda_{v}^{1}$ starting with the $v$-th entry are 1 and that the others are 0 . Since $\Lambda_{v}^{2}=I_{n}-\Lambda_{v}^{1}$, the $\frac{n+1}{2}$ consecutive diagonal elements of $\Lambda_{v}^{2}$ starting with the $v$-th entry are 0 and the others are 1 .

We state the following obvious generalization of Proposition 4.1.7.
Corollary 4.1.8. If $n_{0} \neq 0, l=n-n_{0}$, and $\varphi_{v}=\frac{2 \pi(v-1)}{l}(v=1, \ldots, l)$, then the assertions of Proposition 4.1.7 hold for the last $l$ columns of $\Delta$ given by (4.1.22), where $n$ has to be substituted by $l$.

### 4.2. Examples of Birkhoff regular problems

In general, the boundary matrices are not asymptotically constant in the applications. Hence we multiply the boundary conditions, given in matrix form, by a matrix function $C_{2}$ from the left. Of course, if, for some given $\lambda, C_{2}(\lambda)$ is invertible, then the old boundary conditions at $\lambda$ are equivalent to the new ones at $\lambda$. We shall call the boundary conditions obtained by multiplication with $C_{2}$ equivalent to the given ones if $C_{2}(\lambda)$ is invertible for all but finitely many numbers $\lambda$.
Example 4.2.1. Here we consider the first order $2 \times 2$ system

$$
y^{\prime}-\lambda\left(\begin{array}{cc}
\alpha & 0 \\
0 & \beta
\end{array}\right) y-\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right) y=0
$$

where $\alpha$ and $\beta$ are nonzero complex numbers and the functions $a_{i j}$ belong to $L_{p}(0,1)$. To this system we first associate the boundary conditions

$$
\left(\begin{array}{ll}
\lambda & 1 \\
\lambda & 2
\end{array}\right) y(0)+\left(\begin{array}{ll}
\lambda & 0 \\
\lambda & 1
\end{array}\right) y(1)=0
$$

These conditions are not asymptotically constant. A simple method to make them asymptotically constant is the multiplication by $\lambda^{-1}$. But in this case the second columns of both boundary matrices are asymptotically zero, and the boundary eigenvalue problem would not be Birkhoff regular. If we only consider the $\lambda$-terms, we see that the first row and the second row are the same for both boundary matrices. Therefore we multiply the boundary conditions by the invertible matrix

$$
\left(\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right)
$$

from the left and obtain

$$
\left(\begin{array}{ll}
\lambda & 1 \\
0 & 1
\end{array}\right) y(0)+\left(\begin{array}{ll}
\lambda & 0 \\
0 & 1
\end{array}\right) y(1)=0
$$

Now, for $\lambda \neq 0$, we multiply the boundary conditions by the matrix

$$
\left(\begin{array}{cc}
\lambda^{-1} & 0 \\
0 & 1
\end{array}\right)
$$

from the left, which yields

$$
\left(\begin{array}{cc}
1 & \lambda^{-1} \\
0 & 1
\end{array}\right) y(0)+\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) y(1)=0
$$

These boundary conditions are equivalent to the original boundary conditions and are asymptotically constant with

$$
W_{0}^{(0)}=I_{2}=W_{0}^{(1)}
$$

Hence, for any values of $\alpha$ and $\beta$, the boundary eigenvalue problem is Birkhoff regular; the Birkhoff matrices are equal to $I_{2}$.

Now we consider the boundary condition

$$
\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) y(0)+\left(\begin{array}{ll}
\gamma & 0 \\
1 & 1
\end{array}\right) y(1)=0
$$

where $\gamma$ is a complex number. In this case $\Delta$ takes the values

$$
\begin{array}{ll}
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \text { and }\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) & \text { if } \arg \alpha=\arg \beta, \\
\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \text { and }\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) & \text { if } \arg \alpha=(\arg \beta+\pi) \bmod (2 \pi), \\
\text { and all these four matrices } & \text { if } \arg \alpha \neq \arg \beta \bmod (\pi) .
\end{array}
$$

As Birkhoff matrices we obtain

$$
\begin{array}{ll}
\left(\begin{array}{ll}
\gamma & 0 \\
1 & 1
\end{array}\right) \text { and }\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) & \text { if } \arg \alpha=\arg \beta \\
\left(\begin{array}{ll}
\gamma & 1 \\
1 & 1
\end{array}\right) \text { and }\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) & \text { if } \arg \alpha=(\arg \beta+\pi) \bmod (2 \pi), \\
\text { and all these four matrices } & \text { if } \arg \alpha \neq \arg \beta \bmod (\pi) .
\end{array}
$$

Hence, in this case, the boundary eigenvalue problem is Birkhoff regular if and only if

$$
\begin{cases}\gamma \neq 0 & \text { if } \arg \alpha=\arg \beta \\ \gamma \neq 1 & \text { if } \arg \alpha=(\arg \beta+\pi) \bmod (2 \pi) \\ \gamma \neq 0,1 & \text { if } \arg \alpha \neq \arg \beta \bmod (\pi)\end{cases}
$$

EXAMPLE 4.2.2. We consider the second order linear differential equation

$$
\begin{equation*}
\eta^{\prime \prime}+\left(p_{10}+\lambda p_{11}\right) \eta^{\prime}+\left(p_{00}+\lambda p_{01}+\lambda^{2} p_{02}\right) \eta=0 \tag{4.2.1}
\end{equation*}
$$

for $\eta \in W_{p}^{2}(0,1)$. We assume that $p_{11}$ and $p_{02}$ are complex numbers and that the other coefficients belong to $L_{p}(a, b)$. To this second order equation we associate the first order $2 \times 2$ system

$$
\tilde{y}^{\prime}-\left(\begin{array}{cc}
0 & 1  \tag{4.2.2}\\
-p_{00}-\lambda p_{01}-\lambda^{2} p_{02} & -p_{10}-\lambda p_{11}
\end{array}\right) \tilde{y}=0
$$

where $\tilde{y} \in\left(W_{p}^{1}(0,1)\right)^{2}$. If $\eta \in W_{p}^{2}(0,1)$ is a solution of (4.2.1), then $\tilde{y}=\binom{\eta}{\eta^{\prime}}$ obviously belongs to $\left(W_{p}^{1}(0,1)\right)^{2}$ and fulfils the equation (4.2.2). Vice versa, let $\tilde{y}=\binom{y_{1}}{y_{2}} \in\left(W_{p}^{1}(0,1)\right)^{2}$ be a solution of (4.2.2). The first component of this equation yields $y_{1}^{\prime}=y_{2}$ whence $\eta:=y_{1} \in W_{p}^{2}(0,1)$. The second component of (4.2.2) shows that $\eta$ solves (4.2.1).

The system (4.2.2) is not asymptotically linear in $\lambda$. In order to obtain an asymptotically linear system, we apply the transformation $\tilde{y}=C(\lambda) y$ with

$$
C(\lambda)=\left(\begin{array}{cc}
1 & 1 \\
\lambda r_{1} & \lambda r_{2}
\end{array}\right)
$$

where $r_{1}$ and $r_{2}$ are the roots of the equation

$$
\rho^{2}+p_{11} \rho+p_{02}=0
$$

We require that $C(\lambda)$ is invertible for $\lambda \neq 0$, i. e., that the roots $r_{1}$ and $r_{2}$ of the above quadratic equation are different. If one root is zero, we assume without loss of generality that then $r_{1}=0$. In order to obtain a system where the coefficient matrix of the derivative is the identity, we have to multiply the transformed system by $C(\lambda)^{-1}$ from the left which leads to

$$
y^{\prime}-C(\lambda)^{-1}\left(\begin{array}{cc}
0 & 1 \\
-p_{00}-\lambda p_{01}-\lambda^{2} p_{02} & -p_{10}-\lambda p_{11}
\end{array}\right) C(\lambda) y=0 .
$$

An easy calculation yields

$$
\begin{gathered}
C(\lambda)^{-1}\left(\begin{array}{cc}
0 & 1 \\
-p_{00}-\lambda p_{01}-\lambda^{2} p_{02} & -p_{10}-\lambda p_{11}
\end{array}\right) C(\lambda) \\
=\lambda\left(\begin{array}{cc}
r_{1} & 0 \\
0 & r_{2}
\end{array}\right)+\left(r_{2}-r_{1}\right)^{-1}\left(\begin{array}{cc}
p_{01}+p_{10} r_{1} & p_{01}+p_{10} r_{2} \\
-p_{01}-p_{10} r_{1} & -p_{01}-p_{10} r_{2}
\end{array}\right) \\
+\lambda^{-1}\left(r_{2}-r_{1}\right)^{-1}\left(\begin{array}{cc}
p_{00} & p_{00} \\
-p_{00} & -p_{00}
\end{array}\right) .
\end{gathered}
$$

Hence we obtain an asymptotically linear system

$$
\begin{equation*}
y^{\prime}-\left(\lambda A_{1}+A_{0}+\lambda^{-1} A^{0}(\cdot, \lambda)\right) y=0 \tag{4.2.3}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{1} & =\left(\begin{array}{cc}
r_{1} & 0 \\
0 & r_{2}
\end{array}\right) \\
A_{0} & =\left(r_{2}-r_{1}\right)^{-1}\left(\begin{array}{cc}
p_{01}+p_{10} r_{1} & p_{01}+p_{10} r_{2} \\
-p_{01}-p_{10} r_{1} & -p_{01}-p_{10} r_{2}
\end{array}\right) \\
A^{0}(\cdot, \lambda) & =\left(r_{2}-r_{1}\right)^{-1}\left(\begin{array}{cc}
p_{00} & p_{00} \\
-p_{00} & -p_{00}
\end{array}\right)
\end{aligned}
$$

We consider two different kinds of boundary conditions. First we take periodic boundary conditions

$$
\begin{equation*}
\eta(0)-\eta(1)=0, \quad \eta^{\prime}(0)-\eta^{\prime}(1)=0 \tag{4.2.4}
\end{equation*}
$$

In terms of the first order system (4.2.2), these boundary conditions can be written as

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \tilde{y}(0)+\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right) \tilde{y}(1)=0
$$
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The transformation of (4.2.2) to the system (4.2.3) changes these boundary conditions to

$$
\left(\begin{array}{cc}
1 & 1 \\
\lambda r_{1} & \lambda r_{2}
\end{array}\right) y(0)+\left(\begin{array}{cc}
-1 & -1 \\
-\lambda r_{1} & -\lambda r_{2}
\end{array}\right) y(1)=0
$$

In order to make them asymptotically constant, we multiply this equation from the left by

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & \lambda^{-1}
\end{array}\right)
$$

and obtain

$$
\left(\begin{array}{cc}
1 & 1  \tag{4.2.5}\\
r_{1} & r_{2}
\end{array}\right) y(0)+\left(\begin{array}{cc}
-1 & -1 \\
-r_{1} & -r_{2}
\end{array}\right) y(1)=0
$$

If $r_{1} \neq 0$ and $r_{2} \neq 0$, i. e., $p_{02} \neq 0$, then (4.2.3), (4.2.5) is a boundary eigenvalue problem with $n_{0}=0$ and periodic boundary conditions, see page 135 . Hence, in this case, the problem is Birkhoff regular.

Now let $r_{1}=0$, i. e., $p_{02}=0$. Obviously $n_{0}=1$. Since the element in the upper left corner of $A_{0}$ is $r_{2}^{-1} p_{01}$, the element in the upper left corner of $P^{[0]}$ is the solution of $v^{\prime}-r_{2}^{-1} p_{01} v=0$ with $v(0)=1$, whence

$$
v(x)=\exp \left(r_{2}^{-1} \int_{0}^{x} p_{01}(t) \mathrm{d} t\right) \quad(x \in[0,1])
$$

It is easy to see that

$$
\begin{aligned}
\tilde{M}_{2} & =\left(\begin{array}{ll}
1 & 1 \\
0 & r_{2}
\end{array}\right)+\left(\begin{array}{cc}
-1 & -1 \\
0 & -r_{2}
\end{array}\right)\left(\begin{array}{cc}
v(1) & 0 \\
0 & *
\end{array}\right) \\
& =\left(\begin{array}{cc}
1-v(1) & * \\
0 & *
\end{array}\right) .
\end{aligned}
$$

Thus the Birkhoff matrices are

$$
\left(\begin{array}{cc}
1-v(1) & 1 \\
0 & r_{2}
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
1-v(1) & -1 \\
0 & -r_{2}
\end{array}\right)
$$

These matrices are invertible if and only if

$$
\int_{0}^{1} p_{01}(t) \mathrm{d} t \notin 2 \pi r_{2} i \mathbb{Z}
$$

Thus the boundary eigenvalue problem for the first order system (4.2.3), (4.2.5) associated to the boundary eigenvalue problem (4.2.1), (4.2.4) with $p_{11}^{2} \neq 4 p_{02}$ for a second order differential equation is Birkhoff regular if and only if

$$
p_{02} \neq 0 \quad \text { or } \quad \int_{0}^{1} p_{01}(t) \mathrm{d} t \notin 2 \pi p_{11} i \mathbb{Z}
$$

where we have to note that $p_{11} \neq 0$ if $p_{02}=0$.

Now we take separated boundary conditions:

$$
\begin{align*}
& \alpha_{1} \eta(0)+\alpha_{2} \eta^{\prime}(0)=0,  \tag{4.2.6}\\
& \beta_{1} \eta(1)+\beta_{2} \eta^{\prime}(1)=0,
\end{align*}
$$

with $\left|\alpha_{1}\right|+\left|\alpha_{2}\right|>0$ and $\left|\beta_{1}\right|+\left|\beta_{2}\right|>0$. As above, this leads to the boundary conditions

$$
\left(\begin{array}{cc}
\alpha_{1} & \alpha_{2} \\
0 & 0
\end{array}\right) \tilde{y}(0)+\left(\begin{array}{cc}
0 & 0 \\
\beta_{1} & \beta_{2}
\end{array}\right) \tilde{y}(1)=0
$$

and

$$
\left(\begin{array}{cc}
\alpha_{1}+\alpha_{2} \lambda r_{1} & \alpha_{1}+\alpha_{2} \lambda r_{2} \\
0 & 0
\end{array}\right) y(0)+\left(\begin{array}{cc}
0 & 0 \\
\beta_{1}+\beta_{2} \lambda r_{1} & \beta_{1}+\beta_{2} \lambda r_{2}
\end{array}\right) y(1)=0 .
$$

For any transformation, i.e., multiplication from the left by a $\lambda$-depending $2 \times 2$ matrix, which makes these boundary conditions asymptotically constant, these constant boundary matrices are not invertible. The discussion in Example 4.2.1 shows that the identity matrix and the zero matrix are values of $\Delta$ if $r_{1} r_{2} \neq 0$ and $\arg r_{2} \neq\left(\arg r_{1}+\pi\right) \bmod (2 \pi)$. Hence the boundary eigenvalue problem is not Birkhoff regular if $r_{1} r_{2} \neq 0$ and $\arg r_{2} \neq\left(\arg r_{1}+\pi\right) \bmod (2 \pi)$.

Now let us assume that $r_{1} r_{2}=0$ or $\arg r_{2}=\left(\arg r_{1}+\pi\right) \bmod (2 \pi)$. We consider the special case $\alpha_{2}=0$ and $\beta_{2}=0$. Then the boundary conditions do not depend on $\lambda$. In this case they are (asymptotically) constant. If $\alpha_{2} \neq 0$ or $\beta_{2} \neq 0$, we multiply the boundary conditions by $\widehat{C}(\lambda)$ from the left, where

$$
\widehat{C}(\lambda)= \begin{cases}\left(\begin{array}{cc}
\lambda^{-1} & 0 \\
0 & 1
\end{array}\right) & \text { if } \alpha_{2} \neq 0 \text { and } \beta_{2}=0, \\
\left(\begin{array}{cc}
1 & 0 \\
0 & \lambda^{-1}
\end{array}\right) & \text { if } \alpha_{2}=0 \text { and } \beta_{2} \neq 0, \quad(\lambda \neq 0) . \\
\left(\begin{array}{cc}
\lambda^{-1} & 0 \\
0 & \lambda^{-1}
\end{array}\right) & \text { if } \alpha_{2} \neq 0 \text { and } \beta_{2} \neq 0,\end{cases}
$$

In all these cases the asymptotic boundary matrices are

$$
W_{0}^{(0)}=\left(\begin{array}{cc}
\gamma_{1} & \gamma_{2}  \tag{4.2.7}\\
0 & 0
\end{array}\right) \quad \text { and } \quad W_{0}^{(1)}=\left(\begin{array}{cc}
0 & 0 \\
\delta_{1} & \delta_{2}
\end{array}\right),
$$

where, for $j=1,2$,

$$
\gamma_{j}= \begin{cases}\alpha_{2} r_{j} & \text { if } \alpha_{2} \neq 0 \\ \alpha_{1} & \text { if } \alpha_{2}=0\end{cases}
$$

and

$$
\delta_{j}= \begin{cases}\beta_{2} r_{j} & \text { if } \beta_{2} \neq 0, \\ \beta_{1} & \text { if } \beta_{2}=0\end{cases}
$$
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If $r_{1}=0$, then

$$
\begin{aligned}
\widetilde{M}_{2} & =\left(\begin{array}{cc}
\gamma_{1} & \gamma_{2} \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
\delta_{1} & \delta_{2}
\end{array}\right)\left(\begin{array}{cc}
v(1) & 0 \\
0 & *
\end{array}\right) \\
& =\left(\begin{array}{cc}
\gamma_{1} & * \\
\delta_{1} v(1) & *
\end{array}\right) .
\end{aligned}
$$

Thus the Birkhoff matrices are

$$
\left(\begin{array}{cc}
\gamma_{1} & \gamma_{2} \\
\delta_{1} v(1) & 0
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
\gamma_{1} & 0 \\
\delta_{1} v(1) & \delta_{2}
\end{array}\right)
$$

It is always true that $\delta_{2}$ and $\gamma_{2}$ are nonzero. Since $r_{1}=0$, the problem is not Birkhoff regular if $\alpha_{2} \neq 0$ or $\beta_{2} \neq 0$. But if $\alpha_{2}=\beta_{2}=0$, then $\gamma_{1}=\alpha_{1} \neq 0$ and $\delta_{1}=\beta_{1} \neq 0$. Therefore, the problem is Birkhoff regular in this case.

If $r_{1} \neq 0$ and $\arg r_{2}=\left(\arg r_{1}+\pi\right) \bmod (2 \pi)$, then the Birkhoff matrices are

$$
\left(\begin{array}{cc}
\gamma_{1} & 0 \\
0 & \delta_{2}
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
0 & \gamma_{2} \\
\delta_{1} & 0
\end{array}\right)
$$

by the discussion of the values of $\Delta$ in Example 4.2.1. Hence the problem is Birkhoff regular if $r_{1} \neq 0$ and $\arg r_{2}=\left(\arg r_{1}+\pi\right) \bmod (2 \pi)$.

Now we shall express these conditions in terms of the coefficients of the differential equation. The condition

$$
\arg r_{2}=\left(\arg r_{1}+\pi\right) \bmod (2 \pi) \quad \text { or } \quad r_{1}=0
$$

is fulfilled if and only if 0 lies on the line segment connecting $r_{1}$ and $r_{2}$. Since the roots of

$$
\rho^{2}+p_{11} \rho+p_{02}=0
$$

are

$$
\frac{1}{2}\left(-p_{11} \pm \sqrt{p_{11}^{2}-4 p_{02}}\right)
$$

this means that there is a $t \in[0,1]$ such that

$$
\begin{aligned}
0 & =t\left\{\frac{1}{2}\left(-p_{11}+\sqrt{p_{11}^{2}-4 p_{02}}\right)\right\}+(1-t)\left\{\frac{1}{2}\left(-p_{11}-\sqrt{p_{11}^{2}-4 p_{02}}\right)\right\} \\
& =\frac{1}{2}\left\{-p_{11}+(2 t-1) \sqrt{p_{11}^{2}-4 p_{02}}\right\}
\end{aligned}
$$

This holds if and only if

$$
p_{11}=(2 t-1) \sqrt{p_{11}^{2}-4 p_{02}}
$$

Since $2 t-1$ varies in the interval $[-1,1]$, this condition is satisfied if and only if there is a $\tau \in[0,1]$ such that

$$
p_{11}^{2}=\tau\left(p_{11}^{2}-4 p_{02}\right)
$$

i. e., if there is a $\tau \in[0,1]$ such that

$$
(1-\tau) p_{11}^{2}=-4 \tau p_{02}
$$

This holds if and only if 0 lies on the line segment with the endpoints $p_{11}^{2}$ and $4 p_{02}$, i. e., if and only if $p_{11}=0, p_{02}=0$ or $2 \arg p_{11}=\left(\arg p_{02}+\pi\right) \bmod (2 \pi)$. Thus the boundary eigenvalue problem for the first order system (4.2.3) with the asymptotic boundary conditions (4.2.7) associated to the boundary eigenvalue problem (4.2.1), (4.2.6) with $p_{11}^{2} \neq 4 p_{02}$ for a second order differential equation is Birkhoff regular if and only if

$$
p_{11}=0, \quad p_{02}=0 \quad \text { or } \quad 2 \arg p_{11}=\left(\arg p_{02}+\pi\right) \bmod (2 \pi)
$$

where in the case $p_{02}=0$ also $\alpha_{2}=\beta_{2}=0$ has to be satisfied. For example, this is fulfilled if $p_{02}$ is a negative real number and $p_{11}$ is a real number.
EXAMPLE 4.2.3. Suppose that the boundary eigenvalue problem (4.1.1), (4.1.2) satisfies the general assumptions stated in Section 4.1 and that $n_{0}=0$ and $l=1$. Let

$$
W_{0}^{(0)}=\left(\begin{array}{ccccc}
1 & 1 & & & \\
& \cdot & \cdot & 0 & \\
& & \cdot & \cdot & \\
& 0 & & \cdot & 1 \\
& & & & 1
\end{array}\right) \text { and } W_{0}^{(1)}=I_{n}
$$

Then the problem is Birkhoff regular.
We shall continue the discussion of this example on page 156.
EXAMPLE 4.2.4. Assume that $n_{0}=n-l, \varphi_{v}=\frac{2 \pi(v-1)}{l}(v=1, \ldots, l)$ and that the boundary eigenvalue problem is asymptotically separated, i. e., $W_{0}^{(j)}=0$ for $j \notin\{0,1\}, W_{0}=0$, and for each $j \in\{1, \ldots, n\}$ either the $j$-th row of $W_{0}^{(0)}$ or the $j$-th row of $W_{0}^{(1)}$ is zero. We may assume without loss of generality that there is an $s \in\{0, \ldots, n\}$ such that $e_{j}^{\top} W_{0}^{(0)}=0$ for $j=1, \ldots, s$ and $e_{j}^{\top} W_{0}^{(1)}=0$ for $j=s+1, \ldots, n$. In this case, each of the Birkhoff matrices has the form

| $\tilde{M}_{2}$ | $W_{0}^{(0)}$ | $W_{0}^{(1)}$ |
| :---: | :---: | :---: |
| $s \times n_{0}$ | 0 | $s \times\left(n-n_{0}-r\right)$ |
| $(n-s) \times n_{0}$ | $(n-s) \times r$ | 0 |

up to a permutation of the last $l$ columns. Here the first line indicates from which matrices the columns are taken. The terms $s \times n_{0}$ etc. denote the size of the corresponding blocks, and $r=\frac{l}{2}$ if $l$ is even, $r=\frac{l+1}{2}$ or $r=\frac{l-1}{2}$ if $l$ is odd by Corollary 4.1.8. The last $n-n_{0}-r$ columns of (4.2.8) are linearly dependent if its right upper block has more columns than rows. Thus a necessary condition for Birkhoff regularity is $s \geq n-n_{0}-r$. The same consideration for the middle lower block of (4.2.8) yields $n-s \geq r$. Hence $n-n_{0}-r \leq s \leq n-r$ is a necessary condition
for Birkhoff regularity. If $l=n-n_{0}$ is even, then $\frac{n-n_{0}}{2} \leq s \leq \frac{n+n_{0}}{2}$ is a necessary condition for Birkhoff regularity. If $l=n-n_{0}$ is odd, then $\frac{n-n_{0}+1}{2} \leq s \leq \frac{n+n_{0}-1}{2}$ is a necessary condition for Birkhoff regularity.

Note that there are no Birkhoff regular asymptotically separated boundary eigenvalue problems if $n_{0}=0$ and $n$ is odd.

In general, one cannot reduce the number of the matrices which are necessary to check for Birkhoff regularity as is seen in the following
THEOREM 4.2.5. Let $\lambda_{k}=\exp \left(i\left(-\frac{\pi}{2}-\chi_{k}\right)\right)\left(k=1, \ldots, l_{0}\right)$, where the $\chi_{k}$ are defined in Remark 4.1.4. For each $k_{0} \in\left\{1, \ldots, l_{0}\right\}$ there are $n \times n$ matrices $A$ and $B$ such that

$$
\operatorname{det}\left[A\left(I_{n}-\Delta\left(\lambda_{k}\right)\right) \Delta_{0}+B \Delta\left(\lambda_{k}\right) \Delta_{0}+\left(A P^{[0]}(a)+B P^{[0]}(b)\right)\left(I_{n}-\Delta_{0}\right)\right]
$$

is zero if $k=k_{0}$ and different from zero if $k \in\left\{1, \ldots, l_{0}\right\} \backslash\left\{k_{0}\right\}$.
Proof. A pair $(A, B)$ of $n \times n$ matrices fulfilling the property of the statement is said to be $k_{0}$-singular. If $n_{0} \neq 0$, take $\left(n-n_{0}\right) \times\left(n-n_{0}\right)$ matrices $A_{0}$ and $B_{0}$ and set $A=P_{00}^{[0]}(a)^{-1} \oplus A_{0}, B=P_{00}^{[0]}(b)^{-1} \oplus B_{0}$. Let $\Delta^{\prime}(\lambda)=\operatorname{diag}\left(\delta_{1}(\lambda) I_{n_{1}}, \ldots, \delta_{l}(\lambda) I_{n_{l}}\right)$. Then

$$
\begin{gathered}
A\left(I_{n}-\Delta\left(\lambda_{k}\right)\right) \Delta_{0}+B \Delta\left(\lambda_{k}\right) \Delta_{0}+\left(A P^{[0]}(a)+B P^{[0]}(b)\right)\left(I_{n}-\Delta_{0}\right) \\
=\left(\begin{array}{cc}
2 I_{n_{0}} & 0 \\
0 & A_{0}\left(I_{n-n_{0}}-\Delta^{\prime}\left(\lambda_{k}\right)\right)+B_{0} \Delta^{\prime}\left(\lambda_{k}\right)
\end{array}\right)
\end{gathered}
$$

Obviously, $(A, B)$ is $k_{0}$-singular if and only if $\left(A_{0}, B_{0}\right)$ is $k_{0}$-singular. Since the latter case corresponds to the case $n_{0}=0$, it is sufficient to consider the case $n_{0}=0$.

We have $\chi_{k_{0}}=\varphi_{v}$ or $\chi_{k_{0}}=\left(\varphi_{v}+\pi\right) \bmod (2 \pi)$ for some $v \in\{1, \ldots, l\}$. If $\chi_{k_{0}} \notin\left\{\varphi_{1}, \ldots, \varphi_{l}\right\}$, we choose $v \in\{1, \ldots, l\}$ such that $\chi_{k_{0}}=\left(\varphi_{v}+\pi\right) \bmod (2 \pi)$. There is a $k_{1} \in\left\{1, \ldots, l_{0}\right\}$ such that $\chi_{k_{1}}=\varphi_{v}$. By the definition of the $\lambda_{k}$ we obtain $\lambda_{k_{1}}=-\lambda_{k_{0}}$ since $\chi_{k_{1}}=\left(\chi_{k_{0}}+\pi\right) \bmod (2 \pi)$. Since

$$
A\left(I_{n}-\Delta(\lambda)\right)+B \Delta(\lambda)=B\left(I_{n}-\Delta(-\lambda)\right)+A \Delta(-\lambda)
$$

we infer that $(A, B)$ is $k_{0}$-singular if (and only if) $(B, A)$ is $k_{1}$-singular.
Hence it is sufficient to consider the case that $\chi_{k_{0}}=\varphi_{v}$ for some $v \in\{1, \ldots, l\}$. Without loss of generality we may assume $v=1$. We consider matrices of the form

$$
A=\left(\begin{array}{cc}
1 & \alpha \\
0 & I_{n-1}
\end{array}\right), \quad B=\left(\begin{array}{cc}
\beta & \gamma \\
\delta & I_{n-1}
\end{array}\right) .
$$

From the definition of $\delta_{1}$ and from $\chi_{k_{0}}=\varphi_{1}$ we immediately infer that, for $k \in$ $\left\{1, \ldots, l_{0}\right\}, \delta_{1}\left(\lambda_{k}\right)=1$ holds if and only if

$$
\begin{equation*}
\chi_{k} \in\left(\chi_{k_{0}}-\pi, \chi_{k_{0}}\right] \bmod (2 \pi) \tag{4.2.9}
\end{equation*}
$$

We note that this implies $\delta_{1}\left(\lambda_{k_{0}}\right)=1$.
For those $k \in\{1, \ldots, l\}$ for which $\delta_{1}\left(\lambda_{k}\right)=0$, the first column of

$$
\begin{equation*}
A\left(I_{n}-\Delta\left(\lambda_{k}\right)\right)+B \Delta\left(\lambda_{k}\right) \tag{4.2.10}
\end{equation*}
$$

is the first column of $A$, and the matrix (4.2.10) is a normed upper triangular matrix. Hence its determinant is nonzero.

We still have to show that there are suitable $\alpha, \beta, \gamma, \delta$ such that the matrix (4.2.10) is invertible for those $k \in\{1, \ldots, l\} \backslash\left\{k_{0}\right\}$ for which $\delta_{1}\left(\lambda_{k}\right)=1$ and that it is not invertible for $k=k_{0}$. If $\chi_{k_{0}-1}=\chi_{k_{0}}-\pi$, then $\delta_{1}\left(\lambda_{k}\right)=1$ if and only if $k=k_{0}$. In this case, the proposition is proved if we set $\alpha=0, \beta=0, \gamma=0$, and $\delta=0$.

Now we consider the case $\chi_{k_{0}-1}>\chi_{k_{0}}-\pi$. Then there is a $\mu \in\{1, \ldots, l\}$ such that $\varphi_{\mu}=\chi_{k_{0}-1} \bmod (2 \pi)$ or $\varphi_{\mu}=\left(\chi_{k_{0}-1}+\pi\right) \bmod (2 \pi)$. Choose some $j$ such that the diagonal element of $\Delta$ in the $j+1$-th column is the function $\delta_{\mu}$. From $\chi_{k_{0}-1}>$ $\chi_{k_{0}}-\pi$ we infer that $\varphi_{1} \neq \varphi_{\mu}$, i. e., we have $\mu \neq 1$. This implies $j>0$. Now we set $\beta=1$ and $\delta=(0, \ldots, 0,1,0, \ldots, 0)^{\top}$, where the 1 is at the $j$-th position. If $\varphi_{\mu}=\chi_{k_{0}-1} \bmod (2 \pi)$ we set $\alpha=\delta^{\top}$ and $\gamma=0$. If $\varphi_{\mu}=\left(\chi_{k_{0}-1}+\pi\right) \bmod (2 \pi)$, we set $\gamma=\delta^{\top}$ and $\alpha=0$.

First we consider the case $\varphi_{\mu}=\chi_{k_{0}-1} \bmod (2 \pi)$. We have $\delta_{\mu}\left(\lambda_{k}\right)=0$ if and only if

$$
\begin{equation*}
\chi_{k} \in\left(\chi_{k_{0}-1}, \chi_{k_{0}-1}+\pi\right] \bmod (2 \pi) \tag{4.2.11}
\end{equation*}
$$

Let $k \in\left\{1, \ldots, l_{0}\right\}$ such that $\delta_{1}\left(\lambda_{k}\right)=1$. From $\chi_{k_{0}}-\pi<\chi_{k_{0}-1}<\chi_{k_{0}}$ we infer that $\left(\chi_{k_{0}}-\pi, \chi_{k_{0}}\right]$ and $\left(\chi_{k_{0}-1}, \chi_{k_{0}-1}+\pi\right]$ are subsets of $\left(\chi_{k_{0}}-\pi, \chi_{k_{0}}+\pi\right]$. Since (4.2.9) and (4.2.11) can be written as

$$
\begin{aligned}
& \chi_{k}-j_{1} 2 \pi \in\left(\chi_{k_{0}}-\pi, \chi_{k_{0}}\right] \\
& \chi_{k}-j_{2} 2 \pi \in\left(\chi_{k_{0}-1}, \chi_{k_{0}-1}+\pi\right]
\end{aligned}
$$

for some $j_{1}, j_{2} \in \mathbb{Z}$, this immediately implies $j_{1}=j_{2}$. Hence $\delta_{\mu}\left(\lambda_{k}\right)=0$ holds if and only if

$$
\chi_{k} \in\left(\chi_{k_{0}-1}, \chi_{k_{0}}\right] \bmod (2 \pi)
$$

i. e., if and only if $k=k_{0}$.

For $k \in\left\{1, \ldots, l_{0}\right\} \backslash\left\{k_{0}\right\}$ with $\delta_{1}\left(\lambda_{k}\right)=1$ we thus have $\delta_{\mu}\left(\lambda_{k}\right)=1$. In this case the first column and the $j+1$-th column of (4.2.10) are the corresponding columns of $B$. Hence (4.2.10) is a normed lower triangular matrix and thus invertible.

Finally, $\delta_{1}\left(\lambda_{k_{0}}\right)=1$ and $\delta_{\mu}\left(\lambda_{k_{0}}\right)=0$ imply that the first column of (4.2.10) is the first column of $B$ and its $j+1$-th column is the $j+1$-th column of $A$. Since these columns coincide, the determinant of (4.2.10) is zero. This completes the proof in the case $\varphi_{\mu}=\chi_{k_{0}-1} \bmod (2 \pi)$.
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In the case $\varphi_{\mu}=\left(\chi_{k_{0}-1}+\pi\right) \bmod (2 \pi)$ we have to replace $\delta_{\mu}\left(\lambda_{k}\right)=0$ by $\delta_{\mu}\left(\lambda_{k}\right)=1$ in the above considerations. Hence $\delta_{1}\left(\lambda_{k}\right)=1$ and $\delta_{\mu}\left(\lambda_{k}\right)=1$ if and only if $k=k_{0}$. In this case the matrix (4.2.10) is a normed lower triangular matrix if $k \neq k_{0}$, and its determinant is zero if $k=k_{0}$.

### 4.3. Estimates of the characteristic determinant

We introduce the fundamental matrix $\widehat{Y}(\cdot, \lambda)$ of (4.1.1) which is given by

$$
\begin{equation*}
\widehat{Y}(\cdot, \lambda)=\widetilde{Y}(\cdot, \lambda)\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right) \quad(|\lambda| \geq \gamma) \tag{4.3.1}
\end{equation*}
$$

where $\widetilde{Y}(\cdot, \lambda)$ is the fundamental matrix as considered in (4.1.14) and $\Delta(\lambda)$ is defined in (4.1.22). For $|\lambda| \geq \gamma$ we set

$$
\begin{align*}
\tilde{M}(\lambda) & :=\sum_{j=0}^{\infty} \tilde{W}^{(j)}(\lambda) \widehat{Y}\left(a_{j}, \lambda\right)+\int_{a}^{b} \widetilde{W}(x, \lambda) \widehat{Y}(x, \lambda) \mathrm{d} x  \tag{4.3.2}\\
\tilde{M}_{0}(\lambda) & :=W_{0}^{(0)} P^{[0]}(a)\left(I_{n}-\Delta(\lambda)\right)+W_{0}^{(1)} P^{[0]}(b) \Delta(\lambda),  \tag{4.3.3}\\
\tilde{M}_{1}(\lambda) & :=\sum_{j=0}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)\left(I_{n}-\Delta(\lambda)\right)  \tag{4.3.4}\\
& +\sum_{j=0}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right) E(b, \lambda)^{-1} \Delta(\lambda),
\end{align*}
$$

see (4.1.2) to (4.1.17) for the definition of the terms on the right-hand sides. We also need the matrix $\tilde{M}_{2}$ defined in (4.1.24). Note that the matrices $\widetilde{M}_{0}(\lambda)$ and $\widetilde{M}_{1}(\lambda)$ are well-defined for all $\lambda \in \mathbb{C} \backslash\{0\}$.
Proposition 4.3.1. The boundary eigenvalue problem (4.1.1), (4.1.2) is Birkhoff regular if and only if

$$
\begin{equation*}
M_{0}(\lambda):=\tilde{M}_{0}(\lambda) \Delta_{0}+\widetilde{M}_{2}\left(I_{n}-\Delta_{0}\right) \tag{4.3.5}
\end{equation*}
$$

is invertible for all $\lambda \in \mathbb{C} \backslash\{0\}$.
Proof. For all $\lambda \in \mathbb{C}$,

$$
P^{[0]}(a)\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}+P^{[0]}(b) \Delta(\lambda) \Delta_{0}+I_{n}-\Delta_{0}
$$

is invertible and its inverse is

$$
P^{[0]}(a)^{-1}\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}+P^{[0]}(b)^{-1} \Delta(\lambda) \Delta_{0}+I_{n}-\Delta_{0}
$$

For this we have to note that $P^{[0]}$ commutes with $\Delta(\lambda)$ and $\Delta_{0}$ since $P^{[0]}$ is a block diagonal matrix. Now the assertion of the proposition follows from

$$
\begin{aligned}
M_{0}(\lambda)= & \left(W_{0}^{(0)}\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}+W_{0}^{(1)} \Delta(\lambda) \Delta_{0}+\tilde{M}_{2}\left(I_{n}-\Delta_{0}\right)\right) \times \\
& \times\left(P^{[0]}(a)\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}+P^{[0]}(b) \Delta(\lambda) \Delta_{0}+I_{n}-\Delta_{0}\right)
\end{aligned}
$$

and the definition of Birkhoff regularity.

From Proposition 4.1.5 and the definition of $M_{0}$ we immediately infer
REMARK 4.3.2. $M_{0}$ is constant on each $\Sigma_{k}\left(k=1, \ldots, l_{0}\right)$ and has at most $l_{0}$ different values, where $l_{0}$ and the sets $\Sigma_{k}$ are defined in Remark 4.1.4.
PROPOSITION 4.3.3. Let $c, d \in[a, b]$. We assert:
i) $\left|E(c, \lambda) E(d, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right)\right| \leq 1$ if $c \geq d$,
ii) $\left.\mid E(c, \lambda) E(d, \lambda)^{-1} \Delta(\lambda)\right) \mid \leq 1$ if $c \leq d$,
iii) $E(c, \lambda) E(d, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}=O\left(\max _{v=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right|\right)^{-1}\right)$ if $c>d$,
iv) $E(c, \lambda) E(d, \lambda)^{-1} \Delta(\lambda) \Delta_{0}=O\left(\max _{v=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right|\right)^{-1}\right)$ if $c<d$.

Proof. Since all matrices under consideration are diagonal matrices, it is sufficient to prove the assertions for the diagonal elements. For $v=0, \ldots, l$ and $\lambda \in \mathbb{C} \backslash\{0\}$ it follows from

$$
\left|\exp \left\{\lambda R_{v}(c)\right\} \exp \left\{-\lambda R_{v}(d)\right\}\right|=\exp \left\{\Re\left(\lambda e^{i \varphi_{v}}\right)\left(\left|R_{v}(c)\right|-\left|R_{v}(d)\right|\right)\right\}
$$

that

$$
\begin{aligned}
& \left|\left(1-\delta_{v}(\lambda)\right) \exp \left\{\lambda R_{v}(c)\right\} \exp \left\{-\lambda R_{v}(d)\right\}\right| \\
& \quad \leq \exp \left\{\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right|\left(\left|R_{v}(d)\right|-\left|R_{v}(c)\right|\right)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\delta_{v}(\lambda) \exp \left\{\lambda R_{v}(c)\right\} \exp \left\{-\lambda R_{v}(d)\right\}\right| \\
& \quad \leq \exp \left\{\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right|\left(\left|R_{v}(c)\right|-\left|R_{v}(d)\right|\right)\right\} .
\end{aligned}
$$

Now the assertions follow from the fact that $\left|R_{v}\left(\xi_{1}\right)\right| \geq\left|R_{v}\left(\xi_{2}\right)\right|$ for $\xi_{1} \geq \xi_{2}$ and $v=0, \ldots, l$, that $\left|R_{v}\left(\xi_{1}\right)\right|>\left|R_{v}\left(\xi_{2}\right)\right|$ for $\xi_{1}>\xi_{2}$ and $v=1, \ldots, l$ and that the set $\{(1+t) \exp (t \alpha): t \geq 0\}$ is bounded if $\alpha<0$.

Corollary 4.3.4. i) The matrix function $\widehat{Y}(\cdot, \lambda)$ is uniformly bounded in the space $M_{n}(C[a, b])$ for $|\lambda| \geq \gamma$.
ii) The matrix function $\widetilde{M}(\lambda)$ is bounded for $|\lambda| \geq \gamma$.
iii) The matrix function $\widetilde{M}_{1}$ is bounded on $\mathbb{C} \backslash\{0\}$.

Proof. Using Proposition 4.3.3i), ii) we obtain that i) follows from the estimate (4.1.18) of $B_{0}(\cdot, \lambda)$, that ii) follows from (4.1.10), (4.1.13), and part i), and that iii) follows from (4.1.11).
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Proposition 4.3.5. Let $f_{1} \in\left(L_{p}(a, b)\right)^{n}$. We assert that

$$
\begin{gathered}
\int_{\xi}^{b} E(t, \lambda) E(\xi, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right) \Delta_{0} f_{1}(t) \mathrm{d} t \\
\int_{a}^{\xi} E(\xi, \lambda) E(t, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right) \Delta_{0} f_{1}(t) \mathrm{d} t \\
\int_{a}^{\xi} E(t, \lambda) E(\xi, \lambda)^{-1} \Delta(\lambda) \Delta_{0} f_{1}(t) \mathrm{d} t
\end{gathered}
$$

and

$$
\int_{\xi}^{b} E(\xi, \lambda) E(t, \lambda)^{-1} \Delta(\lambda) \Delta_{0} f_{1}(t) \mathrm{d} t
$$

have the asymptotic behaviour

$$
\begin{aligned}
& \{o(1)\}_{\infty}(\xi) \\
& \left\{O\left(\max _{v=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right|\right)^{-1+1 / p}\right)\right\}_{\infty}(\xi)\left|f_{1}\right|_{p} \\
& \left\{O\left(\max _{v=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right|\right)^{-1}\right)\right\}_{p}(\xi)\left|f_{1}\right|_{p}
\end{aligned}
$$

as $\lambda \rightarrow \infty$, where $\xi$ varies in $[a, b]$ and the two latter estimates hold uniformly for all $f_{1} \in\left(L_{p}(a, b)\right)^{n}$.
Proof. Let $v \in\{1, \ldots, l\}, g$ be the $v$-th component of $f_{1}$, and $F$ be defined as in Lemma 2.7.2 with $r(x):=\left|r_{v}(x)\right|(x \in(a, b))$. Then Lemma 2.7.2 yields that

$$
\begin{aligned}
& \left(1-\delta_{v}(\lambda)\right) \int_{\xi}^{b} \exp \left\{\lambda\left(R_{v}(t)-R_{v}(\xi)\right)\right\} g(t) \mathrm{d} t \\
& \quad=-\left(1-\delta_{v}(\lambda)\right) \int_{b}^{\xi} \exp \left\{-\lambda e^{i \varphi_{v}}\left(\left|R_{v}(\xi)\right|-\left|R_{v}(t)\right|\right)\right\} g(t) \mathrm{d} t \\
& \quad=-\left(1-\delta_{v}(\lambda)\right) F\left(g, \xi, b,-\lambda e^{i \varphi_{v}}\right)
\end{aligned}
$$

has the asserted asymptotic behaviour. In the same way we see that

$$
\begin{aligned}
\delta_{v}(\lambda) & \int_{a}^{\xi} \exp \left\{\lambda\left(R_{v}(t)-R_{v}(\xi)\right)\right\} g(t) \mathrm{d} t \\
& =\delta_{v}(\lambda) \int_{a}^{\xi} \exp \left\{-\lambda e^{i \varphi_{v}}\left(\left|R_{v}(\xi)\right|-\left|R_{v}(t)\right|\right)\right\} g(t) \mathrm{d} t \\
& =\delta_{v}(\lambda) F\left(g, \xi, a,-\lambda e^{i \varphi_{v}}\right)
\end{aligned}
$$

has the asserted asymptotic behaviour.
Since the nonzero components of the first and the third vector function in the assertion are of the form as considered above, the proposition holds for them. Since $\Delta(\lambda)=I_{n}-\Delta(-\lambda)$ and $E(\tau, \lambda)=E(\tau,-\lambda)^{-1}$, the two other vector functions in the assertion are of the same form.

Obviously, the assertions of Proposition 4.3 .5 also hold if we multiply the transposed vector function $f_{1}^{\top}$ from the left instead of $f_{1}$ from the right or if we take a matrix function instead of a vector function.
Proposition 4.3.6. Let $\tilde{M}, \tilde{M}_{0}, \tilde{M}_{1}, \tilde{M}_{2}, \Delta_{0}$ be as defined in (4.3.2)-(4.3.4), (4.1.24), (4.1.22). We assert:
i) $\left(\tilde{M}(\lambda)-\tilde{M}_{0}(\lambda)\right) \Delta_{0}=o(1)$ as $\min _{v=1}^{l}\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right| \rightarrow \infty$.
ii) $\left(\tilde{M}(\lambda)-\tilde{M}_{1}(\lambda)\right) \Delta_{0}=o(1)$ as $\lambda \rightarrow \infty$.
iii) $\left(\tilde{M}(\lambda)-\tilde{M}_{2}\right)\left(I_{n}-\Delta_{0}\right)=o(1)$ as $\lambda \rightarrow \infty$.
iv) $\left(\widetilde{M}(\lambda)-\widetilde{M}_{2}\right)\left(I_{n}-\Delta_{0}\right)=O\left(\max _{\substack{v, \mu=0 \\ v \neq \mu}}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1+1 / p}\right)$.
v) Let $p>1$. Suppose that $W_{0} \in M_{n}\left(L_{q}(a, b)\right)$ for some $q>1$ and that $a$ and $b$ are no accumulation points of the set $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Then

$$
\left(\tilde{M}(\lambda)-\widetilde{M}_{0}(\lambda)\right) \Delta_{0}=O\left(\max _{\substack{v \mu=0 \\ v \neq \mu}}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-\alpha}\right)
$$

where $\alpha=\min \{1-1 / p, 1-1 / q\}>0$.
Proof. Using the representation

$$
\tilde{Y}(\cdot, \lambda)=\left(P^{[0]}+B_{0}(\cdot, \lambda)\right) E(\cdot, \lambda)
$$

of the fundamental matrix given by (4.1.14), we obtain

$$
\begin{aligned}
& \widetilde{W}^{(j)}(\lambda) \widetilde{Y}\left(a_{j}, \lambda\right)-W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right) \\
& =\left[\widetilde{W}^{(j)}(\lambda) B_{0}\left(a_{j}, \lambda\right)+\left(\widetilde{W}^{(j)}(\lambda)-W_{0}^{(j)}\right) P^{[0]}\left(a_{j}\right)\right] E\left(a_{j}, \lambda\right)
\end{aligned}
$$

The estimates of $B_{0}$, the assumptions (4.1.11) and (4.1.12) on $\widetilde{W}_{j}$ and $W_{0}^{j}$, and Proposition 4.3.3 i), ii) for $c=a_{j}$ and $d=a$ or $d=b$, respectively, imply that

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left[\widetilde{W}^{(j)}(\lambda) \widetilde{Y}\left(a_{j}, \lambda\right)-W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)\right]\left(I_{n}-\Delta(\lambda)\right) \tag{4.3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left[\widetilde{W}^{(j)}(\lambda) \widetilde{Y}\left(a_{j}, \lambda\right)-W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)\right] E(b, \lambda)^{-1} \Delta(\lambda) \tag{4.3.7}
\end{equation*}
$$

are of the form $o(1)$ and $O\left(\left.\max \right|_{v \neq \mu} ^{v, \mu=0}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1+1 / p}\right)$. In the same way,

$$
\begin{aligned}
& \widetilde{W}(x, \lambda) \widetilde{Y}(x, \lambda)-W_{0}(x) P^{[0]}(x) E(x, \lambda) \\
& =\left[\widetilde{W}(x, \lambda) B_{0}(x, \lambda)+\left(\widetilde{W}(x, \lambda)-W_{0}(x)\right) P^{[0]}(x)\right] E(x, \lambda)
\end{aligned}
$$
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shows that

$$
\begin{equation*}
\int_{a}^{b}\left[\widetilde{W}(x, \lambda) \widetilde{Y}(x, \lambda)-W_{0}(x) P^{[0]}(x) E(x, \lambda)\right] \mathrm{d} x\left(I_{n}-\Delta(\lambda)\right) \tag{4.3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b}\left[\widetilde{W}(x, \lambda) \widetilde{Y}(x, \lambda)-W_{0}(x) P^{[0]}(x) E(x, \lambda)\right] \mathrm{d} x E(b, \lambda)^{-1} \Delta(\lambda) \tag{4.3.9}
\end{equation*}
$$

are of the form $o(1)$ and $O\left(\max _{\substack{l, \mu=0 \\ v \neq \mu}}\left(1+\left|\Re\left(\lambda e^{i \varphi_{\nu \mu}}\right)\right|\right)^{-1+1 / p}\right)$. Since the equation $E(x, \lambda)\left(I_{n}-\Delta_{0}\right)=I_{n}-\Delta_{0}$ holds for all $x \in[a, b]$ and $\lambda \in \mathbb{C}$, the matrix function $\left(\tilde{M}(\lambda)-\tilde{M}_{2}\right)\left(I_{n}-\Delta_{0}\right)$ is the sum of the four terms (4.3.6)-(4.3.9) multiplied by ( $I_{n}-\Delta_{0}$ ) from the right. Thus the estimates of (4.3.6)-(4.3.9) prove iii) and iv).

Since $W_{0} P^{[0]} \in M_{n}\left(L_{1}(a, b)\right)$, the estimates in Proposition 4.3 .5 yield

$$
\begin{equation*}
\int_{a}^{b} W_{0}(x) P^{[0]}(x) E(x, \lambda) \mathrm{d} x\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}=o(1) \text { as } \lambda \rightarrow \infty \tag{4.3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b} W_{0}(x) P^{[0]}(x) E(x, \lambda) \mathrm{d} x E(b, \lambda)^{-1} \Delta(\lambda) \Delta_{0}=o(1) \text { as } \lambda \rightarrow \infty . \tag{4.3.11}
\end{equation*}
$$

Since $\left(\tilde{M}(\lambda)-\widetilde{M}_{1}(\lambda)\right) \Delta_{0}$ is the sum of the four terms (4.3.6)-(4.3.9) multiplied by $\Delta_{0}$ from the right and the two terms (4.3.10) and (4.3.11), ii) follows from the estimates of (4.3.6)-(4.3.11).

Let $\varepsilon>0$. Then there is a $j_{0} \in \mathbb{N}$ such that

$$
\left|\sum_{j=j_{0}+1}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(\grave{a}_{j}, \lambda\right)\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}\right| \leq \sum_{j=j_{0}+1}^{\infty}\left|W_{0}^{(j)} P^{[0]}\left(a_{j}\right)\right| \leq \frac{\varepsilon}{2} .
$$

For sufficiently large $\alpha$ and all $\lambda \in \mathbb{C}$ with $\min _{v=1}^{l}\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right| \geq \alpha$ we obtain from Proposition 4.3.3 iii) with $c=a_{j}$ and $d=a$ that

$$
\sum_{j=1}^{j_{0}}\left|W_{0}^{(j)} P^{[0]}\left(a_{j}\right)\right|\left|E\left(a_{j}, \lambda\right)\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}\right| \leq \frac{\varepsilon}{2} .
$$

Hence

$$
\sum_{j=1}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}=o(1) \text { as } \min _{v=1}^{l}\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right| \rightarrow \infty .
$$

In the same way we obtain with the aid of Proposition 4.3 .3 iv) with $c=a_{j}$ and $d=b$ that

$$
\sum_{\substack{j=0 \\ j \neq 1}}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right) E(b, \lambda)^{-1} \Delta(\lambda) \Delta_{0}=o(1) \text { as } \min _{v=1}^{l}\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right| \rightarrow \infty
$$

These two estimates and ii) prove i).
Suppose that the assumptions of v) hold. We apply Proposition 4.3 .5 to the matrix functions on the left-hand sides of (4.3.10) and (4.3.11) and obtain (4.3.12)

$$
\int_{a}^{b} W_{0}(x) P^{[0]}(x) E(x, \lambda) \mathrm{d} x\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}=O\left(\max _{v=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{\nu}}\right)\right|\right)^{-1+1 / q}\right)
$$

and
(4.3.13)
$\int_{a}^{b} W_{0}(x) P^{[0]}(x) E(t, \lambda) \mathrm{d} x E(b, \lambda)^{-1} \Delta(\lambda) \Delta_{0}=O\left(\max _{v=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right|\right)^{-1+1 / q}\right)$.
By assumption,

$$
\tilde{a}:=\inf \left\{a_{j}: j \in \mathbb{N} \backslash\{0\}, W_{0}^{(j)} \neq 0\right\}>a
$$

and

$$
\tilde{b}:=\sup \left\{a_{j}: j \in \mathbb{N} \backslash\{1\}, W_{0}^{(j)} \neq 0\right\}<b
$$

Hence

$$
\begin{aligned}
& \left|\sum_{j=1}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}\right| \\
& \quad \leq\left(\sum_{j=1}^{\infty}\left|W_{0}^{(j)}\right|\right)\left(\max _{x \in[a, b]}\left|P^{[0]}(x)\right|\right)\left|E(\tilde{a}, \lambda)\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}\right|
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\sum_{\substack{j=0 \\
j \neq 1}}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right) E(b, \lambda)^{-1} \Delta(\lambda) \Delta_{0}\right| \\
& \leq\left(\sum_{\substack{j=0 \\
j \neq 1}}^{\infty}\left|W_{0}^{(j)}\right|\right)\left(\max _{x \in[a, b]}\left|P^{[0]}(x)\right|\right)\left|E(\tilde{b}, \lambda) E(b, \lambda)^{-1} \Delta(\lambda) \Delta_{0}\right|
\end{aligned}
$$

are of the form $O\left(\max _{v=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right|\right)^{-1}\right)$ by Proposition 4.3.3. These estimates, the estimates (4.3.12) and (4.3.13) and the estimates of (4.3.6)-(4.3.9) prove part v).

PROPOSITION 4.3.7. Suppose the boundary eigenvalue problem (4.1.1), (4.1.2) is Birkhoff regular. Let $\tilde{M}$ be given by (4.3.2). Then there are numbers $\alpha>0$ and $\delta>0$ such that $|\operatorname{det} \tilde{M}(\lambda)| \geq \delta$ if $\min _{v=1}^{l}\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right| \geq \alpha$.
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Proof. The matrix function $M_{0}$ is invertible and has only a finite number of different values for $\lambda \in \mathbb{C} \backslash\{0\}$ by Proposition 4.3.1 and Remark 4.3.2. Hence there is a positive number $\delta$ such that

$$
\begin{equation*}
\left|\operatorname{det} M_{0}(\lambda)\right| \geq 2 \delta \quad \text { for all } \lambda \in \mathbb{C} \backslash\{0\} \tag{4.3.14}
\end{equation*}
$$

Proposition 4.3.6i), iii) yields

$$
\begin{aligned}
\tilde{M}(\lambda) & =\tilde{M}_{0}(\lambda) \Delta_{0}+\tilde{M}_{2}\left(I_{n}-\Delta_{0}\right)+o(1) \\
& =M_{0}(\lambda)+o(1) \quad \text { as } \quad \min _{v=1}^{l}\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right| \rightarrow \infty .
\end{aligned}
$$

The components of $M_{0}(\lambda)$ are bounded functions with respect to $\lambda$ since $M_{0}$ has only a finite number of different values by Remark 4.3.2. Hence

$$
\operatorname{det} \tilde{M}(\lambda) \rightarrow \operatorname{det} M_{0}(\lambda) \quad \text { as } \quad \min _{v=1}^{l}\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right| \rightarrow \infty
$$

i. e., there is a positive number $\alpha$ such that

$$
\begin{equation*}
\left|\operatorname{det} \tilde{M}(\lambda)-\operatorname{det} M_{0}(\lambda)\right| \leq \delta \quad \text { if } \quad \min _{v=1}^{l}\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right| \geq \alpha \tag{4.3.15}
\end{equation*}
$$

The assertion of the proposition follows from (4.3.14) and (4.3.15).
Proposition 4.3.8. Let

$$
\begin{equation*}
M_{1}(\lambda):=\widetilde{M}_{1}(\lambda) \Delta_{0}+\widetilde{M}_{2}\left(I_{n}-\Delta_{0}\right) \tag{4.3.16}
\end{equation*}
$$

Then

$$
\operatorname{det} \tilde{M}(\lambda)=\operatorname{det} M_{1}(\lambda)+o(1) \text { as } \lambda \rightarrow \infty .
$$

Proof. This is obvious from Proposition 4.3 .6 ii), iii) since the components of $\widetilde{M}_{1}(\lambda)$ are bounded by Corollary 4.3.4.

THEOREM 4.3.9. Suppose that the boundary eigenvalue problem (4.1.1), (4.1.2) is Birkhoff regular. Let $\tilde{M}$ be the characteristic matrix function given by (4.3.2). Then there are circles $\Gamma_{v}=\left\{\lambda \in \mathbb{C}:|\lambda|=\rho_{v}\right\}(v \in \mathbb{N})$ with $\rho_{v} \nearrow \infty$ as $v \rightarrow \infty$ and a number $\delta>0$ such that $|\operatorname{det} \tilde{M}(\lambda)| \geq \delta$ for all $\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}$.

Proof. For $\lambda \in \mathbb{C}$ we set

$$
\widehat{M}(\lambda):=\sum_{j=0}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)+\int_{a}^{b} W_{0}(x) P^{[0]}(x)\left(I_{n}-\Delta_{0}\right) \mathrm{d} x
$$

We shall prove that $\operatorname{det} \widehat{M}$ is an exponential sum in the sense of Section A.2. We set

$$
\hat{r}_{q}:=r_{\mu}, \widehat{R}_{q}:=R_{\mu}, \hat{\delta}_{q}:=\delta_{\mu} \text { and } \hat{\varphi}_{q}:=\varphi_{\mu} \quad \text { for } \quad \sum_{\kappa=0}^{\mu-1} n_{\kappa}<q \leq \sum_{\kappa=0}^{\mu} n_{\kappa}
$$

$$
\begin{aligned}
\left(a_{m q}^{(0)}\right)_{m, q=1}^{n}: & =W_{0}^{(0)} P^{[0]}\left(a_{0}\right) \Delta_{0} \\
& +\left(\sum_{j=0}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right)+\int_{a}^{b} W_{0}(x) P^{[0]}(x) \mathrm{d} x\right)\left(I_{n}-\Delta_{0}\right), \\
\left(a_{m q}^{(j)}\right)_{m, q=1}^{n}: & =W_{0}^{(j)} P^{[0]}\left(a_{j}\right) \Delta_{0} \quad(j \in \mathbb{N} \backslash\{0\}),
\end{aligned}
$$

and

$$
\alpha_{j_{n_{0}+1}, \ldots, j_{n}}:=\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) \prod_{q=1}^{n_{0}} a_{\sigma(q), q}^{(0)} \prod_{q=n_{0}+1}^{n} a_{\sigma(q), q}^{\left(j_{q}\right)} \quad\left(j_{n_{0}+1}, \ldots, j_{n} \in \mathbb{N}\right),
$$

where $S_{n}$ is the set of permutations of the numbers $1, \ldots, n$. We set

$$
\gamma_{j}:=\max _{m, q=1}^{n}\left|a_{m q}^{(j)}\right| \quad(j \in \mathbb{N})
$$

From $\sum_{j=0}^{\infty}\left|W_{0}^{(j)}\right|<\infty$ and $P^{[0]} \in M_{n}\left(W_{p}^{1}(a, b)\right) \subset M_{n}(C[a, b])$ we infer $\sum_{j=0}^{\infty} \gamma_{j}<\infty$. Hence

$$
\begin{aligned}
\sum_{j_{n_{0}+1}, \ldots, j_{n}=0}^{\infty}\left|\alpha_{j_{n_{0}+1}, \ldots, j_{n}}\right| & \leq n!\sum_{j_{n_{0}+1}, \ldots, j_{n}=0}^{\infty} \gamma_{0}^{n_{0}} \prod_{q=n_{0}+1}^{n} \gamma_{j_{q}} \\
& =n!\gamma_{0}^{n_{0}}\left(\sum_{j=0}^{\infty} \gamma_{j}\right)^{n-n_{0}}<\infty
\end{aligned}
$$

Thus

$$
\begin{aligned}
\operatorname{det} \hat{M}(\lambda) & =\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) \prod_{q=1}^{n}\left(\sum_{j=0}^{\infty} a_{\sigma(q), q}^{(j)} \exp \left\{\lambda \widehat{R}_{q}\left(a_{j}\right)\right\}\right) \\
& =\sum_{j_{n_{0}+1}, \ldots, j_{n}=0}^{\infty} \alpha_{j_{n_{0}+1}, \ldots, j_{n}} \prod_{q=n_{0}+1}^{n} \exp \left\{\lambda \widehat{R}_{q}\left(a_{j_{q}}\right)\right\},
\end{aligned}
$$

where the sum is absolutely convergent. Hence $\operatorname{det} \widehat{M}(\lambda)$ is an exponential sum in the sense of Section A.2.

Let $l_{0}, \chi_{k}$ and $\Sigma_{k}$ be as defined in Remark 4.1.4, $k=1, \ldots, l_{0}$. Let

$$
\theta_{k}:=\left\{q \in\left\{n_{0}+1, \ldots, n\right\}: \hat{\varphi}_{q} \in\left[\chi_{k}, \chi_{k}+\pi\right) \bmod (2 \pi)\right\}
$$

and set $\lambda_{k}:=e^{-i\left(\frac{\pi}{2}+\chi_{k}\right)}$. Then $\lambda_{k} \in \Sigma_{k}, \hat{\delta}_{q}\left(\lambda_{k}\right)=1$ if $q \in \theta_{k}$ and $\hat{\delta}_{q}\left(\lambda_{k}\right)=0$ if $q \in\left\{n_{0}+1, \ldots, n\right\} \backslash \theta_{k}$. Let

$$
\begin{equation*}
\mathscr{E}:=\left\{\sum_{k=n_{0}+1}^{n} \widehat{R}_{k}\left(a_{j_{k}}\right): j_{k} \in \mathbb{N} ; k=n_{0}+1, \ldots, n\right\} . \tag{4.3.17}
\end{equation*}
$$
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Since $\widehat{R}_{k}\left(a_{j k}\right) \in \overline{0, \widehat{R}_{k}(b)}$, the convex hull of $\mathscr{E}$ is a convex polygon by Theorem A.1.3. Set

$$
b_{k}:=\sum_{j \in \theta_{k}} \widehat{R}_{j}(b) \quad\left(k=1, \ldots, l_{0}\right)
$$

Since the numbers $\chi_{1}, \ldots, \chi_{l_{0}}$ are the numbers $\varphi_{1}, \ldots, \varphi_{2 m}$ of Section A.1, the set $\left\{b_{k}: k \in\left\{1, \ldots, l_{0}\right\}\right\}$ is the set $\widetilde{\mathscr{E}}$ of the vertices of $\mathscr{E}$. The representation of these points is unique by Theorem A.1.3 iii). Hence we obtain that the coefficient of $\exp \left\{\lambda b_{k}\right\}$ in $\operatorname{det} \hat{M}$ is $\alpha_{\Delta\left(\lambda_{k}\right)}:=\alpha_{j_{n_{0}+1}, \ldots, j_{n}}$, where the numbers $j_{n_{0}+1}, \ldots, j_{n}$ are given by $\Delta\left(\lambda_{k}\right)=\operatorname{diag}\left(*, \ldots, *, j_{n_{0}+1}, \ldots, j_{n}\right)$ if we observe that $\widehat{R}_{j}\left(a_{0}\right)=0$ and $\widehat{R}_{j}\left(a_{1}\right)=\widehat{R}_{j}(b)$. Since (4.1.1), (4.1.2) is Birkhoff regular,

$$
\alpha_{\Delta\left(\lambda_{k}\right)}=\operatorname{det}\left(W_{0}^{(0)}\left(I_{n}-\Delta\left(\lambda_{k}\right)\right) \Delta_{0}+W_{0}^{(1)} P^{[0]}(b) \Delta\left(\lambda_{k}\right) \Delta_{0}+\tilde{M}_{2}\left(I_{n}-\Delta_{0}\right)\right) \neq 0
$$

By Remark A.2.13 the exponential sum $\operatorname{det} \widehat{M}(\lambda)$ fulfils the assumptions of Theorem A.2.15, and we accordingly choose $\varepsilon$ and $\left(\rho_{n}\right)_{0}^{\infty}$ from the statement of that theorem. Now let $\lambda \in \Sigma_{k} \cap \bigcup_{v=0}^{\infty} \Gamma_{v}$. From Proposition 4.1 .5 we infer $\Delta(\lambda)=\Delta\left(\lambda_{k}\right)$. Hence

$$
\operatorname{det}\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right)=\exp \left\{-b_{k} \lambda\right\}
$$

Since

$$
\begin{aligned}
M_{1}(\lambda) & =\tilde{M}_{1}(\lambda) \Delta_{0}+\tilde{M}_{2}\left(I_{n}-\Delta_{0}\right) \\
& =\widehat{M}(\lambda)\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right)
\end{aligned}
$$

we obtain

$$
\operatorname{det} M_{1}(\lambda)=\operatorname{det} \widehat{M}(\lambda) \exp \left\{-b_{k} \lambda\right\}
$$

Therefore Theorem A. 2.15 yields

$$
\left|\operatorname{det} M_{1}(\lambda)\right| \geq \varepsilon
$$

From Proposition 4.3 .8 we coclude that $\left|\operatorname{det} \tilde{M}(\lambda)-\operatorname{det} M_{1}(\lambda)\right| \leq \frac{\varepsilon}{2}$ holds for $|\lambda| \geq \rho_{0}$ if we choose $\rho_{0}$ sufficiently large. Then the assertion of the theorem follows with $\delta=\frac{\varepsilon}{2}$.

We now continue the discussion of Example 4.2.3. For simplicity we assume $n=2, a=0, b=1$. We take the first order system

$$
y^{\prime}-\lambda y-\left(\begin{array}{cc}
0 & \alpha  \tag{4.3.18}\\
0 & 0
\end{array}\right) y=0
$$

where $\alpha$ is a complex constant and $\lambda$ varies in $\mathbb{C}$. An asymptotic fundamental matrix function in the sense of Theorem 2.8.2 B of this system is given by

$$
Y(x, \lambda)=\left(\begin{array}{cc}
e^{\lambda x} & \alpha x e^{\lambda x}  \tag{4.3.19}\\
0 & e^{\lambda x}
\end{array}\right)
$$

where $k=0$ and $B_{0}=0$. Indeed, this follows from Remark 2.8.6 since

$$
\left(\begin{array}{cc}
e^{\lambda x} & 0 \\
0 & e^{\lambda x}
\end{array}\right)
$$

is the fundamental matrix of $y^{\prime}(x)-\lambda y(x)=0$ which is the identity at 0 , and

$$
\left(\begin{array}{cc}
1 & \alpha x \\
0 & 1
\end{array}\right)
$$

is the fundamental matrix of

$$
y^{\prime}(x)-\left(\begin{array}{cc}
0 & \alpha \\
0 & 0
\end{array}\right) y(x)=0
$$

which is the identity at 0 . The characteristic matrix with respect to the boundary conditions

$$
\left(\begin{array}{ll}
1 & 1  \tag{4.3.20}\\
0 & \lambda
\end{array}\right) y(0)+\left(\begin{array}{cc}
1 & 0 \\
0 & \lambda+\beta
\end{array}\right) y(1)=0
$$

is

$$
\begin{align*}
M(\lambda) & =\left(\begin{array}{cc}
1 & 1 \\
0 & \lambda
\end{array}\right)+\left(\begin{array}{cc}
1 & 0 \\
0 & \lambda+\beta
\end{array}\right)\left(\begin{array}{cc}
e^{\lambda} & \alpha e^{\lambda} \\
0 & e^{\lambda}
\end{array}\right)  \tag{4.3.21}\\
& =\left(\begin{array}{cc}
e^{\lambda}+1 & \alpha e^{\lambda}+1 \\
0 & (\lambda+\beta) e^{\lambda}+\lambda
\end{array}\right) .
\end{align*}
$$

A multiplication of (4.3.20) by $\left(\begin{array}{cc}1 & 0 \\ 0 & \lambda^{-1}\end{array}\right)$ from the left shows that this problem is of the form considered in Example 4.2.3 and hence Birkhoff regular.

First let $\beta=0$. Then the eigenvalues of $M$ are 0 and $(2 k+1) \pi i(k \in \mathbb{Z})$. For $\alpha=1$ the dimension of the eigenspaces corresponding to the nonzero eigenvalues is 2 . For $\alpha \neq 1$ the dimension of the eigenspaces corresponding to the nonzero eigenvalues is 1 , and there is a chain of an eigenvector and an associated vector by Proposition 1.8.5.

For $\beta \neq 0$ we have two sequences of eigenvalues: $(2 k+1) \pi i(k \in \mathbb{Z})$, and the zeros of $\left(1+\frac{\beta}{\lambda}\right) e^{\lambda}+1$.

Now we are going to deduce an asymptotic representation of the zeros of $\left(1+\frac{\beta}{\lambda}\right) e^{\lambda}+1$ for large $\lambda$. Using the results of Section A.2, we see that they have the form

$$
(2 k+1) \pi i+o(1) \text { as }|k| \rightarrow \infty \text { for } k \in \mathbb{Z}
$$

But we shall give a more accurate representation and estimate. For this we note that

$$
\begin{equation*}
\left(1+\frac{\beta}{\lambda}\right) e^{\lambda}+1=0 \tag{4.3.22}
\end{equation*}
$$

holds if and only if

$$
e^{-\lambda+\pi i}=1+\frac{\beta}{\lambda}
$$

Taking the logarithm we see that (4.3.22) holds if and only if there is a $k \in \mathbb{Z}$ such that

$$
-\lambda+\pi i=\log \left(1+\frac{\beta}{\lambda}\right)-2 k \pi i
$$

where we choose the argument of the logarithm in the interval $[-\pi, \pi)$. For $k \in \mathbb{Z}$ we set

$$
f_{k}(\lambda)=(2 k+1) \pi i-\log \left(1+\frac{\beta}{\lambda}\right) \quad(\lambda \in \mathbb{C} \backslash\{0,-\beta\}) .
$$

Thus we have to determine the fixed points of $f_{k}$ for large $\lambda$. Since $\log \left(1+\frac{\beta}{\lambda}\right)$ tends to zero as $\lambda \rightarrow \infty$, a large fixed point corresponds to a large value of $|k|$. On the other hand, for each $\lambda \in \mathbb{C} \backslash\{0\}$ we have

$$
\left|f_{k}(\lambda)\right| \geq\left|\mathfrak{I} f_{k}(\lambda)\right| \geq 2(|k|-1) \pi
$$

This shows that the fixed points of $f_{k}$ are of the form

$$
(2 k+1) \pi i+o(1) \text { as }|k| \rightarrow \infty .
$$

Hence it is sufficient to consider the case

$$
|k| \geq 1+|\beta| \pi^{-1} \quad \text { and } \quad \lambda \in \bar{B}_{1}((2 k+1) \pi i) .
$$

where $\bar{B}_{1}((2 k+1) \pi i)$ is the closed disc with centre $(2 k+1) \pi i$ and radius 1 . In the following considerations of this example we shall always take $k$ and $\lambda$ according to these conditions. We have

$$
\begin{equation*}
|\lambda| \geq(2|k|-1) \pi-1 \geq 2(|k|-1) \pi+2 \geq 2|\beta|+2 \tag{4.3.23}
\end{equation*}
$$

The mean value theorem gives

$$
\begin{aligned}
\left|\log \left(1+\frac{\beta}{\lambda}\right)\right| & \leq \frac{|\beta|}{|\lambda|} \sup _{\left.|z| \leq \frac{\beta \mid}{\lambda \mid} \right\rvert\,} \frac{1}{|1+z|} \leq \frac{2|\beta|}{|\lambda|} \\
& \leq \frac{|\beta|}{(|k|-1) \pi+1} \leq \frac{|\beta|}{|\beta|+1} .
\end{aligned}
$$

From

$$
f_{k}^{\prime}(\lambda)=\frac{\beta}{\lambda^{2}\left(1+\frac{\beta}{\lambda}\right)}
$$

we infer

$$
\begin{aligned}
\delta_{k}: & =\sup _{z \in \bar{B}_{1}((2 k+1) \pi i)}\left|f_{k}^{\prime}(z)\right| \\
& \leq \frac{|\beta|}{2((|k|-1) \pi+1)^{2}} \leq \frac{|\beta|}{2(|\beta|+1)^{2}} \leq \frac{1}{8} .
\end{aligned}
$$

This estimate and

$$
\left|f_{k}(\lambda)-(2 k+1) \pi i\right|=\left|\log \left(1+\frac{\beta}{\lambda}\right)\right| \leq 1
$$

show that $f_{k}: \bar{K}_{1}((2 k+1) \pi i) \rightarrow \bar{K}_{1}((2 k+1) \pi i)$ is a contractive mapping. By BANACH'S fixed point theorem, $f_{k}$ has exactly one fixed point $\mu_{k}$ in the disk $\bar{B}_{1}((2 k+1) \pi i)$. The a priori estimate yields

$$
\begin{aligned}
& \left|\mu_{k}-f_{k}((2 k+1) \pi i)\right| \leq \frac{\delta_{k}}{1-\delta_{k}}\left|f_{k}((2 k+1) \pi i)-(2 k+1) \pi i\right| \\
& \quad \leq \frac{|\beta|}{((|k|-1) \pi+1)^{2}}\left|\log \left(1+\frac{\beta}{(2 k+1) \pi i}\right)\right| \\
& \quad \leq \frac{|\beta|^{2}}{((|k|-1) \pi+1)^{3}}
\end{aligned}
$$

Using the Taylor series expansion of $\log (1+z)$ we obtain

$$
\begin{aligned}
& f_{k}((2 k+1) \pi i)=(2 k+1) \pi i-\log \left(1+\frac{\beta}{(2 k+1) \pi i}\right) \\
& \quad=(2 k+1) \pi i+\sum_{j=1}^{2} \frac{1}{j}\left(\frac{\beta i}{(2 k+1) \pi}\right)^{j}+\frac{\hat{\gamma}_{k}}{((2 k+1) \pi)^{3}}
\end{aligned}
$$

where $\left|\hat{\gamma}_{k}\right| \leq \frac{8|\beta|^{3}}{3}$ since

$$
\sup _{|z| \leq \frac{1}{2}} \frac{1}{3!}\left|\frac{d^{3}}{d z^{3}} \log (1+z)\right| \leq \frac{8}{3}
$$

Thus we have

$$
\mu_{k}=(2 k+1) \pi i+\frac{\beta i}{(2 k+1) \pi}-\frac{1}{2} \frac{\beta^{2}}{((2 k+1) \pi)^{2}}+\frac{\gamma_{k}}{((|k|-1) \pi+1)^{3}}
$$

where

$$
\left|\gamma_{k}\right| \leq \frac{|\beta|^{3}}{3}+|\beta|^{2}
$$

since $|(2 k+1)| \pi \geq 2((|k|-1) \pi+1)$.
If we consider $\mu_{k}^{1}:=(2 k+1) \pi i$ as a first approximation, we may take

$$
\mu_{k}^{2}:=(2 k+1) \pi i+\frac{\beta i}{(2 k+1) \pi}-\frac{1}{2} \frac{\beta^{2}}{((2 k+1) \pi)^{2}}
$$

as a second approximation. Repeating the above method with $\mu_{k}^{2}$ instead of $\mu_{k}^{1}$, we get an approximation $\mu_{k}^{3}$ such that $\mu_{k}^{3}-(2 k+1) \pi i$ is a polynomial in $(2 k+1)^{-1}$ and $\mu_{k}^{3}-\mu_{k}^{2}=O\left(|k|^{-5}\right)$. Proceeding in this way we see that $\mu_{k}-(2 k+1) \pi i$ can be written as an asymptotic polynomial in $2 k+1$ of arbitrary order.

Remark 4.3.10. The above example shows that there are Birkhoff regular eigenvalue problems with i) infinitely many eigenvalues for which the dimension of the eigenspace is larger that 1 or ii) infinitely many eigenvalues which are not semisimple or iii) the infimum of the distance of different eigenvalues is zero, i.e., there are sequences of eigenvalues $\left(\lambda_{k}\right)_{1}^{\infty}$ and $\left(\mu_{k}\right)_{1}^{\infty}$ such that $\lambda_{k} \rightarrow \infty, \mu_{k} \rightarrow \infty$, and $0 \neq \lambda_{k}-\mu_{k} \rightarrow 0$ as $k \rightarrow \infty$. Of course, it is possible to construct examples where i, ii), and iii) occur simultaneously.

### 4.4. Estimates of the Green's matrix

Besides Birkhoff regularity we shall also consider Stone regularity. In this section, no additional investigations are necessary if we prove the results for Stone regularity.
Definition 4.4.1. Let $s \in \mathbb{N}$. The boundary eigenvalue problem (4.1.1), (4.1.2) is called $s$-regular if there are circles $\Gamma_{v}=\left\{\lambda \in \mathbb{C}:|\lambda|=\rho_{v}\right\}(v \in \mathbb{N})$, where $\left(\rho_{v}\right)_{v \in \mathbb{N}}$ is a strictly increasing sequence of positive numbers with $\rho_{v} \nearrow \infty$ as $v \rightarrow \infty$, and a number $\delta>0$ such that $\left|\lambda^{s} \operatorname{det} \tilde{M}(\lambda)\right| \geq \delta$ for all $\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}$, where $\tilde{M}$ is the characteristic matrix function given by (4.3.2).
The boundary eigenvalue problem (4.1.1), (4.1.2) is called Stone regular if there is an integer $s \in \mathbb{N}$ such that the boundary eigenvalue problem (4.1.1), (4.1.2) is $s$-regular.

From Theorem 4.3.9 we know that Birkhoff regular problems are 0-regular. Throughout this section we suppose that the boundary eigenvalue problem (4.1.1), (4.1.2) is Stone regular.

Together with the boundary eigenvalue problem (4.1.1), (4.1.2) we consider the operator function

$$
\begin{equation*}
\widetilde{T}(\lambda):=\binom{\widetilde{T}^{D}(\lambda)}{\widetilde{T}^{R}(\lambda)}:\left(W_{p}^{1}(a, b)\right)^{n} \rightarrow\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n} \quad(|\lambda| \geq \gamma) \tag{4.4.1}
\end{equation*}
$$

where $\gamma$ is a fixed positive number and

$$
\begin{aligned}
& \widetilde{T}^{D}(\lambda) y=y^{\prime}-\left(\lambda A_{1}+A_{0}+\lambda^{-1} A^{0}(\cdot, \lambda)\right) y, \\
& \widetilde{T}^{R}(\lambda) y=\sum_{j=0}^{\infty} \widetilde{W}^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} \widetilde{W}(x, \lambda) y(x) \mathrm{d} x,
\end{aligned}
$$

and $y$ varies in $\left(W_{p}^{1}((a, b))^{n}\right.$.
We have seen that we can take any fundamental matrix in the definition of the Green's matrix function $G(\cdot, \cdot, \lambda)$ and in the definition of $\widehat{G}(\cdot, \lambda)$. Here we take
the fundamental matrix $\widehat{Y}(\cdot, \lambda)$ as defined in (4.3.1). Theorem 3.2.2 and formula (3.2.12) yield

$$
\begin{aligned}
& \widetilde{T}^{-1}(\lambda)\left(f_{1}, f_{2}\right)(x)=\widehat{Y}(x, \lambda) \int_{a}^{x} \widehat{Y}(\xi, \lambda)^{-1} f_{1}(\xi) \mathrm{d} \xi \\
& +\widehat{Y}(x, \lambda)\left(\widetilde{T}^{R}(\lambda)(\widehat{Y}(\cdot, \lambda))^{-1}\left\{f_{2}-\int_{a}^{b} \int_{t=\xi}^{b} \mathrm{~d}_{t} \widetilde{F}(t, \lambda) \widehat{Y}(t, \lambda) \widehat{Y}(\xi, \lambda)^{-1} f_{1}(\xi) \mathrm{d} \xi\right\}\right.
\end{aligned}
$$

for $\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}, f_{1} \in\left(L_{p}(a, b)\right)^{n}, f_{2} \in \mathbb{C}^{n}$ and $x \in(a, b)$, where

$$
\begin{equation*}
\widetilde{F}(x, \lambda):=\sum_{\substack{j=0 \\ a_{j}<x}}^{\infty} \widetilde{W}^{(j)}(\lambda)+\int_{a}^{x} \widetilde{W}(t, \lambda) \mathrm{d} t \tag{4.4.2}
\end{equation*}
$$

for $a \leq x<b$ and

$$
\begin{equation*}
\widetilde{F}(b, \lambda):=\sum_{j=0}^{\infty} \widetilde{W}^{(j)}(\lambda)+\int_{a}^{b} \widetilde{W}(t, \lambda) \mathrm{d} t \tag{4.4.3}
\end{equation*}
$$

We subtract and add the term (see Proposition 3.2.1)

$$
\begin{aligned}
& \widehat{Y}(x, \lambda) \Delta(\lambda) \int_{a}^{b} \widehat{Y}(\xi, \lambda)^{-1} f_{1}(\xi) \mathrm{d} \xi \\
& =\widehat{Y}(x, \lambda)\left(\widetilde{T}^{R}(\lambda)(\widehat{Y}(\cdot, \lambda))^{-1} \int_{a}^{b} \int_{a}^{b} \mathrm{~d}_{t} \widetilde{F}(t, \lambda) \widehat{Y}(t, \lambda) \Delta(\lambda) \widehat{Y}(\xi, \lambda)^{-1} f_{1}(\xi) \mathrm{d} \xi\right.
\end{aligned}
$$

and obtain with $f=\left(f_{1}, f_{2}\right)$ that

$$
\begin{equation*}
\left(\tilde{T}^{-1}(\lambda) f\right)(x)=I_{1}\left(x, f_{1}, \lambda\right)+\widehat{Y}(x, \lambda) \tilde{M}^{-1}(\lambda) I_{3}(f, \lambda) \tag{4.4.4}
\end{equation*}
$$

where

$$
\begin{gather*}
I_{1}\left(x, f_{1}, \lambda\right):=\widehat{Y}(x, \lambda)\left(I_{n}-\Delta(\lambda)\right) \int_{a}^{x} \widehat{Y}(\xi, \lambda)^{-1} f_{1}(\xi) \mathrm{d} \xi  \tag{4.4.5}\\
-\widehat{Y}(x, \lambda) \Delta(\lambda) \int_{x}^{b} \widehat{Y}(\xi, \lambda)^{-1} f_{1}(\xi) \mathrm{d} \xi \\
I_{3}(f, \lambda):=f_{2}-\int_{a}^{b} \int_{t=\xi}^{b} \mathrm{~d}_{t} \widetilde{F}(t, \lambda) \widehat{Y}(t, \lambda)\left(I_{n}-\Delta(\lambda)\right) \widehat{Y}(\xi, \lambda)^{-1} f_{1}(\xi) \mathrm{d} \xi  \tag{4.4.6}\\
+ \\
+\int_{a}^{b} \int_{t=a}^{\xi} d_{t} \widetilde{F}(t, \lambda) \widehat{Y}(t, \lambda) \Delta(\lambda) \widehat{Y}(\xi, \lambda)^{-1} f_{1}(\xi) \mathrm{d} \xi
\end{gather*}
$$

Note that we can take $\widetilde{Y}$ instead of $\widehat{Y}$ in (4.4.5) and (4.4.6).
The main task in this section will be to estimate $I_{1}, \widehat{Y}$, and $I_{3}$. For this we need some propositions. Define
(4.4.7) $\quad I_{2}^{0}(x, \lambda):=P^{[0]}(x)\left(\left(I_{n}-\Delta(\lambda)\right) E(x, \lambda)+\Delta(\lambda) E(x, \lambda) E(b, \lambda)^{-1}\right)$.

PROPOSITION 4.4.2. i) The matrix function $\widehat{Y}(\cdot, \lambda)-I_{2}^{0}(\cdot, \lambda)$ satisfies the estimates $\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}$ and $\{o(1)\}_{\infty}$.
ii) If $p>1$ and, in case $p \leq \frac{3}{2}$, the conditions (4.1.19) are satisfied, then there is a number $\varepsilon \in\left(0,1-\frac{1}{p}\right)$ such that

$$
\widehat{Y}(\cdot, \lambda)-I_{2}^{0}(\cdot, \lambda)=\left\{0\left(\max _{\substack{v, \mu=0 \\ v \neq \mu}}\left(1+\left|\Re\left(\lambda e^{i \varphi_{\nu \mu}}\right)\right|\right)^{-1 / p-\varepsilon}\right)\right\}_{p}
$$

Proof. The asymptotic representation (4.1.14) of $\tilde{Y}$ yields

$$
\widehat{Y}(x, \lambda)=\left(P^{[0]}(x)+B_{0}(x, \lambda)\right)\left(\left(I_{n}-\Delta(\lambda)\right) E(x, \lambda)+\Delta(\lambda) E(x, \lambda) E(b, \lambda)^{-1}\right)
$$

for $x \in(a, b)$ and $|\lambda| \geq \gamma$. The assertion of the proposition immediately follows from the estimates (4.1.18) and (4.1.20) of $B_{0}$ and from Proposition 4.3.3 i), ii).

PROPOSITION 4.4.3. We have $E(\cdot, \lambda) \widetilde{Y}(\cdot, \lambda)^{-1}=P^{[0]^{-1}}+\widetilde{B}_{0}(\cdot, \lambda)$, where $\widetilde{B}_{0}(\cdot, \lambda)$ satisfies the estimates $\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}$ and $\{o(1)\}_{\infty}$.

Proof. Since $P^{[0]}$ is invertible in $M_{n}\left(W_{p}^{1}(a, b)\right)$ and hence in $M_{n}\left(L_{\infty}(a, b)\right)$, and since $B_{0}(\cdot, \lambda)=\{o(1)\}_{\infty}$, the estimate

$$
\left|B_{0}(x, \lambda) P^{[0]-1}(x)\right| \leq \frac{1}{2}
$$

holds for all $x \in(a, b)$ and all sufficiently large $\lambda$. Then we have the Neumann expansion

$$
\begin{aligned}
E(x, \lambda) \widetilde{Y}(\cdot, \lambda)^{-1} & =\left(P^{[0]}(x)+B_{0}(x, \lambda)\right)^{-1} \\
& =P^{[0]^{-1}}(x)\left(\sum_{j=0}^{\infty}(-1)^{j}\left(B_{0}(x, \lambda) P^{[0]^{-1}}(x)\right)^{j}\right)
\end{aligned}
$$

With

$$
\widetilde{B}_{0}(x, \lambda):=P^{[0]^{-1}}(x)\left(\sum_{j=1}^{\infty}(-1)^{j}\left(B_{0}(x, \lambda) P^{[0]^{-1}}(x)\right)^{j}\right)
$$

it follows that

$$
\left(P^{[0]}(x)+B_{0}(x, \lambda)\right)^{-1}=P^{[0]^{-1}}(x)+\widetilde{B}_{0}(x, \lambda)
$$

and

$$
\begin{aligned}
\left|\widetilde{B}_{0}(x, \lambda)\right| & \leq\left|P^{[0]-1}(x) B_{0}(x, \lambda) P^{[0]-1}(x)\right| \sum_{j=0}^{\infty}\left|B_{0}(x, \lambda) P^{[0]^{-1}}(x)\right|^{j} \\
& \leq 2\left|P^{[0]^{-1}}(x)\right|^{2}\left|B_{0}(x, \lambda)\right|
\end{aligned}
$$

Finally, $B_{0}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}, B_{0}(\cdot, \lambda)=\{o(1)\}_{\infty}$, and the above estimate yields

$$
\widetilde{B}_{0}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty} \text { and } \widetilde{B}_{0}(\cdot, \lambda)=\{o(1)\}_{\infty}
$$

We set

$$
\begin{align*}
I_{1}^{0}\left(x, f_{1}, \lambda\right):= & P^{[0]}(x)\left(I_{n}-\Delta(\lambda)\right) E(x, \lambda) \int_{a}^{x} E(\xi, \lambda)^{-1} P^{[0]}-1  \tag{4.4.8}\\
& (\xi) f_{1}(\xi) \mathrm{d} \xi \\
& -P^{[0]}(x) \Delta(\lambda) E(x, \lambda) \int_{x}^{b} E(\xi, \lambda)^{-1} P^{[0]-1}(\xi) f_{1}(\xi) \mathrm{d} \xi
\end{align*}
$$

Proposition 4.4.4. Let $I_{1}$ be as defined in (4.4.5) and let $f_{1} \in\left(L_{p}(a, b)\right)^{n}$. Then i) $I_{1}\left(\cdot, f_{1}, \lambda\right)-I_{1}^{0}\left(\cdot, f_{1}, \lambda\right)$ is of the form $\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}\left|f_{1}\right|_{p}$ and $\{o(1)\}_{\infty}\left|f_{1}\right|_{p}$.
ii) Let $p>1$. If $n_{0}=0$ or $p>\frac{3}{2}$ or $p \leq \frac{3}{2}$ and the conditions in (4.1.19) are satisfied, then there is a number $\varepsilon>0$ such that

$$
\begin{aligned}
\Delta_{0} I_{1}\left(\cdot, \Delta_{0} f_{1}, \lambda\right) & -\Delta_{0} I_{1}^{0}\left(\cdot, \Delta_{0} f_{1}, \lambda\right) \\
& =\left\{O\left(\max _{\substack{v, \mu=0 \\
v \neq \mu}}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1-\varepsilon}\right)\right\}_{p}\left|f_{1}\right|_{p}
\end{aligned}
$$

Proof. Let $x \in(a, b)$. The representation (4.1.14) of $\widetilde{Y}$ and Proposition 4.4 .3 yield

$$
\begin{align*}
& \tilde{Y}(x, \lambda)\left(I_{n}-\Delta(\lambda)\right) \int_{a}^{x} \tilde{Y}(\xi, \lambda)^{-1} f_{1}(\xi) \mathrm{d} \xi  \tag{4.4.9}\\
& \quad-P^{[0]}(x)\left(I_{n}-\Delta(\lambda)\right) E(x, \lambda) \int_{a}^{x} E(\xi, \lambda)^{-1} P^{[0]^{-1}}(\xi) \dot{f}_{1}(\xi) \mathrm{d} \xi \\
& =B_{0}(x, \lambda)\left(I_{n}-\Delta(\lambda)\right) E(x, \lambda) \int_{a}^{x} E(\xi, \lambda)^{-1} P^{[0]-1}(\xi) f_{1}(\xi) \mathrm{d} \xi \\
& \quad+P^{[0]}(x)\left(I_{n}-\Delta(\lambda)\right) E(x, \lambda) \int_{a}^{x} E(\xi, \lambda)^{-1} \widetilde{B}_{0}(\xi, \lambda) f_{1}(\xi) \mathrm{d} \xi \\
& \quad+B_{0}(x, \lambda)\left(I_{n}-\Delta(\lambda)\right) E(x, \lambda) \int_{a}^{x} E(\xi, \lambda)^{-1} \widetilde{B}_{0}(\xi, \lambda) f_{1}(\xi) \mathrm{d} \xi
\end{align*}
$$

Observing $B_{0}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}, B_{0}(\cdot, \lambda)=\{o(1)\}_{\infty}, \widetilde{B}_{0}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}$, $\widetilde{B}_{0}(\cdot, \lambda)=\{o(1)\}_{\infty}$, and the estimate in Proposition 4.3.3i), this shows that the right-hand side of (4.4.9) is of the form $\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}(x)\left|f_{1}\right|_{p}$ and $\{o(1)\}_{\infty}(x)\left|f_{1}\right|_{p}$. Since analogous estimates hold for

$$
\begin{align*}
& \tilde{Y}(x, \lambda) \Delta(\lambda) \int_{x}^{b} \tilde{Y}(\xi, \lambda)^{-1} f_{1}(\xi) \mathrm{d} \xi  \tag{4.4.10}\\
& -P^{[0]}(x) \Delta(\lambda) E(x, \lambda) \int_{x}^{b} E(\xi, \lambda)^{-1} P^{[0]}-1 \\
&
\end{align*}
$$

this proves part i).

For the proof of ii) we multiply (4.4.9) from the left by $\Delta_{0}$ and replace $f_{1}$ by $\Delta_{0} f_{1}$. Since the first term on the right-hand side is

$$
\Delta_{0} B_{0}(x, \lambda)\left(I_{n}-\Delta(\lambda)\right) \int_{a}^{x} E(x, \lambda) E(\xi, \lambda)^{-1} \Delta_{0} P^{[0]-1}(\xi) f_{1}(\xi) \mathrm{d} \xi
$$

Proposition 4.3.5 yields that it has the estimate

$$
\left|B_{0}(x, \lambda)\right|\left\{O\left(\max _{v=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right|\right)^{-1}\right)\right\}_{p}(x)\left|p^{[0]^{-1}} f_{1}\right|_{p}
$$

Similarly, the second term satisfies the estimate

$$
\left|P^{[0]}(x)\right|\left\{O\left(\max _{v=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v}}\right)\right|\right)^{-1}\right)\right\}_{p}(x)\left|\widetilde{B}_{0}(\cdot, \lambda) f_{1}\right|_{p}
$$

From $B_{0}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}$ and $\widetilde{B}_{0}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}$ we obtain that the desired estimate is fulfilled for the first two terms. The last term can be estimated in the same way if $n_{0}=0$. Otherwise, we use (4.1.20) and Proposition 4.4.3. Analogous estimates of $(4.4 .10)$ complete the proof.

Proposition 4.4.5. For $\xi \in(a, b)$ we have that

$$
\begin{aligned}
& \int_{t=\xi}^{b} \mathrm{~d}_{t} \tilde{F}(t, \lambda) \widetilde{Y}(t, \lambda) E(\xi, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right) \\
& -\sum_{\substack{j=0 \\
a_{j} \geq \xi}}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right) E(\xi, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right) \\
& -\int_{\xi}^{b} W_{0}(t) P^{[0]}(t) E(t, \lambda) E(\xi, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right) \mathrm{d} t
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{t=a}^{\xi} \mathrm{d}_{t} \widetilde{F}(t, \lambda) \widetilde{Y}(t, \lambda) E(\xi, \lambda)^{-1} \Delta(\lambda) \\
& -\sum_{\substack{j=0 \\
a_{j}<\xi}}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right) E(\xi, \lambda)^{-1} \Delta(\lambda) \\
& -\int_{a}^{\xi} W_{0}(t) P^{[0]}(t) E(t, \lambda) E(\xi, \lambda)^{-1} \Delta(\lambda) \mathrm{d} t
\end{aligned}
$$

fulfil the estimate $O\left(\tau_{p}(\lambda)\right)$ and $o(1)$ uniformly.

Proof. Let $\alpha, \beta \in[a, b]$ with $\alpha<\beta$ and set $I:=[\alpha, \beta)$ if $\beta \neq b$ and $I:=[\alpha, \beta]$ if $\beta=b$. An obvious generalization of Proposition 3.2.1 yields

$$
\begin{align*}
& \int_{\alpha}^{\beta} \mathrm{d}_{l} \widetilde{F}(t, \lambda) \widetilde{Y}(t, \lambda)  \tag{4.4.11}\\
& \quad-\sum_{\substack{j=0 \\
a_{j} \in I}}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)-\int_{\alpha}^{\beta} W_{0}(t) P^{[0]}(t) E(t, \lambda) \mathrm{d} t \\
& =\sum_{\substack{j=0 \\
a_{j} \in I}}^{\infty}\left(\widetilde{W}^{(j)}(\lambda)-W_{0}^{(j)}\right)\left(P^{[0]}\left(a_{j}\right)+B_{0}\left(a_{j}, \lambda\right)\right) E\left(a_{j}, \lambda\right) \\
& \quad+\int_{\alpha}^{\beta}\left(\widetilde{W}(t, \lambda)-W_{0}(t)\right)\left(P^{[0]}(t)+B_{0}(t, \lambda)\right) E(t, \lambda) \mathrm{d} t \\
& \quad+\sum_{\substack{j=0 \\
a_{j} \in I}}^{\infty} W_{0}^{(j)} B_{0}\left(a_{j}, \lambda\right) E\left(a_{j}, \lambda\right)+\int_{\alpha}^{\beta} W_{0}(t) B_{0}(t, \lambda) E(t, \lambda) \mathrm{d} t
\end{align*}
$$

For the proof of the estimate for the first term we set $\alpha=\xi, \beta=b$, and multiply (4.4.11) by $E(\xi, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right)$ from the right. The assertion now follows from the estimates $\widetilde{W}(\cdot, \lambda)-W_{0}=O\left(\lambda^{-1}\right), \sum_{j=0}^{\infty}\left|\widetilde{W}^{(j)}-W_{0}^{(j)}\right|=O\left(\lambda^{-1}\right)$, $B_{0}(\cdot, \lambda)=\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}, B_{0}(\cdot, \lambda)=\{o(1)\}_{\infty}$, see (4.1.10), (4.1.12), (4.1.18) and Proposition 4.3.3i) with $c=a_{j}$ or $c=t$ and $d=\xi$.

For the proof of the estimate for the second term we set $\alpha=a, \beta=\xi$, and multiply (4.4.11) with $E(\xi, \lambda)^{-1} \Delta(\lambda)$ from the right. The assertion now follows again from the estimates (4.1.10), (4.1.12), (4.1.18) and Proposition 4.3 .3 ii) with $c=a_{j}$ or $c=t$ and $d=\xi$.

LEMMA 4.4.6. Suppose that the boundary eigenvalue problem (4.1.1), (4.1.2) is s-regular. Then the characteristic matrix function $\widetilde{M}$ given by (4.3.2) satisfies the estimate

$$
\tilde{M}(\lambda)^{-1}=O\left(\lambda^{s}\right) \quad\left(\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}\right)
$$

where the circles $\Gamma_{v}$ are as in Definition 4.4.1.
Proof. The set $\left\{\tilde{M}_{1}(\lambda) \Delta_{0}+\tilde{M}_{2}\left(I_{n}-\Delta_{0}\right): \lambda \in \mathbb{C} \backslash\{0\}\right\}$ is bounded in $M_{n}(\mathbb{C})$ by Corollary 4.3.4 iii). Hence $\tilde{M}(\lambda)=O(1)$ as $\lambda \rightarrow \infty$ by Proposition 4.3.6 ii), iii). Let $\widetilde{M}^{\text {ad }}(\lambda)$ be the matrix of the cofactors of $\widetilde{M}(\lambda)$. Then the boundedness of $\widetilde{M}$ implies that $\widetilde{M}^{\text {ad }}(\lambda)=O(1)$ as $\lambda \rightarrow \infty$. Since $\widetilde{M}(\lambda)^{-1}=(\operatorname{det} \widetilde{M}(\lambda))^{-1} \widetilde{M}^{\text {ad }}(\lambda)$, the assertion of the proposition follows from the definition of $s$-regularity.

For $f=\left(f_{1}, f_{2}\right) \in\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}$ we set

$$
\begin{equation*}
I_{3}^{0}(f, \lambda):=f_{2} \tag{4.4.12}
\end{equation*}
$$

$$
-\sum_{j=0}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) \int_{a}^{a_{j}} E\left(a_{j}, \lambda\right) E(\xi, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right) P^{[0]-1}(\xi) f_{1}(\xi) \mathrm{d} \xi
$$

$$
-\int_{a}^{b} W_{0}(t) P^{[0]}(t) \int_{a}^{t} E(t, \lambda) E(\xi, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right) P^{[0]^{-1}}(\xi) f_{1}(\xi) \mathrm{d} \xi \mathrm{~d} t
$$

$$
+\sum_{j=0}^{\infty} W_{0}^{(j)} P^{[0]}\left(a_{j}\right) \int_{a_{j}}^{b} E\left(a_{j}, \lambda\right) E(\xi, \lambda)^{-1} \Delta(\lambda) P^{[0]^{-1}}(\xi) f_{1}(\xi) \mathrm{d} \xi
$$

$$
+\int_{a}^{b} W_{0}(t) P^{[0]}(t) \int_{t}^{b} E(t, \lambda) E(\xi, \lambda)^{-1} \Delta(\lambda) P^{[0]-1}(\xi) f_{1}(\xi) \mathrm{d} \xi \mathrm{~d} t .
$$

Proposition 4.4.7. The vector function $I_{3}(f, \lambda)-I_{3}^{0}(f, \lambda)$ satisfies the estimates $O\left(\tau_{p}(\lambda)\right)|f|_{[p, n]}$ and $o(1)|f|_{[p, n]}$, where $|f|_{[p, n]}:=\left|f_{1}\right|_{p}+\left|f_{2}\right|_{\mathbb{C}^{n}}$, and $I_{3}, I_{3}^{0}$ are given by (4.4.6), (4.4.12).

Proof. We multiply the matrix functions in the assertion of Proposition 4.4 .5 by the vector function $E(\xi, \lambda) \widetilde{Y}(\xi, \lambda)^{-1} f_{1}(\xi)$ from the right and integrate from $a$ to $b$ with respect to $\xi$. From Propositions 4.4 .5 and 4.4 .3 we infer that these integrals are $O\left(\tau_{p}(\lambda)\right)\left|f_{1}\right|_{p}$ and $o(1)\left|f_{1}\right|_{p}$, i. e.,

$$
I_{3}(f, \lambda)-I_{3}^{0}\left(\left(\left(I_{n}+P^{[00]} \widetilde{B}_{0}(\cdot, \lambda)\right) f_{1}, f_{2}\right), \lambda\right)=O\left(\tau_{p}(\lambda)\right)\left|f_{1}\right|_{p}
$$

and

$$
I_{3}(f, \lambda)-I_{3}^{0}\left(\left(\left(I_{n}+P^{[0]} \widetilde{B}_{0}(\cdot, \lambda)\right) f_{1}, f_{2}\right), \lambda\right)=o(1)\left|f_{1}\right|_{p} .
$$

From Propositions 4.4.3 and 4.3.3 i), ii) and $\sum_{j=0}^{\infty}\left|W_{0}^{(j)}\right|<\infty$ we infer

$$
I_{3}^{0}\left(\left(P^{[0]} \widetilde{B}_{0}(\cdot, \lambda) f_{1}, 0\right), \lambda\right)=O\left(\tau_{p}(\lambda)\right)\left|f_{1}\right|_{p}
$$

and

$$
I_{3}^{0}\left(\left(P^{[0]} \widetilde{B}_{0}(\cdot, \lambda) f_{1}, 0\right), \lambda\right)=o(1)\left|f_{1}\right|_{p}
$$

This proves the proposition since $I_{3}^{0}$ is linear with respect to the first variable.
In the following we shall use contour integrals of holomorphic vector valued functions. For this we briefly recall the definition and some properties of line integrals. A piecewise smooth path in $\mathbb{C}$ is a continuous and piecewise continuously differentiable mapping $\gamma$ of a compact interval $[\alpha, \beta], \alpha<\beta$, into $\mathbb{C}$. Let $E$ be a Banach space and $h: \gamma([\alpha, \beta]) \rightarrow E$ be continuous. Then the integral

$$
\int_{\gamma} h(\lambda) \mathrm{d} \lambda:=\int_{\alpha}^{\beta} h(\gamma(t)) \gamma(t) \mathrm{d} t
$$

is well-defined. Let $\gamma:[\alpha, \beta] \rightarrow \mathbb{C}$ and $\gamma_{1}:\left[\alpha_{1}, \beta_{1}\right] \rightarrow \mathbb{C}$ be piecewise smooth paths. The path $\gamma$ is called equivalent to $\gamma_{1}$ if there is a continuous strictly increasing function $\varphi:\left[\alpha_{1}, \beta_{1}\right] \rightarrow[\alpha, \beta]$ whith $\varphi\left(\alpha_{1}\right)=\alpha$ and $\varphi\left(\beta_{1}\right)=\beta$ such that $\gamma_{1}=\gamma \circ \varphi$. A piecewise smooth curve is an equivalence class of piecewise smooth paths. For equivalent paths as above we have

$$
\int_{\alpha}^{\beta} h(\gamma(t)) \gamma^{\prime}(t) \mathrm{d} t=\int_{\alpha_{1}}^{\beta_{1}} h\left(\gamma_{1}(t)\right) \gamma_{1}^{\prime}(t) \mathrm{d} t
$$

i.e., $\int_{\gamma} h(\lambda) d \lambda$ only depends on the curve. Hence we shall not distinguish between a smooth curve and its representative. A piecewise smooth contour is a piecewise smooth simply closed curve. We shall mostly take circles. They will be traversed anti-clockwise, i.e., they are given by the path

$$
\gamma(t)=c+r e^{i t} \quad(t \in[0,2 \pi]),
$$

where $c$ is the centre and $r$ the radius of the circle. For a piecewise smooth curve $\gamma:[a, b] \rightarrow \mathbb{C}$ and a continuous function $h: \gamma([\alpha, \beta]) \rightarrow E$ we define

$$
\int_{\gamma} h(\lambda)|\mathrm{d} \lambda|:=\int_{\alpha}^{\beta} h(\gamma(t))\left|\gamma^{\prime}(t)\right| \mathrm{d} t .
$$

We have the following estimate, see e.g. [DIN, $\S 8$, Proposition 4],

$$
\begin{equation*}
\left|\int_{\gamma} h(\lambda) \mathrm{d} \lambda\right| \leq \int_{\gamma}|h(\lambda)||\mathrm{d} \lambda| . \tag{4.4.13}
\end{equation*}
$$

Note that for each $\lambda \in \rho(\widetilde{T})$ and $f=\left(f_{1}, f_{2}\right) \in\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}$ it follows from (4.4.4) that

$$
\begin{gather*}
\widetilde{T}^{-1}(\lambda) f=I_{1}^{0}\left(\cdot, f_{1}, \lambda\right)+I_{2}^{0}(\cdot, \lambda) \tilde{M}(\lambda)^{-1} I_{3}^{0}(f, \lambda)  \tag{4.4.14}\\
+I_{1}\left(\cdot, f_{1}, \lambda\right)-I_{1}^{0}\left(\cdot, f_{1}, \lambda\right)+\widehat{Y}(\cdot, \lambda) \tilde{M}(\lambda)^{-1}\left(I_{3}(f, \lambda)-I_{3}^{0}(f, \lambda)\right) \\
+\left(\widehat{Y}(\cdot, \lambda)-I_{2}^{0}(\cdot, \lambda)\right) \tilde{M}(\lambda)^{-1} I_{3}^{0}(f, \lambda),
\end{gather*}
$$

where the terms on the right-hand side are defined in (4.3.1), (4.3.2), (4.4.5), (4.4.6), (4.4.7), (4.4.8), and (4.4.12).

Proposition 4.4.8. Let $s \in \mathbb{N}$ and assume that the boundary eigenvalue problem (4.1.1), (4.1.2) is $s$-regular. Then

$$
\begin{equation*}
\widetilde{T}^{-1}(\lambda) f-I_{1}^{0}\left(\cdot, f_{1}, \lambda\right)-I_{2}^{0}(\cdot, \lambda) \widetilde{M}(\lambda)^{-1} I_{3}^{0}(f, \lambda) \tag{4.4.15}
\end{equation*}
$$

for $f=\left(f_{1}, f_{2}\right) \in\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}$ fulfils the estimates $\left\{O\left(\lambda^{s}\left(\tau_{p}(\lambda)\right)\right\}_{\infty}|f|_{[p, n]}\right.$ and $\left\{o\left(\lambda^{s}\right)\right\}_{\infty}|f|_{[p, n]}$ on $\bigcup_{v}^{\infty} \Gamma_{v}$.
Proof. From Proposition 4.3.3i), ii) it follows that $I_{1}^{0}\left(\cdot, f_{1}, \lambda\right)=\{O(1)\}_{\infty}\left|f_{1}\right|_{p}$ and $I_{2}^{0}(\cdot, \lambda)=\{O(1)\}_{\infty}$. In the same way, Proposition 4.3.3 i), ii) and $\sum_{j=0}^{\infty}\left|W_{0}^{(j)}\right|<\infty$
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yields $I_{3}^{0}(f, \lambda)=O(1)|f|_{[p, n]}$. From (4.4.14), Proposition 4.4.4i), Proposition 4.4.2, Lemma 4.4.6 and Proposition 4.4.7 the estimates of (4.4.15) follow.

THEOREM 4.4.9. Let $s \in \mathbb{N}$ and assume that the boundary eigenvalue problem (4.1.1), (4.1.2) is s-regular. Let $\lambda_{0} \in \mathbb{C} \backslash \bigcup_{v=0}^{\infty} \Gamma_{v}$, where the circles $\Gamma_{v}$ are as in Definition 4.4.1 of $s$-regularity. Let $J_{1}:\left(L_{p}(a, b)\right)^{n} \rightarrow\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}$ and $J:\left(W_{p}^{1}(a, b)\right)^{n} \rightarrow\left(L_{p}(a, b)\right)^{n}$ be the canonical embeddings. We set

$$
\begin{equation*}
S_{s, v}:=\frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(\lambda-\lambda_{0}\right)^{-s-1} \widetilde{T}^{-1}(\lambda) \mathrm{d} \lambda \quad(v \in \mathbb{N}) \tag{4.4.16}
\end{equation*}
$$

where $\tilde{T}$ is given by (4.4.1).
i) For all $v \in \mathbb{N}$ we have $S_{s, v} \in L\left(\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n},\left(W_{p}^{1}(a, b)\right)^{n}\right)$.
ii) For each compact set $G \subset \mathbb{C} \backslash \bigcup_{v=0}^{\infty} \Gamma_{v}$ we have

$$
\sup _{\mu \in G} \oint_{\Gamma_{v}}|\lambda-\mu|^{-s-2}\left|J \widetilde{T}^{-1}(\lambda)\right||\mathrm{d} \lambda| \rightarrow 0 \text { as } v \rightarrow \infty .
$$

iii) We have $J S_{s+1, v} \rightarrow 0$ in $L\left(\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n},\left(L_{p}(a, b)\right)^{n}\right)$ as $v \rightarrow \infty$.

Proof. i) is obvious since $\widetilde{T}^{-1}$ depends holomorphically and hence continuously on $\lambda$ in $\bigcup_{v=0}^{\infty} \Gamma_{V}$.
ii) Proposition 4.4.8 and the estimates of $I_{1}^{0}\left(\cdot, f_{1}, \lambda\right), I_{2}^{0}(\cdot, \lambda)$, and $I_{3}^{0}(f, \lambda)$ stated in the proof of Proposition 4.4 .8 yield

$$
\left|J \widetilde{T}^{-1}(\lambda)\right|=O\left(\lambda^{s}\right)
$$

for $\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}$. Since $\sup _{\mu \in G}|\lambda-\mu|^{-s-2}=O\left(|\lambda|^{-s-2}\right)$ for these $\lambda$, we have

$$
\begin{aligned}
& \sup _{\mu \in G} \oint_{\Gamma_{v}}|\lambda-\mu|^{-s-2}\left|J \widetilde{T}^{-1}(\lambda)\right||\mathrm{d} \lambda| \\
& =\oint_{\Gamma_{v}} O\left(|\lambda|^{-s-2}\right) O\left(\lambda^{s}\right)|\mathrm{d} \lambda| \\
& =O\left(\rho_{v}^{-1}\right)
\end{aligned}
$$

iii) immediately follows from ii).

Proposition 4.4.10. We have

$$
I_{3}^{0}\left(\left(\Delta_{0} f_{1}, 0\right), \lambda\right)=O\left(\max _{j=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{j}}\right)\right|\right)^{-1+1 / p}\right)\left|f_{1}\right|_{p}
$$

for $f_{1} \in\left(L_{p}(a, b)\right)^{n}$, where $I_{3}^{0}$ is given by (4.4.12).

Proof. By Proposition 4.3 .5 there is $C>0$ such that for all $f_{1} \in\left(L_{p}(a, b)\right)^{n}$ the $\mathbb{C}^{n}$-norm of the integrals with respect to $\xi$ in $I_{3}^{0}\left(\left(\Delta_{0} f_{1}, 0\right), \lambda\right)$ has the upper bound $C \max _{j=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{j}}\right)\right|\right)^{-1+1 / p}\left|f_{1}\right|_{p}$. Now the assertion of the proposition immediately follows in view of (4.1.11).

THEOREM 4.4.11. Let $s \in \mathbb{N}$ and assume that the boundary eigenvalue problem (4.1.1), (4.1.2) is s-regular. Let $\lambda_{0} \in \mathbb{C} \backslash \bigcup_{v=0}^{\infty} \Gamma_{v}$, where the circles $\Gamma_{v}$ are as in Definition 4.4.1 of s-regularity. Let $\widetilde{J}_{1}:\left(L_{p}(a, b)\right)^{n} \rightarrow\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}$ be defined by $\widetilde{J}_{1} f=\left(\Delta_{0} f, 0\right)\left(f \in\left(L_{p}(a, b)\right)^{n}\right)$ and let $\widetilde{J}:\left(W_{p}^{1}(a, b)\right)^{n} \rightarrow\left(L_{p}(a, b)\right)^{n}$ be defined by $\widetilde{J y}=\Delta_{0} y\left(y \in\left(W_{p}^{1}(a, b)\right)^{n}\right)$, where $\Delta_{0}$ is defined in (4.1.22). We set

$$
S_{s, v}:=\frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(\lambda-\lambda_{0}\right)^{-s-1} \widetilde{T}^{-1}(\lambda) \mathrm{d} \lambda \quad(v \in \mathbb{N})
$$

where $\widetilde{T}$ is given by (4.4.1).
i) For $1<p<\infty$ and a compact set $G \subset \mathbb{C} \backslash \bigcup_{v=0}^{\infty} \Gamma_{v}$ we have

$$
\sup _{\mu \in G} \oint_{\Gamma_{v}}|\lambda-\mu|^{-s-1}\left|\widetilde{J T}^{-1}(\lambda)\right||\mathrm{d} \lambda| \rightarrow 0 \text { as } v \rightarrow \infty
$$

ii) For $1<p<\infty$ we have $\widetilde{J} S_{s, v} \rightarrow 0$ in $L\left(\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n},\left(L_{p}(a, b)\right)^{n}\right)$ as $v \rightarrow \infty$.
iii) For $1 \leq p \leq \infty$ and a compact set $G \subset \mathbb{C} \backslash \bigcup_{v=0}^{\infty} \Gamma_{v}$ we have

$$
\sup _{\mu \in G} \oint_{\Gamma_{v}}|\lambda-\mu|^{-s-1}\left|\tilde{J} \widetilde{T}^{-1}(\lambda) \widetilde{J}_{1}\right||\mathrm{d} \lambda| \rightarrow 0 \text { as } v \rightarrow \infty
$$

iv) For $1 \leq p \leq \infty$ we have $\widetilde{J} S_{s, v} \widetilde{J}_{1} \rightarrow 0$ in $L\left(\left(L_{p}(a, b)\right)^{n}\right)$ as $v \rightarrow \infty$.

Proof. i) For $f=\left(f_{1}, f_{2}\right) \in\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}$ Proposition 4.4 .8 yields

$$
\begin{align*}
\widetilde{J T}^{-1}(\lambda) f=\Delta_{0} I_{1}^{0}\left(\cdot, f_{1}, \lambda\right) & +\Delta_{0} I_{2}^{0}(\cdot, \lambda) \tilde{M}(\lambda)^{-1} I_{3}^{0}(f, \lambda)  \tag{4.4.17}\\
& +\left\{O\left(\lambda^{s} \tau_{p}(\lambda)\right)\right\}_{\infty}|f|_{[p, n]}
\end{align*}
$$

From Proposition 4.3.5 we obtain the estimate

$$
\begin{equation*}
\Delta_{0} I_{1}^{0}\left(\cdot, f_{1}, \lambda\right)=\left\{O\left(\max _{j=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{j}}\right)\right|\right)^{-1}\right)\right\}_{p}\left|f_{1}\right|_{p} \tag{4.4.18}
\end{equation*}
$$

Let $v \in\left(L_{p^{\prime}}(a, b)\right)^{n}$ where $1 / p+1 / p^{\prime}=1$. By definition of $I_{2}^{0}$, The non-zero components of $\int_{a}^{b} \nu^{\top}(x) \Delta_{0} I_{2}^{0}(x, \lambda) \mathrm{d} x$ are sums of integrals of the form

$$
\left(1-\delta_{j}(\lambda)\right) \int_{a}^{b} \tilde{v}(x) \exp \left\{\lambda e^{i \varphi_{j}}\left|R_{j}(x)\right|\right\} \mathrm{d} x
$$
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and

$$
\delta_{j}(\lambda) \int_{a}^{b} \tilde{v}(x) \exp \left\{\lambda e^{i \varphi_{j}}\left(\left|R_{j}(x)\right|-\left|R_{j}(b)\right|\right)\right\} \mathrm{d} x
$$

where $j \in\{1, \ldots, l\}$ and $\tilde{v}$ is a component of $v^{\top} \Delta_{0} P^{[0]}$. By Lemma 2.7.2 ii), these integrals fulfil the estimates $O\left(\max _{j=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{j}}\right)\right|\right)^{-1 / p}\right)|v|_{p^{\prime}}$. As $\left(L_{p^{\prime}}(a, b)\right)^{n}$ is the dual of $\left(L_{p}(a, b)\right)^{n}$, this yields

$$
\begin{equation*}
\Delta_{0} I_{2}^{0}(\cdot, \lambda)=\left\{O\left(\max _{j=1}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{j}}\right)\right|\right)^{-1 / p}\right)\right\}_{p} \tag{4.4.19}
\end{equation*}
$$

Note that the above proof also holds for $p=1$, and that (4.4.19) is also true for $p=\infty$. Finally, $I_{3}^{0}(f, \lambda)=O(1)|f|_{[p, n]}$ (see the proof of Theorem 4.4.9 ii)) and Lemma 4.4.6 give the estimate

$$
\left|\widetilde{J}^{-1}(\lambda)\right|=O\left(\lambda^{s} \max _{\substack{v, \mu=0 \\ v \neq \mu}}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-\eta}\right)
$$

where $\eta:=\min \{1 / p, 1-1 / p\}$. Hence we have

$$
\begin{aligned}
& \sup _{\mu \in G} \oint_{\Gamma_{v}}|\lambda-\mu|^{-s-1}\left|\widetilde{J T}^{-1}(\lambda)\right||\mathrm{d} \lambda| \\
& =\oint_{\Gamma_{v}} O\left(|\lambda|^{-s-1}\right) O\left(\lambda_{\substack{\left.s \\
\max _{\begin{subarray}{c}{v, \mu=0 \\
v \neq \mu} }}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-\eta}\right)|\mathrm{d} \lambda|} \\
{=\oint_{|\lambda|=1} O\left(\max _{\substack{v, \mu=0 \\
v \neq \mu}}^{l}\left(1+\rho_{v}\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-\eta}\right)|\mathrm{d} \lambda|} \\
{=o(1)}\end{subarray}}=1\right.
\end{aligned}
$$

as $v \rightarrow \infty$ by LEBESGUE'S dominated convergence theorem.
ii) immediately follows from i).
iii) For $f \in\left(L_{p}(a, b)\right)^{n}$ Proposition 4.4 .8 yields that

$$
\begin{aligned}
\widetilde{J T}^{-1}(\lambda) \widetilde{J}_{1} f=\Delta_{0} I_{1}^{0}\left(\cdot, \Delta_{0} f, \lambda\right) & +\Delta_{0} I_{2}^{0}(\cdot, \lambda) \widetilde{M}^{-1}(\lambda) I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right) \\
& +\left\{o\left(\lambda^{s}\right)\right\}_{\infty}|f|_{p}
\end{aligned}
$$

Hence we obtain in view of (4.4.18), (4.4.19), Lemma 4.4.6 and Propositions 4.4.7 and 4.4.10 that

Proceeding as in part i), the assertion iii) is proved.
iv) immediately follows from iii).

### 4.5. A special case of the Hilbert transform

In order to obtain better estimates for Birkhoff-regular operators we need two special cases of the Hilbert transform stated in Propositions 4.5.2 and 4.5.3 below. Since the proof of these propositions is easier than the proof of the existence and the boundedness of the Hilbert transform, we shall prove these propositions directly. The statement and the proof of Proposition 4.5.1 are extracted from the proof of [TI, Theorem 101].
Proposition 4.5.1. Let $1<p<\infty$ and $-\infty<c<d<\infty$. For $f \in L_{p}(c, d)$ and $z \in \mathbb{C}$ with $\mathfrak{I}(z)>0$ we define

$$
\phi_{f}(z):=\int_{c}^{d} \frac{f(t)}{t+z} \mathrm{~d} t
$$

Then $\phi_{f}(\cdot+i y) \in L_{p}(-\infty, \infty)$ for all $y>0$ and there is a constant $C>0$ such that

$$
\left|\phi_{f}(\cdot+i y)\right|_{p} \leq C|f|_{p}
$$

for all $f \in L_{p}(c, d)$ and all $y>0$.
Proof. Since $\phi_{f}$ is holomorphic, $\phi_{f}(\cdot+i y)$ is measurable for all $f \in L_{p}(c, d)$ and all $y>0$. Also $\phi_{f}(z)=O\left(\frac{1}{z}\right)$ as $|z| \rightarrow \infty$. Hence $\phi_{f}(\cdot+i y) \in L_{p}(-\infty, \infty)$ for all $f \in L_{p}(c, d)$ and all $y>0$. Thus it is sufficient to prove that there is a constant $C_{2}>0$ such that $\left|\phi_{f}(\cdot+i y)\right|_{p} \leq C_{2}|f|_{p}$ for each nonnegative $f \in L_{p}(c, d) \backslash\{0\}$.

In the following we need the function

$$
z \mapsto z^{\alpha}=\exp \{\alpha \log z\}(z \in \mathbb{C} \backslash\{0\}), 0^{\alpha}:=0
$$

where $\alpha>0$ and $\log$ is the principal value of the $\operatorname{logarithm}$, i. e., $\log z=\log |z|+$ $i \arg z$ for $z \in \mathbb{C} \backslash\{0\}$, where $\arg z \in[-\pi, \pi)$. This function is holomorphic on $\{z \in \mathbb{C}: \mathfrak{I}(z)<0\}$ and continuous on $\{z \in \mathbb{C}: \mathfrak{I}(z) \leq 0\}$.
i) First we consider the case $1<p \leq 2$. Let $2 \leq p^{\prime}<\infty$ such that $1 / p+1 / p^{\prime}=1$. We set $C_{1}:=p 2^{\frac{1}{2}(p-1)}$ and

$$
C:=\pi\left(\sup \left\{r>0: C_{1}\left(1+r^{1-p}\right)-r\left|\cos \left(p \frac{\pi}{2}\right)\right| \geq 0\right\}+1\right)
$$

which is finite since $r^{1-p} \rightarrow 0$ as $r \rightarrow \infty$ and $\cos \left(p \frac{\pi}{2}\right) \neq 0$. Let $f \in L_{p}(c, d) \backslash\{0\}$ be real-valued and nonnegative. Then we write

$$
\phi_{f}(z)=: u(x, y)-i v(x, y)
$$

where $x, y \in \mathbb{R}, y>0, z=x+i y$, and $u, v$ are real-valued functions. For all $x \in \mathbb{R}$ and $y>0$ we obtain

$$
u(x, y)=\int_{c}^{d} \frac{f(t)(t+x)}{(t+x)^{2}+y^{2}} \mathrm{~d} t, \quad v(x, y)=y \int_{c}^{d} \frac{f(t)}{(t+x)^{2}+y^{2}} \mathrm{~d} t>0
$$
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This shows $\mathfrak{I}\left(\phi_{f}(z)\right)<0$ for all $z \in \mathbb{C}$ with $\mathfrak{I}(z)>0$. Hence

$$
z \mapsto \phi_{f}(z)^{p}=\exp \left\{p \log \phi_{f}(z)\right\}
$$

defines a holomorphic function on $\{z \in \mathbb{C}: \mathfrak{I}(z)>0\}$. We consider the contour integral

$$
\oint \phi_{f}(z)^{p} \mathrm{~d} z=0
$$

along the straight line from $-R+i y$ to $R+i y$ and along the semicircle above it. Since $\phi_{f}(z)=O\left(\frac{1}{z}\right)$, we obtain that

$$
\int_{-R}^{R} \phi_{f}(x+i y)^{p} \mathrm{~d} x=O\left(R^{-p}\right) \cdot \pi R=O\left(R^{1-p}\right) \quad \text { as } R \rightarrow \infty
$$

Hence

$$
\begin{equation*}
\int_{-\infty}^{\infty} \phi_{f}(x+i y)^{p} \mathrm{~d} x=0 \tag{4.5.1}
\end{equation*}
$$

for all $y>0$. From

$$
\phi_{f}(x+i y)^{p}-u(x, y)^{p}=p \int_{u(x, y)}^{\phi_{f}(x+i y)} z^{p-1} \mathrm{~d} z
$$

we infer

$$
\begin{aligned}
\left|\phi_{f}(x+i y)^{p}-u(x, y)^{p}\right| & \leq p v(x, y)\left(u(x, y)^{2}+v(x, y)^{2}\right)^{\frac{1}{2}(p-1)} \\
& \leq p v(x, y)\left(2 \max \left\{u(x, y)^{2}, v(x, y)^{2}\right\}\right)^{\frac{1}{2}(p-1)} \\
& \leq C_{1}\left(v(x, y)|u(x, y)|^{p-1}+v(x, y)^{p}\right)
\end{aligned}
$$

With the aid of (4.5.1) we conclude

$$
\begin{aligned}
\left|\int_{-\infty}^{\infty} u(x, y)^{p} \mathrm{~d} x\right| & =\left|\int_{-\infty}^{\infty}\left(\phi_{f}(x+i y)^{p}-u(x, y)^{p}\right) \mathrm{d} x\right| \\
& \leq C_{1}\left(\int_{-\infty}^{\infty} v(x, y)|u(x, y)|^{p-1} \mathrm{~d} x+\int_{-\infty}^{\infty} v(x, y)^{p} \mathrm{~d} x\right)
\end{aligned}
$$

Since

$$
e^{i p \frac{\pi}{2}} u(x, y)^{p}= \begin{cases}e^{i p \frac{\pi}{2}}|u(x, y)|^{p} & \text { if } u(x, y)>0 \\ e^{-i p \frac{\pi}{2}}|u(x, y)|^{p} & \text { if } u(x, y)<0\end{cases}
$$

we obtain

$$
\begin{aligned}
\left|\cos \left(p \frac{\pi}{2}\right)\right| \int_{-\infty}^{\infty}|u(x, y)|^{p} \mathrm{~d} x & =\left|\Re\left(e^{i p \frac{\pi}{2}} \int_{-\infty}^{\infty} u(x, y)^{p} \mathrm{~d} x\right)\right| \\
& \leq\left|\int_{-\infty}^{\infty} u(x, y)^{p} \mathrm{~d} x\right|
\end{aligned}
$$

Then, by HÖLDER's inequality,

$$
\begin{aligned}
\left|\cos \left(p \frac{\pi}{2}\right)\right||u(\cdot, y)|_{p}^{p} & \leq C_{1}\left\{\left|u(\cdot, y)^{\frac{p}{p^{\prime}}} v(\cdot, y)\right|_{1}+|v(\cdot, y)|_{p}^{p}\right\} \\
& \leq C_{1}\left\{\left|u(\cdot, y)^{\frac{p}{p^{\prime}}}\right|_{p^{\prime}}|v(\cdot, y)|_{p}+|v(\cdot, y)|_{p}^{p}\right\} \\
& =C_{1}\left\{|u(\cdot, y)|_{p}^{p-1}|v(\cdot, y)|_{p}+|v(\cdot, y)|_{p}^{p}\right\} .
\end{aligned}
$$

Dividing the above inequality by $|u(\cdot, y)|_{p}^{p-1}|v(\cdot, y)|_{p}$ if $u(\cdot, y)$ is not identically zero and setting $r:=|u(\cdot, y)|_{p}|v(\cdot, y)|_{p}^{-1}$ we obtain $\left|\cos \left(p \frac{\pi}{2}\right)\right| r \leq C_{1}\left(1+r^{1-p}\right)$. Hence $r \leq\left(\frac{C}{\pi}-1\right)$ by definition of $C$, i. e.,

$$
\begin{equation*}
|u(\cdot, y)|_{p} \leq\left(\frac{C}{\pi}-1\right)|v(\cdot, y)|_{p} \tag{4.5.2}
\end{equation*}
$$

which trivially holds if $u$ is identically zero. Applying HÖLDER's inequality to

$$
\frac{f}{\left((\cdot+x)^{2}+y^{2}\right)^{\frac{1}{p}}} \in L_{p}(c, d) \quad \text { and } \quad \frac{1}{\left((\cdot+x)^{2}+y^{2}\right)^{\frac{1}{p}}} \in L_{p^{\prime}}(c, d)
$$

we obtain that

$$
\begin{aligned}
v(x, y)^{p} & \leq y^{p} \int_{c}^{d} \frac{f(t)^{p}}{(t+x)^{2}+y^{2}} \mathrm{~d} t\left\{\int_{c}^{d} \frac{\mathrm{~d} t}{(t+x)^{2}+y^{2}}\right\}^{p-1} \\
& \leq \pi^{p-1} y \int_{c}^{d} \frac{f(t)^{p}}{(t+x)^{2}+y^{2}} \mathrm{~d} t
\end{aligned}
$$

Hence

$$
\begin{aligned}
|v(\cdot, y)|_{p}^{p} & \leq \pi^{p-1} y \int_{c}^{d} f(t)^{p} \int_{-\infty}^{\infty} \frac{\mathrm{d} x}{(t+x)^{2}+y^{2}} \mathrm{~d} t \\
& =\pi^{p}|f|_{p}^{p}
\end{aligned}
$$

Together with (4.5.2) we infer

$$
\left|\phi_{f}(\cdot+i y)\right|_{p} \leq C|f|_{p}
$$

ii) Now let $2<p<\infty$ and $1<p^{\prime}<2$ such that $1 / p+1 / p^{\prime}=1$. Applying part i) of the proof to $p^{\prime}$ we obtain that there is a $C>0$ such that

$$
\left|\phi_{g}(\cdot+i y)\right|_{p^{\prime}} \leq C|g|_{p^{\prime}}
$$

for all $y>0$ and $g \in L_{p^{\prime}}(\mathbb{R})$ with compact support. Here we have to note that the number $C$ in part i) does not depend on $c$ and $d$. Let $f \in L_{p}(c, d), r>0, y>0$ and $g \in L_{p^{\prime}}(-r, r)$. By Fubini's theorem and HöLder's inequality we have

$$
\begin{aligned}
\left|\int_{-r}^{r} g(x) \phi_{f}(x+i y) \mathrm{d} x\right| & =\left|\int_{c}^{d} \int_{-r}^{r} \frac{g(x)}{t+x+i y} \mathrm{~d} x f(t) \mathrm{d} t\right| \\
& =\left|\int_{c}^{d} f(t) \phi_{g}(t+i y) \mathrm{d} t\right| \leq|f|_{p} C|g|_{p^{\prime}}
\end{aligned}
$$

Since $L_{p}(-r, r)$ is the dual of $L_{p^{\prime}}(-r, r)$, we obtain $\left.\phi_{f}(\cdot+i y)\right|_{(-r, r)} \in L_{p}(-r, r)$ and $\left.\left|\phi_{f}(\cdot+i y)\right|_{(-r, r)}\right|_{p} \leq C|f|_{p}$. B. LEVI's theorem yields $\phi_{f}(\cdot+i y) \in L_{p}(\mathbb{R})$ and $\left|\phi_{f}(\cdot+i y)\right|_{p} \leq C|f|_{p}$.

Proposition 4.5.2. Let $1<p<\infty, c_{1}>0$ and $c_{2}>0$. For $f \in L_{p}\left(0, c_{1}\right)$ we set

$$
\mathscr{H}(f)(x):=\int_{0}^{c_{1}} \frac{f(t)}{t+x} \mathrm{~d} t \quad\left(x \in\left(0, c_{2}\right)\right)
$$

Then $\mathscr{H} \in L\left(L_{p}\left(0, c_{1}\right), L_{p}\left(0, c_{2}\right)\right)$.
Proof. It is sufficient to consider the case $f \geq 0$. Let $\phi_{f}$ and $u$ be as in Proposition 4.5.1. Since $\left.u(\cdot, y)\right|_{\left(0, c_{2}\right)} \geq 0$ and $\left.u(\cdot, y)\right|_{\left(0, c_{2}\right)} \nearrow \mathscr{H}(f)$ as $y \searrow 0$, B. LEVI's theorem and Proposition 4.5 .1 yield $\mathscr{H}(f) \in L_{p}\left(0, c_{2}\right)$ and

$$
|\mathscr{H}(f)|_{p}=\left.\lim _{y>0}|u(\cdot, y)|_{\left(0, c_{2}\right)}\right|_{p} \leq C|f|_{p}
$$

There are simpler proofs of Proposition 4.5.2, see e. g. [HLP, Theorem 316]. But since we need Proposition 4.5.1 to prove Proposition 4.5.3, we have also used it for the proof of Proposition 4.5.2.
Proposition 4.5.3. Let $1<p<\infty$ and $r \in L_{p}(a, b)$ such that $r \geq 0$ and $r^{-1} \in L_{\infty}(a, b)$. Set

$$
R(x):=\int_{a}^{x} r(t) \mathrm{d} t \quad(x \in[a, b])
$$

and, for $\alpha>0, f \in L_{p}(a, b)$ and $x \in(a, b)$,

$$
\psi_{f, \alpha}(x):=\int_{-\alpha}^{\alpha} \int_{a}^{b} \exp \{i \tau(R(x)-R(\xi))\} f(\xi) \mathrm{d} \xi \mathrm{~d} \tau
$$

Then $\psi_{f, \alpha} \in L_{p}(a, b)$, and there is a constant $C>0$ such that

$$
\left|\psi_{f, \alpha}\right|_{p} \leq C|f|_{p}
$$

for all $\alpha>0$ and $f \in L_{p}(a, b)$.
Proof. Since $\psi_{f, \alpha}$ depends continuously on $x$ it is clear that $\psi_{f, \alpha} \in L_{p}(a, b)$. Let $g \in L_{p^{\prime}}(a, b)$ where $1 / p+1 / p^{\prime}=1$. Applying the transformations $\rho$ which is the inverse of $x \mapsto R(x)$, and $t=-R(\xi)$, we obtain with the aid of the theorem on integration by substitution, see [HS, (20.5)], that

$$
\begin{align*}
& \int_{a}^{b} g(x) \psi_{f, \alpha}(x) \mathrm{d} x  \tag{4.5.3}\\
& =\int_{0}^{R(b)} g(\rho(x)) \rho^{\prime}(x) \int_{-\alpha}^{\alpha} \int_{-R(b)}^{0} e^{i \tau(x+t)} f(\rho(-t)) \rho^{\prime}(-t) \mathrm{d} t \mathrm{~d} \tau \mathrm{~d} x
\end{align*}
$$

For $h \in L_{p}(-R(b), 0)$ and $z \in \mathbb{C}$ we define

$$
\tilde{\Psi}_{h, \alpha}(z):=\int_{-\alpha}^{\alpha} \int_{-R(b)}^{0} e^{i \tau(t+z)} h(t) \mathrm{d} t \mathrm{~d} \tau
$$

For $\mathfrak{I}(z)>0$, integration with respect to $\tau$ yields

$$
\tilde{\psi}_{h, \alpha}(z)=\int_{-R(b)}^{0} \frac{h(t)}{i(t+z)}\left\{e^{i \alpha(t+z)}-e^{-i \alpha(t+z)}\right\} \mathrm{d} t
$$

We set $h_{\alpha}(t):=h(t) e^{i \alpha t}$. Then, with the notation $\phi_{f}$ from Proposition 4.5.1,

$$
\tilde{\psi}_{h, \alpha}(z)=-i e^{i \alpha z} \phi_{h_{\alpha}}(z)+i e^{-i \alpha z} \phi_{h_{-\alpha}}(z)
$$

and Proposition 4.5 .1 implies that there is a constant $C^{\prime}>0$ such that

$$
\left.\left|\tilde{\Psi}_{h, \alpha}(\cdot+i y)\right|_{(0, R(b))}\right|_{p} \leq\left(e^{-\alpha y}+e^{\alpha y}\right) C^{\prime}|h|_{p}
$$

Since $\left.\tilde{\psi}_{h, \alpha}(\cdot+i y)\right|_{(0, R(b))}$ converges uniformly to $\left.\tilde{\psi}_{h, \alpha}\right|_{(0, R(b))}$ as $y \rightarrow 0$, we obtain

$$
\left.\left|\tilde{\psi}_{h, \alpha}\right|_{(0, R(b))}\right|_{p} \leq 2 C^{\prime}|h|_{p}
$$

Hence (4.5.3) yields in view of HöLDER's inequality and (2.7.1) that

$$
\begin{aligned}
\left|\int_{a}^{b} g(x) \psi_{f, \alpha}(x) \mathrm{d} x\right| & \leq 2 C^{\prime}\left|(g \circ \rho) \rho^{\prime}\right|_{p^{\prime}}\left|(f \circ \rho) \rho^{\prime}\right|_{p} \\
& \leq 2 C^{\prime}\left|r^{-1}\right|_{\infty}|g|_{p^{\prime}}|f|_{p}
\end{aligned}
$$

Now RIESZ' theorem yields the assertion of the proposition with $C:=2 C^{\prime}\left|r^{-1}\right|_{\infty}$.

Proposition 4.5.3 does not hold for $p=\infty$. But since $p=\infty$ is the case of uniform convergence, it is desirable to include this case. For this we have to restrict the class of functions to functions of bounded variation, see e.g. [HS, p. 266] for a definition of these functions. Here we use the fact that $f$ is of bounded variation if and only if there are bounded nonnegative nondecreasing functions $f_{1}$, $f_{2}, f_{3}, f_{4}$ such that

$$
\begin{equation*}
f=f_{1}-f_{2}+i f_{3}-i f_{4} \tag{4.5.4}
\end{equation*}
$$

We denote the set of all functions of bounded variation on $[a, b]$ by $B V[a, b]$. It is a Banach space with respect to the norm

$$
\begin{equation*}
|f|_{B V}=\inf \left\{\left|f_{1}\right|_{\infty}+\left|f_{2}\right|_{\infty}+\left|f_{3}\right|_{\infty}+\left|f_{4}\right|_{\infty}\right\} \tag{4.5.5}
\end{equation*}
$$

where the infimum is taken over all decompositions (4.5.4) having the above properties. The norm on $B V[a, b]$ is usually defined as

$$
|f|_{B V}^{\prime}=|f(a)|+\sup \left\{\sum_{v=1}^{j}\left|f\left(x_{v}\right)-f\left(x_{v-1}\right)\right|: a=x_{0}<x_{1}<\cdots<x_{j}=b\right\}
$$
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The two norms are equivalent since

$$
|f|_{B V}^{\prime} \leq|f|_{B V} \leq 2|f|_{B V}^{\prime}
$$

Proposition 4.5.4. Let $r \in L_{\infty}(a, b)$ such that $r \geq 0$ and $r^{-1} \in L_{\infty}(a, b)$. Set

$$
R(x):=\int_{a}^{x} r(t) \mathrm{d} t \quad(x \in[a, b])
$$

and, for $\alpha>0, f \in L_{\infty}(a, b)$ and $x \in(a, b)$,

$$
\psi_{f, \alpha}(x):=\int_{-\alpha}^{\alpha} \int_{a}^{b} \exp \{i \tau(R(x)-R(\xi))\} f(\xi) \mathrm{d} \xi \mathrm{~d} \tau .
$$

Then $\psi_{f, \alpha} \in B V[a, b]$, and there are constants $C_{\alpha}>0(\alpha>0)$ such that

$$
\left|\psi_{f, \alpha}\right|_{B V} \leq C_{\alpha}|f|_{\infty}
$$

for all $\alpha>0$ and $f \in L_{\infty}(a, b)$, and a constant $C>0$ such that

$$
\left|\psi_{f, \alpha}\right|_{\infty} \leq C|f|_{B V}
$$

for all $\alpha>0$ and $f \in B V[a, b]$.
Proof. The function $\psi_{f, \alpha}$ belongs to $W_{\infty}^{1}(a, b)$ and

$$
\psi_{f, \alpha}^{\prime}(x)=\int_{-\alpha}^{\alpha} \int_{a}^{b} i \tau r(x) \exp \{i \tau(R(x)-R(\xi))\} f(\xi) \mathrm{d} \xi \mathrm{~d} \tau .
$$

In view of Proposition 2.1.5 i) this implies

$$
\frac{1}{2}\left|\psi_{f, \alpha}\right|_{B V} \leq\left|\psi_{f, \alpha}\right|_{B V}^{\prime}=|f(a)|+\int_{a}^{b}\left|\psi_{f, \alpha}^{\prime}(x)\right| \mathrm{d} x \leq \alpha^{2}|r|_{\infty}|f|_{1} .
$$

Therefore the first estimate holds. We have proved it for functions in $L_{1}(a, b)$, but we shall only apply it to functions in $L_{\infty}(a, b)$.

Let $\rho$ be the inverse of $x \mapsto R(x)$ and $\eta=R(x), x \in[a, b]$. Then integrating with respect to $\tau$ and the theorem on integration by substitution, see [HS, (20.5)], yield

$$
\begin{aligned}
\psi_{f, \alpha}(x) & =2 \int_{a}^{b} \frac{\sin \{\alpha(\eta-R(\xi))\}}{\eta-R(\xi)} f(\xi) \mathrm{d} \xi \\
& =2 \int_{0}^{R(b)} \frac{\sin (\alpha(\eta-t))}{\eta-t} f(\rho(t)) \rho^{\prime}(t) \mathrm{d} t
\end{aligned}
$$

We set $h(t)=f(\rho(t)) \rho^{\prime}(t)$ and obtain that $h$ is of bounded variation with $|h|_{B V} \leq$ $|f|_{B V}\left|r^{-1}\right|_{\infty}$. Let $h=h_{1}-h_{2}+i h_{3}-i h_{4}$ be the decomposition (4.5.4) for $h$, and
set $\hat{f}_{j}(\xi):=h_{i}(R(\xi)) r(\xi)$ for $j=1, \ldots, 4$. With the substitutions $\alpha(\eta-t) \mapsto t$ and $\alpha(\eta-t) \mapsto-t$ we obtain

$$
\begin{aligned}
\psi_{\hat{f}_{j}, \alpha}(x)= & 2 \int_{0}^{\alpha \eta} \frac{\sin t}{t} h_{j}\left(\dot{\eta}-\frac{t}{\alpha}\right) \mathrm{d} t+2 \int_{0}^{\alpha(R(b)-\eta)} \frac{\sin t}{t}\left|h_{j}\right|_{\infty} \mathrm{d} t \\
& -2 \int_{0}^{\alpha(R(b)-\eta)} \frac{\sin t}{t}\left(\left|h_{j}\right|_{\infty}-h_{j}\left(\eta+\frac{t}{\alpha}\right)\right) \mathrm{d} t
\end{aligned}
$$

Each of the above integrals is an integral of the product of $\frac{\sin t}{t}$ with a nonnegative nonincreasing function. Hence an upper bound of the absolute value of each of these integrals is the corresponding integral over $[0, \pi]$. This yields

$$
\left|\psi_{\hat{f}_{j}, \alpha}(x)\right| \leq 6 \pi\left|h_{j}\right|_{B V} \leq 6 \pi|h|_{B V} \leq 6 \pi\left|r^{-1}\right|_{\infty}|f|_{B V}
$$

and the desired estimate holds with $C=24 \pi\left|r^{-1}\right|_{\infty}$.
LEMMA 4.5.5. Let $c>0$ and $H_{c}$ be the class of all continuous real-valued functions $h$ on an interval $(0, c)$ with the following properties:
$(0, c)$ can be divided into $k_{h}$ subintervals such that $h$ is monotonic and does not change sign on any of these subintervals;

$$
\sup _{t \in(0, c)}|\operatorname{th}(t)|=: C_{h}<\infty .
$$

Then for each $0<\beta \leq 1$ there is a constant $C>0$ such that

$$
\begin{align*}
& \left|\int_{0}^{c} \sin (r t) h(t) f(t) \mathrm{d} t\right| \leq C C_{h} k_{h}|f|_{B V}  \tag{4.5.6}\\
& \left|\int_{0}^{c}\left(\cos (\beta r t)-\chi_{\left[0, \frac{\pi}{2 r}\right]}(t)\right) h(t) f(t) \mathrm{d} t\right| \leq C C_{h} k_{h}|f|_{B V}  \tag{4.5.7}\\
& \left|\int_{0}^{c}\left(e^{-r t}-\chi_{\left[0, \frac{\pi}{2 r}\right]}(t)\right) h(t) f(t) \mathrm{d} t\right| \leq C C_{h}|f|_{\infty}  \tag{4.5.8}\\
& \left|\int_{0}^{c}\left(e^{-\alpha r t}-1\right) \chi_{\left[0, \frac{\pi}{2 r}\right]}(t) h(t) f(t) \mathrm{d} t\right| \leq C C_{h}|f|_{\infty} \tag{4.5.9}
\end{align*}
$$

holds for all $c>0, h \in H_{c}, f \in B V[0, c], r>0$, and $\alpha \in[0,1]$. Here $\chi$ denotes the characteristic function.

Proof. We shall prove the four estimates with different constants $C$. Then we take the maximum of these four constants as a common estimate. For the proof of (4.5.6) it is sufficient to consider nonnegative nondecreasing $f \in B V[0, c]$ and a subinterval $\left[c_{1}, c_{2}\right] \subset[0, c]$ on which $h$ is monotonic and does not change sign; we may even assume that $h$ is nonnegative. Then

$$
\int_{c_{1}}^{c_{2}} \sin (r t) h(t) f(t) \mathrm{d} t=\int_{c_{1}}^{c_{2}} \sin (r t) h(t)|f|_{\infty} \mathrm{d} t-\int_{c_{1}}^{c_{2}} \sin (r t) h(t)\left(|f|_{\infty}-f(t)\right) \mathrm{d} t
$$

Taking the left-hand side if $h$ is nondecreasing and the right-hand side if $h$ is nonincreasing, we see that in each of these integrals the integrand is the product of
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$\sin (r t)$ with a nonnegative monotonic function. An upper bound for the modulus of such an integral is obtained if we take the modulus of the integral over a subinterval $\left[q \frac{\pi}{r},(q+1) \frac{\pi}{r}\right] \cap\left[c_{1}, c_{2}\right]$ for a suitable nonnegative integer $q$. From the assumptions on $h$ we infer

$$
\left|\int_{C_{1}}^{c_{2}} \sin (r t) h(t) f(t) \mathrm{d} t\right| \leq \int_{q \frac{\pi}{r}}^{(q+1) \frac{\pi}{r}} r\left|\frac{\sin (r t)}{r t}\right| \mathrm{d} t 2 C_{h}|f|_{\infty} \leq 2 \pi C_{h}|f|_{\infty} .
$$

This proves (4.5.6) with $C=2 \pi$.
To prove (4.5.7) we calculate for $c^{\prime}=\min \left\{c, \frac{\pi}{2 r}\right\}$

$$
\begin{aligned}
& \left|\int_{0}^{c^{\prime}}(1-\cos (r t)) h(t) f(t) \mathrm{d} t\right| \\
& \leq \int_{0}^{\frac{\pi}{2 r}} \frac{\sin ^{2}(r t)}{t(1+\cos (r t))} \mathrm{d} t C_{h}|f|_{\infty} \leq \int_{0}^{\frac{\pi}{2 r}} r^{2} t \mathrm{~d} t C_{h}|f|_{\infty} \leq \frac{\pi^{2}}{8} C_{h}|f|_{\infty} .
\end{aligned}
$$

In case $c>\frac{\pi}{2 r}$ we obtain from (4.5.6) that

$$
\begin{aligned}
\left|\int_{\frac{\pi}{2 r}}^{c} \cos (r t) h(t) f(t) \mathrm{d} t\right| & =\left|\int_{0}^{c-\frac{\pi}{2 r}} \sin (r t) h\left(t+\frac{\pi}{2 r}\right) f\left(t+\frac{\pi}{2 r}\right) \mathrm{d} t\right| \\
& \leq 2 \pi C_{h} k_{h}|f|_{B V}
\end{aligned}
$$

since

$$
\left|h\left(t+\frac{\pi}{2 r}\right) t\right| \leq\left|h\left(t+\frac{\pi}{2 r}\right)\left(t+\frac{\pi}{2 r}\right)\right| \leq C_{h} .
$$

This proves (4.5.7) for $\beta=1$. If $0<\beta<1$, then we replace $r$ by $\beta r$. The difference to the integral in (4.5.7) can be estimated by

$$
\int_{\frac{\pi}{2 r}}^{\frac{\pi}{2 \beta r}} \frac{\mathrm{~d} t}{t} C_{h}|f|_{\infty}=|\log \beta| C_{h}|f|_{\infty}
$$

This completes the proof of (4.5.7).
Again with $c^{\prime}=\min \left\{c, \frac{\pi}{2 r}\right\}$ and for arbitrary $f \in B V[a, b]$ (we can even take $f \in L_{\infty}(a, b)$ ), the estimate

$$
\left|\int_{0}^{c^{\prime}}\left(1-e^{-\alpha r t}\right) h(t) f(t) \mathrm{d} t\right| \leq \int_{0}^{\frac{\pi}{2 r}} \frac{1-e^{-\alpha r t}}{t} \mathrm{~d} t C_{h}|f|_{\infty} \leq \frac{\alpha \pi}{2} C_{h}|f|_{\infty}
$$

and, in case $c>\frac{\pi}{2 r}$, the estimate

$$
\left|\int_{\frac{\pi}{2 r}}^{c} e^{-r t} h(t) f(t) \mathrm{d} t\right| \leq \int_{\frac{\pi}{2}}^{r c} \frac{e^{-s}}{s} \mathrm{~d} s C_{h}|f|_{\infty} \leq \frac{2}{\pi} e^{-\frac{\pi}{2}} C_{h}|f|_{\infty}
$$

prove the inequalities (4.5.8) and (4.5.9).

PROPOSITION 4．5．6．Let $\gamma_{1}, \gamma_{2} \in \mathbb{R}$ and $\Sigma$ be a sector in the complex plane which is bounded by the rays $\arg \lambda=\gamma_{1}$ and $\arg \lambda=\gamma_{2}$ ．Let $\eta_{1}, \eta_{2} \in \mathbb{R}$ be such that $\gamma_{\nu}+\eta_{\mu} \in\left[\frac{\pi}{2}, \frac{3}{2} \pi\right] \bmod (2 \pi)$ for $v, \mu \in\{1,2\}$ ．If $\eta_{1} \neq \eta_{2}$ we require $\gamma_{2}-\gamma_{1} \notin \pi \mathbb{Z}$ ． Let $c_{1}, c_{2}>0$ ．For $f \in B V\left[0, c_{1}\right], r>0$ ，and $x \in\left[0, c_{2}\right]$ we define

$$
\psi_{f, r}(x):=\int_{\lambda \in \Sigma}^{|\lambda|=r} ⿻ 上 丨 \exp \left\{\lambda e^{i \eta_{1}} x\right\} \int_{0}^{c_{1}} \exp \left\{\lambda e^{i \eta_{2}} \tau\right\} f(\tau) \mathrm{d} \tau \mathrm{~d} \lambda
$$

Then there is a constant $C>0$ such that

$$
\left|\psi_{f, r}\right|_{\infty} \leq C|f|_{B V}
$$

for all $r>0$ and $f \in B V\left[0, c_{1}\right]$ ．
Proof．Integrating with respect to $\lambda$ yields

$$
\left|\psi_{f, r}(x)\right|=\left\lvert\, \int_{0}^{c_{1}} \frac{\exp \left\{e^{i \gamma_{2}} r\left(e^{i \eta_{1}} x+e^{i \eta_{2}} \tau\right)\right\}-\exp \left\{e^{i \gamma_{1}} r\left(e^{i \eta_{1}} x+e^{i \eta_{2}} \tau\right)\right\}}{e^{i \eta_{1} x+e^{i \eta_{2}} \tau} f(\tau) \mathrm{d} \tau \mid . . . . . . . .}\right.
$$

Subtracting and adding $\chi_{\left[0, \frac{\pi}{2 r}\right]}(\tau+x)$ in the numerator，it is sufficient to prove the estimate for
where $\gamma=\gamma_{1}$ or $\gamma=\gamma_{2}$ ．Since $\gamma_{2}-\gamma_{1} \notin \pi \mathbb{Z}$ in case $\eta_{1} \neq \eta_{2}$ and $\gamma_{v}+\eta_{\mu} \in$ $\left[\frac{\pi}{2}, \frac{3}{2} \pi\right] \bmod (2 \pi)$ ，we infer $\eta_{2}-\eta_{1} \notin \pi+2 \pi \mathbb{Z}$ ．Replacing $\gamma+\eta_{\nu}$ with $\eta_{\nu}$ we thus have to estimate（4．5．10）for $\gamma=0, \eta_{1}, \eta_{2} \in\left[\frac{\pi}{2}, \frac{3}{2} \pi\right]$ and $\eta_{2}-\eta_{1} \notin \pi+2 \pi \mathbb{Z}$ ． The denominator becomes $e^{-i \gamma}\left(e^{i \eta_{1}} x+e^{i \eta_{2}} \tau\right)$ ．Since the constant $e^{-i \gamma}$ has modu－ lus 1 ，we can omit it in the sequel．We further simplify the numerator by writing it as

$$
\begin{aligned}
& \exp \left\{r\left(e^{i \eta_{1}} x+e^{i \eta_{2}} \tau\right)\right\}-\exp \left\{r\left(e^{i \eta_{1}} x+e^{i \eta_{1}} \tau\right)\right\} \\
& +\exp \left\{r\left(e^{i \eta_{1}} x+e^{i \eta_{1}} \tau\right)\right\}-\chi_{\left[0, \frac{\pi}{2 r}\right]}(\tau+x)
\end{aligned}
$$

In the first two terms，we factor out the $\tau$－independent term $\exp \left\{r e^{i \eta_{1}} x\right\}$ ，whose modulus does not exceed 1 ．We write the remaining part of this term as

$$
\exp \left\{r e^{i \eta_{2}} \tau\right\}-\chi_{\left[0, \frac{\pi}{2 r}\right]}(\tau)-\left[\exp \left\{r e^{i \eta_{1}} \tau\right\}-\chi_{\left[0, \frac{\pi}{2 r}\right]}(\tau)\right]
$$

Hence we have to estimate the integrals

$$
\int_{0}^{c_{1}} \frac{\exp \left\{r e^{i \eta_{j}} \tau\right\}-\chi_{\left[0, \frac{\pi}{2 r}\right]}(\tau)}{e^{i \eta_{1} x+e^{i \eta_{2}} \tau}} f(\tau) \mathrm{d} \tau \quad(j=1,2)
$$

and

$$
\int_{0}^{c_{1}} \frac{\exp \left\{r\left(e^{i \eta_{1} x}+e^{i \eta_{1}} \tau\right)\right\}-\chi_{\left[0, \frac{\pi}{2 r}\right]}(\tau+x)}{e^{i \eta_{1} x+e^{i \eta_{2}} \tau} f(\tau) \mathrm{d} \tau . . . . . . .}
$$

With the transformation $\tau+x \mapsto \tau$, the latter integral can be written as

$$
\int_{0}^{c_{1}+x} \frac{\exp \left\{r e^{i \eta_{1}} \tau\right\}-\chi_{\left[0, \frac{\pi}{21}\right]}(\tau)}{\left(e^{i \eta_{1}}-e^{i \eta_{2}}\right) x+e^{i \eta_{2}} \tau} f(\tau-x) \mathrm{d} \tau,
$$

where $f(\xi):=0$ if $\xi<0$. Since the norm in $B V\left[0, c_{1}\right]$ of $\tau \mapsto f(\tau)$ and the norm in $B V\left[0, c_{1}+x\right]$ of $\tau \mapsto f(\tau-x)$ coincide, it is therefore sufficient to prove that

$$
\left|\int_{0}^{c} \frac{\exp \left\{r e^{i \eta_{j}} \tau\right\}-\chi_{\left[0, \frac{\pi}{2 r}\right]}(\tau)}{w x+\tau} f(\tau) \mathrm{d} \tau\right| \leq C|f|_{B V} \quad(j=1,2)
$$

where $w$ is a complex number which is not a negative real and the constant $C$ is independent of $x$ and $c$. Again, we split up the numerator. We have $e^{i \eta_{j}}=-\alpha+i \beta$, where $\alpha$ and $\beta$ are real numbers with $\alpha \geq 0$. If $\beta \neq 0$, then we write

$$
\begin{aligned}
\exp \left\{r e^{i \eta_{j}} \tau\right\}-\chi_{\left[0, \frac{\pi}{2 r}\right]}(\tau)= & \exp (-\alpha r \tau)\left(\cos (\beta r \tau)+i \sin (\beta r \tau)-\chi_{\left[0, \frac{\pi}{2 r}\right]}(\tau)\right) \\
& +(\exp (-\alpha r \tau)-1) \chi_{\left[0, \frac{\pi}{2 r}\right]}(\tau) .
\end{aligned}
$$

If $\beta=0$, then we simply have

$$
\exp (-r \tau)-\chi_{\left[0, \frac{\pi}{r}\right]}(\tau)
$$

Hence the result follows from Lemma 4.5 .5 if we show that the real and imaginary parts $h_{1}, h_{2}$ of

$$
\begin{equation*}
h(t)=\frac{\exp (-s t)}{w x+t} \tag{4.5.11}
\end{equation*}
$$

are functions of class $H_{c}$, where an upper bound for $k_{h_{j}}$ and $C_{h_{j}}(j=1,2)$ can be found which does not depend on $x \geq 0, c>0$, and $s \geq 0$. This is obvious if $w=0$. For $w \neq 0$ we have

$$
|h(t) t| \leq \frac{1}{\left|w^{\frac{x}{t}}+1\right|} \leq \begin{cases}1 & \text { if } \mathfrak{R}(w)>0, \\ \frac{|w|}{|\mathcal{S}(w)|} & \text { if } \Re(w) \leq 0 .\end{cases}
$$

From

$$
\begin{aligned}
h(t) & =\frac{\exp (-s t)(\bar{w} x+t)}{|w x+t|^{2}} \\
h^{\prime}(t) & =-\exp (-s t) \frac{[s(w x+t)+1](\bar{w} x+t)^{2}}{|w x+t|^{4}}
\end{aligned}
$$

we infer that $h_{1}$ and $h_{2}$ have at most one zero and three turning points. Thus the numbers $k_{h_{1}}$ and $k_{h_{2}}$ are at most 5 .

### 4.6. Improved estimates of the Green's matrix

Proposition 4.6.1. Let $f \in\left(L_{p}(a, b)\right)^{n}$. Then each component of the matrix function $I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right)$ defined in (4.4.12) is a sum of terms of the form

$$
\begin{equation*}
\delta_{v}(\lambda) \int_{0}^{\left|R_{v}(b)\right|} \exp \left\{-\lambda e^{i v a r p h i_{v}} \tau\right\} u(\tau) \mathrm{d} \tau \tag{4.6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1-\delta_{v}(\lambda)\right) \int_{0}^{\left|R_{v}(b)\right|} \exp \left\{\lambda e^{i \varphi_{v}} \tau\right\} u(\tau) \mathrm{d} \tau \tag{4.6.2}
\end{equation*}
$$

where $v \in\{1, \ldots, l\}, u \in L_{p}(a, b)$, and $|u|_{p} \leq C|f|_{p}$ for some $C>0$ which does not depend on $f$.

Proof. Let $\rho_{v}$ be the inverse function of $x \mapsto\left|R_{v}(x)\right|$. In the proof of Proposition 2.7.1 we have shown that $\rho_{v} \in W_{\infty}^{1}\left(0,\left|R_{v}(b)\right|\right)$. The theorem on integration by substitution, see [HS, (20.5)], shows for $g \in L_{p}(a, b)$ that

$$
\int_{a_{j}}^{b} \exp \left\{\lambda R_{\nu}\left(a_{j}\right)\right\} \exp \left\{-\lambda R_{\nu}(\xi)\right\} g(\xi) \mathrm{d} \xi=\int_{0}^{\left|R_{\nu}(b)\right|} \exp \left\{-\lambda e^{i \varphi_{v}} \tau\right\} \widetilde{g}(\tau) \mathrm{d} \tau
$$

where

$$
\tilde{g}(\tau)=\left\{\begin{array}{r}
g\left(\rho_{v}\left(\tau+\left|R_{v}\left(a_{j}\right)\right|\right)\right) \rho_{v}^{\prime}\left(\tau+\left|R_{v}\left(a_{j}\right)\right|\right) \text { if } 0 \leq \tau \leq\left|R_{v}(b)\right|-\left|R_{v}\left(a_{j}\right)\right|, \\
0 \\
\text { if }\left|R_{v}(b)\right|-\left|R_{v}\left(a_{j}\right)\right|<\tau \leq\left|R_{v}(b)\right|,
\end{array}\right.
$$

and $\tilde{g} \in L_{p}\left(0,\left|R_{v}(b)\right|\right)$ with $|\tilde{g}|_{p} \leq C_{1}|g|_{p}$ for some $C_{1}>0$ which does not depend on $g$, see (2.7.1). This representation and a similar representation for the integration over $\left[a, a_{j}\right]$ prove that the components of the sums in $I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right)$ are sums of terms of the form (4.6.1) and (4.6.2) which fulfil the estimate $|u|_{p} \leq C_{2}|f|_{p}$ for some $C_{2}$ independent of $u$ in view of assumption (4.1.11). From Proposition 2.7.1 we infer that this also holds for the double integrals in $I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right)$.

Let $\chi_{k}\left(k=1, \ldots, l_{0}\right)$ be as defined in Remark 4.1.4. Set

$$
\delta^{k}(\lambda):= \begin{cases}0 & \text { if } \mathfrak{R}\left(\lambda e^{i \chi_{k}}\right)<0, \\ 1 & \text { if } R e\left(\lambda e^{i \chi_{k}}\right)>0, \\ 0 & \text { if } \mathfrak{R}\left(\lambda e^{i \chi_{k}}\right)=0 \text { and } \mathfrak{I}\left(\lambda e^{i \chi_{k}}\right)>0, \\ 1 & \text { if } \mathfrak{R}\left(\lambda e^{i \chi_{k}}\right)=0 \text { and } \mathfrak{S}\left(\lambda e^{i \chi_{k}}\right)<0 .\end{cases}
$$

The following result is obvious:
Remark 4.6.2. For each $v \in\{1, \ldots, l\}, \lambda \in \mathbb{C} \backslash\{0\}$ and $\tau \in \mathbb{R}$ we have

$$
\delta_{v}(\lambda) \exp \left\{-\lambda e^{i \varphi_{v}} \tau\right\}=\delta^{k}(\lambda) \exp \left\{-\lambda e^{i \chi_{k}} \tau\right\}
$$

if $\chi_{k}=\varphi_{v}$, and

$$
\left(1-\delta_{v}(\lambda)\right) \exp \left\{\lambda e^{i \varphi_{v}} \tau\right\}=\delta^{k}(\lambda) \exp \left\{-\lambda e^{i \chi_{k}} \tau\right\}
$$

if $\chi_{k}=\left(\varphi_{v}+\pi\right) \bmod (2 \pi)$.
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Proposition 4.6.3. Let $1<p<\infty$ and suppose that the boundary eigenvalue problem (4.1.1), (4.1.2) is Birkhoff regular. Then we obtain.

$$
\left|\oint_{|\lambda|=r} \Delta_{0} I_{2}^{0}(\cdot, \lambda) M_{0}^{-1}(\lambda) I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right) \mathrm{d} \lambda\right|_{p}=O(1)|f|_{p} \text { as } r \rightarrow \infty
$$

where $f$ varies in $\left(L_{p}(a, b)\right)^{n}$ and $\Delta_{0}, M_{0}, I_{2}^{0}, I_{3}^{0}$ are defined in (4.1.22), (4.3.5), (4.4.7), (4.4.12).

Proof. By Remark 4.3.2, $M_{0}$ is constant in each $\Sigma_{m}\left(m=1, \ldots, l_{0}\right)$. From Proposition 4.6.1 and Remark 4.6.2 we infer that in every sector $\Sigma_{m}\left(m=1, \ldots, l_{0}\right)$ each component of $\Delta_{0} I_{2}^{0}(x, \lambda) M_{0}^{-1}(\lambda) I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right)$ is a linear combination of terms of the form

$$
\begin{aligned}
& w(x)\left(\left(1-\delta_{v}(\lambda)\right) \exp \left\{\lambda R_{v}(x)\right\}+\delta_{v}(\lambda) \exp \left\{\lambda\left(R_{v}(x)-R_{v}(b)\right)\right\}\right) \times \\
& \quad \times \delta^{k}(\lambda) \int_{0}^{c_{1}} \exp \left\{-\lambda e^{i \chi_{k}} \tau\right\} u(\tau) \mathrm{d} \tau \quad\left(v=1, \ldots, n ; k=1, \ldots, l_{0}\right)
\end{aligned}
$$

where $w \in L_{\infty}(a, b)$ is a component of the matrix function $P^{[0]}, c_{1}$ is one of the numbers $\left|R_{1}(b)\right|, \ldots,\left|R_{l}(b)\right|, u \in L_{p}\left(0, c_{1}\right)$, and $|u|_{p} \leq C|f|_{p}$ for some $C>0$ not depending on $f$. Let $\rho_{j}$ be the inverse of $x \mapsto\left|R_{j}(x)\right|$. We apply the transformations $x \mapsto \rho_{j}(\xi)$ and $x \mapsto \rho_{j}\left(\left|R_{j}(b)\right|-\xi\right)$, respectively, and obtain as in the proof of Proposition 4.6 .1 with the aid of the theorem on integration by substitution, see [HS, (20.5)], that Proposition 4.6 .3 is proved if we show that

$$
\begin{equation*}
\left|\int_{\substack{\lambda \in \Sigma_{m} \\|\lambda|=r}} \delta^{j}(\lambda) \delta^{k}(\lambda) \exp \left\{-\lambda e^{i \chi_{j}}\right\} \int_{0}^{c_{1}} \exp \left\{-\lambda e^{i \chi_{k}} \tau\right\} u(\tau) \mathrm{d} \tau \mathrm{~d} \lambda\right|_{p}=O(1)|u|_{p} \tag{4.6.3}
\end{equation*}
$$

for $j, k \in\left\{1, \ldots, l_{0}\right\}$ and for $u \in L_{p}\left(0, c_{1}\right)$, where $c_{1}, c_{2}>0$ and the norm on the left hand side is taken in $L_{p}\left(0, c_{2}\right)$. Since $\delta^{j}, \delta^{k}$ are constant on $\Sigma_{m}$ (see Proposition 4.1.5), we only have to consider those $j, k \in\left\{1, \ldots, l_{0}\right\}$ for which $\delta^{j}(\lambda)=\delta^{k}(\lambda)=1$ for all $\lambda \in \Sigma_{m}$.

First let $j \neq k$. Since $\Re\left(\lambda e^{i \chi_{j}}\right) \geq 0$ and $\Re\left(\lambda e^{i \chi_{k}}\right) \geq 0$ as $\delta^{j}(\lambda)=\delta^{k}(\lambda)=1$, Lemma 2.7.2 ii) yields that there is a $C>0$ such that, for $v \in L_{p^{\prime}}\left(0, c_{2}\right)$,

$$
\begin{aligned}
& \left|\int_{0}^{c_{2}} v(\xi) \int_{\substack{\lambda \in \Sigma_{m}|\lambda|=r}} \exp \left\{-\lambda e^{i \chi_{j}} \xi\right\} \int_{0}^{c_{1}} \exp \left\{-\lambda e^{i \chi_{k}} \tau\right\} u(\tau) \mathrm{d} \tau \mathrm{~d} \lambda \mathrm{~d} \xi\right| \\
& \leq C \int_{\substack{\lambda \in \Sigma_{m} \\
|\lambda|=r}}\left(1+\left|\Re\left(\lambda e^{i \chi_{j}}\right)\right|\right)^{-1 / p}\left(1+\left|\Re\left(\lambda e^{i \chi_{k}}\right)\right|\right)^{1 / p-1}|\mathrm{~d} \lambda||v|_{p^{\prime}}|u|_{p} \\
& =C \int_{-\frac{\pi}{2}-\chi_{m}}^{-\frac{\pi}{2}-\chi_{m-1}}\left(\frac{1}{r}+\left|\cos \left(\varphi+\chi_{j}\right)\right|\right)^{-1 / p}\left(\frac{1}{r}+\left|\cos \left(\varphi+\chi_{k}\right)\right|\right)^{1 / p-1} \mathrm{~d} \varphi|v|_{p^{\prime}}|u|_{p}
\end{aligned}
$$

The integrand is bounded by the function

$$
g(\varphi)=\left|\cos \left(\varphi+\chi_{j}\right)\right|^{-1 / p}\left|\cos \left(\varphi+\chi_{k}\right)\right|^{1 / p-1}
$$

We have $\chi_{j}-\chi_{k} \notin\{-\pi, \pi\}$ since $\delta^{j}(\lambda) \delta^{k}(\lambda)=1$ for $\lambda$ in the non-empty set $\Sigma_{m}$. We infer that the function $g$ is piecewise bounded by functions of the form $C \cos (\cdot+\alpha)^{-\beta}$ with $\beta \in\{1 / p, 1-1 / p\}$. Since

$$
x \mapsto\left|\cos \left(x+\frac{\pi}{2}\right)\right|^{-\beta}=\left(\frac{\cos \left(x+\frac{\pi}{2}\right)}{|x|}\right)^{-\beta}|x|^{-\beta}
$$

is the product of a bounded function and an integrable function in a neighbourhood of $0, g$ is an integrable function, which proves (4.6.3) for $j \neq k$.

Now let $j=k$. We calculate

$$
\begin{aligned}
& \int_{\lambda \in \Sigma_{m}} \exp \left\{-\lambda e^{i \chi_{j}} \xi\right\} \int_{0}^{c_{1}} \exp \left\{-\lambda e^{i \chi_{j}} \tau\right\} u(\tau) \mathrm{d} \tau \mathrm{~d} \lambda \\
&= \int_{0}^{c_{1}} \int_{\lambda \in \Sigma_{m}} \exp \left\{-\lambda e^{i \chi_{j}}(\xi+\tau)\right\} \mathrm{d} \lambda u(\tau) \mathrm{d} \tau \\
&= \int_{0}^{c_{1}}\left(e^{i \chi_{j}}(\xi+\tau)\right)^{-1} \times \\
& \times\left(\exp \left\{r e^{i\left(\frac{\pi}{2}-\chi_{m}+\chi_{j}\right)}(\xi+\tau)\right\}-\exp \left\{r e^{i\left(\frac{\pi}{2}-\chi_{m-1}+\chi_{j}\right)}(\xi+\tau)\right\}\right) u(\tau) \mathrm{d} \tau \\
&= e^{-i \chi_{j}} \exp \left\{r e^{i\left(\frac{\pi}{2}-\chi_{m}+\chi_{j}\right)} \xi\right\} \int_{0}^{c_{1}} \frac{1}{\xi+\tau} \exp \left\{r e^{i\left(\frac{\pi}{2}-\chi_{m}+\chi_{j}\right)} \tau\right\} u(\tau) \mathrm{d} \tau \\
&-e^{-i \chi_{j}} \exp \left\{r e^{i\left(\frac{\pi}{2}-\chi_{m-1}+\chi_{j}\right)} \xi\right\} \int_{0}^{c_{1}} \frac{1}{\xi+\tau} \exp \left\{r e^{i\left(\frac{\pi}{2}-\chi_{m-1}+\chi_{j}\right)} \tau\right\} u(\tau) \mathrm{d} \tau
\end{aligned}
$$

Since $\Re\left(\lambda e^{i \chi_{j}}\right)$ is nonnegative for all $\lambda \in \Sigma_{m}$, we obtain that $\Re\left(e^{i\left(\frac{\pi}{2}-\chi_{m}+\chi_{j}\right)}\right)$ and $\Re\left(e^{i\left(\frac{\pi}{2}-\chi_{m-1}+\chi_{j}\right)}\right)$ are nonpositive. Thus (4.6.3) is proved because of Proposition 4.5.2.

Proposition 4.6.4. Let $\beta>0$. Then

$$
\int_{|\lambda|=r}(1+|\Re(\lambda)|)^{-1-\beta}|\mathrm{d} \lambda|=O(1) \text { as } r \rightarrow \infty
$$

Proof. We calculate

$$
\begin{aligned}
& \int_{|\lambda|=r}(1+|\Re(\lambda)|)^{-1-\beta}|\mathrm{d} \lambda|=\int_{0}^{2 \pi} r(1+r|\cos \varphi|)^{-1-\beta} \mathrm{d} \varphi \\
& \leq 4 \int_{0}^{\frac{\pi}{4}} r(r \cos \varphi)^{-1-\beta} \mathrm{d} \varphi+8 \int_{\frac{\pi}{4}}^{\frac{\pi}{2}} r \sin \varphi(1+r \cos \varphi)^{-1-\beta} \mathrm{d} \varphi \\
& \leq \pi r\left(\frac{r}{2}\right)^{-1-\beta}+\left.\frac{8}{\beta}(1+r \cos \varphi)^{-\beta}\right|_{\frac{\pi}{4}} ^{\frac{\pi}{2}} \\
& \leq 2^{\beta+1} \pi r^{-\beta}+\frac{8}{\beta} .
\end{aligned}
$$
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Proposition 4.6.5. Let $1<p<\infty$. Then we obtain for $f \in\left(L_{p}(a, b)\right)^{n}$

$$
\left|\oint_{|\lambda|=r} I_{1}^{0}\left(\cdot, \Delta_{0} f, \lambda\right) \mathrm{d} \lambda\right|_{p}=O(1)|f|_{p} \text { as } r \rightarrow \infty
$$

where $\Delta_{0}$ and $I_{1}^{0}$ are defined in (4.1.22) and (4.4.8).

Proof. We set

$$
\begin{aligned}
& \gamma_{r, v}^{+}:=\left\{\lambda \in \mathbb{C}:|\lambda|=r, \mathfrak{R}\left(\lambda e^{i \varphi_{v}}\right)>0\right\} \\
& \gamma_{r, v}:=\left\{\lambda \in \mathbb{C}:|\lambda|=r, \Re\left(\lambda e^{i \varphi_{v}}\right)<0\right\}
\end{aligned}
$$

Let $I^{(v)}$ be the $n \times n$-matrix whose $v$-th diagonal block is $I_{n_{v}}$ and whose other components are zero. We have

$$
\Delta_{0} E(x, \lambda)=\sum_{v=1}^{l} I^{(v)} E(x, \lambda)=\sum_{v=1}^{l} I^{(v)} \exp \left\{\lambda R_{v}(x)\right\}
$$

Since $\Delta_{0}$ and $P^{[0]^{-1}}$ commute, we obtain

$$
\begin{aligned}
& \oint_{|\lambda|=r} I_{1}^{0}\left(x, \Delta_{0} f, \lambda\right) \mathrm{d} \lambda \\
& =\oint_{|\lambda|=r} P^{[0]}(x)\left(I_{n}-\Delta(\lambda)\right) E(x, \lambda) \int_{a}^{x} E(\xi, \lambda)^{-1} P^{[0]^{-1}}(\xi) \Delta_{0} f(\xi) \mathrm{d} \xi \mathrm{~d} \lambda \\
& -\oint_{|\lambda|=r} P^{[0]}(x) \Delta(\lambda) E(x, \lambda) \int_{x}^{b} E(\xi, \lambda)^{-1} P^{[0]^{-1}}(\xi) \Delta_{0} f(\xi) \mathrm{d} \xi \mathrm{~d} \lambda \\
& =\sum_{v=1}^{l} \int_{\gamma_{r, v}} P^{[0]}(x) I^{(v)} \int_{a}^{x} \exp \left\{\lambda\left(R_{v}(x)-R_{v}(\xi)\right)\right\} P^{[0]^{-1}}(\xi) f(\xi) \mathrm{d} \xi \mathrm{~d} \lambda \\
& -\sum_{v=1}^{l} \int_{\gamma_{r, v}^{+}} P^{[0]}(x) I^{(v)} \int_{x}^{b} \exp \left\{\lambda\left(R_{v}(x)-R_{v}(\xi)\right)\right\} P^{[0]^{-1}}(\xi) f(\xi) \mathrm{d} \xi \mathrm{~d} \lambda \\
& =-\sum_{v=1}^{l} e^{i\left(\frac{\pi}{2}-\varphi_{v}\right)} P^{[0]}(x) I^{(v)} \int_{-r}^{r} \int_{a}^{b} \exp \left\{i \tau\left(\left|R_{v}(x)\right|-\left|R_{v}(\xi)\right|\right)\right\} P^{[0]-1}(\xi) f(\xi) \mathrm{d} \xi \mathrm{~d} \tau
\end{aligned}
$$

where we have used that the contour integrals along the semicircle $\gamma_{r, v}^{+}$and the line segment $\overline{r e^{i\left(\frac{\pi}{2}-\varphi_{v}\right)},-r e^{i\left(\frac{\pi}{2}-\varphi_{v}\right)}}$ and the contour integrals along the semicircle $\gamma_{r, v}^{-}$and the line segment $\overline{-r e^{i\left(\frac{\pi}{2}-\varphi_{v}\right)}, r e^{i\left(\frac{\pi}{2}-\varphi_{v}\right)}}$ are 0 by CAUCHY's theorem. Now the assertion of the proposition immediately follows from Proposition 4.5.3.

PROPOSITION 4.6.6. Let $1<p<\infty$ and suppose that there is a number $\tilde{p}>p$ such that $A_{0,0 v} \in M_{n_{0}, n_{v}}\left(L_{\tilde{p}}(a, b)\right)$ for $v=1, \ldots, l$. Here $A_{0,0 v}$ is the block of $A_{0}$ with index $(0, v)$ according to the block structure of $A_{1}$. Then there is a number $\eta<1 / p$ such that

$$
I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right)-I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right)=O\left(\max _{\substack{v, \mu=0 \\ v \neq \mu}}^{l}\left(1+\left|\Re\left(\lambda e^{i \psi_{\nu \mu}}\right)\right|\right)^{-1+\eta}\right)|f|_{p}
$$

for $f \in\left(L_{p}(a, b)\right)^{n}$, where $\Delta_{0}, I_{3}, I_{3}^{0}$ are defined in (4.1.22), (4.4.6), (4.4.12).
Proof. We have

$$
\begin{aligned}
& I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right)-I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right) \\
& =I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right)-I_{3}^{0}\left(\left(\left(I_{n}+P^{[0]} \widetilde{B}_{0}(\cdot, \lambda)\right) \Delta_{0} f, 0\right), \lambda\right) \\
& \quad+I_{3}^{0}\left(\left(P^{[0]} \widetilde{B}_{0}(\cdot, \lambda) \Delta_{0} f, 0\right), \lambda\right) .
\end{aligned}
$$

We multiply the matrix functions in Proposition 4.4.5 by $E(\xi, \lambda) \widetilde{Y}(\xi, \lambda)^{-1} \Delta_{0} f(\xi)$ from the right and integrate from $a$ to $b$. In view of (4.4.11) we obtain with the aid of Proposition 4.4.3, (4.1.10), (4.1.12) and Proposition 4.3.3i), ii) that

$$
\begin{aligned}
& I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right)-I_{3}^{0}\left(\left(\left(I_{n}+P^{[0]} \widetilde{B}_{0}(\cdot, \lambda)\right) \Delta_{0} f, 0\right), \lambda\right) \\
&=-\sum_{j=0}^{\infty} W_{0}^{(j)} B_{0}\left(a_{j}, \lambda\right) \int_{a}^{a_{j}} E\left(a_{j}, \lambda\right)\left(I_{n}-\Delta(\lambda)\right) \widetilde{Y}(\xi, \lambda)^{-1} \Delta_{0} f(\xi) \mathrm{d} \xi \\
&-\int_{a}^{b} W_{0}(t) B_{0}(t, \lambda) \int_{a}^{t} E(t, \lambda)\left(I_{n}-\Delta(\lambda)\right) \widetilde{Y}(\xi, \lambda)^{-1} \Delta_{0} f(\xi) \mathrm{d} \xi \mathrm{~d} t \\
&+\sum_{j=0}^{\infty} W_{0}^{(j)} B_{0}\left(a_{j}, \lambda\right) \int_{a_{j}}^{b} E\left(a_{j}, \lambda\right) \Delta(\lambda) \widetilde{Y}(\xi, \lambda)^{-1} \Delta_{0} f(\xi) \mathrm{d} \xi \\
&+\int_{a}^{b} W_{0}(t) B_{0}(t, \lambda) \int_{t}^{b} E(t, \lambda) \Delta(\lambda) \widetilde{Y}(\xi, \lambda)^{-1} \Delta_{0} f(\xi) \mathrm{d} \xi \mathrm{~d} t \\
&+O\left(\lambda^{-1}\right)|f|_{p} .
\end{aligned}
$$

Since $B_{0}(\cdot, \lambda)$ and $\widetilde{B}_{0}(\cdot, \lambda)$ are of the form $\left\{O\left(\tau_{p}(\lambda)\right)\right\}_{\infty}$, see (4.1.18) and Proposition 4.4.3, we infer that

$$
\begin{aligned}
& I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right)-I_{3}^{0}\left(\left(\left(I_{n}+P^{[0]} \widetilde{B}_{0}(\cdot, \lambda)\right) \Delta_{0} f, 0\right), \lambda\right)= \\
& \quad-\sum_{j=0}^{\infty} W_{0}^{(j)} B_{0}\left(a_{j}, \lambda\right) \int_{a}^{a_{j}} E\left(a_{j}, \lambda\right) E(\xi, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right) P^{[0]}{ }^{-1}(\xi) \Delta_{0} f(\xi) \mathrm{d} \xi \\
& \quad-\int_{a}^{b} W_{0}(t) B_{0}(t, \lambda) \int_{a}^{t} E(t, \lambda) E(\xi, \lambda)^{-1}\left(I_{n}-\Delta(\lambda)\right) P^{[0]^{-1}}(\xi) \Delta_{0} f(\xi) \mathrm{d} \xi \mathrm{~d} t
\end{aligned}
$$
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$$
\begin{aligned}
& +\sum_{j=0}^{\infty} W_{0}^{(j)} B_{0}\left(a_{j}, \lambda\right) \int_{a_{j}}^{b} E\left(a_{j}, \lambda\right) E(\xi, \lambda)^{-1} \Delta(\lambda) P^{[0]-1}(\xi) \Delta_{0} f(\xi) \mathrm{d} \xi \\
& +\int_{a}^{b} W_{0}(t) B_{0}(t, \lambda) \int_{t}^{b} E(t, \lambda) E(\xi, \lambda)^{-1} \Delta(\lambda) P^{[0]^{-1}}(\xi) \Delta_{0} f(\xi) \mathrm{d} \xi \mathrm{~d} t \\
& +\left\{O\left(\lambda^{-1}\right)+O\left(\tau_{p}(\lambda)\right)^{2}\right\}|f|_{p} .
\end{aligned}
$$

With the aid of Proposition 4.3.5 it follows that

$$
\begin{aligned}
& I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right)-I_{3}^{0}\left(\left(\left(I_{n}+P^{(0]} \tilde{B}_{0}(\cdot, \lambda)\right) \Delta_{0} f, 0\right), \lambda\right) \\
&=\left\{O\left(\lambda^{-1}\right)+O\left(\tau_{p}(\lambda)\right)^{2}\right. \\
&\left.+\left\{B_{0}(\cdot, \lambda)\right\}_{\infty} O\left(\max _{\substack{v, \mu=0 \\
v \neq \mu}}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{\nu \mu}}\right)\right|\right)^{-1+1 / p}\right)\right\}|f|_{p} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right) & -I_{3}^{0}\left(\left(\left(I_{n}+P^{(0)} \widetilde{B}_{0}(\cdot, \lambda)\right) \Delta_{0} f, 0\right), \lambda\right) \\
& =O\left(\max _{\substack{v \mu=0 \\
\nu \neq \mu}}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{\nu \mu}}\right)\right|\right)^{-1+\eta^{\prime}}\right)|f|_{p}
\end{aligned}
$$

where $\eta^{\prime}=\max \{0,-1+2 / p\}$. From the definition of $\widetilde{B}_{0}$ (see the proof of Proposition 4.4.3) we infer

$$
\begin{aligned}
P^{[0]} \widetilde{B}_{0}(\cdot, \lambda) & =-B_{0}(\cdot, \lambda) P^{[0]^{-1}}+\sum_{j=2}^{\infty}(-1)^{j}\left(B_{0}(\cdot, \lambda) P^{[0]^{-1}}\right)^{j} \\
& \left.=-B_{0}(\cdot, \lambda) P^{[0]}\right]^{-1}+\left\{O\left(\tau_{p}(\lambda)\right)^{2}\right\}_{\infty} .
\end{aligned}
$$

Thus we obtain the estimate

$$
\begin{aligned}
& I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right)-I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right) \\
& =-I_{3}^{0}\left(\left(B_{0}(\cdot, \lambda) P^{[0]^{-1}} \Delta_{0} f, 0\right), \lambda\right)+O\left(\max _{\substack{v, \mu=0 \\
v \neq \mu}}^{\prime}\left(1+\left|\Re\left(\lambda e^{i \varphi_{\nu \mu}}\right)\right|\right)^{-1+\eta^{\prime}}\right)|f|_{p} .
\end{aligned}
$$

The proof of the estimate of $T_{\lambda, 1} h$ and $T_{\lambda, 2} T_{\lambda, 1} h$ in (2.8.35) yields that

$$
\left(I_{n}-\Delta_{0}\right) B_{0}(\cdot, \lambda)=\left\{O\left(\tau_{\tilde{p}}(\lambda)\right)\right\}_{\infty}
$$

since $\left(I_{n}-\Delta_{0}\right) Q^{[0]} \in M_{n}\left(L_{\tilde{p}}(a, b)\right)$ by the assumption on the $A_{0,0 v}$. From

$$
B_{0}(\cdot, \lambda) \Delta_{0}=\Delta_{0} B_{0}(\cdot, \lambda) \Delta_{0}+\left(I_{n}-\Delta_{0}\right) B_{0}(\cdot, \lambda) \Delta_{0}
$$

we infer

$$
\begin{aligned}
& I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right)-I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right) \\
& =-I_{3}^{0}\left(\left(\Delta_{0} B_{0}(\cdot, \lambda) P^{[0]^{-1}} \Delta_{0} f, 0\right), \lambda\right)+O\left(\max _{\substack{v, \mu=0 \\
v \neq \mu}}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1+\eta}\right)|f|_{p}
\end{aligned}
$$

where $\eta:=\max \left\{\eta^{\prime}, 1 / \tilde{p}\right\}<1 / p$. Finally, Proposition 4.4 .10 yields

$$
I_{3}^{0}\left(\left(\Delta_{0} B_{0}(\cdot, \lambda) P^{[0]^{-1}} \Delta_{0} f, 0\right), \lambda\right)=O\left(\tau_{p}(\lambda)\right)^{2}|f|_{p}
$$

LEMMA 4.6.7. Let $1<p<\infty$. Suppose that $A_{1} \in M_{n}\left(L_{\infty}(a, b)\right)$ and that there is a number $\tilde{p}>p$ such that $A_{0,0 v} \in M_{n_{0}, n_{v}}\left(L_{\tilde{p}}(a, b)\right)$ for $v=1, \ldots, l$. Here $A_{0,0 v}$ is the block of $A_{0}$ with index $(0, v)$ according to the block structure of $A_{1}$. If $p \leq \frac{3}{2}$ we require that the condition (4.1.19) holds. Let $W_{0}$ be defined by (4.1.10) and suppose that $W_{0} \in M_{n}\left(L_{q}(a, b)\right)$ for some number $q>1$ and that $a$ and $b$ are no accumulation points of the set of points $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Suppose that the boundary eigenvalue problem (4.1.1), (4.1.2) is Birkhoff regular and choose the curves $\Gamma_{v}(v \in \mathbb{N})$ according to Theorem 4.3.9. We define

$$
P_{v} f:=-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widetilde{T}^{-1}(\lambda)\left(A_{1} f, 0\right) \mathrm{d} \lambda \quad\left(f \in\left(L_{p}(a, b)\right)^{n}\right)
$$

where $\widetilde{J}:\left(W_{p}^{1}(a, b)\right)^{n} \rightarrow\left(L_{p}(a, b)\right)^{n}$ is defined by $\widetilde{J y}=\Delta_{0} y$ and $\Delta_{0}$ is given by (4.1.22). Then $\left\{P_{v}: v \in \mathbb{N}\right\}$ is bounded in $L\left(\left(L_{p}(a, b)\right)^{n}\right)$.

Proof. By $A_{1}=\Delta_{0} A_{1}$, (4.4.14), Proposition 4.4.4 ii), (4.4.19), Proposition 4.4 .2 ii), Lemma 4.4.6, Proposition 4.6.6, and Proposition 4.4.10 it follows that

$$
\begin{aligned}
\Delta_{0} \widetilde{T}^{-1}(\lambda)\left(A_{1} f, 0\right) & =\Delta_{0} I_{1}^{0}\left(\cdot, A_{1} f, \lambda\right)+\Delta_{0} I_{2}^{0}(\cdot, \lambda) \tilde{M}^{-1}(\lambda) I_{3}^{0}\left(\left(A_{1} f, 0\right), \lambda\right) \\
& +\left\{o\left(\max _{\substack{v, \mu=0 \\
v \neq \mu}}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1-\beta^{\prime}}\right)\right\}_{p}|f|_{p}
\end{aligned}
$$

for $f \in\left(L_{p}(a, b)\right)^{n}$ and $\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}$, where $\beta^{\prime}:=\min \{\varepsilon, 1-1 / p, 1 / p-\eta\}>0, \varepsilon$ is as in Proposition 4.4.2 ii), and $\eta$ is as in Proposition 4.6.6. From Proposition 4.3.6 iv), v) and the definition of $M_{0}$ in (4.3.5) we obtain

$$
\tilde{M}(\lambda)-M_{0}(\lambda)=O\left(\max _{\substack{v, \mu=0 \\ v \neq \mu}}\left(1+\left|\Re\left(\lambda e^{i \psi_{v \mu}}\right)\right|\right)^{-\beta}\right)
$$

where $\beta:=\min \left\{\beta^{\prime}, \alpha\right\}>0$ and $\alpha$ is as in Proposition 4.3.6v). Hence Lemma 4.4.6 with $s=0$, Proposition 4.3.1 and Remark 4.3 .2 yield
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$$
\begin{align*}
& \tilde{M}^{-1}(\lambda)-M_{0}^{-1}(\lambda)=\tilde{M}^{-1}(\lambda)\left(M_{0}(\lambda)-\tilde{M}(\lambda)\right) M_{0}^{-1}(\lambda)  \tag{4.6.4}\\
&=O\left(\max _{\substack{v=0 \\
v \neq \mu}}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-\beta}\right) \\
&
\end{align*}
$$

for $\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}$. This estimate, (4.4.19) and Proposition 4.4.10 yield

$$
\begin{aligned}
\Delta_{0} \widetilde{T}^{-1}(\lambda)\left(A_{1} f, 0\right) & =\Delta_{0} I_{1}^{0}\left(\cdot, A_{1} f, \lambda\right)+\Delta_{0} I_{2}^{0}(\cdot, \lambda) M_{0}^{-1}(\lambda) I_{3}^{0}\left(\left(A_{1} f, 0\right), \lambda\right) \\
& +\left\{O\left(\max _{\substack{v, \mu=0 \\
v \neq \mu}}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-1-\beta}\right)\right\}_{p}|f|_{p}
\end{aligned}
$$

for $f \in\left(L_{p}(a, b)\right)^{n}$ and $\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}$. The statement of the theorem now follows from Proposition 4.6.5, Proposition 4.6.3, Proposition 4.6.4, and (4.4.13) with respect to the Banach space $M_{n}\left(L_{p}(a, b)\right)$.

Lemma 4.6.8. Let $E$ and $F$ be Banach spaces such that $F$ is contained continuously in $E$. Denote the corresponding embedding by $J_{F}$. For $v \in \mathbb{N}$ let $P_{v} \in L(E)$. Suppose that $\left\{P_{v} J_{F}: v \in \mathbb{N}\right\}$ is bounded in $L(F, E)$. Let $H \subset F$ such that $P_{v} w \rightarrow w$ in $E$ as $v \rightarrow \infty$ for all $w \in H$. Then $P_{v} z \rightarrow z$ in $E$ as $v \rightarrow \infty$ holds for all $z \in \bar{H}^{F}$.
Proof. We may assume without loss of generality that $\left|J_{F}\right| \leq 1$. Let $z \in \bar{H}^{F}$ and $\varepsilon>0$. Set $M:=\sup _{v \in \mathbb{N}}\left|P_{v} J_{F}\right|$. Choose $w \in H$ such that $|z-w|_{F} \leq \frac{\varepsilon}{M+2}$ and $v_{0} \in \mathbb{N}$ such that $\left|P_{v} w-w\right|_{E} \leq \frac{\varepsilon}{M+2}$ for $v \geq v_{0}$. We obtain

$$
\left|P_{v} z-z\right|_{E} \leq\left|P_{v} J_{F}\right||z-w|_{F}+\left|P_{v} w-w\right|_{E}+|z-w|_{E} \leq \varepsilon
$$

THEOREM 4.6.9. Let $1<p<\infty$. Suppose that $A_{1} \in M_{n}\left(L_{\infty}(a, b)\right)$ and that there is a number $\tilde{p}>p$ such that $A_{0,0 v} \in M_{n_{0}, n_{v}}\left(L_{\tilde{p}}(a, b)\right)$ for $v=1, \ldots, l$. Here $A_{0,0 v}$ is the block of $A_{0}$ with index $(0, v)$ according to the block structure of $A_{1}$. If $p \leq \frac{3}{2}$ we require that the condition (4.1.19) holds. Let $W_{0}$ be defined by (4.1.10) and suppose that $W_{0} \in M_{n}\left(L_{q}(a, b)\right)$ for some number $q>1$ and that $a$ and $b$ are no accumulation points of the set of points $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Suppose that the boundary eigenvalue problem (4.1.1), (4.1.2) is Birkhoff regular and choose the curves $\Gamma_{v}(v \in \mathbb{N})$ according to Theorem 4.3.9. We define

$$
P_{v} f:=-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widetilde{J}^{-1}(\lambda)\left(A_{1} f, 0\right) \mathrm{d} \lambda \quad\left(f \in\left(L_{p}(a, b)\right)^{n}\right)
$$

where $\tilde{J}:\left(W_{p}^{1}(a, b)\right)^{n} \rightarrow\left(L_{p}(a, b)\right)^{n}$ is defined by $\widetilde{J} y=\Delta_{0} y$ and $\Delta_{0}$ is given by (4.1.22). Then $\lim _{v \rightarrow \infty} P_{v} f=f$ holds for all $f \in\left(L_{p}(a, b)\right)^{n}$ with $f=\Delta_{0} f$.

Proof. We are going to show that the assumptions of the foregoing lemma are fulfilled. Here we take $E=F=\left(L_{p}(a, b)\right)^{n}$. The boundedness of $\left\{P_{V} J_{F}: v \in \mathbb{N}\right\}$ was shown in Lemma 4.6.7. Let $\Omega:=\{\lambda \in \mathbb{C}:|\lambda|>\gamma\}$. For $\lambda, \mu \in \Omega$ we define

$$
B(\lambda, \mu) y:=\binom{-\left(\lambda^{-1} A^{0}(\cdot, \lambda)-\mu^{-1} A^{0}(\cdot, \mu)\right) y}{\left(\widetilde{T}^{R}(\lambda)-\widetilde{T}^{R}(\mu)\right) y} \quad\left(y \in\left(W_{p}^{1}(a, b)\right)^{n}\right)
$$

Then $B(\lambda, \mu) \in L\left(\left(W_{p}^{1}(a, b)\right)^{n},\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}\right)$, and the operators $B(\lambda, \mu)$ are uniformly bounded in $L\left(\left(W_{p}^{1}(a, b)\right)^{n},\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}\right)$ for $\lambda, \mu \in \Omega$. Set $J_{0} f:=$ $\left(A_{1} f, 0\right)\left(f \in\left(L_{p}(a, b)\right)^{n}\right.$. Then

$$
J_{0} \widetilde{J}=-(\lambda-\mu)^{-1}(\widetilde{T}(\lambda)-\widetilde{T}(\mu)-B(\lambda, \mu)) \quad(\lambda, \mu \in \Omega, \lambda \neq \mu)
$$

since $A_{1}=A_{1} \Delta_{0}$. For $\lambda_{0} \in \Omega \backslash \bigcup_{v=0}^{\infty} \Gamma_{v}$ we have with $S_{0, v}$ as defined in (4.4.15) that

$$
\begin{aligned}
\widetilde{J S}_{0, v} \widetilde{T}\left(\lambda_{0}\right) & =\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \frac{1}{\lambda-\lambda_{0}} \widetilde{J}^{-1}(\lambda) \widetilde{T}(\lambda) \mathrm{d} \lambda \\
& +\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widetilde{J}^{-1}(\lambda) J_{0} \widetilde{J} \mathrm{~d} \lambda-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \frac{1}{\lambda-\lambda_{0}} \widetilde{J T}^{-1}(\lambda) B\left(\lambda, \lambda_{0}\right) \mathrm{d} \lambda
\end{aligned}
$$

With the aid of Theorem 4.4.11 i) we infer

$$
\begin{aligned}
& \left|\oint_{\Gamma_{v}} \frac{1}{\lambda-\lambda_{0}} \widetilde{T}^{-1}(\lambda) B(\lambda, \mu) \mathrm{d} \lambda\right| \\
& \quad \leq \oint_{\Gamma_{v}}\left|\lambda-\lambda_{0}\right|^{-1}\left|\widetilde{J} \widetilde{T}^{-1}(\lambda)\right||\mathrm{d} \lambda| \sup _{\lambda \in \Gamma_{v}}\left|B\left(\lambda, \lambda_{0}\right)\right| \rightarrow 0
\end{aligned}
$$

as $v \rightarrow \infty$. Thus, in view of Theorem 4.4.11 ii),

$$
\tilde{J}=\lim _{v \rightarrow \infty} P_{v} \widetilde{J}
$$

Hence we can take $H=\Delta_{0}\left(W_{p}^{1}(a, b)\right)^{n}$. Since $C^{1}([a, b]) \subset W_{p}^{1}(a, b)$ is a dense subspace of $L_{p}(a, b)$, see [HÖ2, p. 17], we obtain $\bar{H}=\Delta_{0}\left(L_{p}(a, b)\right)^{n}$.

### 4.7. Uniform estimates of the Green's matrix

In this section we consider $p=\infty$, i.e., the norm of uniform convergence. In particular, all general assumptions involving $p$ are understood to hold for $p=\infty$ unless otherwise stated.
PROPOSITION 4.7.1. Suppose the boundary eigenvalue problem (4.1.1), (4.1.2) is Birkhoff-regular. Then we obtain

$$
\left|\oint_{|\lambda|=r} \Delta_{0} I_{2}^{0}(\cdot, \lambda) M_{0}^{-1}(\lambda) I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right) \mathrm{d} \lambda\right|_{\infty}=O(1)|f|_{B V} \text { as } r \rightarrow \infty
$$

where $f$ varies in $(B V[a, b])^{n}$ and $\Delta_{0}, M_{0}, I_{2}^{0}, I_{3}^{0}$ are given by (4.1.22), (4.3.5), (4.4.7), (4.4.12).

Proof. First we note that Proposition 4.6.1 also holds if we replace $L_{p}(a, b)$ and its norm by $B V[a, b]$ and its norm. Also note that $B V[a, b]$ is a Banach algebra and that $P^{[0]}$ and $P^{[0]^{-1}}$ belong to $M_{n}\left(W_{\infty}^{1}(a, b)\right) \subset M_{n}(B V[a, b])$. For the application of Proposition 2.7.1 in the proof of Proposition 4.6.1 we have to observe that the convolution from $L_{1}(a, b) \times B V[a, b]$ is a continuous bilinear map into $B V[a, b]$. Proceeding as in the proof of Proposition 4.6 .3 we see that it is sufficient to show that there is a constant $C$ such that

$$
\mid \int_{\substack{\lambda \in \Sigma_{n} \\|\lambda|=r}} \delta^{j}(\lambda) \delta^{k}(\lambda) \exp \left\{-\left.\lambda e^{\left.i \chi_{j} x\right\}} \int_{0}^{c_{1}} \exp \left\{-\lambda e^{i \chi_{k}} \tau\right\} u(\tau) \mathrm{d} \tau \mathrm{~d} \lambda|\leq C| u\right|_{B V}\right.
$$

holds for $x \in\left[0, c_{2}\right], u \in B V\left[0, c_{1}\right]$ and $r>0$, where the notations and conditions are as in the proof of Proposition 4.6.3. Now we are going to show that the assumptions of Proposition 4.5.6 are satisfied. We set $\gamma_{1}=-\frac{\pi}{2}-\chi_{m}, \gamma_{2}=-\frac{\pi}{2}-\chi_{m-1}$, $\eta_{1}=\chi_{j}+\pi, \eta_{2}=\chi_{k}+\pi$. Since, for sufficiently small $\varepsilon>0$,

$$
\delta^{j}\left(e^{i \gamma_{1}}\right)=\delta^{j}\left(e^{i\left(\gamma_{2}-\varepsilon\right)}\right)=\delta^{k}\left(e^{i \gamma_{1}}\right)=\delta^{k}\left(e^{i\left(\gamma_{2}-\varepsilon\right)}\right)=1,
$$

we infer $\gamma_{\nu}+\chi_{\mu} \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \bmod (2 \pi)$ for $v=1,2$ and $\mu=j, k$, and it follows that $\gamma_{v}+\eta_{\mu} \in\left[\frac{\pi}{2}, \frac{3}{2} \pi\right] \bmod (2 \pi)$ for $v, \mu \in\{1,2\}$. We have $\gamma_{2}-\gamma_{1} \notin \pi \mathbb{Z}$ unless $l_{0}=2$. If $j \neq k$ and $l_{0}=2$, then $\delta^{j}(\lambda) \delta^{k}(\lambda)=0$ for all $\lambda \in \mathbb{C} \backslash\{0\}$. Hence only $j=k$ has to be considered in case $\gamma_{1}-\gamma_{2} \in \pi \mathbb{Z}$. Therefore Proposition 4.5.6 is applicable, and the desired estimate holds.

Proposition 4.7.2. For $f \in(B V[a, b])^{n}$ we have

$$
\left|\oint_{|\lambda|=r} I_{1}^{0}\left(\cdot, \Delta_{0} f, \lambda\right) \mathrm{d} \lambda\right|_{\infty}=O(1)|f|_{B V} \text { as } r \rightarrow \infty
$$

where $\Delta_{0}, l_{1}^{0}$ are defined in (4.1.22), (4.4.8).
Proof. This is the same proof as for Proposition 4.6.5. Only in the last step we have to apply Proposition 4.5.4 instead of Proposition 4.5.3.

Proposition 4.7.3. Suppose that $r_{1}, \ldots, r_{l} \in W_{1}^{1}(a, b)$ and that $A_{0,0 v}$ belongs to $M_{n_{0}, n_{v}}\left(W_{1}^{1}(a, b)\right)$ for $v=1, \ldots, l$, where $A_{0,0 v}$ is the block of $A_{0}$ with index $(0, v)$ according to the block structure of $A_{1}$. Then

$$
\begin{aligned}
I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right) & -I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right) \\
& =\left\{O\left(\lambda^{-1}\right)+O\left(\max _{\substack{v, \mu=0 \\
v \neq \mu}}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-2}\right)\right\}|f|_{p}
\end{aligned}
$$

for $f \in\left(L_{p}(a, b)\right)^{n}$, where $\Delta_{0}, I_{3}, I_{3}^{0}$ are defined in (4.1.22), (4.4.6), (4.4.12).

Proof. As in the proof of Proposition 4.6 .6 we obtain

$$
\begin{aligned}
I_{3}\left(\left(\Delta_{0} f, 0\right), \lambda\right)-I_{3}^{0}\left(\left(\Delta_{0} f, 0\right), \lambda\right) & =I_{3}^{0}\left(\left(\left(I_{n}-\Delta_{0}\right) B_{0}(\cdot, \lambda) P^{[0]-1} \Delta_{0} f, 0\right), \lambda\right) \\
& =O\left(\lambda^{-1}\right)+O\left(\tau_{\infty}(\lambda)\right)^{2}
\end{aligned}
$$

Then the required estimate will follow from

$$
\begin{equation*}
\left|\left(I_{n}-\Delta_{0}\right) B_{0}(\cdot, \lambda)\right|_{\infty}=O\left(\lambda^{-1}\right)+O\left(\tau_{\infty}(\lambda)\right)^{2} \tag{4.7.1}
\end{equation*}
$$

To obtain this estimate we return to the proof of the estimates of $B_{0}(\cdot, \lambda)$ in Section (2.8). It is sufficient to show that, with $f_{\lambda}$ defined in (2.8.33),

$$
\left(I_{n}-\Delta_{0}\right) f_{\lambda}=-\left(I_{n}-\Delta_{0}\right) T_{\lambda, 1}\left(I_{n}\right)+\left(I_{n}-\Delta_{0}\right)\left(T_{\lambda, 1}^{2}+T_{\lambda, 1} T_{\lambda, 2}+T_{\lambda, 2} T_{\lambda, 1}\right) g_{\lambda}
$$

satisfies the estimate $\left.\left\{O\left(\lambda^{-1}\right)+O\left(\tau_{\infty}(\lambda)\right)^{2}\right)\right\}_{\infty}$, where $g_{\lambda}=\{O(1)\}_{\infty}$.
We have the estimates $\left(I_{n}-\Delta_{0}\right) T_{\lambda, 1}\left(I_{n}\right)=\left\{O\left(\lambda^{-1}\right)\right\}_{\infty}$ in view of Remark 2.7.3 and $T_{\lambda, 1}^{2} g_{\lambda}=\left\{O\left(\tau_{\infty}(\lambda)\right)^{2}\right\}_{\infty}$. Also $T_{\lambda, 2}$ is bounded from $M_{n}\left(L_{\infty}(a, b)\right)$ to $M_{n}\left(W_{\infty}^{1}(a, b)\right)$ and independent of $\lambda$, which implies $T_{\lambda, 1} T_{\lambda, 2} g_{\lambda}=\left\{O\left(\lambda^{-1}\right)\right\}_{\infty}$ in view of Remark 2.7.3. Therefore we still have to consider $T_{\lambda, 2} T_{\lambda, 1} g_{\lambda}$, i. e., we have to consider the function $z(x, \lambda)$ as in (2.8.36):

$$
z(x, \lambda)=w(x) \int_{x_{\mu \mu}(\lambda)}^{x} v(\xi) \int_{x_{v \mu}(\lambda)}^{\xi} \exp \left\{\lambda e^{i \varphi_{v \mu}} \int_{t}^{\xi}\left|r_{v}(\eta)-r_{\mu}(\eta)\right| \mathrm{d} \eta\right\} u(t) \mathrm{d} t \mathrm{~d} \xi .
$$

Writing the outer integral as an integral from $x_{\mu \mu}(\lambda)$ to $x_{\nu \mu}(\lambda)$ and an integral from $x_{v \mu}(\lambda)$ to $x$, we see that we may assume that $x_{\mu \mu}(\lambda)=x_{v \mu}(\lambda)$ in order to find an $L_{\infty}$-estimate of $z(x, \lambda)$. We cannot apply Remark 2.7.3 directly. Therefore we interchange the order of integration in $z(x, \lambda)$ and obtain

$$
z(x, \lambda)=w(x) \int_{x_{v \mu}(\lambda)}^{x} u(t) z_{1}(x, t, \lambda) \mathrm{d} t
$$

where

$$
z_{1}(x, t, \lambda)=\int_{t}^{x} v(\xi) \exp \left\{\lambda e^{i \varphi_{v \mu}} \int_{t}^{\xi}\left|r_{v}(\eta)-r_{\mu}(\eta)\right| \mathrm{d} \eta\right\} \mathrm{d} \xi
$$

$|u|_{\infty} \leq C\left|g_{\lambda}\right|_{\infty}=O(1)$, and $v \in W_{1}^{1}(a, b)$ contains the components of $\left(I_{n}-\Delta_{0}\right) A_{0}$. Remark 2.7.3 shows that $z_{1}(x, t, \lambda)=O\left(\lambda^{-1}\right)$ uniformly for all $x \in[a, b]$ and $t$ between $x_{v \mu}(\lambda)$ and $x$, and the estimate (4.7.1) is proved.
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Lemma 4.7.4. Suppose that $A_{1} \in M_{n}\left(W_{1}^{1}(a, b)\right)$ and that $A_{0,0 v} \in M_{n_{0}, n_{v}}\left(W_{1}^{1}(a, b)\right)$ for $v=1, \ldots, l$, where $A_{0,0 v}$ is the block of $A_{0}$ with index $(0, v)$ according to the block structure of $A_{1}$. Suppose that the matrix function $W_{0}$ defined in (4.1.10) belongs to $M_{n}\left(L_{q}(a, b)\right)$ for some $q>1$ and that $a$ and $b$ are no accumulation points of the set $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Suppose that the boundary eigenvalue problem (4.1.1), (4.1.2) is Birkhoff regular and choose the curves $\Gamma_{v}(v \in \mathbb{N})$ according to Theorem 4.3.9. We define

$$
P_{v} f:=-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widetilde{J T}^{-1}(\lambda)\left(A_{1} f, 0\right) \mathrm{d} \lambda \quad\left(f \in\left(L_{\infty}(a, b)\right)^{n}\right)
$$

where $\tilde{J}:\left(W_{\infty}^{1}(a, b)\right)^{n} \rightarrow\left(L_{\infty}(a, b)\right)^{n}$ is defined by $\widetilde{J y}=\Delta_{0} y$ and $\Delta_{0}$ is given by (4.1.22). Then $\left\{\left.P_{v}\right|_{(B V[a, b])^{n}}: v \in \mathbb{N}\right\}$ is bounded in $L\left((B V[a, b])^{n},\left(L_{\infty}(a, b)\right)^{n}\right)$.

Proof. We use estimates similar to those in the proof of Lemma 4.6.7. Using Proposition 4.7.3 instead of Proposition 4.6.6 we obtain

$$
\begin{aligned}
\Delta_{0} \widetilde{T}^{-1}(\lambda)\left(A_{1} f, 0\right) & =\Delta_{0} I_{1}^{0}\left(\cdot, A_{1} f, \lambda\right)+\Delta_{0} I_{2}^{0}(\cdot, \lambda) \tilde{M}^{-1}(\lambda) I_{3}^{0}\left(\left(A_{1} f, 0\right), \lambda\right) \\
& +\left\{O\left(\lambda^{-1}\right)+O\left(\max _{\substack{v, \mu=0 \\
v \neq \mu}}^{l}\left(1+\left|\Re\left(\lambda e^{i \varphi_{v \mu}}\right)\right|\right)^{-2}\right)\right\}_{\infty}|f|_{\infty}
\end{aligned}
$$

and then

$$
\begin{aligned}
\Delta_{0} \widetilde{T}^{-1}(\lambda)\left(A_{1} f, 0\right) & =\Delta_{0} I_{1}^{0}\left(\cdot, A_{1} f, \lambda\right)+\Delta_{0} I_{2}^{0}(\cdot, \lambda) M_{0}^{-1}(\lambda) I_{3}^{0}\left(\left(A_{1} f, 0\right), \lambda\right) \\
& +\left\{O\left(\lambda^{-1}\right)+O\left(\max _{\substack{v, \mu=0 \\
v \neq \mu}}\left(1+\left|\Re\left(\lambda e^{i \varphi_{\nu \mu}}\right)\right|\right)^{-1-\beta}\right)\right\}_{\infty}|f|_{\infty}
\end{aligned}
$$

for $f \in\left(L_{\infty}(a, b)\right)^{n}, \lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}$ and some $\beta>0$. The statement of the theorem now follows from Propositions 4.7.2, 4.7.1, and 4.6.4.

Apart from the operator function $\widetilde{T}$ we shall also consider

$$
\widetilde{T}_{0}=\binom{\widetilde{T}_{0}^{D}}{\widetilde{T}_{0}^{R}}
$$

where

$$
\widetilde{T}_{0}^{D}(\lambda) y:=y^{\prime}-\left(\lambda A_{1}+A_{0}\right) y
$$

and

$$
\widetilde{T}_{0}^{R} y:=\sum_{j=0}^{\infty} W_{0}^{(j)} y\left(a_{j}\right)+\int_{a}^{b} W_{0}(x) y(x) \mathrm{d} x
$$

for $y \in\left(W_{\infty}^{1}(a, b)\right)^{n}$. Note that $\widetilde{T}_{0}^{R} \dot{y}$ can also be defined for $y \in(C[a, b])^{n}$.

THEOREM 4.7.5. Suppose that $A_{1} \in M_{n}\left(W_{1}^{1}(a, b)\right)$ and $A_{0,0 v} \in M_{n_{0}, n_{v}}\left(W_{1}^{1}(a, b)\right)$ for $v=1, \ldots, l$, where $A_{0,0 v}$ is the block of $A_{0}$ with index $(0, v)$ according to the block structure of $A_{1}$. Suppose that the matrix function $W_{0}$ defined in (4.1.10) belongs to $M_{n}\left(L_{q}(a, b)\right)$ for some $q>1$ and that $a$ and $b$ are no accumulation points of the set $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Suppose that the boundary eigenvalue problem (4.1.1), (4.1.2) is Birkhoff regular and choose the curves $\Gamma_{v}(v \in \mathbb{N})$ according to Theorem 4.3.9. We define

$$
P_{v} f:=-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widetilde{J T}^{-1}(\lambda)\left(A_{1} f, 0\right) \mathrm{d} \lambda \quad\left(f \in\left(L_{\infty}(a, b)\right)^{n}\right)
$$

where $\widetilde{J}:\left(W_{\infty}^{1}(a, b)\right)^{n} \rightarrow\left(L_{\infty}(a, b)\right)^{n}$ is defined by $\widetilde{J} y=\Delta_{0} y$ and $\Delta_{0}$ is given by (4.1.22). Then $\lim _{v \rightarrow \infty} P_{v} f=f$ holds for all $f \in(C[a, b] \cap B V[a, b])^{n}$ satisfying $f=\Delta_{0} f$ and

$$
\begin{equation*}
B(\lambda) f:=\Delta_{0} M_{0}(\lambda)^{-1} I_{3}^{0}\left(\left(\left(\Delta_{0}-I_{n}\right) A_{0} f, \widetilde{T}_{0}^{R} f\right), \lambda\right)=0 \tag{4.7.2}
\end{equation*}
$$

for some $\lambda \in \mathbb{C} \backslash\{0\}$, where $M_{0}, I_{3}^{0}$ are given by (4.3.5), (4.4.12). The condition $B(\lambda) f=0$ is independent of $\lambda$, and there are exactly $n-n_{0}$ linearly independent linear functionals given by $B(\lambda)$.

Proof. We shall show that the assumptions of Lemma 4.6.8 are fulfilled if we take $E=\left(L_{\infty}(a, b)\right)^{n}, F=(B V[a, b])^{n}$, and

$$
H=\left\{y \in \Delta_{0}\left(W_{\infty}^{1}(a, b)\right)^{n}: B(\lambda) y=0\right\}
$$

The uniform boundedness of the operators $P_{v} J_{F}$ was shown in Lemma 4.7.4. Next we prove that $P_{v} y \rightarrow y$ as $v \rightarrow \infty$ in $\left(L_{\infty}(a, b)\right)^{n}$ for all $y \in H$. In the following we shall use that the condition $B(\lambda) y=0$ is independent of $\lambda \in \mathbb{C} \backslash\{0\}$. The proof of the independence will be postponed to the end of the proof of Theorem 4.7.5. Let $\Omega:=\{\lambda \in \mathbb{C}:|\lambda|>\gamma\}$. For $\lambda, \mu \in \Omega$ we define

$$
B(\lambda, \mu) y:=\binom{-\left(\lambda^{-1} A^{0}(\cdot, \lambda)-\mu^{-1} A^{0}(\cdot, \mu)\right) y}{\left(\widetilde{T}^{R}(\lambda)-\widetilde{T}^{R}(\mu)\right) y} \quad\left(y \in\left(W_{\infty}^{1}(a, b)\right)^{n}\right)
$$

Then $B(\lambda, \mu) \in L\left(\left(W_{\infty}^{1}(a, b)\right)^{n},\left(L_{\infty}(a, b)\right)^{n} \times \mathbb{C}^{n}\right)$, and the operators $B(\lambda, \mu)$ are uniformly bounded in $L\left(\left(W_{\infty}^{1}(a, b)\right)^{n},\left(L_{\infty}(a, b)\right)^{n} \times \mathbb{C}^{n}\right)$ for $\lambda, \mu \in \Omega$. Furthermore, $|B(\lambda, \mu)|=O\left(\lambda^{-1}\right)+O\left(\mu^{-1}\right)$ as $\lambda, \mu \rightarrow \infty$. This is clear for the first component, and it follows from (4.1.10) and (4.1.12) for the second component. The representation (4.4.17) also holds in case $p=\infty$. We immediately infer that $\left|\widetilde{J T} \widetilde{T}^{-1}(\lambda)\right|=O(1)$ on $\bigcup_{v=0}^{\infty} \Gamma_{v}$, whence

$$
\left|\widetilde{J}_{0, v}\left(\lambda_{0}\right)\right|=O\left(\frac{\rho_{v}}{\rho_{v}-\left|\lambda_{0}\right|}\right)
$$
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Here we have written $S_{0, v}\left(\lambda_{0}\right)$ instead of $S_{0, v}$ since we shall vary $\lambda_{0}$ and have to observe the dependence of $S_{0, v}$ on $\lambda_{0}$. Since $\left|\widetilde{T}\left(\lambda_{0}\right)-\widetilde{T}_{0}\left(\lambda_{0}\right)\right|=O\left(\lambda_{0}^{-1}\right)$, we infer

$$
\left|\widetilde{J} S_{0, v}\left(\lambda_{0}\right)\left[\widetilde{T}\left(\lambda_{0}\right)-\widetilde{T}_{0}\left(\lambda_{0}\right)\right]\right|=O\left(\frac{\rho_{v}}{\left|\lambda_{0}\right|\left(\rho_{v}-\left|\lambda_{0}\right|\right)}\right) .
$$

For $v \in \mathbb{N}$ and $\lambda \in \Omega \backslash \Gamma_{v}$ we set

$$
P_{v, \lambda_{0}}:=\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \frac{1}{\lambda-\lambda_{0}} \widetilde{J}^{-1}(\lambda) B\left(\lambda, \lambda_{0}\right) \mathrm{d} \lambda .
$$

Then

$$
\left|P_{v, \lambda_{0}}\right|=O\left(\frac{\rho_{v}}{\rho_{v}-\left|\lambda_{0}\right|}\right)\left(O\left(\rho_{v}^{-1}\right)+O\left(\left|\lambda_{0}\right|^{-1}\right)\right) .
$$

As in the proof of Theorem 4.6 .9 we obtain that

$$
\tilde{J}-P_{v} \widetilde{J}=\widetilde{J} S_{0, v}\left(\lambda_{0}\right) \widetilde{T}\left(\lambda_{0}\right)+P_{v, \lambda_{0}}
$$

holds for every $v \in \mathbb{N}$ and every $\lambda_{0} \in \Omega$ such that $\left|\lambda_{0}\right|<\rho_{v}$. Also, by Theorem 4.4.11 iv) we have

$$
\left|\widetilde{J}_{0, v}\left(\lambda_{0}\right)\binom{\Delta_{0} \widetilde{T}_{0}^{D}\left(\lambda_{0}\right)}{0}\right|=o(1) \text { as } v \rightarrow \infty
$$

for all $\lambda_{0} \in \Omega \backslash \bigcup_{v=0}^{\infty} \Gamma_{v}$. This shows that

$$
\underset{v \rightarrow \infty}{\limsup }\left|\widetilde{J}-P_{v} \widetilde{J}-\widetilde{J}_{0, v}\left(\lambda_{0}\right)\binom{\left(I_{n}-\Delta_{0}\right) \widetilde{T}_{0}^{D}\left(\lambda_{0}\right)}{\widetilde{T}_{0}^{R}}\right|=O\left(\left|\lambda_{0}\right|^{-1}\right)
$$

for all $\lambda_{0} \in \Omega \backslash \bigcup_{v=0}^{\infty} \Gamma_{v}$. Again from the estimates in the proof of Theorem 4.4.11 i) we infer that only the terms coming from

$$
\Delta_{0} I_{2}^{0}(\cdot, \lambda) M_{0}(\lambda)^{-1} I_{3}^{0}\left(\left(\left(I_{n}-\Delta_{0}\right)\left(y^{\prime}-A_{0} y\right), \widetilde{T}_{0}^{R} y\right), \lambda\right)
$$

in $\tilde{J S}_{0, v}\left(\lambda_{0}\right)\binom{\left(I_{n}-\Delta_{0}\right) \widetilde{T}_{0}^{D}\left(\lambda_{0}\right)}{\widetilde{T}_{0}^{R}} y$ do not necessarily tend to zero as $v \rightarrow \infty$.
Hence $P_{v} y \rightarrow y$ in $\left(L_{\infty}(a, b)\right)^{n}$ as $v \rightarrow \infty$ for all $y \in H$. Therefore, we can apply Lemma 4.6.8, and the convergence result in Theorem 4.7.5 follows if we show that

$$
\bar{H}=\left\{y \in \Delta_{0}(C[a, b] \cap B V[a, b])^{n}: B(\lambda) y=0\right\},
$$

where the closure is taken in $(B V[a, b])^{n}$. Since $H$ consists of continuous functions and since the $B V$-norm is stronger than the $L_{\infty}$-norm, we have that $\bar{H} \subset(C[a, b])^{n}$. Also, $B(\lambda):(C[a, b])^{n} \rightarrow \mathbb{C}^{n}$ is continuous. Hence $B(\lambda) y=0$ for all $y \in \bar{H}$.

We still have to show that every function $z \in \Delta_{0}(C[a, b] \cap B V[a, b])^{n}$ with $B(\lambda) z=0$ belongs to $\bar{H}$. To this end we first note that $C^{1}[a, b]$ is a dense subset of $C[a, b] \cap B V[a, b]$ with respect to the norm of bounded variation. It is sufficient
to show this for nonnegative nondecreasing functions $f$ in $C[a, b] \cap B V[a, b]$. Set $f(x)=f(a)$ for $x<a$ and $f(x)=f(b)$ for $x>b$. Take any sequence of nonnegative functions $\left(\phi_{j}\right)_{j=0}^{\infty}$ in $C_{0}^{\infty}(\mathbb{R})$ with $\int_{\mathbb{R}} \phi_{j}(x) \mathrm{d} x=1$ and $\operatorname{supp} \phi_{j} \subset\left[-\varepsilon_{j}, \varepsilon_{j}\right]$ with $\varepsilon_{j} \rightarrow 0$ as $j \rightarrow \infty$. Then the convolution $f * \phi_{j}$ belongs to $C^{\infty}(\mathbb{R})$ and tends to $f$ uniformly, see e.g. [HÖ2, Theorem 1.3.2] and its proof. Also, since $f$ is nonnegative and nondecreasing, all the $f * \phi_{j}$ have the same property. Hence $f * \phi_{j}$ also converges in $B V[a, b]$ to $f$.

Let $\left\{y_{1}, \ldots, y_{j_{0}}\right\} \subset \Delta_{0}\left(W_{\infty}^{1}(a, b)\right)^{n}$ such that $\left\{B(\lambda) y_{1}, \ldots, B(\lambda) y_{j_{0}}\right\}$ is a basis of $\left\{B(\lambda) y: y \in \Delta_{0}\left(W_{\infty}^{1}(a, b)\right)^{n}\right\}$. Now let $z \in \Delta_{0}(C[a, b] \cap B V[a, b])^{n}$ such that $B(\lambda) z=0$. Since $C^{1}[a, b] \subset W_{\infty}^{1}(a, b)$, the denseness result from the previous paragraph shows that there is a sequence $\left(z_{k}\right)_{0}^{\infty}$ in $\Delta_{0}\left(W_{\infty}^{1}(a, b)\right)^{n}$ with $z_{k} \rightarrow z$ in $\Delta_{0}(C[a, b] \cap B V[a, b])^{n}$. There are $\alpha_{j, k} \in \mathbb{C}$ such that

$$
B(\lambda) z_{k}=\sum_{j=1}^{j_{0}} \alpha_{j, k} B(\lambda) y_{j} \quad(k \in \mathbb{N})
$$

From $B(\lambda) z=0$ we infer $B(\lambda) z_{k} \rightarrow 0$ as $k \rightarrow \infty$. Hence $\alpha_{j, k} \rightarrow 0$ for $j=1, \ldots, j_{0}$ as $k \rightarrow \infty$ because of the linear independence of $B(\lambda) y_{1}, \ldots, B(\lambda) y_{j_{0}}$. This shows that

$$
z_{k}-\sum_{j=1}^{j_{0}} \alpha_{j, k} y_{j}
$$

belongs to $H$ and tends to $z$ as $k \rightarrow \infty$, and $z \in \bar{H}$ is proved.
Now we shall prove that the condition $B(\lambda) f=0$ does not depend on $\lambda$. Let $I_{3}^{0,1}$ and $I_{3}^{0,2}$ be defined as $I_{3}^{0}$ as in (4.4.12) with $\Delta(\lambda)$ replaced by arbitrary diagonal matrices $\Delta^{1}(\lambda)$ and $\Delta^{2}(\lambda)$, respectively. Then $E(t, \lambda)\left(I_{n}-\Delta_{0}\right)=I_{n}-\Delta_{0}$ yields

$$
\begin{aligned}
& I_{3}^{0,1}\left(\left(\left(\Delta_{0}-I_{n}\right) A_{0} f, \widetilde{T}_{0}^{R} f\right), \lambda\right)-I_{3}^{0,2}\left(\left(\left(\Delta_{0}-I_{n}\right) A_{0} f, \widetilde{T}_{0}^{R} f\right), \lambda\right) \\
& \quad=\widetilde{M}_{2}\left(\Delta_{0}-I_{n}\right)\left(\Delta^{1}(\lambda)-\Delta^{2}(\lambda)\right) \int_{a}^{b} P^{[0]^{-1}}(\xi) A_{0}(\xi) f(\xi) \mathrm{d} \xi \\
& \quad=M_{0}(\lambda)\left(\Delta_{0}-I_{n}\right)\left(\Delta^{1}(\lambda)-\Delta^{2}(\lambda)\right) \int_{a}^{b} P^{[0]^{-1}}(\xi) A_{0}(\xi) f(\xi) \mathrm{d} \xi
\end{aligned}
$$

This shows that $B^{1}(\lambda)=B^{2}(\lambda)$, where $B^{1}(\lambda)$ and $B^{2}(\lambda)$ are defined as $B(\lambda)$ with $I_{3}^{0}$ replaced by $I_{3}^{0,1}$ and $I_{3}^{0,2}$, respectively. Taking $\Delta^{1}(\lambda)=\Delta(\lambda)$ and $\Delta^{2}(\lambda)=0$ we infer that

$$
B(\lambda) f=\Delta_{0} M_{0}(\lambda)^{-1} I_{3}^{0,2}\left(\left(\left(\Delta_{0}-I_{n}\right) A_{0} f, \widetilde{T}_{0}^{R} f\right), \lambda\right)
$$

where it is easy to see that $I_{3}^{0,2}\left(\left(\left(\Delta_{0}-I_{n}\right) A_{0} f, \widetilde{T}_{0}^{R} f\right), \lambda\right)$ does not depend on $\lambda$. Let $\lambda, \lambda_{0} \in \mathbb{C} \backslash\{0\}$. Then

$$
M_{0}\left(\lambda_{0}\right)^{-1} M_{0}(\lambda)=M_{0}\left(\lambda_{0}\right)^{-1} \tilde{M}_{0}(\lambda) \Delta_{0}+M_{0}\left(\lambda_{0}\right)^{-1} \widetilde{M}_{2}\left(I_{n}-\Delta_{0}\right)
$$

implies that

$$
M_{0}\left(\lambda_{0}\right)^{-1} M_{0}(\lambda)\left(I_{n}-\Delta_{0}\right)=M_{0}\left(\lambda_{0}\right)^{-1} \tilde{M}_{2}\left(I_{n}-\Delta_{0}\right)
$$

The right-hand side shows that this matrix is independent of $\lambda$, whereas the lefthand side for $\lambda=\lambda_{0}$ shows that it is $I_{n}-\Delta_{0}$. Hence, with $\lambda_{0}$ fixed, it follows that

$$
M_{0}(\lambda)^{-1} M_{0}(\lambda)=\left(\begin{array}{cc}
I_{n_{0}} & D_{1}(\lambda) \\
0 & D_{2}(\lambda)
\end{array}\right)
$$

with suitable matrix functions $D_{1}(\lambda)$ and $D_{2}(\lambda)$. Now

$$
\left(\begin{array}{cc}
I_{n_{0}} & 0 \\
0 & D_{2}(\lambda)
\end{array}\right) \Delta_{0} M_{0}(\lambda)^{-1}=\Delta_{0}\left(\begin{array}{cc}
I_{n_{0}} & D_{1}(\lambda) \\
0 & D_{2}(\lambda)
\end{array}\right) M_{0}(\lambda)^{-1}=\Delta_{0} M_{0}\left(\lambda_{0}\right)^{-1}
$$

shows that $B(\lambda) f=0$ is independent of $\lambda$ since $D_{2}(\lambda)$ is invertible.
This also shows that the number of conditions given by $B(\lambda) f=0$ is at most $n-n_{0}$ since $\Delta_{0}$ has rank $n-n_{0}$. We still have to prove that it is at least $n-n_{0}$. To this end we observe that, for any $c_{0}, c_{1} \in \mathbb{C}^{n}$ and any $\varepsilon>0$, we can find $f_{\varepsilon} \in(C[a, b] \cap B V[a, b])^{n}$ such that $f_{\varepsilon}(a)=c_{0}, f_{\varepsilon}(b)=c_{1},\left|f_{\varepsilon}\right|_{1} \leq \varepsilon$ and

$$
\widetilde{T}_{0}^{R} f_{\varepsilon}=W_{0}^{(0)} f_{\varepsilon}(a)+W_{0}^{(1)} f_{\varepsilon}(b)=W_{0}^{(0)} c_{0}+W_{0}^{(1)} c_{1}
$$

(note that we assume that $a$ and $b$ are no accumulation points of the $a_{j}$ for which $W_{0}^{(j)} \neq 0$ ). For example, we can take for $f_{\varepsilon}$ the function whose graph consists of the line segments connecting the points $\left(a, c_{0}\right),\left(a+\delta_{\varepsilon}, 0\right),\left(b-\delta_{\varepsilon}, 0\right),\left(b, c_{1}\right)$, where $\delta_{\varepsilon}$ is a sufficiently small positive number. Then

$$
\lim _{\varepsilon \rightarrow 0} B(\lambda) f_{\varepsilon}=\Delta_{0} M_{0}(\lambda)^{-1}\left(W_{0}^{(0)} c_{0}+W_{0}^{(1)} c_{1}\right)
$$

yields that it is sufficient to show that

$$
\Delta_{0} M_{0}(\lambda)^{-1}\left(W_{0}^{(0)}, W_{0}^{(\mathrm{I})}\right)
$$

has rank $n-n_{0}$. But this is obvious since

$$
\begin{aligned}
\Delta_{0} & =\Delta_{0} M_{0}(\lambda)^{-1} M_{0}(\lambda) \Delta_{0}=\Delta_{0} M_{0}(\lambda)^{-1} \tilde{M}_{0}(\lambda) \Delta_{0} \\
& =\Delta_{0} M_{0}(\lambda)^{-1}\left(W_{0}^{(0)}, W_{0}^{(1)}\right)\binom{P^{[0]}(a)\left(I_{n}-\Delta(\lambda)\right) \Delta_{0}}{P^{[0]}(b) \Delta(\lambda) \Delta_{0}}
\end{aligned}
$$

REMARK 4.7.6. i) If $n_{0}=0$, then $\Delta_{0}=I_{n}$, and the condition $B(\lambda) f=0$ reduces to $\widetilde{T}_{0}^{R} f=0$.
ii) Let $\Lambda$ be a diagonal matrix whose first $n_{0}$ diagonal elements are zero and whose other diagonal elements are zero or one. Then it is immediately clear from the proof of Theorem 4.7.5 that $\lim _{v \rightarrow \infty} \Lambda P_{v} f=f$ holds for $f \in \Lambda(C(a, b) \cap B V[a, b])^{n}$ if $\Lambda M_{0}(\lambda)^{-1} I_{3}^{0}\left(\left(\left(\Delta_{0}-I_{n}\right) A_{0} f, \widetilde{T}_{0}^{R} f\right), \lambda\right)=0$ for $\lambda \in \mathbb{C} \backslash\{0\}$. From Theorem 4.7.5 we know that there are exactly $n-n_{0}$ conditions given by $B(\lambda) f=0$. Therefore,
for such $\Lambda$ with rank $\Lambda=m$, the number of conditions lies between $m$ and $n-n_{0}$. In general, the conditions depend on $\lambda$ and have to be evaluated for each sector $\Sigma_{k}$ (see Remark 4.1.4).
REMARK 4.7.7. In case $\widetilde{T}_{0}^{R} f=0$ is a two-point boundary condition we have

$$
\begin{aligned}
& B_{0}(\lambda) f:=I_{3}^{0}\left(\left(\left(\Delta_{0}-I_{n}\right) A_{0} f, \widetilde{T}_{0}^{R} f\right), \lambda\right)=W_{0}^{(0)} f(a)+W_{0}^{(1)} f(b) \\
& -\left[W_{0}^{(0)} \Delta(\lambda)-W_{0}^{(1)} P^{[0]}(b)\left(I_{n}-\Delta(\lambda)\right)\right]\left(I_{n}-\Delta_{0}\right) \int_{a}^{b} P^{[0]-1}(\xi) A_{0}(\xi) f(\xi) \mathrm{d} \xi
\end{aligned}
$$

As was seen in the proof of Theorem 4.7.5 we can take $\Delta(\lambda)\left(I_{n}-\Delta_{0}\right)=0$ or $\Delta(\lambda)\left(I_{n}-\Delta_{0}\right)=I_{n}-\Delta_{0}$.
REMARK 4.7.8. If $y \in\left(W_{\infty}^{1}(a, b)\right)^{n}$ and $\lim _{v \rightarrow \infty} P_{v} y=y$ in $\left(L_{\infty}(a, b)\right)^{n}$, then it follows that $y \in \Delta_{0}\left(W_{\infty}^{1}(a, b)\right)^{n}$ and $B(\lambda) y=0$, where $P_{v}$ and $B(\lambda)$ are as in Theorem 4.7.5 and $\Delta_{0}$ is defined in (4.1.22).

Proof. Since $R\left(P_{v}\right) \subset \Delta_{0}\left(W_{\infty}^{1}(a, b)\right)^{n}$, the condition $y \in \Delta_{0}\left(W_{\infty}^{1}(a, b)\right)^{n}$ is necessary. And from the proof of Theorem 4.7 .5 we immediately infer that $\lim _{v \rightarrow \infty} P_{v} y=y$ holds for $y \in \Delta_{0}\left(W_{\infty}^{1}(a, b)\right)^{n}$ if and only if

$$
\begin{aligned}
\lim _{\lambda_{0} \rightarrow \infty} \limsup _{v \rightarrow \infty} \mid \oint_{|\lambda|=1} & \frac{1}{\lambda-\frac{\lambda_{0}}{\rho_{v}}} \Delta_{0} I_{2}^{0}\left(x, \rho_{v} \lambda\right) M_{0}(\lambda)^{-1} \times \\
& \times I_{3}^{0}\left(\left(\left(\Delta_{0}-I_{n}\right) A_{0} y, \widetilde{T}_{0}^{R} y\right), \lambda\right) \mathrm{d} \lambda \mid=0
\end{aligned}
$$

uniformly for all $x \in[a, b]$. It is easy to see that the limit superior does not depend on $\lambda_{0}$. For simplicity, we thus may take $\lambda_{0}=0$. We also may multiply $I_{2}^{0}\left(x, \rho_{v} \lambda\right)$ by $P^{[0]^{-1}}(x)$ from the left. Hence we have that $\lim _{v \rightarrow \infty} P_{v} y=y$ holds for $y \in \Delta_{0}\left(W_{\infty}^{1}(a, b)\right)^{n}$ if and only if

$$
\begin{aligned}
& \left(\widetilde{I}^{v} y\right)(x):= \\
& \oint_{|\lambda|=1} \frac{1}{\lambda} \Delta_{0}\left(\left(I_{n}-\Delta(\lambda)\right) E\left(x, \rho_{v} \lambda\right)+\Delta(\lambda) E\left(x, \rho_{v} \lambda\right) E\left(b, \rho_{v} \lambda\right)^{-1}\right) M_{0}(\lambda)^{-1} \times \\
& \quad \times I_{3}^{0}\left(\left(\left(\Delta_{0}-I_{n}\right) A_{0} y, \widetilde{T}_{0}^{R} y\right), \lambda\right) \mathrm{d} \lambda
\end{aligned}
$$

tends to 0 as $v \rightarrow \infty$ uniformly for all $x \in[a, b]$. The components of this integral are of the form

$$
\begin{align*}
& \int_{\frac{\pi}{2}}^{\frac{3}{2} \pi} \exp \left\{e^{i \varphi} \rho_{\nu}\left|R_{j}(x)\right|\right\} m_{1}(\varphi) \mathrm{d} \varphi  \tag{4.7.3}\\
& +\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \exp \left\{e^{i \varphi} \rho_{\nu}\left(\left|R_{j}(x)\right|-\left|R_{j}(b)\right|\right)\right\} m_{2}(\varphi) \mathrm{d} \varphi
\end{align*}
$$

where $m_{1}$ and $m_{2}$ are step functions consisting of those parts of the components of $B(\lambda) y$ which only depend on $\arg \lambda$, and $j \in\{1, \ldots, l\}$. We are going to show that $m_{1}=0$ and $m_{2}=0$. Assume that the first integral in (4.7.3) is different from zero for some $v_{0} \in \mathbb{N}$ and $x_{v_{0}} \in[a, b]$. Since $\left|R_{j}\right|$ is strictly increasing and continuous with $R_{j}(a)=0$, there is a (unique) $x_{v} \in[a, b)$ such that $\rho_{v}\left|R_{j}\left(x_{v}\right)\right|=\rho_{v_{0}}\left|R_{j}\left(x_{v_{0}}\right)\right|$ for $v>v_{0}$. From $\rho_{v}\left|R_{j}(b)\right| \rightarrow \infty$ as $v \rightarrow \infty$ we infer that, with these $x_{v}$, the second integral tends to zero as $v \rightarrow \infty$ by LEBESGUE'S dominated convergence theorem. This shows that $\widetilde{I}^{v} y\left(x_{v}\right)$ would not tend to zero as $v \rightarrow \infty$. A similar argument with the second integral shows that both integrals in (4.7.3) must be zero for all $v \in \mathbb{N}$ and all $x \in[a, b]$.

It follows that

$$
\int_{\frac{\pi}{2}}^{\frac{3}{2} \pi} \exp \left\{e^{i \varphi} \rho\right\} m_{j}(\varphi) \mathrm{d} \varphi=0
$$

for $j=1,2$ and all $\rho \geq 0$. Differentiating with respect to $\rho$ gives

$$
\begin{equation*}
\int_{\frac{\pi}{2}}^{\frac{3}{2} \pi} e^{i k \varphi} \exp \left\{e^{i \varphi} \rho\right\} m_{j}(\varphi) \mathrm{d} \varphi=0 \tag{4.7.4}
\end{equation*}
$$

for all nonnegative integers $k$. Integrating with respect to $\rho$ gives

$$
\int_{\frac{\pi}{2}}^{\frac{3}{2} \pi} e^{-i \varphi}\left[\exp \left\{e^{i \varphi} \rho_{1}\right\}-\exp \left\{e^{i \varphi} \rho\right\}\right] m_{j}(\varphi) \mathrm{d} \varphi=0
$$

where $0 \leq \rho \leq \rho_{1}$. For $\rho_{1} \rightarrow \infty$,

$$
\int_{\frac{\pi}{2}}^{\frac{3}{2} \pi} e^{-i \varphi} \exp \left\{e^{i \varphi} \rho_{1}\right\} m_{j}(\varphi) \mathrm{d} \varphi \rightarrow 0
$$

by Lebesgue's dominated convergence theorem. Hence

$$
\int_{\frac{\pi}{2}}^{\frac{3}{2} \pi} e^{-i \varphi} \exp \left\{e^{i \varphi} \rho\right\} m_{j}(\varphi) \mathrm{d} \varphi=0
$$

for all $\rho \geq 0$. Repeating this integration we see that (4.7.4) holds for all integers $k$. Since $\left\{e^{2 i k \varphi}: k \in \mathbb{Z}\right\}$ is a basis in $L_{2}\left(\frac{\pi}{2}, \frac{3}{2} \pi\right)$, we infer that $\exp \left\{e^{i \varphi} \rho\right\} m_{j}(\varphi)=0$ and hence $m_{1}=0$ and $m_{2}=0$. This shows that $B(\lambda) y=0$.
Example 4.7.9. We consider the boundary eigenvalue problem

$$
\begin{gathered}
y^{\prime}=\lambda A_{1} y+A_{0} y, \quad W^{(0)} y(0)+W^{(1)} y(1)=0, \\
A_{1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right), \quad A_{0}=\left(\begin{array}{ccc}
0 & \alpha & \beta \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \\
W^{(0)}=\left(\begin{array}{ccc}
0 & 0 & -1 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad W^{(1)}=\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & 0 & 1 \\
0 & 1 & 1
\end{array}\right),
\end{gathered}
$$

where $\alpha$ and $\beta$ are complex numbers. We shall determine the conditions given by $B(\lambda) y=0$. In this example, $P^{[0]}(x)$ is the identity matrix for all $x$ since $l=2$, $n_{0}=n_{1}=n_{2}=1$, and the diagonal elements of $A_{0}$ are zero. Also, $A_{0}$ is constant, and we obtain in view of Remark 4.7.7 that

$$
\begin{aligned}
B_{0}(\lambda) y= & W^{(0)} y(0)+W^{(1)} y(1) \\
& -\left[W^{(0)} \Delta(\lambda)-W^{(1)}\left(I_{n}-\Delta(\lambda)\right)\right]\left(I_{n}-\Delta_{0}\right) A_{0} \int_{a}^{b} y(\xi) \mathrm{d} \xi
\end{aligned}
$$

We have

$$
\Delta(1)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \Delta(-1)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

$M_{0}$ has the two values

$$
M_{0}(1)=\left(\begin{array}{ccc}
1 & 0 & -1 \\
-1 & 0 & 0 \\
0 & 1 & 1
\end{array}\right), \quad M_{0}(-1)=\left(\begin{array}{ccc}
1 & 0 & -1 \\
-1 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)
$$

Since $M_{0}(1)$ and $M_{0}(-1)$ are invertible, the problem is Birkhoff regular. From

$$
M_{0}(1)^{-1}=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 1 & 1 \\
-1 & -1 & 0
\end{array}\right), \quad M_{0}(-1)^{-1}=\left(\begin{array}{lll}
1 & 0 & 1 \\
1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

and

$$
\begin{aligned}
B_{0}(1) y=\left(\begin{array}{ccc}
0 & 0 & -1 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) y(0) & +\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & 0 & 1 \\
0 & 1 & 1
\end{array}\right) y(1) \\
& +\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & \alpha & \beta \\
0 & 0 & 0
\end{array}\right) \int_{0}^{1} y(\xi) \mathrm{d} \xi \\
B_{0}(-1) y=\left(\begin{array}{ccc}
0 & 0 & -1 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) y(0) & +\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & 0 & 1 \\
0 & 1 & 1
\end{array}\right) y(1) \\
& +\left(\begin{array}{ccc}
0 & \alpha & \beta \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \int_{0}^{1} y(\xi) \mathrm{d} \xi
\end{aligned}
$$
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it follows that

$$
\begin{aligned}
& B(1) y=\left(\begin{array}{ccc}
0 & 0 & 0 \\
-1 & 1 & 0 \\
1 & -1 & 1
\end{array}\right) y(0)+\left(\begin{array}{ccc}
0 & 0 & 0 \\
1 & 1 & 1 \\
-1 & 0 & 0
\end{array}\right) y(1) \\
&+\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & \alpha & \beta \\
0 & -\alpha & -\beta
\end{array}\right) \int_{0}^{1} y(\xi) \mathrm{d} \xi \\
& B(-1) y=\left(\begin{array}{ccc}
0 & 0 & 0 \\
-1 & 1 & -1 \\
0 & 0 & 1
\end{array}\right) y(0)+\left(\begin{array}{ccc}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 1
\end{array}\right) y(1) \\
&+\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & \alpha & \beta \\
0 & 0 & 0
\end{array}\right) \int_{0}^{1} y(\xi) \mathrm{d} \xi
\end{aligned}
$$

We have to consider arbitrary $y=\left(0, y_{2}, y_{3}\right) \in \Delta_{0}(C[0,1] \cap B V[0,1])^{3}$. We see that the conditions given by $B(1) y=0$ and $B(-1) y=0$ are the same. Of course, we already know this from Theorem 4.7.5. Explicitly, the conditions given by $B(\lambda) y=0$ are

$$
\begin{aligned}
& y_{2}(0)-y_{3}(0)+\alpha \int_{0}^{1} y_{2}(\xi) \mathrm{d} \xi+\beta \int_{0}^{1} y_{3}(\xi) \mathrm{d} \xi=0 \\
& y_{3}(0)+y_{2}(1)+y_{3}(1)=0
\end{aligned}
$$

In case $\alpha=\beta=0$ it is easy to see that any $y \in \Delta_{0}(C[0,1] \cap B V[0,1])^{3}$ satisfying the given boundary conditions also satisfies $B(\lambda) y=0$. But there is no obvious way how to deduce the conditions $B(\lambda) y=0$ from the boundary conditions.

Now let us assume that we only want the convergence for the third component. In view of Remark 4.7.6 ii) we have to consider only the third component of $B(-1)$ and $B(1)$. This gives the two conditions

$$
\begin{aligned}
& y_{3}(0)+y_{3}(1)=0 \\
& y_{3}(0)-\beta \int_{0}^{1} y_{3}(\xi) \mathrm{d} \xi=0
\end{aligned}
$$

that is, here we have to consider both $B(1)$ and $B(-1)$ to find a minimal set of conditions. Also, if we only consider the second component, we obtain two conditions. In this case, there is no reduction of the number of conditions obtained for general $\left(0, y_{2}, y_{3}\right)$. But there are other boundary conditions for which the number of conditions for $y_{2}$ or $y_{3}$ alone reduces to one.

### 4.8. Notes

The boundary conditions in this section are kept as general as possible and may include (infinitely many) interior point boundary conditions as well as integral terms. In this sense, they coincide with those in Cole [CO3]. Although this makes many proofs more involved (and certain restrictions may have to be imposed), the interior point boundary terms and the integral term do not enter into the condition for Birkhoff regularity if $A_{1}$ is invertible. The regularity condition in Cole [CO3, p. 541] yields Stone regularity as defined in Section 4.4, see Lemma 5.7.8. Our estimates of the resovent follow the approach of LANGER [LA9] and Cole [CO2], [CO3]. The main idea for the estimates of the inverse of the characteristic matrix is to write all terms as a product of bounded matrices, where the factorization may be different for different values of the variables and the parameters. This splitting is been taken care of in the matrices $\Delta(\lambda)$, so that one can handle different cases with one formula. This, and staying with matrices, if possible, makes the proofs more manageable.

Eigenfunction expansions are often stated as being equiconvergent with Fourier series. Although we do not make any statements of that form, Proposition 4.6.5 may be considered as a result on the convergence of the Fourier expansion. In this light, Proposition 4.6 .5 may be seen as the main estimate, whereas the other estimates would be perturbation results stating equiconvergence with expansions for a simplified problem.

This Page Intentionally Left Blank

## Chapter V

## EXPANSION THEOREMS FOR REGULAR BOUNDARY EIGENVALUE PROBLEMS FOR FIRST ORDER SYSTEMS

In this chapter eigenfunction expansions for regular boundary eigenvalue problems for first order $n \times n$ systems of ordinary differential equations are proved. The boundary conditions are allowed to contain countably many interior points and also an integral term. The first order differential system depends linearly on the eigenvalue parameter $\lambda$ and the coefficients in the boundary conditions are $n \times n$ matrix polynomials in $\lambda$. The notions Birkhoff regularity and Stone regularity are introduced for such boundary eigenvalue problems in terms of the corresponding notions defined in the preceding chapter for boundary eigenvalue problems with asymptotically constant boundary conditions (Definitions 5.2.1 and 5.5.1). For this the $\lambda$-polynomial boundary conditions of this chapter have to be transformed to asymptotically constant boundary conditions as considered in the fourth chapter. Indeed, it depends on this transformation whether a boundary eigenvalue problem of the present type is Birkhoff regular or Stone regular, and sometimes an appropriate choice is not obvious. A method to check Birkhoff regularity is deduced, first for the more important and simpler case of two-point boundary eigenvalue problems (Theorem 5.2.2), and afterwards in the general case (Theorem 5.2.3). Also a procedure is described by which Stone regularity can be checked. The actual conditions which have to be satisfied are rather sophisticated, and the calculations which have to be performed are very laborious.

Under the assumption that the endpoints of the underlying interval are no accumulation points of the interior points occurring in the boundary conditions, it is shown for Birkhoff regular boundary eigenvalue problems in the case $1<p<\infty$ that certain components of the vector functions in $\left(L_{p}(a, b)\right)^{n}$ are expandable into series of the corresponding eigenfunctions and associated functions (Theorem 5.3.2). These series are $L_{p}$-convergent. If the leading matrix $A_{1}$ in the differential system is invertible, each vector function in $\left(L_{p}(a, b)\right)^{n}$ is expandable. For $p=\infty$, which means uniform convergence of the eigenfunction expansions, a more restrictive result holds (Theorem 5.3.3). As in the case of Fourier series, only continuous vector functions which are of bounded variation and fulfil certain boundary conditions can be expanded.

For Stone regular boundary eigenvalue problems the situation is more complicated. In this case the resolvent behaves like some nonnegative power of $\lambda$ on the regularity circles $\Gamma_{v}(v \in \mathbb{N})$. It is shown that for $1<p \leq \infty$ certain components of the eigenfunction expansions of such problems converge to these components of a given vector function if this function is smooth enough, i. e., belongs to some Sobolev space of sufficiently high order, and fulfils certain boundary conditions (Theorems 5.6.7, 5.6.9, 5.6.10 and 5.6.11). These boundary conditions are defined by an iterative procedure.

Finally, the notion of strong $s$-regularity is introduced. This concept yields some improvements of the above mentioned expansion theorems.

### 5.1. First order systems which are linear in the eigenvalue parameter

Let $-\infty<a<b<\infty, 1 \leq p \leq \infty$ and $n \in \mathbb{N} \backslash\{0\}$. Here we consider the boundary eigenvalue problem

$$
\begin{align*}
& y^{\prime}-\left(\lambda A_{1}+A_{0}\right) y=0,  \tag{5.1.1}\\
& \sum_{j=0}^{\infty} W^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} W(x, \lambda) y(x) \mathrm{d} x=0, \tag{5.1.2}
\end{align*}
$$

where $y$ varies in $\left(W_{p}^{1}(a, b)\right)^{n}$.
For the system of differential equations (5.1.1) we assume that the coefficient matrices $A_{0}$ and $A_{1}$ belong to $M_{n}\left(L_{p}(a, b)\right)$. As in Section 4.1 we suppose that $A_{1}$ is a diagonal matrix,

$$
A_{1}=\left(\begin{array}{ccccc}
A_{0}^{1} & & & & \\
& A_{1}^{1} & & & 0 \\
& & \cdot & & \\
& 0 & & & \\
& & & & \\
& & & & A_{l}^{1}
\end{array}\right)
$$

where $l$ is a positive integer,

$$
A_{v}^{1}=r_{v} I_{n_{v}}(v=0, \ldots, l), \quad \sum_{v=0}^{l} n_{v}=n,
$$

where $n_{0} \in \mathbb{N}$ and $n_{v} \in \mathbb{N} \backslash\{0\}$ for $v=1, \ldots, l$. According to the block structure of $A_{1}$, we write $A_{0}=\left(A_{0, v \mu}\right)_{v, \mu=1}^{l}$. For the diagonal elements of $A_{1}$ we assume: $r_{0}=0$, and for $v, \mu=0, \ldots, l$, there are numbers $\varphi_{v \mu} \in[0,2 \pi)$ such that

$$
\begin{aligned}
& \left(r_{v}-r_{\mu}\right)^{-1} \in L_{\infty}(a, b) \text { if } v \neq \mu, \\
& r_{v}(x)-r_{\mu}(x)=\left|r_{v}(x)-r_{\mu}(x)\right| e^{i \varphi_{v \mu}} \text { a.e. in }(a, b) .
\end{aligned}
$$

Note that $\mu=0$ gives $r_{v}^{-1} \in L_{\infty}(a, b)$ for $v=1, \ldots, l$ and

$$
r_{v}(x)=\left|r_{v}(x)\right| e^{i \varphi_{v}} \text { a.e. in }(a, b) \quad(v=1, \ldots, l)
$$

where $\varphi_{v}:=\varphi_{v 0}=\varphi_{0 v} \pm \pi$ for $v=1, \ldots, l$.
For the boundary conditions (5.1.2) we assume that $a_{j} \in[a, b]$ for $j \in \mathbb{N}$, that $a_{j} \neq a_{k}$ if $j \neq k$, and that $a_{0}=a, a_{1}=b$. We suppose that the matrix function $W(\cdot, \lambda)$ is a polynomial with coefficients in $M_{n}\left(L_{1}(a, b)\right)$ and that the $W^{(j)}(\lambda)$ are polynomials in $M_{n}(\mathbb{C})$ with a common upper bound for their degrees.

The first order system (5.1.1) fulfils the assumptions of Section 4.1, but the boundary conditions (5.1.2) are not asymptotically constant if $W$ or one of the $W^{(j)}$ depends on $\lambda$. In order to obtain the conditions (4.1.10)-(4.1.12) we require that there is an $n \times n$ matrix polynomial $C_{2}(\lambda)$ whose determinant is not identically zero such that the following properties hold:
There is a matrix function $W_{0} \in M_{n}\left(L_{1}(a, b)\right)$ such that

$$
\begin{equation*}
C_{2}^{-1}(\lambda) W(\cdot, \lambda)-W_{0}=O\left(\lambda^{-1}\right) \quad \text { in } M_{n}\left(L_{1}(a, b)\right) \text { as } \lambda \rightarrow \infty, \tag{5.1.3}
\end{equation*}
$$

and there are $n \times n$ matrices $W_{0}^{(j)}, j \in \mathbb{N}$, such that the estimates

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left|W_{0}^{(j)}\right|<\infty \tag{5.1.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left|C_{2}^{-1}(\lambda) W^{(j)}(\lambda)-W_{0}^{(j)}\right|=O\left(\lambda^{-1}\right) \quad \text { as } \lambda \rightarrow \infty \tag{5.1.5}
\end{equation*}
$$

hold.
We have to check that the boundary conditions (5.1.2) are well-defined. Since the determinant of $C_{2}(\lambda)$ is a polynomial and since $C_{2}(\lambda)$ is invertible if its determinant is nonzero, $C_{2}(\lambda)$ is invertible for all sufficiently large $\lambda$. Hence condition (5.1.3) makes sense. From

$$
\begin{aligned}
\sum_{j=0}^{\infty}\left|W^{(j)}(\lambda)\right| & \leq \sum_{j=0}^{\infty}\left|C_{2}^{-1}(\lambda) W^{(j)}(\lambda)\right|\left|C_{2}(\lambda)\right| \\
& =O\left(\left|C_{2}(\lambda)\right|\right)
\end{aligned}
$$

as $\lambda \rightarrow \infty$ (see Section 4.1) we infer that

$$
\begin{equation*}
\sum_{j=0}^{\infty} W^{(j)}(\lambda) y\left(a_{j}\right) \quad\left(y \in\left(W_{p}^{1}(a, b)\right)^{n}\right) \tag{5.1.6}
\end{equation*}
$$

is locally uniformly bounded and convergent for sufficiently large $\lambda$, say $|\lambda| \geq \gamma$. Since $C_{2}(\lambda)$ is invertible for all sufficiently large $\lambda$, we may assume that $C_{2}(\lambda)$ is
invertible for $|\lambda| \geq \gamma$. For $|\lambda|<\gamma$ and $k \in \mathbb{N}$ we obtain by the maximum modulus principle that

$$
\left|\sum_{j=0}^{k} W^{(j)}(\lambda) y\left(a_{j}\right)\right| \leq \sup _{|\mu|=\gamma} \sum_{j=0}^{k}\left|W^{(j)}(\lambda)\right|\left|y\left(a_{j}\right)\right| .
$$

Hence (5.1.6) is locally uniformly bounded on $\mathbb{C}$. By Vitali's theorem, (5.1.6) converges for all $\lambda \in \mathbb{C}$ and represents a holomorphic vector function. Thus

$$
\begin{equation*}
T^{R}(\lambda) y=\sum_{j=0}^{\infty} W^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} W(x, \lambda) y(x) \mathrm{d} x \quad\left(y \in W_{1}^{p}(a, b)\right)^{n} \tag{5.1.7}
\end{equation*}
$$

defines a holomorphic operator function $T^{R}$ on $L\left(\left(W_{p}^{1}(a, b)\right)^{n}, \mathbb{C}^{n}\right)$. Here we have to note that the strong holomorphy, i. e., the holomorphy of $T^{R} y$ for each function $y \in\left(W_{p}^{1}(a, b)\right)^{n}$, implies the (norm) holomorphy of $T^{R}$, see e. g. [KA1, Theorems III.1.37 and III.3.12]. For $|\lambda| \geq \gamma$ and $\left.y \in W_{1}^{p}(a, b)\right)^{n}$ we set

$$
\begin{equation*}
\widetilde{T}^{R}(\lambda) y=\sum_{j=0}^{\infty} C_{2}^{-1}(\lambda) W_{j}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} C_{2}^{-1}(\lambda) W(x, \lambda) y(x) \mathrm{d} x . \tag{5.1.8}
\end{equation*}
$$

Then $\widetilde{T}^{R}(\lambda)$ belongs to $\left.L\left(W_{p}^{1}(a, b)\right)^{n}, \mathbb{C}^{n}\right)$ and depends holomorphically on $\lambda$ for $\lambda \in \Omega:=\{\lambda \in \mathbb{C}:|\lambda|>\gamma\}$.

### 5.2. Birkhoff regular first order systems

Definition 5.2.1. The boundary eigenvalue problem (5.1.1), (5.1.2) is called Birkhoff regular if there is an $n \times n$ matrix polynomial $C_{2}(\lambda)$ fulfilling the assumptions (5.1.3)-(5.1.5) such that the differential system (5.1.1) with the boundary conditions $\widetilde{T}^{R}(\lambda) y=0$ is Birkhoff regular in the sense of Definition 4.1.2.

Now we present a method how to check Birkhoff regularity. If $v$ is the maximum of the orders of the polynomials $W$ and $W^{(j)}$, then we can take $C_{2}(\lambda)=\lambda^{v} I_{n}$. In this case

$$
C_{2}^{-1}(\lambda) W(\lambda)-W_{0}=O\left(\lambda^{-1}\right)
$$

and

$$
C_{2}^{-1}(\lambda) W^{(j)}(\lambda)-W_{0}^{(j)}=O\left(\lambda^{-1}\right) \quad(j \in \mathbb{N})
$$

holds for suitable $W_{0}$ and $W_{0}^{(j)}$. But in order to obtain Birkhoff regularity one often has to take a more sophisticated matrix polynomial $C_{2}$, see e.g. the examples in Section 4.2.

First we consider two-point boundary eigenvalue problems with $n_{0}=0$. Thus $W=0$ and $W^{(j)}=0$ for $j \geq 2$. Then we write

$$
\widehat{W}(\lambda):=\left(W^{(0)}(\lambda), W^{(1)}(\lambda)\right):=\left(\begin{array}{c}
w_{1}(\lambda) \\
\vdots \\
w_{n}(\lambda)
\end{array}\right) .
$$

If one component $w_{j}(\lambda)$ is identically zero, then the matrix $\widehat{W}(\lambda)$ has rank $n-1$, and so $C_{2}^{-1}(\lambda) \widehat{W}(\lambda)$ has rank $n-1$ for any $C_{2}(\lambda)$ such that $C_{2}^{-1}(\lambda) \widehat{W}(\lambda)$ is asymptotically constant. But then the determinants of all $n \times n$ submatrices of $C_{2}^{-1}(\lambda) \widehat{W}(\lambda)$ are identically zero. Thus the determinants of all $n \times n$ submatrices of

$$
\left(W_{0}^{(0)}, W_{0}^{(1)}\right)=\lim _{\lambda \rightarrow \infty} C_{2}^{-1}(\lambda) \widehat{W}(\lambda)
$$

are zero, which proves that none of the corresponding Birkhoff matrices-which are certain $n \times n$ submatrices of $\left(W_{0}^{(0)}, W_{0}^{(1)}\right)$-is invertible.

Hence a necessary condition for Birkhoff regularity is that none of the $w_{j}(\lambda)$ is identically zero.

Let $v_{j}$ be the degree of the vector polynomial $w_{j}$ and let $w_{j}^{0}$ be its coefficient of $\lambda^{v_{j}}$. If the $w_{j}^{0}(j=1, \ldots, n)$ are linearly dependent, then there are $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{C}$ such that

$$
\sum_{j=1}^{n} \alpha_{j} w_{j}^{0}=0 \quad \text { and } \quad\left(\alpha_{1}, \ldots, \alpha_{n}\right) \neq 0
$$

We choose a number $j_{0} \in\{1, \ldots, n\}$ with

$$
v_{j_{0}}=\max \left\{v_{j}: j \in\{1, \ldots, n\}, \alpha_{j} \neq 0\right\}
$$

We may assume that $\alpha_{j_{0}}=1$. We define $c(\lambda)=\left(c_{1}(\lambda), \ldots, c_{n}(\lambda)\right)$ by

$$
c_{j}(\lambda):= \begin{cases}0 & \text { if } \alpha_{j}=0 \text { or } j=j_{0} \\ \lambda^{v_{j_{0}}-v_{j}} \alpha_{j} & \text { if } \alpha_{j} \neq 0 \text { and } j \neq j_{0}\end{cases}
$$

Then

$$
C(\lambda):=I_{n}-e_{j_{0}} c(\lambda)
$$

is invertible with

$$
C^{-1}(\lambda)=I_{n}+e_{j_{0}} c(\lambda)
$$

since $c(\lambda) e_{j_{0}}=0$. Now we consider $C^{-1}(\lambda) \widehat{W}(\lambda)$. This is again a matrix polynomial. For $j \in\{1, \ldots, n\} \backslash\left\{j_{0}\right\}$, the $j$-th row of $C^{-1}(\lambda) \widehat{W}(\lambda)$ is the $j$-th row of $\widehat{W}(\lambda)$, and the $j_{0}$-th row of $C^{-1}(\lambda) \widehat{W}(\lambda)$ is

$$
\sum_{j=0}^{n} \lambda^{v_{j_{0}}-v_{j}} \alpha_{j} w_{j}(\lambda)
$$

From the definition of the $v_{j}$ we know that this row is a polynomial of degree less or equal $v_{j_{0}}$, and its coefficient of $\lambda^{v_{0}}$ is

$$
\sum_{j=1}^{n} \alpha_{j} w_{j}^{0}=0
$$

Hence the $j_{0}$-th row of $C^{-1}(\lambda) \widehat{W}(\lambda)$ is a polynomial of degree less than $v_{j_{0}}$. If the $j_{0}$-th row of $C^{-1}(\lambda) \widehat{W}(\lambda)$ is identically zero, then we already know that the boundary eigenvalue problem cannot be Birkhoff regular. If it is nonzero, then we repeat the above procedure. The sum of the degrees of the vector polynomials formed by the rows decreases strictly. After a finite number of steps we thus obtain an $n \times 2 n$ matrix function $\widetilde{C}^{-1} \widehat{W}$ with the following properties:
i) $\widetilde{C}$ is a polynomial and $\widetilde{C}(\lambda)$ is invertible for all $\lambda \in \mathbb{C}$,
ii) either one of the rows of $\widetilde{C}^{-1}(\lambda) \widehat{W}(\lambda)$ is identically zero or for each $j \in$ $\{1, \ldots, n\}$ the $j$-th row of $\widetilde{C}^{-1}(\lambda) \widehat{W}(\lambda)$ is a polynomial, say of degree $v_{j}$, and if its coefficient of $\lambda^{v_{j}}$ is denoted by $w_{j}^{0}$, then we have that $w_{1}^{0}, \ldots, w_{n}^{0}$ are linearly independent.
Boundary conditions fulfilling these properties are called normalized. Since this procedure is done by multiplying the boundary matrices with an invertible matrix polynomial from the left, it would be no restriction to require that the boundary conditions are normalized.

Finally we multiply the normalized boundary conditions by

$$
\operatorname{diag}\left(\lambda^{-v_{1}}, \ldots, \lambda^{-v_{n}}\right)
$$

from the left. Then we obtain the representation

$$
C_{2}^{-1}(\lambda) \hat{W}(\lambda)=\left(W_{0}^{(0)}, W_{0}^{(1)}\right)+O\left(\lambda^{-1}\right),
$$

where $C_{2}(\lambda)$ is the product of $\operatorname{diag}\left(\lambda^{v_{1}}, \ldots, \lambda^{\nu_{n}}\right)$ and a finite number of matrices of the form $I_{n}-e_{j_{0}} c(\lambda)$, i. e., $C_{2}(\lambda)$ is a matrix polynomial and invertible for $\lambda \neq 0$.
THEOREM 5.2.2. We consider the two-point boundary eigenvalue problem

$$
\begin{equation*}
y^{\prime}-\left(\lambda A_{1}+A_{0}\right) y=0, \quad W^{(0)}(\lambda) y(a)+W^{(1)}(\lambda) y(b)=0 \tag{5.2.1}
\end{equation*}
$$

and assume that $A_{1}$ is invertible, i.e., $n_{0}=0$. Then the two-point boundary eigenvalue problem (5.2.1) is Birkhoff regular if and only if the following two properties hold:
i) There is a matrix polynomial $C_{2}$ whose determinant is not identically zero such that

$$
C_{2}^{-1}(\lambda)\left(W^{(0)}(\lambda), W^{(1)}(\lambda)\right)=\left(W_{0}^{(0)}, W_{0}^{(1)}\right)+O\left(\lambda^{-1}\right) \text { as } \lambda \rightarrow \infty,
$$

where $\left(W_{0}^{(0)}, W_{0}^{(1)}\right)$ is an $n \times 2 n$ matrix of rank $n$.
ii) For any matrix polynomial $C_{2}$ fulfilling i) the boundary eigenvalue problem (5.2.1) is Birkhoff regular in the sense of Definition 4.1.2.

Proof. The sufficiency of the conditions is obvious by the definition of Birkhoff regularity. We have already seen above that $i$ ) is necessary. Now let the problem be Birkhoff regular and $C_{2}$ be a matrix polynomial fulfilling i), i. e.,

$$
C_{2}^{-1}(\lambda) \widehat{W}(\lambda)=\widehat{W}_{2}+O\left(\lambda^{-1}\right)
$$

where $\widehat{W}(\lambda):=\left(W^{(0)}(\lambda), W^{(1)}(\lambda)\right)$ and rank $\widehat{W}_{2}=n$. By definition of Birkhoff regularity, there is a matrix polynomial $C_{1}$ such that

$$
C_{1}^{-1}(\lambda) \widehat{W}(\lambda)=\widehat{W}_{1}+O\left(\lambda^{-1}\right)
$$

with rank $\widehat{W}_{1}=n$ such that

$$
\widehat{W}_{1}\binom{I_{n}-\Delta(\lambda)}{\Delta(\lambda)} \text { is invertible for all } \lambda \in \mathbb{C} \backslash\{0\}
$$

The matrix $C_{2}^{\text {ad }}(\lambda)$ is the matrix of the cofactors of $C_{2}(\lambda)$, i. e., its entries are the determinants of $(n-1) \times(n-1)$ submatrices of $C_{2}(\lambda)$. Hence $C_{2}^{\text {ad }}$ is a matrix polynomial. Since the determinant of $C_{2}(\lambda)$ is a polynomial which is not identically zero, we have

$$
\operatorname{det} C_{2}(\lambda)=\alpha \lambda^{r}\left(1+O\left(\lambda^{-1}\right)\right) \quad \text { as } \lambda \rightarrow \infty
$$

for some integer $r$ and some $\alpha \neq 0$. Hence

$$
\left(\operatorname{det} C_{2}(\lambda)\right)^{-1}=\alpha^{-1} \lambda^{-r}\left(1+O\left(\lambda^{-1}\right)\right) \quad \text { as } \lambda \rightarrow \infty
$$

which proves that

$$
C_{2}^{-1}(\lambda) C_{1}(\lambda)=\left(\operatorname{det} C_{2}(\lambda)\right)^{-1} C_{2}^{\text {ad }}(\lambda) C_{1}(\lambda)=\lambda^{s} C+O\left(\lambda^{s-1}\right) \text { as } \lambda \rightarrow \infty
$$

for some integer $s$ and a nonzero $n \times n$-matrix $C$. Then

$$
\begin{aligned}
& C_{2}^{-1}(\lambda) C_{1}(\lambda) C_{1}^{-1}(\lambda) \widehat{W}(\lambda) \\
& \quad=\left(\lambda^{s} C+O\left(\lambda^{s-1}\right)\right)\left(\widehat{W}_{1}+O\left(\lambda^{-1}\right)\right) \\
& \quad=\lambda^{s} C \widehat{W}_{1}+O\left(\lambda^{s-1}\right)
\end{aligned}
$$

Since $\widehat{W}_{1}$ has rank $n$ and $C$ is nonzero, the matrix $C \widehat{W}_{1}$ is nonzero. Hence $s=0$ and $C \widehat{W}_{1}=\widehat{W}_{2}$. Since rank $\widehat{W}_{2}=n$, we infer that $C$ is invertible. But this proves that

$$
\widehat{W}_{2}\binom{I_{n}-\Delta(\lambda)}{\Delta(\lambda)}=C \widehat{W}_{1}\binom{I_{n}-\Delta(\lambda)}{\Delta(\lambda)}
$$

is invertible for all $\lambda \in \mathbb{C} \backslash\{0\}$.

If $s \in \mathbb{N}$ and $f$ is a complex-valued function defined on an unbounded subset $U$ of $\mathbb{C}$, then we call $f$ an asymptotic polynomial of order $s$ (with respect to $\frac{1}{\lambda}$ ) if there are $f_{j} \in \mathbb{C}(j=0, \ldots, s)$ such that

$$
f(\lambda)=\sum_{j=0}^{s} \lambda^{-j} f_{j}+\lambda^{-s} o(1)
$$

as $\lambda \rightarrow \infty . f$ is called an asymptotic polynomial if it is an asymptotic polynomial of some order $s$. Asymptotic polynomials for vector-valued functions are defined analogously.
THEOREM 5.2.3. Let $n_{0}=0$. The boundary eigenvalue problem (5.1.1), (5.1.2) is Birkhoff regular if and only if the following three properties hold:
i) There is a matrix polynomial $C_{2}$ whose determinant is not identically zero such that

$$
C_{2}^{-1}(\lambda)\left(W^{(0)}(\lambda), W^{(1)}(\lambda)\right)=\left(W_{0}^{(0)}, W_{0}^{(1)}\right)+O\left(\lambda^{-1}\right) \text { as } \lambda \rightarrow \infty
$$

and $\left(W_{0}^{(0)}, W_{0}^{(1)}\right)$ is an $n \times 2 n$ matrix of rank $n$.
ii) For any matrix polynomial $C_{2}$ fulfilling i) the two-point boundary eigenvalue problem (5.1.1), $W_{0}^{(0)} y(a)+W_{0}^{(1)} y(b)=0$ is Birkhoff regular in the sense of Definition 4.1.2.
iii) For any matrix polynomial $C_{2}$ fulfilling i) the estimates

$$
C_{2}^{-1}(\lambda) W(\cdot, \lambda)=O(1) \quad \text { in } M_{n}\left(L_{1}(a, b)\right)
$$

and, for $j \in \mathbb{N}$,

$$
C_{2}^{-1}(\lambda) W^{(j)}(\lambda)=O(1) \quad \text { in } M_{n}(\mathbb{C})
$$

hold, and the properties (5.1.4) and (5.1.5) are fulfilled, where the matrices $W_{0}^{(j)}$ are uniquely determined by $C_{2}$. If $W^{(j)} \neq 0$ only for finitely many $j$, then (5.1.4) and (5.1.5) are automatically satisfied.

Proof. First we suppose that there is a matrix polynomial $C_{2}$ fulfilling i)-iii). Here we have to note that

$$
C_{2}^{-1}(\lambda)=\lambda^{s} \widetilde{C}_{2}(\lambda),
$$

where $s$ is a suitable integer and $\tilde{C}_{2}(\lambda)$ is an asymptotic polynomial of arbitrary order. Indeed,

$$
\operatorname{det} C_{2}(\lambda)=\lambda^{r}\left(\alpha_{0}+\sum_{j=1}^{r} \alpha_{j} \lambda^{r-j}\right)
$$

with $r \in \mathbb{N}$ and $\alpha_{0} \neq 0$ shows that $\left(\operatorname{det} C_{2}(\lambda)\right)^{-1}$ is an asymptotic polynomial of arbitrary order. As in the proof of Theorem 5.2.2 we infer that

$$
C_{2}^{-1}(\lambda)=\left(\operatorname{det} C_{2}(\lambda)\right)^{-1} C_{2}^{\mathrm{ad}}(\lambda)
$$

has the representation stated above. Thus $C_{2}^{-1}(\lambda) W(\cdot, \lambda)$ and the $C_{2}^{-1}(\lambda) W^{(j)}(\lambda)$ are asymptotic polynomials which proves the representations (5.1.3) and

$$
C_{2}^{-1}(\lambda) W^{(j)}(\lambda)=W_{0}^{(j)}+O\left(\lambda^{-1}\right) \quad(j \in \mathbb{N})
$$

Conversely, let the problem (5.1.1), (5.1.2) be Birkhoff regular. Then also the two-point boundary eigenvalue problems (5.1.1), $W^{(0)}(\lambda) y(a)+W^{(1)}(\lambda) y(b)=0$ is Birkhoff regular. Hence condition ii) is necessary by Theorem 5.2.2. Let $C_{2}$ be any matrix polynomial fulfilling i). We have to prove that iii) is fulfilled. Choose some matrix polynomial $C_{1}$ such that the boundary eigenvalue problem (5.1.1), $C_{1}^{-1}(\lambda) T^{R}(\lambda) y=0$ is Birkhoff regular in the sense of Definition 4.1.2. Since the corresponding two-point boundary eigenvalue problem is also Birkhoff regular, we know from the proof of Theorem 5.2.2 that

$$
C_{2}^{-1}(\lambda) C_{1}(\lambda)=C+O\left(\lambda^{-1}\right)
$$

where $C$ is an invertible $n \times n$ matrix. But this immediately proves that iii) does not only hold with respect to $C_{1}$ but also with respect to $C_{2}$.

REMARK 5.2.4. In case $n_{0} \neq 0$ we have to substitute

$$
\left(W^{(0)}(\lambda) \Delta_{0}+T^{R}(\lambda) P^{[0]}\left(I_{n}-\Delta_{0}\right), W^{(1)}(\lambda) \Delta_{0}+T^{R}(\lambda) P^{[0]}\left(I_{n}-\Delta_{0}\right)\right)
$$

for $\left(W^{(0)}(\lambda), W^{(1)}(\lambda)\right)$ in condition i) of Theorem 5.2 .2 or 5.2.3, respectively. Also, the boundary condition in ii) has to be replaced by

$$
\sum_{j=0}^{\infty} W_{0}^{(j)} y\left(a_{j}\right)+\int_{a}^{b} W_{0}(t) y(t) \mathrm{d} t=0
$$

We leave the details to the reader.

### 5.3. Expansion theorems for Birkhoff regular problems

We suppose that the boundary eigenvalue problem (5.1.1), (5.1.2) is Birkhoff regular and associate to it the operator function

$$
T=\binom{T^{D}}{T^{R}}
$$

where

$$
\begin{align*}
& T^{D}(\lambda) y=y^{\prime}-A_{0} y-\lambda A_{1} y  \tag{5.3.1}\\
& T^{R}(\lambda) y=\sum_{j=0}^{\infty} W^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} W(x, \lambda) y(x) \mathrm{d} x \tag{5.3.2}
\end{align*}
$$

for $\lambda \in \mathbb{C}$ and $y \in\left(W_{p}^{1}(a, b)\right)^{n}$. We choose a matrix polynomial $C_{2}$ according to Definition 5.2.1 of Birkhoff regularity and set

$$
\widetilde{T}=\left(\begin{array}{cc}
\operatorname{id}_{\left(L_{p}(a, b)\right)^{n}} & 0  \tag{5.3.3}\\
0 & C_{2}^{-1}
\end{array}\right) T .
$$

Then the boundary eigenvalue problem $\widetilde{T}(\lambda) y=0$ is Birkhoff regular in the sense of Definition 4.1.2. By Theorem 4.3.9 and the discussion following Definition 4.4.1 we obtain that there are circles $\Gamma_{v}$ centred at 0 with radii $\rho_{v}(v \in \mathbb{N})$ such that $\rho_{v} \nearrow \infty$ as $v \rightarrow \infty$ and $\widetilde{T}(\lambda)$ is invertible for all $\lambda \in \Gamma_{v}$ and $v \in \mathbb{N}$. Since we may assume that $C_{2}(\lambda)$ is invertible for these $\lambda, T(\lambda)$ is invertible for all $\lambda \in \Gamma_{v}$ and $v \in \mathbb{N}$. Hence, for $f \in\left(L_{p}(a, b)\right)^{n}$,

$$
\begin{equation*}
Q_{v} f:=-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \tilde{J T}^{-1}(\lambda)\left(A_{1} f, 0\right) \mathrm{d} \lambda \quad(v \in \mathbb{N}) \tag{5.3.4}
\end{equation*}
$$

is well-defined, where $\tilde{J}:\left(W_{p}^{1}(a, b)\right)^{n} \rightarrow\left(L_{p}(a, b)\right)^{n}$ is given by $\tilde{J} y=\Delta_{0} y$. Because of (5.3.3) we obtain

$$
\begin{equation*}
\widetilde{T}^{-1}(\lambda)\left(f_{1}, f_{2}\right)=T^{-1}(\lambda)\left(f_{1}, C_{2}(\lambda) f_{2}\right) \tag{5.3.5}
\end{equation*}
$$

for $\lambda \in \rho(\widetilde{T})$ and $\left(f_{1}, f_{2}\right) \in\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}$. We immediately infer that

$$
Q_{v}=P_{v} \quad(v \in \mathbb{N})
$$

where the $P_{v}$ are defined in Lemma 4.6.7, i.e.,

$$
P_{v} f=-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widetilde{J}^{-1}(\lambda)\left(A_{1} f, 0\right) \mathrm{d} \lambda \quad(v \in \mathbb{N}) .
$$

As an immediate consequence of Theorem 4.6 .9 we obtain
Theorem 5.3.1. Let $1<p<\infty$. Suppose that $A_{1} \in M_{n}\left(L_{\infty}(a, b)\right)$ and that there is a number $\tilde{p}>p$ such that $A_{0,0 v} \in M_{n_{0}, n_{v}}\left(L_{\tilde{p}}(a, b)\right)$ for $v=1, \ldots, l$. Here $A_{0,0 v}$ is the block of $A_{0}$ with index $(0, v)$ according to the block structure of $A_{1}$. If $p \leq \frac{3}{2}$ we require that the condition (4.1.22) holds. Let $W_{0}$ be defined by (5.1.3) and suppose that $W_{0}$ belongs to $M_{n}\left(L_{q}(a, b)\right)$ for some $q>1$. Assume that $a$ and $b$ are no accumulation points of the set $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Suppose that the boundary eigenvalue problem (5.1.1), (5.1.2) is Birkhoff regular and let $Q_{v}$ be defined by (5.3.4). Then $\lim _{v \rightarrow \infty} Q_{v} f=f$ in $\left(L_{p}(a, b)\right)^{n}$ holds for all $f \in\left(L_{p}(a, b)\right)^{n}$ with $f=\Delta_{0} f$, where $\Delta_{0}$ is defined in (4.1.22).

Since $T$ is a Fredholm operator function, we can represent the principal parts of $T^{-1}$ in terms of eigen- and associated vectors of $T$ and $T^{*}$. Since an eigenvector or associated vector $v$ of $T^{*}$ belongs to $\left(L_{p^{\prime}}(a, b)\right)^{n} \times \mathbb{C}^{n}$, we can write $v=(u, d)$ with $u \in\left(L_{p^{\prime}}(a, b)\right)^{n}$ and $d \in \mathbb{C}^{n}$. For an eigenvalue $\lambda_{K}$ of $T$ we define $r\left(\lambda_{\kappa}\right):=\operatorname{dim} N\left(T\left(\lambda_{\kappa}\right)\right)$ and let $m_{\kappa, j}\left(j=1, \ldots, r_{\kappa}\right)$ denote the partial multiplicities of $T$ at $\lambda_{\kappa}$. Theorem 5.3.1 and Corollary 1.6.6 lead to

Theorem 5.3.2. Let $1<p<\infty$. Suppose that $A_{1} \in M_{n}\left(L_{\infty}(a, b)\right)$ and that there is a number $\tilde{p}>p$ such that $A_{0,0 v} \in M_{n_{0}, n_{v}}\left(L_{\tilde{p}}(a, b)\right)$ for $v=1, \ldots, l$. Here $A_{0,0 v}$ is the block of $A_{0}$ with index $(0, v)$ according to the block structure of $A_{1}$. If $p \leq \frac{3}{2}$ we require that the condition (4.1.22) holds. Let $W_{0}$ be defined by (5.1.3) and suppose that $W_{0}$ belongs to $M_{n}\left(L_{q}(a, b)\right)$ for some $q>1$. Assume that $a$ and $b$ are no accumulation points of the set $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Suppose that the boundary eigenvalue problem (5.1.1), (5.1.2) is Birkhoff regular and choose the curves $\Gamma_{v}(v \in \mathbb{N})$ according to Theorem 4.3.9. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $T$ and let

$$
\left\{y_{\kappa, l}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, l}^{(j)}, d_{\kappa, l}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $T$ and $T^{*}$ at $\lambda_{\kappa}$. Then

$$
f=-\lim _{V \rightarrow \infty} \sum_{\substack{\kappa \in \mathbb{N} \\\left|\lambda_{\kappa}\right|<\rho_{V}}}\left(\sum_{j=1}^{r\left(\lambda_{k}\right)} \sum_{h=0}^{m_{\kappa, j}^{-1}} y_{\kappa, h}^{(j)} \int_{a}^{b} u_{\kappa, m_{\kappa, j}-1-h}^{(j)}(x)^{\top} A_{1}(x) f(x) \mathrm{d} x\right)
$$

holds in $\left(L_{p}(a, b)\right)^{n}$ for all $f \in\left(L_{p}(a, b)\right)^{n}$ with $f=\Delta_{0} f$, where $\Delta_{0}$ is defined in (4.1.22).

Now we consider the case $p=\infty$. In the above theorem, we used the eigenfunctions and the associated functions of the adjoint operator function to find the coefficients of the expansion. But for $p=\infty$ we want to refrain from this since the dual of $L_{\infty}(a, b)$ has a much more complicated representation than the dual of $L_{p}(a, b)$ for $p<\infty$.

The choice of a suitable $p$ for the boundary eigenvalue operator depends on the functions we want to expand and the regularity of the coefficients in the differential equation. If $T$ is defined for $p_{0}$, then it is also defined for all $p<p_{0}$. But the characteristic matrix of $T$ does not depend on $p$. Hence the partial multiplicities are independent of $p$, and any CSEAV of $T$ corresponding to $p_{0}$ is also a CSEAV of $T$ corresponding to $p<p_{0}$. In addition, a CSEAV of $T^{*}$ for $p$ is also a CSEAV of $T^{*}$ for $p_{0}$ if $p_{0}<\infty$. In particular, the principal part of $T^{-1}$ at a pole is independent of $p$ as a linear combination of tensor products of the eigenvectors and associated vectors of $T$ and $T^{*}$.

Since $T^{-1}(\lambda)$ for $p=\infty$ is the restriction of $T^{-1}(\lambda)$ for any $p<\infty$, say $p=2$, we can consider $p=2$ to find the residues of $T^{-1}$ in the case $p=\infty$. Thus we do not need the representation of the dual of $L_{\infty}(a, b)$ or even the dual of $W_{\infty}^{1}(a, b)$ in the following theorem.

The analog of Theorem 5.3.1 is obtained for $p=\infty$ if we use Theorem 4.7.5. And with the above considerations we obtain

Theorem 5.3.3. Suppose that $A_{1} \in M_{n}\left(W_{1}^{1}(a, b)\right)$ and $A_{0,0 \mathrm{v}} \in M_{n_{0}, n_{v}}\left(W_{1}^{1}(a, b)\right)$ for $v=1, \ldots$, l. Here $A_{0,0 v}$ is the block of $A_{0}$ with index $(0, v)$ according to the block structure of $A_{1}$. Let $W_{0}$ be defined by (5.1.3) and suppose that $W_{0}$ belongs to $M_{n}\left(L_{q}(a, b)\right)$ for some $q>1$. Assume that a and $b$ are no accumulation points of the set $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Suppose that the boundary eigenvalue problem (5.1.1), (5.1.2) is Birkhoff regular and choose the curves $\Gamma_{v}(v \in \mathbb{N})$ according to Theorem 4.3.9. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $T$ and let

$$
\left\{y_{\kappa, l}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, l}^{(j)}, d_{\kappa, l}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $T$ and $T^{*}$ at $\lambda_{\mathrm{\kappa}}$, respectively. Then

$$
f=-\lim _{v \rightarrow \infty} \sum_{\left.\right|_{k \in \mathbb{N}} \in \mathbb{N}_{k}}\left(\sum_{j=1}^{r\left(\lambda_{k}\right)^{m_{k, j}} \sum_{h=0}^{1}} y_{\kappa, h}^{(j)} \int_{a}^{b} u_{\kappa, m_{k, j}-1-h}^{(j)}(x)^{\top} A_{1}(x) f(x) \mathrm{d} x\right)
$$

holds in $(C(a, b))^{n}$ for all $f \in(C[a, b] \cap B V[a, b])^{n}$ with $f=\Delta_{0} f$ and

$$
B(\lambda) f=\Delta_{0} M_{0}(\lambda)^{-1} I_{3}^{0}\left(\left(\left(\Delta_{0}-I_{n}\right) A_{0} f, \widetilde{T}_{0}^{R} f\right), \lambda\right)=0
$$

for some $\lambda \in \mathbb{C} \backslash\{0\}$, where $\Delta_{0}$ and $I_{3}^{0}$ are defined in (4.1.22) and (4.4.12),

$$
\tilde{T}_{0}^{R} f=\sum_{j=0}^{\infty} W_{0}^{(j)} f\left(a_{j}\right)+\int_{a}^{b} W_{0}(t) f(t) \mathrm{d} t
$$

and $W_{0}, W_{0}^{(j)}(j \in \mathbb{N})$ are defined in (5.1.3)-(5.1.5).

### 5.4. Examples for expansions in eigenfunctions and associated functions

We continue the discussion of the boundary eigenvalue problem (4.3.18), (4.3.20) given by

$$
\begin{gathered}
y^{\prime}-\lambda y-\left(\begin{array}{ll}
0 & \alpha \\
0 & 0
\end{array}\right) y=0, \\
\left(\begin{array}{ll}
1 & 1 \\
0 & \lambda
\end{array}\right) y(0)+\left(\begin{array}{cc}
1 & 0 \\
0 & \lambda+\beta
\end{array}\right) y(1)=0 .
\end{gathered}
$$

We have shown that this boundary eigenvalue problem is Birkhoff regular. For the expansion of arbitrary functions with respect to eigenfunctions and associated functions of this boundary eigenvalue problem we have to determine biorthogonal CSEAVs of the corresponding boundary eigenvalue operator function $T$ and its adjoint $T^{*}$. But since we know the characteristic matrix of the boundary eigenvalue problem explicitly, we shall first determine biorthogonal CSEAVs of $M$ and $M^{*}$.

We have seen that the algebraic and the geometric multiplicities of the eigenvalues depend on the values of $\alpha$ and $\beta$. Therefore, we shall consider three cases. First let us state some general properties. A fundamental matrix function of the differential system (4.3.18) is

$$
Y(x, \lambda)=\left(\begin{array}{cc}
e^{\lambda x} & \alpha x e^{\lambda x} \\
0 & e^{\lambda x}
\end{array}\right)
$$

(see (4.3.19)). The characteristic matrix is given by (4.3.21):

$$
M(\lambda)=\left(\begin{array}{cc}
e^{\lambda}+1 & \alpha e^{\lambda}+1 \\
0 & (\lambda+\beta) e^{\lambda}+\lambda
\end{array}\right)
$$

According to Theorem 3.1.4 we need the operator function $\left(T^{R} U\right)^{*}$ in order to determine the eigenfunctions and associated functions of $T^{*}$ from the eigenvectors and associated vectors of $M^{*}$. In (3.3.4) we have calculated

$$
\left(\left(T^{R} U\right)^{*}(\lambda) d\right)(x)=Y^{-1}(x, \lambda)^{\top} Y(1, \lambda)^{\top} W^{(1)}(\lambda)^{\top} d
$$

Since $W^{(1)}(\lambda)$ is the coefficient matrix of $y(1)$ in (4.3.20), we obtain

$$
\left(\left(T^{R} U\right)^{*}(\lambda) d\right)(x)=\left(\begin{array}{cc}
e^{\lambda(1-x)} & 0 \\
\alpha(1-x) e^{\lambda(1-x)} & (\lambda+\beta) e^{\lambda(1-x)}
\end{array}\right) d
$$

The asymptotic boundary conditions were obtained with $C_{2}(\lambda)=\left(\begin{array}{ll}1 & 0 \\ 0 & \lambda\end{array}\right)$. Thus Remark 4.7.6 i) yields that the boundary condition $B(\lambda) f=0$ in Theorem 5.3.3 is equivalent to $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) f(0)+f(1)=0$.

If $\beta=0$, the eigenvalues of $M$ are $0, \lambda_{k}:=(2 k-1) \pi i$ and $\lambda_{-k}:=(-2 k+1) \pi i$ for $k=1,2, \ldots$.

CASE I. $\beta=0$ and $\alpha=1$. For $k \in \mathbb{Z} \backslash\{0\}$ we set

$$
V_{k}(\lambda):=\frac{1}{\lambda-\lambda_{k}} M(\lambda)
$$

and obtain

$$
V_{k}\left(\lambda_{k}\right)=\left(\begin{array}{cc}
-1 & -1 \\
0 & -\lambda_{k}
\end{array}\right)
$$

since

$$
\lim _{\lambda \rightarrow \lambda_{k}} \frac{e^{\lambda}+1}{\lambda-\lambda_{k}}=-1
$$

We set

$$
\begin{gathered}
c_{k}^{(1)}:=\binom{1}{0}, \quad c_{k}^{(2)}:=\binom{0}{1} \\
d_{k}^{(1)}:=V_{k}\left(\lambda_{k}\right)^{-1 \mathrm{~T}}\binom{1}{0}=\binom{-1}{\frac{1}{\lambda_{k}}}, \quad d_{k}^{(2)}:=V_{k}\left(\lambda_{k}\right)^{-1 \mathrm{~T}}\binom{0}{1}=\binom{0}{-\frac{1}{\lambda_{k}}}
\end{gathered}
$$

Since $M\left(\lambda_{k}\right)=0$, any nonzero element of $\mathbb{C}^{2}$ is an eigenvector of $M$ or $M^{*}$, respectively. From

$$
\binom{d_{k}^{(1) \top}}{d_{k}^{(2) \top}} V_{k}\left(\lambda_{k}\right)\left(\begin{array}{ll}
c_{k}^{(1)} & c_{k}^{(2)}
\end{array}\right)=I_{2}
$$

we immediately infer that $\left\{c_{k}^{(1)}, c_{k}^{(2)}\right\}$ and $\left\{d_{k}^{(1)}, d_{k}^{(2)}\right\}$ are biorthogonal CSEAVs of $M$ and $M^{*}$ at $\lambda_{k}$.

Now we have to find the corresponding eigenfunctions of $T$ and $T^{*}$. We set

$$
y_{k}^{(j)}:=Y\left(x, \lambda_{k}\right) c_{k}^{(j)}, u_{k}^{(j)}:=-\left(T^{R} U\right)^{*}\left(\lambda_{k}\right) d_{k}^{(j)}, v_{k}^{(j)}:=\binom{u_{k}^{(j)}}{d_{k}^{(j)}} \quad(j=1,2)
$$

From Theorem 3.1.4 we know that $\left\{y_{k}^{(1)}, y_{k}^{(2)}\right\}$ and $\left\{v_{k}^{(1)}, v_{k}^{(2)}\right\}$ are biorthogonal CSEAVs of $T$ and $T^{*}$ at $\lambda_{k}$. An easy calculation yields

$$
\begin{gathered}
y_{k}^{(1)}(x)=\binom{e^{\lambda_{k} x}}{0}, \quad y_{k}^{(2)}(x)=\binom{x e^{\lambda_{k} x}}{e^{\lambda_{k} x}}, \\
u_{k}^{(1)}(x)=\binom{-e^{-\lambda_{k} x}}{x e^{-\lambda_{k} x}}, \quad u_{k}^{(2)}(x)=\binom{0}{-e^{-\lambda_{k} x}} .
\end{gathered}
$$

We still have to consider the eigenvalue 0 . For this $\alpha$ can be arbitrary. Since 0 is a simple eigenvalue and $M(0)=\left(\begin{array}{cc}2 & \alpha+1 \\ 0 & 0\end{array}\right), d:=\binom{0}{1}$ is a CSEAV of $M^{*}$ at $\mu$. But as

$$
u:=\left(T^{R} U\right)^{*}(0) d=0
$$

the eigenvalue 0 does not contribute to the expansion. In view of Theorem 5.3.2 we thus obtain that the eigenfunction expansion
holds for all $f \in\left(L_{p}(0,1)\right)^{2}, 1<p<\infty$, and the series converges in $\left(L_{p}(0,1)\right)^{2}$. In case $p=\infty$ we infer from Theorem 5.3.3 that the above series converges in $\left(L_{\infty}(0,1)\right)^{2}$ for all $f \in(C[a, b] \cap B V[a, b])^{2}$ satisfying $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) f(0)+f(1)=0$.

For example, if we take $f(x)=\binom{1}{0}$, then the first component yields

$$
1=\frac{4}{\pi} \sum_{k=1}^{\infty} \frac{\sin ((2 k-1) \pi x)}{2 k-1}
$$

in $L_{p}(0,1)$ for $1<p<\infty$. But the right hand side is the Fourier series on $(-1,1)$ of the function which is 1 on $(0,1)$ and -1 on $(-1,0)$. Therefore, the above expansion does not hold uniformly on $[0,1]$.

CASE II. $\beta=0$ and $\alpha \neq 1$. As we have already seen in the discussion of Case I, the eigenvalue 0 does not contribute to the eigenfunction expansion. For $k \in \mathbb{Z} \backslash\{0\}$ we set

$$
c_{k}(\lambda):=\binom{1}{\frac{\lambda-\lambda_{k}}{1-\alpha}}
$$

Since

$$
e^{\lambda}+1=-\left(\lambda-\lambda_{k}\right)-\frac{1}{2}\left(\lambda-\lambda_{k}\right)^{2}+O\left(\left(\lambda-\lambda_{k}\right)^{3}\right)
$$

as $\lambda \rightarrow \lambda_{k}$, we obtain

$$
\begin{aligned}
M(\lambda) c_{k}(\lambda) & =\binom{e^{\lambda}+1+\frac{\alpha e^{\lambda}+1}{1-\alpha}\left(\lambda-\lambda_{k}\right)}{\frac{\lambda}{1-\alpha}\left(e^{\lambda}+1\right)\left(\lambda-\lambda_{k}\right)} \\
& =\binom{+\left(\frac{1}{2}-\frac{1}{1-\alpha}\right)\left(\lambda-\lambda_{k}\right)^{2}+O\left(\left(\lambda-\lambda_{k}\right)^{3}\right)}{-\frac{\lambda_{k}}{1-\alpha}\left(\lambda-\lambda_{k}\right)^{2}-\frac{1+\frac{1}{2} \lambda_{k}}{1-\alpha}\left(\lambda-\lambda_{k}\right)^{3}+O\left(\left(\lambda-\lambda_{k}\right)^{4}\right)} \\
& =O\left(\left(\lambda-\lambda_{k}\right)^{2}\right) .
\end{aligned}
$$

This proves that $c_{k}$ is a root function of $M$ at $\lambda_{k}$ of order 2 . It is easy to see that

$$
d_{k}:=\binom{-\left(\lambda-\lambda_{k}\right)}{\frac{\alpha-1}{\lambda_{k}}+\left(\frac{1}{\lambda_{k}}+\frac{1-\alpha}{\lambda_{k}^{2}}\right)\left(\lambda-\lambda_{k}\right)}
$$

is a root function of $M^{*}$ at $\lambda_{k}$ of order 2 . Furthermore we obtain that

$$
d_{k}(\lambda)^{\top}\left(\lambda-\lambda_{k}\right)^{-2} M(\lambda) c_{k}(\lambda)=1+O\left(\left(\lambda-\lambda_{k}\right)\right)^{2}
$$

Since the dimension of the null space of $M\left(\lambda_{k}\right)$ is 1 , this proves that $c_{k}$ and $d_{k}$ are biorthogonal CSRFs of $M$ and $M^{*}$ at $\mu$.

Now we calculate

$$
\begin{aligned}
Y(x, \lambda) c_{k}(\lambda) & =\left(\begin{array}{cc}
e^{\lambda x} & \alpha x e^{\lambda x} \\
0 & e^{\lambda x}
\end{array}\right)\binom{1}{\frac{\lambda-\lambda_{k}}{1-\alpha}} \\
& =\binom{e^{\lambda_{k} x}+\frac{x}{1-\alpha} e^{\lambda_{k} x}\left(\lambda-\lambda_{k}\right)}{\frac{1}{1-\alpha} e^{\lambda_{k} x}\left(\lambda-\lambda_{k}\right)}+O\left(\left(\lambda-\lambda_{k}\right)^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& -\left(\left(T^{R} U\right)^{*}(\lambda) d_{k}(\lambda)\right)(x) \\
& =\left(\begin{array}{cc}
e^{\lambda(1-x)} & 0 \\
\alpha(1-x) e^{\lambda(1-x)} & \lambda e^{\lambda(1-x)}
\end{array}\right)\binom{\lambda-\lambda_{k}}{\frac{1-\alpha}{\lambda_{k}}-\left(\frac{1}{\lambda_{k}}+\frac{1-\alpha}{\lambda_{k}^{2}}\right)\left(\lambda-\lambda_{k}\right)} \\
& =\binom{e^{\lambda_{k}(1-x)}\left(\lambda-\lambda_{k}\right)}{(1-\alpha) e^{\lambda_{k}(1-x)}-x e^{\lambda_{k}(1-x)}\left(\lambda-\lambda_{k}\right)}+O\left(\left(\lambda-\lambda_{k}\right)^{2}\right) .
\end{aligned}
$$

For $k \in \mathbb{Z} \backslash\{0\}$ we set

$$
\begin{gathered}
y_{k, 0}(x):=\binom{e^{\lambda_{k} x}}{0}, \quad y_{k, 1}(x):=\binom{\frac{x}{1-\alpha} e^{\lambda_{k} x}}{\frac{1}{1-\alpha} e^{\lambda_{k} x}}, \\
d_{k, 0}:=\binom{0}{\frac{\alpha-1}{\lambda_{k}}}, \quad d_{k, 1}(x):=\binom{-1}{\frac{1}{\lambda_{k}}+\frac{1-\alpha}{\lambda_{k}^{2}}}, \\
u_{k, 0}(x):=\binom{0}{-(1-\alpha) e^{-\lambda_{k} x}}, \quad u_{k, 1}(x):=\binom{-e^{-\lambda_{k} x}}{x e^{-\lambda_{k} x}} .
\end{gathered}
$$

Then $\left\{y_{k, 0}, y_{k, 1}\right\}$ and $\left\{\binom{u_{k, 0}}{d_{k, 0}},\binom{u_{k, 1}}{d_{k, 1}}\right\}$ are biorthogonal canonical systems of eigenfunctions and associated functions at $\lambda_{k}$. With the aid of Theorem 5.3.2 we obtain that

$$
f=-\lim _{v \rightarrow \infty}\left\{\sum_{\substack{k=1 \\ j}} \sum_{\substack{1,2 \\ l= \pm k}} y_{l, j} \int_{0}^{1} u_{l, 1-j}(x)^{\top} f(x) \mathrm{d} x\right\}
$$

holds for all $f \in\left(L_{p}(0,1)\right)^{2}, 1<p<\infty$, and the series converges in $\left(L_{p}(0,1)\right)^{2}$. Furthermore, we know from Theorem 5.3.3 that the series converges in $\left(L_{\infty}(0,1)\right)^{2}$ for all $f \in(C[a, b] \cap B V[a, b])^{2}$ with $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) f(0)+f(1)=0$.

CASE III. $\beta \neq 0$. We already know that the eigenvalues are $\lambda_{k}(k \in \mathbb{Z} \backslash\{0\})$ as defined above and additionally the zeros of $(\lambda+\beta) e^{\lambda}+\lambda$. We assume that the zeros of $(\lambda+\beta) e^{\lambda}+\lambda$ are simple, i.e., that this function and its derivative $(\lambda+\beta+1) e^{\lambda}+1$ do not have common zeros. This condition holds if and only if $(\lambda+\beta) e^{\lambda}+\lambda$ and $e^{\lambda}+1-\lambda$ or, equivalently, $e^{\lambda}+1-\lambda$ and $(\lambda+\beta)(\lambda-1)+\lambda$ have no common zeros. Thus we exclude those $\beta=\frac{\mu}{1-\mu}-\mu$ where $\mu$ is any root of $e^{\lambda}+1-\lambda=0$. Then the zeros of $(\lambda+\beta) e^{\lambda}+\lambda$ and of $e^{\lambda}+1$ are different and
simple. Thus the boundary eigenvalue problem has only simple eigenvalues. We have already given an estimate for the large zeros of $(\lambda+\beta) e^{\lambda}+\lambda$ (we slightly change the notation):

$$
\left\{\begin{array}{l}
\mu_{k}=(2 k-1) \pi i+o(1) \quad \text { as } k \rightarrow+\infty,  \tag{5.4.1}\\
\mu_{k}=(2 k+1) \pi i+o(1) \quad \text { as } k \rightarrow-\infty .
\end{array}\right.
$$

Hence, for sufficiently large natural numbers $k_{0}$, the zeros of $(\lambda+\beta) e^{\lambda}+\lambda$ with $|\Re(\lambda)|>2 k_{0} \pi$ or $|\mathfrak{I}(\lambda)|>2 k_{0} \pi$ are exactly

$$
\mu_{k_{0}+1}, \mu_{-k_{0}-1}, \mu_{k_{0}+2}, \mu_{-k_{0}-2}, \ldots
$$

We shall show that $(\lambda+\beta) e^{\lambda}+\lambda$ has exactly $2 k_{0}+1$ zeros with $|\Re(\lambda)| \leq 2 k_{0} \pi$ and $|\mathfrak{S}(\lambda)| \leq 2 k_{0} \pi$ if $k_{0}$ is sufficiently large. Thus we can denote the zeros of $(\lambda+\beta) e^{\lambda}+\lambda$ by $\mu_{k}(k \in \mathbb{Z})$ such that the asymptotic behaviour (5.4.1) holds. We know that $\lambda e^{\lambda}+\lambda$ has exactly $2 k_{0}+1$ simple zeros with $|\mathscr{R}(\lambda)| \leq 2 k_{0} \pi$ and $|\mathcal{S}(\lambda)| \leq 2 k_{0} \pi$, namely $\left(-2 k_{0}+1\right) \pi i,\left(-2 k_{0}+3\right) \pi i, \ldots,\left(2 k_{0}-3\right) \pi i,\left(2 k_{0}-1\right) \pi i$, and 0 . Let $k_{0} \in \mathbb{N}$ such that $|\beta|<k_{0} \pi$. For $\mathfrak{I}(\lambda)= \pm 2 k_{0} \pi$ we have $e^{\lambda}=e^{\Re(\lambda)}>0$, and hence

$$
\left|\beta e^{\lambda}\right|<|\lambda|\left|e^{\lambda}+1\right| .
$$

For $\mathscr{R}(\lambda)=2 k_{0} \pi$ we have because of $\left|e^{\lambda}\right|>2$ that

$$
\begin{aligned}
\left|\beta e^{\lambda}\right| & <\frac{1}{2}|\lambda|\left|e^{\lambda}\right|<|\lambda|\left(\left|e^{\lambda}\right|-1\right) \\
& \leq|\lambda|\left|e^{\lambda}+1\right| .
\end{aligned}
$$

For $\Re(\lambda)=-2 k_{0} \pi$ we have because of $\left|e^{\lambda}\right|<\frac{1}{2}$ that

$$
\begin{aligned}
\left|\beta e^{\lambda}\right| & <\frac{1}{2}|\lambda|<|\lambda|\left(1-\left|e^{\lambda}\right|\right) \\
& \leq|\lambda|\left|e^{\lambda}+1\right| .
\end{aligned}
$$

Hence Rouché's theorem yields that $(\lambda+\beta) e^{\lambda}+\lambda$ and $\lambda e^{\lambda}+\lambda$ have the same number of zeros inside the rectangle $|\Re(\lambda)| \leq 2 k_{0} \pi$ and $|\mathfrak{I}(\lambda)| \leq 2 k_{0} \pi$.

For $k \in \mathbb{Z} \backslash\{0\}, c_{k}:=\binom{1}{0}$ is an eigenvector of $M$ at $\lambda_{k}$, and $d_{k}:=\binom{-1}{\frac{\alpha-1}{\beta}}$ is an eigenvector of $M^{*}$ at $\lambda_{k}$. From

$$
\left.\left(\lambda-\lambda_{k}\right)^{-1} M(\lambda) c_{k}\right|_{\lambda=\lambda_{k}}=\binom{-1}{0}
$$

we immediately infer that $c_{k}$ and $d_{k}$ are a biorthogonal CSEAVs of $M$ and $M^{*}$ at $\lambda_{k}$. The corresponding CSEAVs $y_{k}$ and $\binom{u_{k}}{d_{k}}$ of the boundary eigenvalue problem are given by

$$
y_{k}(x):=Y\left(x, \lambda_{k}\right) c_{k}=\binom{e^{\lambda_{k} x}}{0}
$$

and

$$
u_{k}(x):=-\left(\left(T^{R} U\right)^{*}\left(\lambda_{k}\right) d_{k}\right)(x)=\binom{-e^{-\lambda_{k} x}}{-\left(\alpha(1-x)+(1-\alpha) \frac{\lambda_{k}+\beta}{\beta}\right) e^{-\lambda_{k} x}} .
$$

For $k \in \mathbb{Z}$,

$$
\tilde{c}_{k}:=\binom{-\frac{\alpha e^{\mu_{k}}+1}{e^{\mu_{k}}+1}}{1}
$$

is an eigenvector of $M$ at $\mu_{k}$, and

$$
\tilde{d}_{k}:=\binom{0}{\frac{1}{e^{\mu_{k}}+1-\mu_{k}}}
$$

is an eigenvector of $M^{*}$ at $\mu_{k}$. An easy calculation yields

$$
\begin{aligned}
\tilde{d}_{k}^{\top} & \left.\left(\lambda-\mu_{k}\right)^{-1} M(\lambda) \tilde{c}_{k}\right|_{\lambda=\mu_{k}} \\
& =\left.\frac{1}{e^{\mu_{k}}+1-\mu_{k}}\left(\lambda-\mu_{k}\right)^{-1}\left((\lambda+\beta) e^{\lambda}+\lambda\right)\right|_{\lambda=\mu_{k}} \\
& =\frac{e^{\mu_{k}}+\left(\mu_{k}+\beta\right) e^{\mu_{k}+1}}{e^{\mu_{k}}+1-\mu_{k}} \\
& =1,
\end{aligned}
$$

which proves that $\tilde{c}_{k}$ and $\tilde{d}_{k}$ are biorthogonal CSEAVs of $M$ and $M^{*}$ at $\mu_{k}$. We set

$$
\begin{aligned}
& \tilde{y}_{k}(x):=Y\left(x, \mu_{k}\right) \tilde{c}_{k}=\binom{\frac{\alpha x-\alpha(1-x) e^{\mu_{k}}-1}{e^{\mu_{k}+1}} e^{\mu_{k} x}}{e^{\mu_{k} x}} \\
& \tilde{u}_{k}(x):=-\left(\left(T^{R} U\right)^{*}\left(\mu_{k}\right) \tilde{d}_{k}\right)(x)=\binom{0}{\frac{\mu_{k}}{e^{\mu_{k}}+1-\mu_{k}} e^{-\mu_{k} x}} .
\end{aligned}
$$

With the aid of Theorem 5.3.2 we obtain that

$$
f=-\lim _{v \rightarrow \infty}\left\{\sum_{k=1}^{v} \sum_{l= \pm k} y_{l} \int_{0}^{1} u_{l}(x)^{\top} f(x) \mathrm{d} x+\sum_{k=-v}^{v} \tilde{y}_{l} \int_{0}^{1} \tilde{u}_{l}(x)^{\top} f(x) \mathrm{d} x\right\}
$$

holds for all $f \in\left(L_{p}(0,1)\right)^{2}, 1<p<\infty$, and the series converges in $\left(L_{p}(\dot{0}, 1)\right)^{2}$. Furthermore, we know from Theorem 5.3.3 that the series converges in $\left(L_{\infty}(0,1)\right)^{2}$ for all $f \in(C[a, b] \cap B V[a, b])^{2}$ with $\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) f(0)+f(1)=0$.

In case $\beta=\frac{\mu}{1-\mu}-\mu$ for some root $\mu$ of $e^{\lambda}+1-\lambda=0, \mu$ is a non-simple eigenvalue. Hence we have at most two eigenvalues for which a CSEAV contains an associated vector. We shall not pursue this exceptional case further.

### 5.5. Stone regular boundary eigenvalue problems

In Section 4.4 we have defined Stone regularity for the boundary eigenvalue problem (4.1.1), (4.1.2). In an analogous manner to Definition 5.2.1 we define Stone regularity for the boundary eigenvalue problem (5.1.1), (5.1.2):
Definition 5.5.1. Let $s \in \mathbb{N}$. The boundary eigenvalue problem (5.1.1), (5.1.2) is called $s$-regular if there is an $n \times n$ matrix polynomial $C_{2}(\lambda)$ satisfying the assumptions made at the beginning of Section 5.1 such that the boundary eigenvalue problem (5.1.1), $\widetilde{T}^{R}(\lambda) y=0$ is $s$-regular in the sense of Definition 4.4.1, where $\widetilde{T}^{R}(\lambda)$ is defined in (5.1.8). The boundary eigenvalue problem (5.1.1), (5.1.2) is called Stone regular if it is $s$-regular for some $s \in \mathbb{N}$.

We now deduce a method how to check Stone regularity. As in Section 5.1 we can construct a matrix polynomial $C_{2}$ such that

$$
\left\{\begin{array}{l}
C_{2}^{-1}(\lambda) W^{(j)}(\lambda)=W_{0}^{(j)}+O\left(\lambda^{-1}\right),  \tag{5.5.1}\\
C_{2}^{-1}(\lambda) W(\cdot, \lambda)=W_{0}+O\left(\lambda^{-1}\right) \text { in } M_{n}\left(L_{1}(a, b)\right)
\end{array}\right.
$$

as $\lambda \rightarrow \infty$, and such that the following alternative holds:
i) either one row of

$$
C_{2}^{-1}(\lambda)\left(W(\cdot, \lambda), W^{(1)}(\lambda), W^{(2)}(\lambda), \ldots\right)
$$

is identically zero, or
ii) the rows of

$$
\left(W_{0}, W_{0}^{(1)}, W_{0}^{(2)}, \ldots\right)
$$

are linearly independent.
In the first case, the determinant of the characteristic matrix is identically zero, and hence the problem cannot be Stone regular.

Thus we shall assume that the condition ii) holds. We suppose that the assumptions of Theorem 2.8.2 are fulfilled for some $k>0$. First we shall see that the asymptotic behaviour of the boundary matrices (5.5.1) can be described more precisely. In the proof of Theorem 5.2 .3 we have seen that $C_{2}^{-1}(\lambda)=\lambda^{\wedge} \widetilde{C}_{2}(\lambda)$, where $\widetilde{C}_{2}(\lambda)$ is an asymptotic polynomial of arbitrary order. Since (5.5.1) holds,
there are $n \times n$ matrices $W_{v}^{(j)}(v=1, \ldots, k ; j \in \mathbb{N})$ and $n \times n$ matrix functions $W_{v} \in M_{n}\left(L_{1}(a, b)\right)$ such that

$$
\left\{\begin{array}{l}
C_{2}^{-1}(\lambda) W^{(j)}(\lambda)-\sum_{v=0}^{k} \lambda^{-v} W_{v}^{(j)}=O\left(\lambda^{-k-1}\right) \quad(j \in \mathbb{N})  \tag{5.5.2}\\
C_{2}^{-1}(\lambda) W(\cdot, \lambda)-\sum_{v=0}^{k} \lambda^{-v} W_{v}=O\left(\lambda^{-k-1}\right) \quad \text { in } M_{n}\left(L_{1}(a, b)\right)
\end{array}\right.
$$

as $\lambda \rightarrow \infty$. If only finitely many matrix functions $W^{(j)}$ are different from zero, then we obtain

$$
\sum_{j=0}^{\infty}\left|C_{2}^{-1}(\lambda) W^{(j)}(\lambda)-\sum_{v=0}^{k} \lambda^{-v} W_{v}^{(j)}\right|=O\left(\lambda^{-k-1}\right)
$$

as $\lambda \rightarrow \infty$. This immediately implies that

$$
\sum_{j=0}^{\infty} \widehat{W}^{(j)}(\lambda) y\left(a_{j}\right)-\sum_{v=0}^{k} \lambda^{-v} W_{v}^{(j)} y\left(a_{j}\right)=O\left(\lambda^{-k-1}\right)|y|_{(0)}
$$

holds, where $y$ varies in $(C([a, b]))^{n}$ and

$$
\widehat{W}^{(j)}(\lambda):=C_{2}^{-1}(\lambda) W^{(j)}(\lambda) \quad(j \in \mathbb{N})
$$

for sufficiently large $\lambda$. Now we shall show that this estimate also holds if infinitely many matrix functions $W^{(j)}$ are different from zero and if the estimates (5.1.4) and (5.1.5) hold with respect to $C_{2}$. The matrix functions $\widehat{W}^{(j)}(j \in \mathbb{N})$ are holomorphic in a neighbourhood of $\infty$, and

$$
\widehat{W}^{(j)}(\infty)=W_{0}^{(j)} \quad(j \in \mathbb{N})
$$

by (5.1.5). The estimates (5.1.4) and (5.1.5) give

$$
\begin{aligned}
\sum_{j=0}^{\infty}\left|\widehat{W}^{(j)}(\lambda) y\left(a_{j}\right)\right| & \leq\left(\sum_{j=0}^{\infty}\left|C_{2}^{-1}(\lambda) W^{(j)}(\lambda)-W_{0}^{(j)}\right|+\sum_{j=0}^{\infty}\left|W_{0}^{(j)}\right|\right)|y|_{(0)} \\
& =O(1)|y|_{(0)}
\end{aligned}
$$

for $y \in(C[a, b])^{n}$ as $\lambda \rightarrow \infty$. This proves that

$$
\sum_{j=0}^{\infty} \widehat{W}^{(j)} y\left(a_{j}\right)
$$

is uniformly bounded and convergent in a neighbourhood of $\infty$. By Vitali's theorem there is a neighbourhood of $\infty$ where $\sum_{j=0}^{\infty} \widehat{W}^{(j)} y\left(a_{j}\right)$ converges uniformly
and defines a holomorphic function at $\infty$. Because of the uniform convergence we have for sufficiently large $r$ and $v \in \mathbb{N}$ that

$$
\begin{aligned}
\frac{1}{2 \pi i} \oint_{|\lambda|=r} \lambda^{v-1} \sum_{j=0}^{\infty} \widehat{W}^{(j)}(\lambda) y\left(a_{j}\right) \mathrm{d} \lambda & =\sum_{j=0}^{\infty} \frac{1}{2 \pi i} \oint_{|\lambda|=r} \lambda^{v-1} \widehat{W}^{(j)}(\lambda) y\left(a_{j}\right) \mathrm{d} \lambda \\
& =\sum_{j=0}^{\infty} W_{v}^{(j)} y\left(a_{j}\right)
\end{aligned}
$$

In view of the above estimate this shows that

$$
y \mapsto \sum_{j=0}^{\infty} W_{v}^{(j)} y\left(a_{j}\right) \quad\left(y \in(C[a, b])^{n}\right)
$$

converges unconditionally in $L\left((C[a, b])^{n}, \mathbb{C}^{n}\right)$ and that

$$
\left|\sum_{j=0}^{\infty} W_{v}^{(j)} y\left(a_{j}\right)\right|_{(0)}=O\left(r^{v}\right)|y|_{(0)}
$$

Taking constant functions, e.g. the unit vectors in $\mathbb{C}^{n}$, we obtain that $\sum_{j=0}^{\infty} W_{v}^{(j)}$ converges unconditionally and hence also absolutely, i.e.,

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left|W_{v}^{(j)}\right|<\infty \quad(v=0, \ldots, k) \tag{5.5.3}
\end{equation*}
$$

The Taylor expansion of $\sum_{j=0}^{\infty} \widehat{W}^{(j)}(\lambda) y\left(a_{j}\right)$ at $\infty$ yields that

$$
\begin{align*}
& \sum_{j=0}^{\infty} \widehat{W}^{(j)}(\lambda) y\left(a_{j}\right)-\sum_{v=0}^{k} \lambda^{-v} \sum_{j=0}^{\infty} W_{v}^{(j)} y\left(a_{j}\right)  \tag{5.5.4}\\
& \quad=\sum_{v=k+1}^{\infty} \lambda^{-v} \sum_{j=0}^{\infty} W_{v}^{(j)} y\left(a_{j}\right)=O\left(\lambda^{-k-1}\right)|y|_{(0)}
\end{align*}
$$

as $\lambda \rightarrow \infty$ for $y \in(C([a, b]))^{n}$.
PROPOSITION 5.5.2. Let $k \in \mathbb{N}$ be such that the assumptions of Theorem 2.8.2 are satisfied. The matrix functions $P^{[r]}(r=0, \ldots, k)$ and $E(\cdot, \lambda)$ are as in Theorem 2.8.2. The matrices $W_{v}^{(j)}$ and the matrix functions $W_{v}$ are as given by (5.5.2). In addition, we assume that $W_{v} \in M_{n}\left(W_{1}^{k-v}(a, b)\right)$ for $v=0, \ldots, k$. For $r=0, \ldots, k$ we set

$$
\left(u_{m, q, r}^{[0]}\right)_{m, q=1}^{n}:=\sum_{v=0}^{r} W_{v} P^{[r-v]} \in M_{n}\left(W_{1}^{k-r}(a, b)\right)
$$

With $\hat{r}_{q}\left(q=n_{0}+1, \ldots, n\right)$ given by $A_{1}=: \operatorname{diag}\left(0, \ldots, 0, \hat{r}_{n_{0}+1}, \ldots, \hat{r}_{n}\right)$ we define

$$
u_{m, q, r}^{[j+1]}:=-\left(\frac{u_{m, q, r}^{[j]}}{\hat{r}_{q}}\right)^{\prime}
$$

for $m \in\{1, \ldots, n\}, q \in\left\{n_{0}+1, \ldots, n\right\}, r \in\{0, \ldots, k-1\}$, and $j=0, \ldots k-r-1$. For $m=1, \ldots, n$ and $r=0, \ldots, k$ we set

$$
\begin{aligned}
& \hat{w}_{m, q, r}^{(0)}:= \begin{cases}-\sum_{j=0}^{r-1} \frac{l_{m, q, r-j-1}^{(i)}(a)}{\tilde{r}_{q}(a)} & \text { for } q=n_{0}+1, \ldots, n, \\
0 & \text { for } q=1, \ldots, n_{0},\end{cases} \\
& \hat{w}_{m, q, r}^{(1)}:= \begin{cases}\sum_{j=0}^{r-1} \frac{u_{m, q-r-j}(b)}{\tilde{m}_{q}(b)} & \text { for } q=n_{0}+1, \ldots, n, \\
0 & \text { for } q=1, \ldots, n_{0} .\end{cases}
\end{aligned}
$$

For $j=0,1$ and $r \in\{1, \ldots, k\}$ we set

$$
\widehat{W}_{r}^{(j)}:=\left(\hat{w}_{m, q, r}^{(j)}\right)_{m, q=1}^{n} .
$$

For $j>1$ and $r \in\{0, \ldots, k\}$ let $\widehat{W}_{r}^{(j)}:=0$. We set

$$
\begin{align*}
\widehat{M}_{1, k}(\lambda) & :=\sum_{j=0}^{\infty} \sum_{r=0}^{k} \lambda^{-r} \widetilde{W}_{r}^{(j)} E\left(a_{j}, \lambda\right)  \tag{5.5.5}\\
& +\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} \int_{a}^{b} W_{v}(t) P^{[r-v]}(t) \mathrm{d} t\left(I_{n}-\Delta_{0}\right)
\end{align*}
$$

where

$$
\begin{equation*}
\widetilde{W}_{r}^{(j)}=\sum_{v=0}^{r} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right)+\widehat{W}_{r}^{(j)} \tag{5.5.6}
\end{equation*}
$$

and $\Delta_{0}$ is defined in (4.1.22). Let

$$
\begin{equation*}
\tilde{M}(\lambda)=\tilde{T}^{R}(\lambda) \tilde{Y}(\lambda)\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right) \tag{5.5.7}
\end{equation*}
$$

denote the characteristic matrix of the boundary eigenvalue problem (5.1.1), $\widetilde{T}^{R}(\lambda) y=0$, where $\widetilde{T}^{R}(\lambda)$ is defined in (5.1.8) and the fundamental matrix function

$$
\widetilde{Y}(\cdot, \lambda)=\left(\sum_{r=0}^{k} \lambda^{-r} P^{[r]}+\lambda^{-k} B_{k}(\cdot, \lambda)\right) E(\cdot, \lambda)
$$

is as in Theorem 2.8.2. Then

$$
\begin{equation*}
\tilde{M}(\lambda)-\widehat{M}_{1, k}(\lambda)\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right)=o\left(\lambda^{-k}\right), \tag{5.5.8}
\end{equation*}
$$

where $\Delta(\lambda)$ is defined in (4.1.22).
Proof. For sufficiently large $\lambda$, the matrix function

$$
\sum_{j=0}^{\infty} \widehat{W}^{(j)}(\lambda) \widetilde{Y}\left(a_{j}, \lambda\right)-\sum_{j=0}^{\infty} \sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)
$$

is well-defined by (5.5.3). For $c \in \mathbb{C}^{n}$ we set

$$
R^{(j)}(\lambda) c:=\widehat{W}^{(j)}(\lambda) c-\sum_{v=0}^{k} \lambda^{-v} W_{v}^{(j)} c
$$

Then we obtain

$$
\begin{aligned}
& \widehat{W}^{(j)}(\lambda) \widetilde{Y}\left(a_{j}, \lambda\right)-\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right) E\left(a_{j}, \lambda\right) \\
& =\left(\sum_{v=0}^{k} \lambda^{-v} W_{v}^{(j)}+R^{(j)}(\lambda)\right)\left(\sum_{r=0}^{k} \lambda^{-r} P^{[r]}\left(a_{j}\right)+\lambda^{-k} B_{k}\left(a_{j}, \lambda\right)\right) E\left(a_{j}, \lambda\right) \\
& \quad-\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right) E\left(a_{j}, \lambda\right) \\
& =R^{(j)}(\lambda) \sum_{r=0}^{k} \lambda^{-r} P^{[r]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)+\lambda^{-k} \widehat{W}^{(j)}(\lambda) B_{k}\left(a_{j}, \lambda\right) E\left(a_{j}, \lambda\right) \\
& \quad+\sum_{r=k+1}^{2 k} \lambda^{-r} \sum_{v=r-k}^{k} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)
\end{aligned}
$$

Let $D_{j}(\lambda)$ be either $E\left(a_{j}, \lambda\right)\left(I_{n}-\Delta(\lambda)\right)$ or $E\left(a_{j}, \lambda\right) E(b, \lambda)^{-1} \Delta(\lambda)$. The estimate (5.5.4) and Proposition 4.3.3i), ii) for $c=a_{j}$ and $d=a$ or $d=b$, respectively, yield that

$$
\begin{aligned}
\left|\sum_{j=0}^{\infty} R^{(j)}(\lambda) \sum_{r=0}^{k} \lambda^{-r} P^{[r]}\left(a_{j}\right) D_{j}(\lambda)\right| & =O\left(\lambda^{-k-1}\right)\left|\sum_{r=0}^{k} \lambda^{-r} P^{[r]} D_{j}(\lambda)\right|_{(0)} \\
& =O\left(\lambda^{-k-1}\right)
\end{aligned}
$$

With the aid of the estimates (2.8.11) and (2.8.12) of $B_{k}$ we also infer that

$$
\sum_{j=0}^{\infty} \lambda^{-k} \widehat{W}^{(j)}(\lambda) B_{k}\left(a_{j}, \lambda\right) D_{j}(\lambda)=O(1) \lambda^{-k}\left|B_{k}(\cdot, \lambda) D_{j}(\lambda)\right|_{(0)}
$$

is of the form $o\left(\lambda^{-k}\right)$ and $O\left(\lambda^{-k} \tau_{p}(\lambda)\right)$ as $\lambda \rightarrow \infty$. And the estimates (5.5.3) yield that

$$
\left|\sum_{j=0}^{\infty} \sum_{r=k+1}^{2 k} \lambda^{-r} \sum_{v=r-k}^{k} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right) D_{j}(\lambda)\right|=O\left(\lambda^{-k-1}\right)
$$

Altogether we obtain that

$$
\sum_{j=0}^{\infty}\left[\widehat{W}^{(j)}(\lambda) \widetilde{Y}\left(a_{j}, \lambda\right)-\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)\right]\left(I_{n}-\Delta(\lambda)\right)
$$

and

$$
\sum_{j=0}^{\infty}\left[\widehat{W}^{(j)}(\lambda) \widetilde{Y}\left(a_{j}, \lambda\right)-\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)\right] E(b, \lambda)^{-1} \Delta(\lambda)
$$

are of the form $o\left(\lambda^{-k}\right)$ and $O\left(\lambda^{-k} \tau_{p}(\lambda)\right)$ as $\lambda \rightarrow \infty$. A similar proof shows that the same estimates hold for

$$
\begin{aligned}
& {\left[\int_{a}^{b} C_{2}(\lambda)^{-1} W(t, \lambda) \widetilde{Y}(t, \lambda) \mathrm{d} t-\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} \int_{a}^{b} W_{v}(t) P^{[r-v]}(t) E(t, \lambda) \mathrm{d} t\right] \times} \\
& \quad \times\left(I_{n}-\Delta(\lambda)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& {\left[\int_{a}^{b} C_{2}(\lambda)^{-1} W(t, \lambda) \widetilde{Y}(t, \lambda) \mathrm{d} t-\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} \int_{a}^{b} W_{v}(t) P^{[r-v]}(t) E(t, \lambda) \mathrm{d} t\right] \times} \\
& \quad \times E(b, \lambda)^{-1} \Delta(\lambda)
\end{aligned}
$$

We thus obtain

$$
\begin{align*}
\tilde{M}(\lambda) & -\sum_{j=0}^{\infty} \sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right) E\left(a_{j}, \lambda\right)\left(I_{n}-\Delta(\lambda)\right)  \tag{5.5.9}\\
& -\sum_{j=0}^{\infty} \sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right) E\left(a_{j}, \lambda\right) E(b, \lambda)^{-1} \Delta(\lambda) \\
& -\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} \int_{a}^{b} W_{v}(t) P^{[r-v]}(t) E(t, \lambda) \mathrm{d} t\left(I_{n}-\Delta(\lambda)\right) \\
& -\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} \int_{a}^{b} W_{v}(t) P^{[r-v]}(t) E(t, \lambda) \mathrm{d} t E(b, \lambda)^{-1} \Delta(\lambda) \\
& =o\left(\lambda^{-k}\right) .
\end{align*}
$$

Let $r \in\{0, \ldots, k\}$. Theorem 2.8.2 yields $P^{[r-v]} \in M_{n}\left(W_{p}^{k+1-r+v}(a, b)\right)$ for $v=0, \ldots, r$. By Propositions 2.3.1 and 2.1.7 we have

$$
\left(u_{m, q, r}^{[0]}\right)_{m, q=1}^{n} \in M_{n}\left(W_{1}^{k-r}(a, b)\right)
$$

The functions $u_{m, q, r}^{[j+1]} \in W_{1}^{k-r-j}(a, b)$ are well-defined because of Propositions 2.3.1 and 2.5.8 since $\hat{r}_{q} \in W_{p}^{k}(a, b)$. An integration by parts, see [HS, (18.19)], yields

$$
\begin{aligned}
\int_{a}^{b} u_{m, q, r}^{[j]}(t) \exp \left\{\lambda \widehat{R}_{q}(t)\right\} \mathrm{d} t & =\left.\frac{1}{\lambda} \frac{u_{m, q, r}^{[j]}(t)}{\hat{r}_{q}(t)} \exp \left\{\lambda \widehat{R}_{q}(t)\right\}\right|_{a} ^{b} \\
& +\frac{1}{\lambda} \int_{a}^{b} u_{m, q, r}^{[j+1]}(t) \exp \left\{\lambda \widehat{R}_{q}(t)\right\} \mathrm{d} t
\end{aligned}
$$

for $j=0, \ldots, k-r-1$, where $\widehat{R}_{q}(t)=\int_{a}^{t} \hat{r}_{q}(\tau) \mathrm{d} \tau$. Hence we obtain

$$
\begin{aligned}
& \int_{a}^{b} u_{m, q, r}^{[0]}(t) \exp \left\{\lambda \widehat{R}_{q}(t)\right\} \mathrm{d} t \\
& \quad=\sum_{j=0}^{k-r-1} \lambda^{-j-1}\left(\frac{u_{m, q, r}^{[j]}(b)}{\hat{r}_{q}(b)} \exp \left\{\lambda \widehat{R}_{q}(b)\right\}-\frac{u_{m, q, r}^{[j]}(a)}{\hat{r}_{q}(a)}\right) \\
& \quad+\lambda^{-k+r} \int_{a}^{b} u_{m, q, r}^{[k-r]}(t) \exp \left\{\lambda \widehat{R}_{q}(t)\right\} \mathrm{d} t
\end{aligned}
$$

by a recursive application of the foregoing equation. In the proof of Proposition 4.3.5 we have seen that, for $v=1, \ldots, l$ and $q$ such that $\hat{r}_{q}=r_{v}$,

$$
\left(1-\delta_{v}(\lambda)\right) \int_{a}^{b} u_{m, q, r}^{[k-r]} \exp \left\{\lambda \widehat{R}_{q}(t)\right\} \mathrm{d} t
$$

and

$$
\delta_{v}(\lambda) \int_{a}^{b} u_{m, q, r}^{[k-r]} \exp \left\{\lambda\left(\widehat{R}_{q}(t)-\hat{R}_{q}(b)\right)\right\} \mathrm{d} t
$$

are $o(1)$ as $\lambda \rightarrow \infty$. Altogether the representation (5.5.8) is proved.
Proposition 5.5.3. Let the notations and assumptions be as in Proposition 5.5.2. We set

$$
\begin{aligned}
& \left(a_{m q}^{(0)}(\lambda)\right)_{m, q=1}^{n}:=\sum_{r=0}^{k} \lambda^{-r} \tilde{W}_{r}^{(0)} \Delta_{0} \\
& \quad+\left(\sum_{j=0}^{\infty} \sum_{r=0}^{k} \lambda^{-r} \widetilde{W}_{r}^{(j)}+\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} \int_{a}^{b} W_{v}(t) P^{[r-v]}(t) \mathrm{d} t\right)\left(I_{n}-\dot{\Delta}_{0}\right) \\
& \left(a_{m q}^{(j)}(\lambda)\right)_{m, q=1}^{n}:=\sum_{r=0}^{k} \lambda^{-r} \tilde{W}_{r}^{(j)} \Delta_{0} \quad(j \in \mathbb{N} \backslash\{0\})
\end{aligned}
$$

and

$$
\begin{equation*}
\alpha_{j_{n_{0}+1}, \ldots, j_{n}}(\lambda):=\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) \prod_{q=1}^{n_{0}} a_{\sigma(q), q}^{(0)}(\lambda) \prod_{q=n_{0}+1}^{n} a_{\sigma(q), q}^{\left(j_{q}\right)}(\lambda) \tag{5.5.10}
\end{equation*}
$$

where $j_{n_{0}+1}, \ldots, j_{n} \in \mathbb{N}$ and $S_{n}$ is the set of permutations of the numbers $1, \ldots, n$. Let $\widehat{M}_{1, k}(\lambda)$ be as defined in (5.5.5). Then

$$
\begin{aligned}
\operatorname{det} \widehat{M}_{1, k}(\lambda) & =\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) \prod_{q=1}^{n}\left(\sum_{j=0}^{\infty} a_{\sigma(q), q}^{(j)}(\lambda) \exp \left\{\lambda \widehat{R}_{q}\left(a_{j}\right)\right\}\right) \\
& =\sum_{j_{n_{0}+1}, \ldots, j_{n}=0}^{\infty} \alpha_{j_{n_{0}+1}, \ldots, j_{n}}(\lambda) \prod_{q=n_{0}+1}^{n} \exp \left\{\lambda \widehat{R}_{q}\left(a_{j_{q}}\right)\right\}
\end{aligned}
$$

where the sum is absolutely convergent.

Proof. The representation is as in the proof of Theorem 4.3.9, where this was done for $k=0$. Since all the estimates also hold here in view of (5.5.3), the convergence also holds for $k>0$.

The following criterion states a sufficient condition for Stone regularity which is essentially due to Cole [CO2], [CO4].
Lemma 5.5.4. Let $k \in \mathbb{N}$ be such that the assumptions of Theorem 2.8.2 are satisfied. The matrix functions $P^{[r]}(r=0, \ldots, k)$ and $E(\cdot, \lambda)$ are given according to Theorem 2.8.2. The matrices $W_{v}^{(j)}$ and the matrix functions $W_{v}$ are as given by (5.5.2). In addition, we assume that $W_{v}$ belongs to $M_{n}\left(W_{1}^{k-v}(a, b)\right)$ for $v=0, \ldots, k$. For $v=1, \ldots, l$ and $\mu=1,2$ we set

$$
\begin{aligned}
W_{v \mu}(\lambda):= & \sum_{r=0}^{k} \lambda^{-r}\left(\widetilde{W}_{r}^{(0)} \Lambda_{v}^{\mu}+\widetilde{W}_{r}^{(1)} \Lambda_{v}^{3-\mu}\right) \\
& +\sum_{r=0}^{k} \lambda^{-r} \sum_{j=0}^{\infty} \widetilde{W}_{r}^{(j)}\left(I_{n}-\Delta_{0}\right) \\
& +\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} \int_{a}^{b} W_{v}(t) P^{[r-v]}(t) \mathrm{d} t\left(I_{n}-\Delta_{0}\right) \\
\tilde{b}_{v \mu}(\lambda):= & \operatorname{det} W_{v \mu}(\lambda)
\end{aligned}
$$

where $\Lambda_{v}^{\mu}$ is given by (4.1.26) or (4.1.27), respectively, and $\widetilde{W}_{r}^{(j)}$ is defined in (5.5.6). The functions $\tilde{b}_{v \mu}$ are asymptotic polynomials. Suppose that

$$
\tilde{b}_{\nu \mu}(\lambda)=\lambda^{-s_{v \mu}}\left[b_{v \mu}\right]
$$

and

$$
b_{v \mu} \neq 0
$$

for $v=1, \ldots, l$ and $\mu=1,2$. Suppose that the exponential sum $\operatorname{det} \widehat{M}_{1, k}$ is weakly regular in the sense of Definition A.2.12, where $\widehat{M}_{1, k}$ is defined in (5.5.5). If

$$
s:=\max \left\{s_{v \mu}: v=1, \ldots, l ; \mu=1,2\right\} \leq k
$$

then the boundary eigenvalue problem (5.1.1), (5.1.2) is $s$-regular.
Proof. Let $A_{1}=: \operatorname{diag}\left(0, \ldots, 0, \hat{r}_{n_{0}+1}, \ldots, \hat{r}_{n}\right)$ and

$$
\widehat{R}_{q}(t):=\int_{a}^{t} \hat{r}_{q}(\tau) \mathrm{d} \tau \quad\left(t \in[a, b], q \in\left\{n_{0}+1, \ldots, n\right\}\right)
$$

By Theorem A.1.3 the convex hull of

$$
\mathscr{E}=\left\{\sum_{q=n_{0}+1}^{n} \widehat{R}_{q}\left(a_{j_{q}}\right): j_{n_{0}+1}, \ldots, j_{n} \in \mathbb{N}\right\}
$$

is a convex polygon, and the set of vertices $\widetilde{\mathscr{E}}$ of this convex polygon has the representation

$$
\widetilde{\mathscr{E}}=\left\{\sum_{q=n_{0}+1}^{n} \widehat{R}_{q}\left(a_{\hat{\delta}_{q}(\lambda)}\right): \lambda \in \mathbb{C} \backslash\{0\}\right\},
$$

see (A.1.3), where $\left(*, \ldots, *, \hat{\delta}_{n_{0}+1}(\lambda), \ldots, \hat{\delta}_{n}(\lambda)\right):=\Delta(\lambda)$ and $\Delta(\lambda)$ is defined in (4.1.22). Let $\widehat{\mathscr{E}}$ be as given by (A.2.36). Since, for each $c \in \mathscr{E}$, the coefficient function $\tilde{b}_{c}(\lambda)$ of $\exp (\lambda c)$ in $\operatorname{det} \widehat{M}_{1, k}(\lambda)$ is a polynomial in $\lambda^{-1}$, we have either $\tilde{b}_{c}(\lambda)=\lambda^{-v_{c}}\left[b_{c}\right]$ with $b_{c} \neq 0$ or $\tilde{b}_{c}(\lambda)=0=\lambda^{-s}[0]$. In the latter case $c$ does not belong to $\widehat{\mathscr{E}}$. Therefore the assumptions of Theorem A.2.15 are satisfied for the exponential sum $\operatorname{det} \widehat{M}_{1, k}(\lambda)$. Here we have to note that the estimate (A.2.4) holds because of $(5.5 .3)$ and that the $\tilde{b}_{v \mu}$ are the coefficients of $\exp (\lambda c)$ for $c \in \widetilde{\mathscr{E}}$. Thus we obtain for

$$
M_{1, k}(\lambda)=\widehat{M}_{1, k}(\lambda)\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right)
$$

that there are a number $\varepsilon>0$ and circles $\Gamma_{v}(v \in \mathbb{N})$ such that

$$
\left|\lambda^{s} \operatorname{det} M_{1, k}(\lambda)\right| \geq\left|\lambda^{-v(\lambda)} \operatorname{det} M_{1, k}(\lambda)\right| \geq \varepsilon
$$

for $\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}$, where $v(\lambda)=-v_{c}$ for a suitable $c \in \tilde{E}$. Here we have assumed without loss of generality that the radius $\rho_{0}$ is greater or equal 1 . Since the estimate $M_{1, k}(\lambda)-\tilde{M}(\lambda)=o\left(\lambda^{-k}\right)$ holds by Proposition 5.5.2, $\tilde{M}(\lambda)$ is bounded with respect to $\lambda$ by Corollary 4.3 .4 ii ), and $s \leq k$, we may assume that

$$
\left|\operatorname{det} M_{1, k}(\lambda)-\operatorname{det} \tilde{M}(\lambda)\right| \leq|\lambda|^{-k} \frac{\varepsilon}{2} \leq|\lambda|^{-s} \frac{\varepsilon}{2}
$$

for $\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}$. Then

$$
\left|\lambda^{s} \operatorname{det} \tilde{M}(\lambda)\right| \geq \frac{\varepsilon}{2}
$$

for $\lambda \in \bigcup_{v=0}^{\infty} \Gamma_{v}$.
If there are infinitely many $j$ for which $W^{(j)} \neq 0$, then one has to consider infinitely many polynomials in $\lambda^{-1}$ in order to decide whether the exponential sum is weakly regular. Since the actual formulation of these conditions would be lengthy, we shall not give it here. Instead, we shall consider the special case that only finitely many $W^{(j)}$ are different from zero. In this case, the exponential sum is weakly regular, see Definition A.2.12 and Remark A.2.9. Therefore Lemma 5.5.4 yields

Theorem 5.5.5. Let $k \in \mathbb{N}$ be such that the assumptions of Theorem 2.8.2 are satisfied. The matrix functions $P^{[r]}(r=0, \ldots, k)$ and $E(\cdot, \lambda)$ are given according to Theorem 2.8.2. The matrices $W_{v}^{(j)}$ and the matrix functions $W_{v}$ are as given by (5.5.2). In addition, we assume that $W_{v} \in M_{n}\left(W_{1}^{k-v}(a, b)\right)$ for $v=0, \ldots, k$. Suppose that there are only finitely many $j$ such that $W^{(j)} \neq 0$. For $v=1, \ldots, l$ and $\mu=1,2$ we set

$$
\begin{aligned}
W_{v \mu}(\lambda):= & \sum_{r=0}^{k} \lambda^{-r}\left(\widetilde{W}_{r}^{(0)} \Lambda_{v}^{\mu}+\widetilde{W}_{r}^{(1)} \Lambda_{v}^{3-\mu}\right) \\
& +\sum_{r=0}^{k} \lambda^{-r} \sum_{j=0}^{\infty} \widetilde{W}_{r}^{(j)}\left(I_{n}-\Delta_{0}\right) \\
& +\sum_{r=0}^{k} \lambda^{-r} \sum_{v=0}^{r} \int_{a}^{b} W_{v}(t) P^{[r-v]}(t) \mathrm{d} t\left(I_{n}-\Delta_{0}\right), \\
\tilde{b}_{v \mu}(\lambda):= & \operatorname{det} W_{v \mu}(\lambda),
\end{aligned}
$$

where $\Lambda_{v}^{\mu}$ is given by (4.1.26) or (4.1.27), respectively, and $\widetilde{W}_{r}^{(j)}$ is defined in (5.5.6). The functions $\tilde{b}_{v \mu}$ are asymptotic polynomials. Suppose that

$$
\tilde{b}_{v \mu}(\lambda)=\lambda^{-s_{v \mu}}\left[b_{v \mu}\right]
$$

and

$$
b_{\nu \mu} \neq 0
$$

for $v=1, \ldots, l$ and $\mu=1,2$. If

$$
s:=\max \left\{s_{v \mu}: v=1, \ldots, l ; \mu=1,2\right\} \leq k,
$$

then the boundary eigenvalue problem (5.1.1), (5.1.2) is $s$-regular.
Corollary 5.5.6. Let $k \in \mathbb{N}$ be such that the assumptions of Theorem 2.8 .2 are satisfied. Suppose that $A_{1}$ is invertible, that there is no integral term in the boundary conditions (5.1.2), and that only finitely many $W^{(j)}$ are different from zero. The matrices $W_{v}^{(j)}$ are as given by (5.5.2). For $v=1, \ldots, l$ and $\mu=1,2$ set

$$
\begin{aligned}
& \widetilde{W}_{v \mu}(\lambda):=\sum_{r=0}^{k} \lambda^{-r}\left(\widetilde{\widetilde{W}}_{r}^{(0)} \Lambda_{v}^{\mu}+\widetilde{W}_{r}^{(1)} \Lambda_{v}^{3-\mu}\right) \\
& \tilde{b}_{v \mu}(\lambda):=\operatorname{det} \widetilde{W}_{v \mu}(\lambda)
\end{aligned}
$$

where $\Lambda_{v}^{\mu}$ is given by (4.1.26) or (4.1.27), respectively, and

$$
\tilde{\widetilde{W}}_{r}^{(j)}=\sum_{v=0}^{r} W_{v}^{(j)} P^{[r-v]}\left(a_{j}\right) P^{[0]^{-1}}\left(a_{j}\right) .
$$

The functions $\tilde{b}_{v \mu}$ are asymptotic polynomials. Suppose that

$$
\tilde{b}_{\nu \mu}(\lambda)=\lambda^{-s_{v \mu}}\left[b_{v \mu}\right]
$$

and

$$
b_{v \mu} \neq 0
$$

for $v=1, \ldots, l$ and $\mu=1,2$. If

$$
s:=\max \left\{s_{v \mu}: v=1, \ldots, l ; \mu=1,2\right\} \leq k
$$

then the boundary eigenvalue problem (5.1.1), (5.1.2) is $s$-regular.
Proof. Since $A_{1}$ is invertible, we have $\Lambda_{v}^{\mu}+\Lambda_{v}^{3-\mu}=I_{n}$. It is also true that $\Lambda_{v}^{\mu}$ and $P^{[0]}$ commute. Therefore $P^{[0]}\left(a_{0}\right) \Lambda_{v}^{\mu}+P^{[0]}\left(a_{1}\right) \Lambda_{v}^{3-\mu}$ is invertible, and the asymptotic polynomials $\tilde{b}_{\nu \mu}$ in Theorem 5.5.5 and Corollary 5.5 .6 differ by a nonzero constant factor. In view of Theorem 5.5.5 the proof is complete.

In the formulation of Corollary 5.5 .6 we have replaced $P^{[r]}$ by $P^{[r]} P^{[0]}{ }^{-1}$. As we have seen, this is advantageous for Birkhoff regular boundary eigenvalue problems since $P^{[0]} P^{[0]}=I_{n}$. In general, if we would take $P^{[0]^{-1}} P^{[r]}$, then solving the differential equation (2.8.18) would reduce to a simple integration. The following proposition shows that this is also true if we assume that the $A_{0, v v}$ are scalar matrix functions. This trivially holds if $l=n$.

Proposition 5.5.7. Let the assumptions be as in Theorem 2.8.2. Suppose that the matrices $A_{0, v v}(v=0, \ldots, l)$, which are the block diagonals of $A_{0}$ with index $(v, v)$ according to the block structure of $A_{1}$, are scalar matrix functions. Set $\widehat{P}^{r r]}:=P^{[r]} P^{[0]^{-1}}$. Then the conditions (2.8.18) and (2.8.19) are equivalent to

$$
\begin{align*}
& \widehat{P}_{v v}^{[r]^{\prime}}=\sum_{\substack{q=0 \\
q \neq v}}^{l} A_{0, v q} \widehat{P}_{q v}^{[r]}+\sum_{j=1}^{r} \sum_{q=0}^{l} A_{-j, v q} \widehat{P}_{q v}^{[r-j]}  \tag{5.5.11}\\
& \quad(v=0, \ldots, l ; r=1, \ldots, k), \\
& \widehat{P}_{v \mu}^{[r+1]}=\left(r_{v}-r_{\mu}\right)^{-1}\left\{\widehat{P}_{v \mu}^{[r]}+\widehat{P}_{v \mu}^{r r]} A_{0, \mu \mu}-\sum_{j=0}^{r} \sum_{q=0}^{l} A_{-j, v q} \widehat{P}_{q \mu}^{[r-j]}\right\}  \tag{5.5.12}\\
& \\
& (v, \mu=0, \ldots, l ; v \neq \mu ; r=0, \ldots, k-1) .
\end{align*}
$$

Proof. We have

$$
\begin{aligned}
\widehat{P}_{v v}^{(r]^{\prime}} & =P_{v v}^{[r]^{\prime}} P_{v V}^{[0]-1}-P_{v v}^{[r]} P_{v v}^{[0]^{-1}} P_{v v}^{[0]^{\prime}} P_{v v}^{[0]-1} \\
& =P_{v v}^{[r]^{\prime}} P_{v v}^{[0]-1}-P_{v v}^{[r]} P_{v v}^{[0]^{-1}} A_{0, v v} \\
& =\left(P_{v v}^{[r]^{\prime}}-A_{0, v v} P_{v v}^{[r]}\right) P_{v v}^{[0]^{-1}}
\end{aligned}
$$

and

$$
\begin{aligned}
P_{v \mu}^{[r]^{\prime}} & =\widehat{P}_{v \mu}^{[r]^{\prime}} P_{\mu \mu}^{[0]}+\widehat{P}_{v \mu}^{[r]} P_{\mu \mu}^{[0]^{\prime}} \\
& =\left(\widehat{P}_{v \mu}^{[r]^{\prime}}+\widehat{P}_{v \mu}^{r r} A_{0, \mu \mu}\right) P_{\mu \mu}^{[0]}
\end{aligned}
$$

### 5.6. Expansion theorems for Stone regular problems

Here we suppose that the assumptions of Theorem 2.8 .2 hold for some $k \geq 0$. According to the decomposition $\mathbb{C}^{n}=\mathbb{C}^{n_{0}} \times \mathbb{C}^{n-n_{0}}$ we write

$$
A_{0}=:\left(\begin{array}{cc}
A_{11}^{[0]} & A_{12}^{[0]} \\
A_{21}^{[0]} & A_{22}^{[0]}
\end{array}\right)
$$

and

$$
A_{1}=:\left(\begin{array}{ll}
0 & 0 \\
0 & \Omega
\end{array}\right) .
$$

Proposition 5.6.1. Let $f \in\left(W_{p}^{k+1}(a, b)\right)^{n}$. We set

$$
f=: f^{[0]}=:\binom{f_{1}^{[0]}}{f_{2}^{[0]}} \in\left(W_{p}^{k+1}(a, b)\right)^{n_{0}} \times\left(W_{p}^{k+1}(a, b)\right)^{n-n_{0}}
$$

and suppose that

$$
f_{1}^{[0]^{\prime}}-A_{11}^{[0]} f_{1}^{[0]}-A_{12}^{[0]} f_{2}^{[0]}=0 .
$$

Then there are $f^{[j]} \in\left(W_{p}^{k+1-j}(a, b)\right)^{n}$ for $j \in\{1, \ldots, k+1\}$ such that

$$
\begin{equation*}
f^{[j]^{\prime}}-A_{0} f^{[j]}-A_{1} f^{[j+1]}=0 \quad(j=0, \ldots, k) . \tag{5.6.1}
\end{equation*}
$$

Proof. We are going to prove that there are functions $f_{1}^{[j]} \in\left(W_{p}^{k+1-j}(a, b)\right)^{n_{0}}$ and $f_{2}^{[j]} \in\left(W_{p}^{k+1-j}(a, b)\right)^{n-n_{0}}(j=1, \ldots, k+1)$ such that

$$
\begin{gather*}
f_{1}^{[j]^{\prime}}-A_{11}^{[0]} f_{1}^{[j]}-A_{12}^{[0]} f_{2}^{[j]}=0,  \tag{5.6.2}\\
f_{2}^{[j+1]}=\Omega^{-1}\left(f_{2}^{[j]}-A_{21}^{[0]} f_{1}^{[j]}-A_{22}^{[0]} f_{2}^{[j]}\right) \tag{5.6.3}
\end{gather*}
$$

for $j=0, \ldots, k$. By assumption, $f_{1}^{[0]}$ and $f_{2}^{[0]}$ satisfy (5.6.2).
Let $0 \leq l \leq k$ and assume that there are functions $f_{1}^{[j]} \in\left(W_{p}^{k+1-j}(a, b)\right)^{n_{0}}$ and $f_{2}^{[j]} \in\left(W_{p}^{k+1-j}(a, b)\right)^{n-n_{0}}$ for $j=1, \ldots, l$ such that (5.6.2) holds for $j=0, \ldots, l$ and such that (5.6.3) holds for $j=0, \ldots, l-1$. Note that the components of $A_{11}^{[0]}, A_{12}^{[0]}$, $A_{21}^{[0]}$ and $A_{22}^{[0]}$, i. e., the components of $A_{0}$, belong to $W_{p}^{k}(a, b)$ by the assumptions of Theorem 2.8.2. Hence

$$
f_{2}^{[l]^{\prime}}-A_{21}^{[0]} f_{1}^{[l]}-A_{22}^{[0]} f_{2}^{[l]} \in\left(W_{p}^{k+1-(l+1)}(a, b)\right)^{n-n_{0}}
$$

by Proposition 2.3.2. Since the components of $\Omega^{-1}$ belong to $W_{p}^{k}(a, b)$ if $k>0$ and to $L_{\infty}(a, b)$ if $k=0$, Propositions 2.3.2 and 2.3.1, respectively, yield that (5.6.3) defines a unique $f_{2}^{[l+1]} \in\left(W_{p}^{k+1-(l+1)}(a, b)\right)^{n-n_{0}}$. If $l<k$, we have, again in view of Proposition 2.3.2, that

$$
A_{12}^{[0]} f_{2}^{[l+1]} \in\left(W_{p}^{k-l}(a, b)\right)^{n_{0}} \subset\left(L_{p}(a, b)\right)^{n_{0}} .
$$

Lemma 2.5.7 yields that there is a solution $f_{1}^{[l+1]} \in\left(W_{p}^{1}(a, b)\right)^{n_{0}}$ of (5.6.2) with $j=l+1$. From

$$
f_{1}^{[l+1]^{\prime}}=A_{11}^{[0]} f_{1}^{[l+1]}+A_{12}^{[0]} f_{2}^{[l+1]}
$$

and Proposition 2.3 .2 we inductively infer that $f_{1}^{[l+1]^{\prime}} \in\left(W_{p}^{m}(a, b)\right)^{n_{0}}$ and hence $f_{1}^{[l+1]} \in\left(W_{p}^{m+1}(a, b)\right)^{n_{0}}$ for $m=1, \ldots, k-l$. For $m=k-l$ we obtain $f_{1}^{[l+1]} \in$ $\left(W_{p}^{k+1-l}(a, b)\right)^{n_{0}} \subset\left(W_{p}^{k+1-(l+1)}(a, b)\right)^{n_{0}}$. Hence there are $f_{1}^{[j]} \in\left(W_{p}^{k+1-j}(a, b)\right)^{n_{0}}$ $(j=0, \ldots, k)$ and $f_{2}^{[j]} \in\left(W_{p}^{k+1-j}(a, b)\right)^{n-n_{0}}(j=0, \ldots, k+1)$ such that (5.6.2) and (5.6.3) hold. Finally we set $f_{1}^{[k+1]}:=0$ and $f^{[j]}:=\binom{f_{j}^{[j]}}{f_{2}^{[j]}}$ for $j=1, \ldots, k+1$. Then (5.6.2) and (5.6.3) immediately prove (5.6.1).

REMARK 5.6.2. If $n_{0}=0$, then the condition

$$
f_{1}^{[0]^{\prime}}-A_{11}^{[0]} f_{1}^{[0]}-A_{12}^{[0]} f_{2}^{[0]}=0
$$

is trivially fulfilled since it is a condition in a 0 -dimensional vector space. Hence we can always find $f^{[j]}$ for $j=1, \ldots, k+1$, and they are recursively given by

$$
f^{[j+1]}=A_{1}^{-1} f^{[j]^{\prime}}-A_{1}^{-1} A_{0} f^{[j]}
$$

REMARK 5.6.3. Let $f_{2}^{[0]} \in\left(W_{p}^{k+1}(a, b)\right)^{n-n_{0}}$ and $A_{0}, A_{1} \in\left(W_{p}^{k}(a, b)\right)^{n}$. Then there is a function $f_{1}^{[0]} \in\left(W_{p}^{k+1}(a, b)\right)^{n_{0}}$ such that

$$
\begin{equation*}
f_{1}^{[0]^{\prime}}-A_{11}^{[0]} f_{1}^{[0]}-A_{12}^{[0]} f_{2}^{[0]}=0 \tag{5.6.4}
\end{equation*}
$$

Proof. By Lemma 2.5 .7 there is a solution $f_{1}^{[0]} \in\left(W_{p}^{1}(a, b)\right)^{n_{0}}$ of (5.6.4). From (5.6.4) we inductively obtain $f_{1}^{[0]} \in\left(W^{k+1}(a, b)\right)^{n_{0}}$.

From Proposition 5.6.1 and Remark 5.6.3 we immediately infer REMARK 5.6.4. Let $f_{2}^{[0]} \in\left(W_{p}^{k+1}(a, b)\right)^{n-n_{0}}$ and $A_{0}, A_{1} \in\left(W_{p}^{k}(a, b)\right)^{n}$. Then there are $f^{[j]} \in\left(W_{p}^{k+1-j}(a, b)\right)^{n}(j=0, \ldots, k+1)$ such that (5.6.1) holds and such that $\Delta_{0} f^{[0]}=\binom{0}{f_{2}^{[0]}}$, where $\Delta_{0}=\left(\begin{array}{cc}0 & 0 \\ 0 & I_{n-n_{0}}\end{array}\right)$.

In Section 5.1 we have seen that

$$
T^{R}(\lambda)=O\left(\left|C_{2}(\lambda)\right|\right) \quad \text { in } L\left(\left(W_{p}^{1}(a, b)\right)^{n}, \mathbb{C}^{n}\right) \text { as } \lambda \rightarrow \infty
$$

Since $\left|C_{2}(\lambda)\right|$ has a polynomial growth and since $T^{R}$ is holomorphic on $\mathbb{C}$, it is a polynomial by Liouville's theorem. Hence there is a $q \in \mathbb{N}$ such that

$$
\begin{equation*}
T^{R}(\lambda)=\sum_{r=0}^{q} \lambda^{r} T_{r}^{R} \tag{5.6.5}
\end{equation*}
$$

where $T_{r}^{R} \in L\left(\left(W_{p}^{1}(a, b)\right)^{n}, \mathbb{C}^{n}\right)$ for $r=0, \ldots, q$. For $\lambda \in \rho(T)$ we set $R_{1}(\lambda) f_{1}=$ $T^{-1}(\lambda)\left(f_{1}, 0\right)\left(f_{1} \in\left(L_{p}(a, b)\right)^{n}\right)$ and $R_{2}(\lambda) f_{2}:=T^{-1}(\lambda)\left(0, f_{2}\right)\left(f_{2} \in \mathbb{C}^{n}\right)$, see (3.2.1) and (3.2.2).

Proposition 5.6.5. Let $f \in\left(W_{p}^{k+1}(a, b)\right)^{n}$. We set

$$
f=: f^{[0]}=:\binom{f_{\downarrow}^{[0]}}{f_{2}^{[0]}} \in\left(W_{p}^{k+1}(a, b)\right)^{n_{0}} \times\left(W_{p}^{k+1}(a, b)\right)^{n-n_{0}}
$$

and assume that

$$
f_{1}^{[0]^{\prime}}-A_{11}^{[0]} f_{1}^{[0]}-A_{12}^{[0]} f_{2}^{[0]}=0
$$

For $j \in\{1, \ldots, k+1\}$ choose functions $f^{[j]} \in\left(W_{p}^{k+1-j}(a, b)\right)^{n}$ according to Proposition 5.6.1 such that the equations (5.6.1) hold. Let $s_{1} \in \mathbb{N}$ such that $s_{1} \leq k$. Then

$$
\begin{align*}
R_{1}(\lambda) A_{1} f= & -\sum_{j=0}^{s_{1}} \lambda^{-j-1} f^{[j]}+\lambda^{-s_{1}-1} R_{1}(\lambda) A_{1} f^{\left[s_{1}+1\right]}  \tag{5.6.6}\\
& +\sum_{j=0}^{s_{1}} \lambda^{-j-1} R_{2}(\lambda) T^{R}(\lambda) f^{[j]}
\end{align*}
$$

Suppose that the "boundary conditions"

$$
\begin{equation*}
\sum_{r=0}^{\min \left\{q, s_{1}+1-j\right\}} T_{r}^{R} f^{[j+r-1]}=0 \quad\left(j=1, \ldots, \min \left\{s_{1}+1, s_{2}\right\}\right) \tag{5.6.7}
\end{equation*}
$$

are fulfilled for some $s_{2} \in \mathbb{N}$. Then

$$
\begin{align*}
\sum_{j=0}^{s_{1}} \lambda^{-j-1} T^{R}(\lambda) f^{[j]}= & \sum_{j=0}^{q-1} \lambda^{j} \sum_{r=j+1}^{\min \left\{q, s_{1}+1+j\right\}} T_{r}^{R} f^{[r-j-1]}  \tag{5.6.8}\\
& +\sum_{j=s_{2}+1}^{s_{1}+1} \lambda^{-j} \sum_{r=0}^{\min \left\{q, s_{1}+1-j\right\}} T_{r}^{R} f^{[j+r-1]}
\end{align*}
$$

and

$$
\begin{align*}
\frac{1}{\lambda} f= & -R_{1}(\lambda) A_{1} f-\sum_{j=1}^{s_{1}} \lambda^{-j-1} f^{[j]}+\lambda^{-s_{1}-1} R_{1}(\lambda) A_{1} f^{\left[s_{1}+1\right]}  \tag{5.6.9}\\
& +R_{2}(\lambda) \sum_{j=0}^{q-1} \lambda^{j} \sum_{r=j+1}^{\min \left\{q, s_{1}+1+j\right\}} T_{r}^{R} f^{[r-j-1]} \\
& +R_{2}(\lambda) \sum_{j=s_{2}+1}^{s_{1}+1} \lambda^{-j} \sum_{r=0}^{\min \left\{q, s_{1}+1-j\right\}} T_{r}^{R} f^{[j+r-1]}
\end{align*}
$$

Proof. The relationships (3.2.3) and (5.6.1) lead to

$$
\begin{aligned}
R_{1}(\lambda) A_{1} f^{[j]} & =-\frac{1}{\lambda} R_{1}(\lambda)\left(T^{D}(\lambda) f^{[j]}-f^{[j]^{\prime}}+A_{0} f^{[j]}\right) \\
& =-\frac{1}{\lambda} f^{[j]}+\frac{1}{\lambda} R_{2}(\lambda) T^{R}(\lambda) f^{[j]}+\frac{1}{\lambda} R_{1}(\lambda) A_{1} f^{[j+1]}
\end{aligned}
$$

for $j=0, \ldots, k$. Then a recursive substitution for $R_{1}(\lambda) A_{1} f^{[j]}$ for $j=1, \ldots, s_{1}$ yields (5.6.6). We calculate

$$
\begin{aligned}
\sum_{j=0}^{s_{1}} \lambda^{-j-1} T^{R}(\lambda) f^{[j]}= & \sum_{j=0}^{s_{1}} \sum_{r=0}^{q} \lambda^{r-j-1} T_{r}^{R} f^{[j]} \\
= & \sum_{r=0}^{q} \sum_{j-r+1=-r+1}^{s_{1}+1-r} \lambda^{r-j-1} T_{r}^{R} f^{[j]} \\
= & \sum_{r=0}^{q} \sum_{j=-r+1}^{s_{1}+1-r} \lambda^{-j} T_{r}^{R} f^{[j+r-1]} \\
= & \sum_{j=-q+1}^{s_{1}+1} \lambda^{-j} \sum_{\min \left\{q, s_{1}+1-j\right\}}^{r=\max \{0,-j+1\}} T_{r}^{R} f^{[j+r-1]} \\
= & \sum_{j=-q+1}^{0} \lambda^{-j} \sum_{r=-j+1}^{\min \left\{q, s_{1}+1-j\right\}} T_{r}^{R} f^{[j+r-1]} \\
& +\sum_{j=1}^{s_{1}+1} \lambda^{-j} \sum_{r=0}^{\min \left\{q, s_{1}+1-j\right\}} T_{r}^{R} f^{[j+r-1]}
\end{aligned}
$$

Then (5.6.8) immediately follows from (5.6.7), and (5.6.9) is a consequence of (5.6.6) and (5.6.8).

The following definition is a refinement of the definition of $s$-regularity, see e. g. Theorem 5.6.9 below.

DEFinition 5.6.6. Let $T$ be given by (5.3.1) and (5.3.2) and let $s_{1}, s_{2} \in \mathbb{N}$. Let $\Lambda$ be a diagonal matrix whose diagonal elements are 0 or $1 . T$ is said to be ( $s_{1}, s_{2}, \Lambda$ )regular if there are circles $\Gamma_{v}=\left\{\lambda \in \mathbb{C}:|\lambda|=\rho_{v}\right\}(\nu \in \mathbb{N})$ with $\rho_{v} \nearrow \infty$ as $v \rightarrow \infty$ such that

$$
\oint_{\Gamma_{v}}|\lambda|^{-s_{1}-1}\left|J_{\Lambda} R_{1}(\lambda) A_{1} f_{1}\right||\mathrm{d} \lambda| \rightarrow 0 \quad \text { as } \quad v \rightarrow \infty
$$

and

$$
\oint_{\Gamma_{v}}|\lambda|^{-s_{2}-1}\left|J_{\Lambda} R_{2}(\lambda) f_{2}\right||\mathrm{d} \lambda| \rightarrow 0 \quad \text { as } \quad v \rightarrow \infty
$$

where $f_{1} \in\left(L_{p}(a, b)\right)^{n}$ satisfies the condition that $A_{1} f_{1} \in\left(L_{p}(a, b)\right)^{n}, f_{2} \in \mathbb{C}^{n}$, the $\operatorname{map} J:\left(W_{p}^{1}(a, b)\right)^{n} \rightarrow\left(L_{p}(a, b)\right)^{n}$ is the canonical embedding, $J_{\Lambda}=\Lambda J$, and $R_{1}$, $R_{2}$ are given by (3.2.1) and (3.2.2).

THEOREM 5.6.7. Let $T$ be given by (5.3.1) and (5.3.2) and let $s_{1}, s_{2} \in \mathbb{N}$. Let $\Lambda$ be a diagonal matrix whose diagonal elements are 0 or 1 . Suppose that $T$ is $\left(s_{1}, s_{2}, \Lambda\right)$-regular and that $A_{0}, A_{1} \in M_{n}\left(W_{p}^{s_{1}}(a, b)\right)$. Let $f \in\left(W_{p}^{s_{1}+1}(a, b)\right)^{n}$. We set

$$
f=: f^{[0]}=:\binom{f_{1}^{[0]}}{f_{2}^{[0]}} \in\left(W_{p}^{s_{1}+1}(a, b)\right)^{n_{0}} \times\left(W_{p}^{s_{1}+1}(a, b)\right)^{n-n_{0}}
$$

and assume that

$$
f_{1}^{[0]^{\prime}}-A_{11}^{[0]} f_{1}^{[0]}-A_{12}^{[0]} f_{2}^{[0]}=0
$$

For $j \in\left\{1, \ldots, s_{1}+1\right\}$ we choose functions $f^{[j]} \in\left(W_{p}^{s_{1}+1-j}(a, b)\right)^{n}$ according to Proposition 5.6.1 such that (5.6.1) holds. Suppose that the "boundary conditions"

$$
\begin{equation*}
\sum_{r=0}^{\min \left\{q, s_{1}+1-j\right\}} T_{r}^{R} f^{[j+r-1]}=0 \quad\left(j=1, \ldots, \min \left\{s_{1}+1, s_{2}\right\}\right) \tag{5.6.10}
\end{equation*}
$$

are fulfilled, where

$$
T^{R}(\lambda)=\sum_{r=0}^{q} \lambda^{r} T_{r}^{R}
$$

Choose the curves $\Gamma_{v}(v \in \mathbb{N})$ according to the definition of $\left(s_{1}, s_{2}, \Lambda\right)$-regularity. Then the expansion

$$
\begin{align*}
\Lambda f= & \lim _{v \rightarrow \infty} \sum_{\mu \in \sigma(T) \operatorname{nint} \Gamma_{v}}\left\{-\Lambda\left(\operatorname{res}_{\mu} R_{1}\right) A_{1} f\right.  \tag{5.6.11}\\
& \left.+\operatorname{res}_{\lambda=\mu}\left(\Lambda R_{2}(\lambda) \sum_{j=0}^{q-1} \lambda^{j} \sum_{r=j+1}^{\min \left\{q, s_{1}+1+j\right\}} T_{r}^{R} f^{[r-j-1]}\right)\right\}
\end{align*}
$$

holds in $\left(L_{p}(a, b)\right)^{n}$.
Proof. The assumptions of Proposition 5.6 .5 are fulfilled with $k=s_{1}$. We multiply (5.6.9) by $\Lambda$ from the left and integrate along the curves $\Gamma_{v}$. From Definition 5.6.6 we obtain

$$
\oint_{\Gamma_{v}} \lambda^{-s_{1}-1} \Lambda R_{1}(\lambda) A_{1} f^{\left[s_{1}+1\right]} \mathrm{d} \lambda \rightarrow 0
$$

and for $j=s_{2}+1, s_{2}+2, \ldots, s_{1}+1, r=0, \ldots, \min \left\{q, s_{1}+1-j\right\}$

$$
\oint_{\Gamma_{v}} \lambda^{-j} \Lambda R_{2}(\lambda) T_{r}^{R} f^{[j+r-1]} \mathrm{d} \lambda \rightarrow 0
$$

in $\left(L_{p}(a, b)\right)^{n}$ as $v \rightarrow \infty$. These estimates and the residue theorem complete the proof.

If $s_{2}=0$ in Theorem 5.6.7, then the condition (5.6.10) is void. In this case we do not need that the functions to be expanded fulfil some boundary conditions. This can always be achieved by introducing an auxiliar eigenvalue:

COROLLARY 5.6.8. Let $T$ be given by (5.3.1) and (5.3.2) and let $s_{1}, s_{2} \in \mathbb{N}$ with $s_{2}>0$. Let $\Lambda$ be a diagonal matrix whose diagonal elements are 0 or 1 . Suppose that $T$ is $\left(s_{1}, s_{2}, \Lambda\right)$-regular and that $A_{0}, A_{1} \in M_{n}\left(W_{p}^{s_{1}}(a, b)\right)$. For the function $f \in\left(W_{p}^{s_{1}+1}(a, b)\right)^{n}$ we set

$$
f=: f^{[0]}=:\binom{f_{\dagger 0]}^{[0]}}{f_{2}^{[0]}} \in\left(W_{p}^{s_{1}+1}(a, b)\right)^{n_{0}} \times\left(W_{p}^{s_{1}+1}(a, b)\right)^{n-n_{0}}
$$

and assume that

$$
f_{1}^{[0]^{\prime}}-A_{11}^{[0]} f_{1}^{[0]}-A_{12}^{[0]} f_{2}^{[0]}=0
$$

For $j \in\left\{1, \ldots, s_{1}+1\right\}$ choose the functions $f^{[j]} \in\left(W_{p}^{s_{1}+1-j}(a, b)\right)^{n}$ according to Proposition 5.6.1 such that (5.6.1) holds. Choose the curves $\Gamma_{v}(v \in \mathbb{N})$ according to the definition of $\left(s_{1}, s_{2}, \Lambda\right)$-regularity. Let $\lambda_{0} \in \mathbb{C} \backslash \sigma(T)$. Then the expansion

$$
\begin{aligned}
\Lambda f= & \lim _{v \rightarrow \infty} \sum_{\mu \in \sigma(T) \cap \operatorname{int} \Gamma_{v}}\left\{-\Lambda\left(\operatorname{res}_{\mu} R_{1}\right) A_{1} f\right. \\
& \left.+\operatorname{res}_{\lambda=\mu}\left(\left(\lambda-\lambda_{0}\right)^{-s_{2}} \Lambda R_{2}(\lambda) \sum_{j=0}^{q-1} \lambda^{j} \sum_{r=j+1}^{\min \left\{q, s_{1}+1+j\right\}} T_{r}^{R} f^{[r-j-1]}\right)\right\} \\
& +\operatorname{res}_{\lambda=\lambda_{0}}\left(\left(\lambda-\lambda_{0}\right)^{-s_{2}} \Lambda R_{2}(\lambda) \sum_{j=0}^{q-1} \lambda^{j} \sum_{r=j+1}^{\min \left\{q, s_{1}+1+j\right\}} T_{r}^{R} f^{[r-j-1]}\right)
\end{aligned}
$$

holds in $\left(L_{p}(a, b)\right)^{n}$. If $\lambda_{0} \in \sigma(T)$, then we obtain the expansion

$$
\begin{aligned}
\Lambda f= & \lim _{v \rightarrow \infty} \sum_{\mu \in \sigma(T) \cap \operatorname{int} \Gamma_{v}}\left\{-\Lambda\left(\operatorname{res}_{\mu} R_{1}\right) A_{1} f\right. \\
& \left.+\operatorname{res}_{\lambda=\mu}\left(\left(\lambda-\lambda_{0}\right)^{-s_{0}} \Lambda R_{2}(\lambda) \sum_{j=0}^{q-1} \lambda^{j} \sum_{r=j+1}^{\min \left\{q, s_{1}+1+j\right\}} T_{r}^{R} f^{[r-j-1]}\right)\right\}
\end{aligned}
$$

Proof. We replace $T^{R}(\lambda)$ by $\left(\lambda-\lambda_{0}\right)^{s_{2}} T^{R}(\lambda)$, i. e., we consider the boundary eigenvalue operator function

$$
T_{1}(\lambda)=\binom{T^{D}(\lambda)}{\left(\lambda-\lambda_{0}\right)^{s_{2}} T^{R}(\lambda)}
$$

Obviously,

$$
T_{1}^{-1}(\lambda)=\left(R_{1}(\lambda),\left(\lambda-\lambda_{0}\right)^{-s_{2}} R_{2}(\lambda)\right)
$$

Thus $T_{1}$ is $\left(s_{1}, 0, \Lambda\right)$-regular and the corollary immediately follows from Theorem 5.6.7.

Theorem 5.6.9. Let $T$ be given by (5.3.1) and (5.3.2) and let $s \in \mathbb{N}$. Suppose that $T$ is $s$-regular in the sense of Definiton 5.5.1 and that $A_{0}, A_{1} \in M_{n}\left(W_{p}^{s+1}(a, b)\right)$. Choose a matrix polynomial $C_{2}$ according to Definition 5.5.1 and let $\kappa \in \mathbb{Z}$ be such that

$$
C_{2}^{-1}(\lambda)=O\left(|\lambda|^{\kappa}\right) \quad \text { as } \lambda \rightarrow \infty .
$$

Let $\left.f \in\left(W_{p}^{s+2}(a, b)\right)^{n}\right)$. We set

$$
f=: f^{[0]}=:\binom{f_{1}^{[0]}}{f_{2}^{[0]}} \in\left(W_{p}^{s+2}(a, b)\right)^{n_{0}} \times\left(W_{p}^{s+2}(a, b)\right)^{n-n_{0}}
$$

and assume that

$$
f_{1}^{[0]^{\prime}}-A_{11}^{[0]} f_{1}^{[0]}-A_{12}^{[0]} f_{2}^{[0]}=0 .
$$

For $j \in\{1, \ldots, s+2\}$ choose functions $f^{[j]} \in\left(W_{p}^{s+2-j}(a, b)\right)^{n}$ according to Proposition 5.6 .1 such that (5.6.1) holds. Suppose that the "boundary conditions"

$$
\begin{equation*}
\sum_{r=0}^{\min \{q, s+2-j\}} T_{r}^{R} f^{[j+r-1]}=0 \quad(j=1, \ldots, \min \{s+2, s+\kappa+1\}) \tag{5.6.12}
\end{equation*}
$$

are fulfilled, where

$$
T^{R}(\lambda)=\sum_{r=0}^{q} \lambda^{r} T_{r}^{R} .
$$

Choose the curves $\Gamma_{v}(v \in \mathbb{N})$ according to the definition of s-regularity. Then the expansion

$$
\begin{align*}
f= & \lim _{v \rightarrow \infty} \sum_{\mu \in \sigma(T) \cap f \Gamma_{V}}\left\{-\left(\operatorname{res}_{\mu} R_{1}\right) A_{1} f\right.  \tag{5.6.13}\\
& \left.+\operatorname{res}_{\lambda=\mu}\left(R_{2}(\lambda) \sum_{j=0}^{q-1} \lambda^{j} \sum_{r=j+1}^{\min \{q, s+2+j\}} T_{r}^{R} f^{[r-j-1]}\right)\right\}
\end{align*}
$$

holds in $\left(L_{p}(a, b)\right)^{n}$.
Proof. We have already seen in Section 5.1 that we can choose a number $\kappa$ such that $C_{2}^{-1}(\lambda)=O\left(|\lambda|^{\kappa}\right)$ as $\lambda \rightarrow \infty$. From (5.3.3) we know that

$$
\begin{aligned}
& \left.R_{1}(\lambda) A_{1} f_{1}=\tilde{T}^{-1}(\lambda)\left(A_{1} f_{1}, 0\right) \quad\left(f_{1} \in L_{p}(a, b)\right)^{n}\right), \\
& R_{2}(\lambda) f_{2}=\widetilde{T}^{-1}(\lambda)\left(0, C_{2}^{-1}(\lambda) f_{2}\right) \quad\left(f_{2} \in \mathbb{C}^{n}\right) .
\end{aligned}
$$

From Theorem 4.4.9ii) we obtain

$$
\oint_{\Gamma_{v}}|\lambda|^{-s-2}\left|J R_{1}(\lambda) A_{1} f_{1}\right||\mathrm{d} \lambda| \rightarrow 0 \quad \text { as } v \rightarrow \infty
$$

and, for some $C>0$,

$$
\oint_{\Gamma_{v}}|\lambda|^{-(s+\kappa+1)-1}\left|J R_{2}(\lambda) f_{2}\right||\mathrm{d} \lambda| \leq C \oint_{\Gamma_{v}}|\lambda|^{-s-2}\left|J \tilde{T}^{-1}(\lambda)\right|\left|f_{2}\right||\mathrm{d} \lambda| \rightarrow 0
$$

as $v \rightarrow \infty$. Hence $T$ is $\left(s+1, s_{2}, I\right)$-regular, where $s_{2}:=\max \{0, s+\kappa+1\}$. Now the statement of this theorem immediately follows from Theorem 5.6.7.

ThEOREM 5.6.10. Let $T$ be given by (5.3.1) and (5.3.2) and let $s \in \mathbb{N}$. Suppose that $T$ is s-regular in the sense of Definiton 5.5.1 and that $A_{0}, A_{1} \in M_{n}\left(W_{p}^{s}(a, b)\right)$. Choose a matrix polynomial $C_{2}$ according to Definition 5.5.1 and let $\kappa \in \mathbb{Z}$ be such that

$$
C_{2}^{-1}(\lambda)=O\left(|\lambda|^{\kappa}\right) \quad \text { as } \lambda \rightarrow \infty
$$

Let $\left.f \in\left(W_{p}^{s+1}(a, b)\right)^{n}\right)$. We set

$$
f=: f^{[0]}=:\binom{f_{1}^{[0]}}{f_{2}^{[0]}} \in\left(W_{p}^{s+1}(a, b)\right)^{n_{0}} \times\left(W_{p}^{s+1}(a, b)\right)^{n-n_{0}}
$$

and assume that

$$
f_{1}^{[0]^{\prime}}-A_{11}^{[0]} f_{1}^{[0]}-A_{12}^{[0]} f_{2}^{[0]}=0
$$

For $j \in\{1, \ldots, s+1\}$ choose functions $f^{[j]} \in\left(W_{p}^{s+1-j}(a, b)\right)^{n}$ according to Proposition 5.6.1 such that (5.6.1) holds. Suppose that the "boundary conditions"

$$
\begin{equation*}
\sum_{r=0}^{\min \{q, s+1-j\}} T_{r}^{R} f^{[j+r-1]}=0 \quad(j=1, \ldots, \min \{s+1, s+\kappa+1\}) \tag{5.6.14}
\end{equation*}
$$

are fulfilled, where

$$
T^{R}(\lambda)=\sum_{r=0}^{q} \lambda^{r} T_{r}^{R}
$$

Choose the curves $\Gamma_{v}(\nu \in \mathbb{N})$ according to the definition of s-regularity. Then the expansion

$$
\begin{align*}
\Delta_{0} f= & \lim _{v \rightarrow \infty} \sum_{\mu \in \sigma(T) \cap f \Gamma_{v}}\left\{-\operatorname{res}_{\mu}\left(\Delta_{0} R_{1}\right) A_{1} f\right.  \tag{5.6.15}\\
& \left.+\operatorname{res}_{\lambda=\mu}\left(\Delta_{0} R_{2}(\lambda) \sum_{j=0}^{q-1} \lambda^{j} \sum_{r=j+1}^{\min \{q, s+1+j\}} T_{r}^{R} f^{[r-j-1]}\right)\right\}
\end{align*}
$$

holds in $\left(L_{p}(a, b)\right)^{n}$, where $\Delta_{0}=\left(\begin{array}{cc}0 & 0 \\ 0 & I_{n-n_{0}}\end{array}\right) \in M_{n}\left(\mathbb{C}^{n_{0}} \times \mathbb{C}^{n-n_{0}}\right)$.
Proof. Arguing as in the proof of Theorems 5.6.9 and 5.6.7 we still have to prove that

$$
\oint_{\Gamma_{v}}|\lambda|^{-s-1}\left|\tilde{J}_{1}(\lambda) A_{1} f_{1}\right||\mathrm{d} \lambda| \rightarrow 0 \quad \text { as } v \rightarrow \infty
$$

But this is true in view of Theorem 4.4.11 iii). Here we have to note that $A_{1}=\Delta_{0} A_{1}$ implies $\widetilde{T}^{-1}(\lambda)\left(A_{1} f_{1}, 0\right)=\widetilde{T}^{-1}(\lambda) \tilde{J}_{1} A_{1} f_{1}$.

Theorem 5.6.11. Let $1<p<\infty$, let $T$ be given by (5.3.1) and (5.3.2) and let $s \in \mathbb{N}$. Suppose that $T$ is $s$-regular in the sense of Definition 5.5.1 and that $A_{0}, A_{1}$ belong to $M_{n}\left(W_{p}^{s}(a, b)\right)$. Choose a matrix polynomial $C_{2}$ according to Definition 5.5.1 and let $\kappa \in \mathbb{Z}$ be such that

$$
C_{2}^{-1}(\lambda)=O\left(|\lambda|^{\kappa}\right) \quad \text { as } \lambda \rightarrow \infty .
$$

Let $\left.f \in\left(W_{p}^{s+1}(a, b)\right)^{n}\right)$ with $\Delta_{0} f=f$. Then $f=:\binom{0}{f^{[2]}}$, and we choose some $\left.f_{1} \in W_{p}^{s+1}(a, b)\right)^{n_{0}}$ such that

$$
f_{1}^{[0]^{\prime}}-A_{11}^{[0]} f_{1}^{[0]}-A_{12}^{[0]} f_{2}^{[0]}=0 .
$$

Set $f^{[0]}:=\binom{f_{1}^{[0]}}{f_{2}^{[0]}}$. For $j \in\{1, \ldots, s+1\}$ choose $f^{[j]} \in\left(W_{p}^{s+1-j}(a, b)\right)^{n}$ according to Proposition 5.6.1 such that (5.6.1) holds. Suppose that the "boundary conditions"

$$
\begin{equation*}
\sum_{r=0}^{\min \{q, s+1-j\}} T_{r}^{R} f^{[j+r-1]}=0 \quad(j=1, \ldots, \min \{s+1, s+\kappa\}) \tag{5.6.16}
\end{equation*}
$$

are fulfilled, where

$$
T^{R}(\lambda)=\sum_{r=0}^{q} \lambda^{r} T_{r}^{R} .
$$

Choose the curves $\Gamma_{v}(v \in \mathbb{N})$ according to the definition of s-regularity. Then the expansion

$$
\begin{align*}
\Delta_{0} f= & \lim _{v \rightarrow \infty} \sum_{\mu \in \sigma(T) \cap \rho \Gamma_{v}}\left\{-\left(\operatorname{res}_{\mu} \Delta_{0} R_{1}\right) A_{1} f\right.  \tag{5.6.17}\\
& \left.+\operatorname{res}_{\lambda=\mu}\left(\Delta_{0} R_{2}(\lambda) \sum_{j=0}^{q-1} \lambda^{j} \sum_{r=j+1}^{\min \{q, s+1+j\}} T_{r}^{R} f^{[r-j-1]}\right)\right\}
\end{align*}
$$

holds in $\left(L_{p}(a, b)\right)^{n}$, where $\Delta_{0}=\left(\begin{array}{cc}0 & 0 \\ 0 & I_{n-n_{0}}\end{array}\right) \in M_{n}\left(\mathbb{C}^{n_{0}} \times \mathbb{C}^{n-n_{0}}\right)$.
Proof. In Remark 5.6.4 we have seen that we can define $f^{[0]}, \ldots, f^{[s+1]}$ fulfilling the statements of Proposition 5.6.1. Since $f=\Delta_{0} f^{[0]}$ and $A_{1} f=A_{1} f^{[0]}$, a revision of the proofs of Theorems 5.6.7, 5.6.9, and 5.6.10 shows that it is sufficient to prove that

$$
\oint_{\Gamma_{v}}|\lambda|^{-s-1}\left|\Delta_{0} C_{2}^{-1}(\lambda) R_{2}(\lambda) f_{2}\right||\mathrm{d} \lambda| \rightarrow 0 \quad \text { as } v \rightarrow \infty,
$$

where the norm is taken in $L\left(\mathbb{C}^{n},\left(L_{p}(a, b)\right)^{n}\right)$. But this estimate holds by Theorem 4.4.11 i).

REMARK 5.6.12. In case $s=0$, i. e., if the problem is Birkhoff regular, Theorems 5.6.10 and 5.6.11 give expansions for those cases in which the expansion theorems 5.3.2 and 5.3.3 are not applicable; e. g. if $a$ or $b$ is an accumulation point of those $a_{j}$ for which $W_{0}^{(j)} \neq 0$.

Finally, we note that the residues which have to be calculated in the expansion theorems can be expressed by the eigenvectors and associated vectors of $T$ and $T^{*}$. For simplicity of notation we shall work with the corresponding root functions. Let $\mu$ be any eigenvalue of $T$ and $\left\{y_{1}, \ldots, y_{r}\right\},\left\{v_{1}, \ldots, v_{r}\right\}$ be biothogonal CSRFs of $T$ and $T^{*}$ at $\mu$. We know that these CSRFs can be expressed by biorthogonal CSRFs $\left\{c_{1}, \ldots, c_{r}\right\}$ and $\left\{d_{1}, \ldots, d_{r}\right\}$ of the characteristic matrix function $M$ of $T$ and its adjoint $M^{*}$, see Theorem 3.1.4. We have

$$
y_{j}=Y c_{j}, \quad u_{j}:=-\left(T^{R} U\right)^{*} d_{j}, \quad \text { and } \quad v_{j}=\binom{u_{j}}{d_{j}}
$$

In Section 5.3 we have seen that the residues of $R_{1} A_{1}$ can be expressed in terms of $y_{j}$ and $u_{j}$, see Theorem 5.3.2. The principal part of $T^{-1}$ at $\mu$ is

$$
\sum_{j=1}^{r}(-\mu)^{-m_{j} y_{j}} \otimes v_{j}
$$

where the $m_{j}$ are the partial multiplicities. Since

$$
R_{2}=T^{-1} \tilde{J}_{2}
$$

where $\tilde{J}_{2}: \mathbb{C}^{n} \rightarrow\left(L_{p}(a, b)\right)^{n} \times \mathbb{C}^{n}$ is the canonical embedding, and since the map $\widetilde{J_{2}^{*}}:\left(L_{p^{\prime}}(a, b)\right)^{n} \times \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ is the canonical projection, we obtain because of Proposition 1.1.2 that the principal part of $R_{2}$ at $\mu$ is given by

$$
\sum_{j=1}^{r}(-\mu)^{-m_{j}} y_{j} \otimes d_{j}
$$

### 5.7. Improved expansion theorems for Stone regular problems

DEFINITION 5.7.1. Let $\tilde{M}(\lambda)$ be the characteristic matrix defined in (5.5.7) associated with the boundary eigenvalue problem (5.1.1), $\widetilde{T}^{R}(\lambda) y=0$, where $\widetilde{T}^{R}$ is defined in (5.1.8). The boundary eigenvalue problem (5.1.1), (5.1.2) is called strongly s-regular if there are finitely many numbers $\alpha_{1}<\alpha_{2}<\cdots<\alpha_{t+1}=$ $\alpha_{1}+2 \pi$, a positive number $\beta$, and curves $\Gamma_{v}=\left\{\lambda \in \mathbb{C}:|\lambda|=\rho_{v}\right\}(v \in \mathbb{N})$ with $\rho_{v} \nearrow \infty$ as $v \rightarrow \infty$, such that

$$
\tilde{M}(\lambda)^{-1}=\lambda^{s}\left(M_{0, s}(\lambda)+O\left(\max _{j=1}^{t}\left(1+\left|\Re\left(\lambda e^{i \alpha_{j}}\right)\right|\right)^{-\beta}\right)\right)
$$

holds on $\bigcup_{v \in \mathbb{N}} \Gamma_{v}$, where the matrix function $M_{0, s}$ is constant on each of the sectors $\left\{\lambda \in \mathbb{C} \backslash\{0\}: \alpha_{j}<\arg \lambda<\alpha_{j+1}\right\} \quad(j=1, \ldots, t)$.

REmARK 5.7.2. i) Each $s$-regular boundary eigenvalue problem is strongly $s+1$ regular.
ii) Each Birkhoff regular problem satisfying the hypotheses of Theorem 5.3.2 is strongly 0 -regular, see (4.6.4).
Theorem 5.7.3. Let $1<p<\infty$ and let $s$ be a positive integer. Suppose that $A_{0}$ and $A_{1}$ belong to $M_{n}\left(W_{p}^{s}(a, b)\right)$. Suppose that the boundary eigenvalue problem (5.1.1), (5.1.2) is strongly s-regular. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $T$ and let

$$
\left\{y_{\kappa, l}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, l}^{(j)}, d_{\kappa, l}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $T$ and $T^{*}$ at $\lambda_{\kappa}$, respectively. Then

$$
f=-\lim _{v \rightarrow \infty} \sum_{\substack{\kappa \in \mathbb{N} \\\left|\lambda_{k}\right|<\rho_{v}}}\left(\sum_{j=1}^{r\left(\lambda_{\kappa}\right)} \sum_{h=0}^{m_{\kappa, j}-1} y_{\kappa, h}^{(j)} \int_{a}^{b} u_{\kappa, m_{\kappa, j}-1-h}^{(j)}(x)^{\top} A_{1}(x) f(x) \mathrm{d} x\right)
$$

holds for all $f \in\left(W_{p}^{s}(a, b)\right)^{n}$ with $f=\Delta_{0} f$ and

$$
\sum_{j=0}^{s-1} \lambda^{-j-1} C_{2}(\lambda)^{-1} T^{R}(\lambda) \tilde{f}^{[j]}=O\left(\lambda^{-s-1}\right)
$$

where the series converges in parenthesis in $\left(L_{p}(a, b)\right)^{n}, \tilde{f} \in\left(W_{p}^{s}(a, b)\right)^{n}$ is chosen such that $\Delta_{0} \tilde{f}=f$ and the construction in Remark 5.6 .4 holds, and $\Delta_{0}=$ $\left(\begin{array}{cc}0 & 0 \\ 0 & I_{n-n_{0}}\end{array}\right) \in M_{n}\left(\mathbb{C}^{n}\right)$.

Proof. Consider the space

$$
F:=\left\{f \in\left(W_{p}^{s}(a, b)\right)^{n}: \sum_{j=0}^{s-1} \lambda^{-j-1} C_{2}(\lambda)^{-1} T^{R}(\lambda) \tilde{f}^{[j]}=O\left(\lambda^{-s-1}\right)\right\} .
$$

Here we have to note that $\tilde{f}^{[0]}, \ldots, \tilde{f}^{[s-1]}$ belong to $\left(W_{p}^{1}(a, b)\right)^{n}$ if $f$ belongs to $\left(W_{p}^{s}(a, b)\right)^{n}$.

If $n_{0}>0$, then $\tilde{f}^{[0]}, \ldots, \tilde{f}^{[s-1]}$ are not uniquely defined. To make them unique we require that, in addition to (5.6.2), $\left(l_{n}-\Delta_{0}\right) \tilde{f}^{[0]}(a), \ldots,\left(I_{n}-\Delta_{0}\right) \tilde{f}^{[s-1]}(a)$ are certain continuous linear functionals depending on $f \in F$. For any particular choice made for $\left(I_{n}-\Delta_{0}\right) \tilde{f}^{[0]}(a), \ldots,\left(I_{n}-\Delta_{0}\right) \tilde{f}^{[s-1]}(a)$ for any nonzero $f$, we can always satisfy this requirement by the HAHN-BANACH theorem. Of course, we could simply take $\left(I_{n}-\Delta_{0}\right) \tilde{f}_{1}^{[0]}(a)=0, \ldots,\left(I_{n}-\Delta_{0}\right) \tilde{f}_{1}^{[s-1]}(a)=0$. But since it is desirable to have $F$ as large as possible, a different choice might be better.

In view of the definition of $\tilde{f}^{[j]}$ and Lemma 2.5 .7 we obtain that the maps $f \mapsto \tilde{f}^{[j]}$ from $\left(W_{p}^{s}(a, b)\right)^{n}$ into $\left(W_{p}^{s-j}(a, b)\right)^{n}$ are continuous for $j=0, \ldots, s$. For $f \in F$ we obtain

$$
\begin{aligned}
& \left|\int_{\Gamma_{v}} \sum_{j=0}^{s-1} \lambda^{-j-1} \widetilde{J}_{2}(\lambda) T^{R}(\lambda) \tilde{f}^{[j]} \mathrm{d} \lambda\right| \\
& \leq \int_{\Gamma_{v}}|\lambda|^{-s-1}\left|\widetilde{J} R_{2}(\lambda) C_{2}(\lambda)\right| \sum_{j=0}^{s-1} \lambda^{s-j} C_{2}^{-1}(\lambda) T^{R}(\lambda) \tilde{f}^{[j]}| | \mathrm{d} \lambda \mid \\
& =\int_{\Gamma_{v}} O\left(|\lambda|^{-s-1}\right)\left|\widetilde{J} R_{2}(\lambda) C_{2}(\lambda)\right||\mathrm{d} \lambda||f|_{p, s} \\
& =O(1)|f|_{p, s}
\end{aligned}
$$

by Theorem 4.4.11 i) since the problem is $s$-regular.
Since $F$ is a closed subspace of $\left(W_{p}^{s}(a, b)\right)^{n}$, it is a Banach space with respect to the norm induced by $\left(W_{p}^{s}(a, b)\right)^{n}$. Let $J_{F}: F \rightarrow\left(L_{p}(a, b)\right)^{n}$ be the canonical embedding from $F$ into $E=\left(L_{p}(a, b)\right)^{n}$. Let $P_{v}\left(=Q_{v}\right)$ be defined as in Section 5.3. From (5.6.6) with $s_{1}=s-1$ we infer

$$
-P_{v} J_{F} f=-f+\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-s} \Delta_{0} R_{1}(\lambda) A_{1} \tilde{f}^{[s]} \mathrm{d} \lambda+O(1)|f|_{p, s}
$$

We have

$$
\lambda^{-s} \widetilde{M}(\lambda)^{-1}=M_{0, s}(\lambda)+O\left(\max _{j=1}^{t}\left(1+\left|\Re\left(\lambda e^{i \alpha_{j}}\right)\right|\right)^{-\beta}\right)
$$

where $M_{0, s}(\lambda)$ is constant on sectors. And that is exactly what we used in the proof of Proposition 4.6.3. The actual location of the sectors was inessential; the sector $\Sigma_{m}$ can be replaced by any smaller one. An obvious modification of Lemma 4.6.7 leads to

$$
\left|\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-s} \Delta_{0} R_{1}(\lambda) A_{1} \tilde{f}^{[s]} \mathrm{d} \lambda\right|_{p}=O(1)\left|\tilde{f}^{[s]}\right|_{p}=O(1)|f|_{p, s}
$$

and the boundedness of $\left\{P_{v} J_{F}: v \in \mathbb{N}\right\}$ follows.
Now let $f \in\left(W_{p}^{s+1}(a, b)\right)^{n} \cap F$. Then we have by (5.6.6) that

$$
P_{v} J_{F} f=f-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-s} \Delta_{0} R_{1}(\lambda) A_{1} \tilde{f}^{[s]} \mathrm{d} \lambda+\widetilde{J} S_{s, v}(0, c)+O\left(\lambda^{-1}\right)
$$

where $S_{s, v}$ is defined in Theorem 4.4.11 and $\widetilde{T}$ in the definition of $S_{s, v}$ is given by (5.3.3), and where $c \in \mathbb{C}^{n}$ (and depends on $\tilde{f}_{1}^{[0]}, \ldots, \tilde{f}_{1}^{[s-1]}$ ). Here $S_{s, v}$ is taken
with respect to $\lambda_{0}=0$. From Theorem 4.4.11 ii) we know that $\widetilde{J} S_{s, v}(0, c) \rightarrow 0$ as $v \rightarrow \infty$. As in the proof of Theorem 4.6 . 9 we infer, now for a suitable $\lambda_{0} \neq 0$,

$$
\begin{align*}
\widetilde{J S}_{s, v} \widetilde{T}\left(\lambda_{0}\right) & =\frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(\lambda-\lambda_{0}\right)^{-s-1} \widetilde{J T}^{-1}(\lambda) \widetilde{T}(\lambda) \mathrm{d} \lambda  \tag{5.7.1}\\
& +\frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(\lambda-\lambda_{0}\right)^{-s} \widetilde{J T}^{-1}(\lambda) J_{0} \widetilde{J} \mathrm{~d} \lambda \\
& -\frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(\lambda-\lambda_{0}\right)^{-s-1} \widetilde{J} \widetilde{T}^{-1}(\lambda) B\left(\lambda, \lambda_{0}\right) \mathrm{d} \lambda
\end{align*}
$$

Since $s>0$ we conclude with the same estimates as in Theorem 4.6.9 that

$$
\frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(\lambda-\lambda_{0}\right)^{-s} \widetilde{J}^{-1}(\lambda) J_{0} \widetilde{J} \mathrm{~d} \lambda \rightarrow 0
$$

as $v \rightarrow 0$. Applying this to $f^{[s]}$ we see that $P_{v} J_{F} f \rightarrow f$ as $v \rightarrow \infty$.
The proof of the theorem will be complete by Lemma 4.6 .8 if we show that $\left(W_{p}^{s+1}(a, b)\right)^{n} \cap F$ is dense in $F$. Since $\left.W_{p}^{s+1}(a, b)\right)^{n}$ is dense in $\left(W_{p}^{s}(a, b)\right)^{n}$ and $F$ is a finite-codimensional subspace of $\left(W_{p}^{s}(a, b)\right)^{n}$, the result will be a consequence of the following lemma.
Lemma 5.7.4. Let $E$ be a Banach space, $F$ a closed and finite-codimensional subspace of $E$, and $H$ a dense subspace of $E$. Then $H \cap F$ is dense in $F$.

Proof. Let $M$ be a (finite-dimensional) complementary space of $F$ in $E$ and let $P$ be the projection of $E$ onto $M$ along $F$. Let $Q: P(H) \rightarrow H$ be a linear operator such that $P Q$ is the identity on $P(H)$. Since $P(H) \subset M$ is finite-dimensional, $Q$ is continuous. Also $P$ is continuous by the closed graph theorem since $F$ and $M$ are closed. Now let $x \in F$ and choose $\left(x_{n}\right)_{0}^{\infty} \subset H$ such that $x_{n} \rightarrow x$ as $n \rightarrow \infty$. By definition of $Q$ we have $y_{n}:=x_{n}-Q P x_{n} \in H$ for $n \in \mathbb{N}$. Also $P y_{n}=0$ since $P Q$ is the identity. Thus $y_{n} \in H \cap F$. Now $Q P x_{n} \rightarrow Q P x=0$ since $Q$ and $P$ are continuous and $P x=0$. This shows that $y_{n} \rightarrow x$ as $n \rightarrow \infty$.
Remark 5.7.5. The condition

$$
\sum_{j=0}^{s-1} \lambda^{-j-1} C_{2}(\lambda)^{-1} T^{R}(\lambda) \tilde{f}^{[j]}=O\left(\lambda^{-s-1}\right)
$$

in Theorem 5.7.3 can be given in a more explicit form. For this let us write the asymptotic boundary conditions in the form

$$
C_{2}(\lambda)^{-1} T^{R}(\lambda)=\widetilde{T}^{R}(\lambda)=: \sum_{r=0}^{s-1} \lambda^{-r} \widetilde{T}_{r}^{R}+O\left(\lambda^{-s}\right) .
$$

Then

$$
\sum_{j=0}^{s-1} \lambda^{-j-1} C_{2}(\lambda)^{-1} T^{R}(\lambda) \tilde{f}^{[j]}=O\left(\lambda^{-s-1}\right)
$$

is equivalent to

$$
\sum_{r=0}^{j} \widetilde{T}_{r}^{R} \tilde{f}^{[j-r]}=0 \quad(j=0, \ldots, s-1)
$$

THEOREM 5.7.6. Let $s$ be a positive integer. Suppose that $A_{0}$ and $A_{1}$ belong to $M_{n}\left(W_{\infty}^{s}(a, b)\right)$. Suppose that the boundary eigenvalue problem (5.1.1), (5.1.2) is strongly s-regular. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $T$ and let

$$
\left\{y_{\kappa, l}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, l}^{(j)}, d_{\kappa, l}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $T$ and $T^{*}$ at $\lambda_{\kappa}$, respectively. Then

$$
f=-\lim _{v \rightarrow \infty} \sum_{\substack{\kappa \in \mathbb{N} \\\left|\lambda_{\kappa}\right|<p_{v}}}\left(\sum_{j=1}^{r\left(\lambda_{\kappa}\right)^{m_{\kappa, j}-1}} \sum_{h=0}^{-1} y_{\kappa, h}^{(j)} \int_{a}^{b} u_{\kappa, m_{\kappa, j}-1-h}^{(j)}(x)^{\top} A_{1}(x) f(x) \mathrm{d} x\right)
$$

holds for all $f \in\left(C^{s}[a, b]\right)^{n}$ with $f^{(s)} \in(B V[a, b])^{n}, f=\Delta_{0} f$, and

$$
\begin{equation*}
\sum_{r=0}^{j} \widetilde{T}_{r}^{R} \tilde{f}^{[j-r]}=0 \quad(j=0, \ldots, s) \tag{5.7.2}
\end{equation*}
$$

where the series converges in parenthesis in $(C[a, b])^{n}, \tilde{f} \in\left(W_{p}^{s}(a, b)\right)^{n}$ is chosen such that $\Delta_{0} \tilde{f}=f$ and the construction in Remark 5.6.4 holds.

Proof. Let $E$ be the set of all $f \in\left(C^{s}[a, b]\right)^{n}$ such that $f^{(s)} \in(B V[a, b])^{n}$. Then $E$ is a Banach space with respect to the norm $|f|_{\infty}+\left|f^{(s)}\right|_{(B V[a, b])^{n}}$, and $F$, the subset of $E$ consisting of functions satisfying (5.7.2), is a closed finite-codimensional subspace of $E$. Let $J_{F}$ be the canonical embedding from $F$ into $\left(L_{\infty}(a, b)\right)^{n}$. Combining the proofs of Theorem 5.7 .3 and Lemma 4.7 .4 we obtain that $\left\{P_{v} J_{F}: v \in \mathbb{N}\right\}$ is bounded in $L\left(F,\left(L_{\infty}(a, b)\right)^{n}\right)$. Here we have to note that $f^{(s)} \in(B V[a, b])^{n}$ implies $\tilde{f}^{[s]} \in(B V[a, b])^{n}$. Since also $\tilde{f}^{[s+1]}$ is defined for $f \in\left(W_{\infty}^{s+1}(a, b)\right)^{n}$, we can take the iteration one step further for these $f$ and obtain with the aid of (5.6.6) that

$$
P_{V} J_{F} f=f-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-s-1} \Delta_{0} R_{1}(\lambda) A_{1} \tilde{f}^{[s+1]} \mathrm{d} \lambda+o(1)
$$

Here we have used that (5.7.2), (5.3.3), and Theorem 4.4.9 ii) imply that

$$
\left|\oint_{\Gamma_{v}} \sum_{j=0}^{s} \lambda^{-j-1} R_{2}(\lambda) T^{R}(\lambda) \tilde{f}^{[j]} \mathrm{d} \lambda\right|_{\infty} \rightarrow 0 \text { as } v \rightarrow \infty
$$

Taking now the representation (5.7.1) with $s$ replaced by $s+1$, an application of Theorem 4.4.9 iii) shows that $P_{v} J_{F} f \rightarrow f$ as $v \rightarrow \infty$ for all $f \in F \cap\left(W_{\infty}^{s+2}(a, b)\right)^{n}$. As in the proof of Theorem 4.7 .5 we can show that $\left(C_{0}^{\infty}(a, b)\right)^{n}$ is dense in $E$. Therefore, an application of Lemmas 4.6 .8 and 5.7.4 completes the proof.

Remark 5.7.7. i) If we suppose that $A_{0}$ and $A_{1}$ belong to $M_{n}\left(W_{1}^{1}(a, b)\right)$, then also the case $s=0$ is covered by Theorem 5.7.6.
ii) If we consider Example 4.7.9 in light of Theorem 5.7.6, then we obtain that we can expand functions $\left(0, f_{2}, f_{3}\right)^{\top}$ for which there is a function $f_{1}$ such that $f_{1}^{\prime}=\alpha f_{2}+\beta f_{3}$ and, for $\tilde{f}=\left(f_{1}, f_{2}, f_{3}\right)^{\top}, W^{(0)} \tilde{f}(0)+W^{(1)} \tilde{f}(1)=0$. If we choose

$$
f_{1}(x)=f_{2}(0)+f_{3}(1)+\alpha \int_{0}^{x} f_{2}(\xi) \mathrm{d} \xi+\beta \int_{0}^{x} f_{3}(\xi) \mathrm{d} \xi
$$

then we obtain exactly the conditions which were deduced in Example 4.7.9.
The next result states a sufficient condition of an $s$-regular problem to be strongly $s$-regular.
Lemma 5.7.8. Let $s$ be a positive integer. Suppose that $A_{0}, A_{1} \in M_{n}\left(W_{p}^{s}(a, b)\right)$, where $p>1$, and that the $W_{v}$ given in (5.5.2) belong to $M_{n}\left(W_{\bar{q}}^{s-v}(a, b)\right)$ for some $\tilde{q}>1$ and $v=0, \ldots, s$. Suppose that $a$ and $b$ are no accumulation points of $\left\{a_{j}: W^{(j)}\left(a_{j}\right) \neq 0\right\}$. We consider the boundary eigenvalue problem (5.1.1), (5.1.2) and the determinant

$$
\operatorname{det} \widehat{M}_{1, s}=\sum_{c \in \mathscr{E}} \tilde{b}_{c}(\lambda) \exp (c \lambda)
$$

where $\tilde{b}_{c}(\lambda)=\lambda^{-v_{c}\left[b_{c}\right]}$ and $\widehat{M}_{1, s}$ is defined in (5.5.5). Suppose that $v_{c}=-$ sfor all $c \in \mathscr{E}$ and $b_{c} \neq 0$ for $c \in \widetilde{E}$, the set of vertices of $\mathscr{E}$. Then the boundary eigenvalue problem is strongly s-regular.

Proof. Without loss of generality we may assume $p=\tilde{q}$. Let

$$
\widehat{M}_{0, s}(\lambda)=\widehat{M}_{1, s}(\lambda)\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right) .
$$

In (5.5.8) we have proved that

$$
\tilde{M}(\lambda)-\widehat{M}_{0, s}(\lambda)=\lambda^{-s} o(1) .
$$

In the proof of Proposition 5.5 .2 we have seen that we also obtain

$$
\tilde{M}(\lambda)-\widehat{M}_{0, s}(\lambda)=\lambda^{-s} O\left(\tau_{p}(\lambda)\right)
$$

The assumptions imply that the problem is $s$-regular, and thus $\left|\lambda^{s} \operatorname{det} \tilde{M}(\lambda)\right| \geq \delta$ and $\left|\lambda^{s} \operatorname{det} \widehat{M}_{0, s}(\lambda)\right| \geq \delta$ on $\bigcup_{v \in \mathbb{N}} \Gamma_{\nu}$ for some $\delta>0$. Hence $\widetilde{M}(\lambda)^{-1}=O\left(\lambda^{s}\right)$ and $\widehat{M}_{0, s}(\lambda)^{-1}=O\left(\lambda^{s}\right)$ on $\bigcup_{v \in \mathbb{N}} \Gamma_{v}$. This implies

$$
\begin{aligned}
\tilde{M}(\lambda)^{-1}-\widehat{M}_{0, s}(\lambda)^{-1} & =\tilde{M}(\lambda)^{-1}\left(\widehat{M}_{0, s}(\lambda)-\tilde{M}(\lambda)\right) \widehat{M}_{0, s}(\lambda)^{-1} \\
& =\lambda^{s} O\left(\tau_{p}(\lambda)\right) \text { on } \bigcup_{v \in \mathbb{N}} \Gamma_{v}
\end{aligned}
$$

Hence it is sufficient to show that there is a matrix function $M_{0, s}(\lambda)$ which is constant on sectors such that

$$
\widehat{M}_{0, s}(\lambda)^{-1}=\lambda^{s}\left(M_{0, s}(\lambda)+O\left(\tau_{p}(\lambda)\right)\right.
$$

Arguing as in the proof of Proposition 4.3 .6 iv$), \mathrm{v}$ ) we infer that

$$
\widehat{M}_{0, s}(\lambda)^{-1}=\left(\operatorname{det} \widehat{M}_{0, s}(\lambda)\right)^{-1} \widehat{M}_{0, s}^{\mathrm{ad}}(\lambda)
$$

where

$$
\widehat{M}_{0, s}^{\mathrm{ad}}(\lambda)=\widehat{M}_{2, s}(\lambda)+O\left(\tau_{p}(\lambda)\right)
$$

and the matrix $\widehat{M}_{2, s}(\lambda)$ is constant on sectors. In the same way it follows that $\tilde{b}_{c}(\lambda)=\lambda^{-v_{c}}\left(b_{c}+O\left(\tau_{p}(\lambda)\right)\right)$, where $0 \leq v_{c} \leq s$. An application of Theorem A.3.1 completes the proof. Here we have to note that the additional assumption on $\mathscr{E}$ in Theorem A.3.1 are satisfied in view of Proposition A.1.6 and its proof and Corollary A.1.4.

### 5.8. Notes

We recall that historically $n$-th order scalar differential equations were considered before first order sytems of differential equations. Also, $n$-th order equations have attracted more attention than first order systems, mainly because of its greater relevance in applications. See the notes of Chapter VII and Chapter VIII for more details.

The first expansion theorems for systems have been obtained with respect to uniform convergence, see the paper [BIL] of BIRKhofF and LANGER. In the sequel, important generalizations have been published by R. E. LANGER [LA5], [LA6], [LA9] and R. H. Cole [CO2], [CO3], [CO4]. In most of these publications, in case of two-point boundary conditions, the eigenfunction expansions are stated as being pointwise convergent or locally uniformly convergent in the interior of the interval $(a, b)$. However, we are mostly interested in either $L_{p}$ convergence or uniform convergence on the whole interval. Then the behavior of the functions at the boundary becomes important; indeed, we see that we have to impose some auxiliary boundary conditons for the expandable functions if we consider uniform convergence or Stone regular problems. The boundary conditons which have to be satisfied for Stone regular problems were found explicitly in [MM5]. These boundary conditions are fulfilled if the functions which are to be expanded and their derivatives up to a certain order vanish at the endpoints of the interval $(a, b)$.

Further results, in particular concerning completeness, minimality and basisness of the eigenfunctions and associated functions for systems of of differential equations of type (5.1.1) with $\lambda$-polynomial boundary conditions (5.1.2) have
very recently been published by C. Tretter in [TR8]. The proofs of these results are based on the spectral theory for linear operator pencils $A-\lambda B$, on a new linearization method for a class of $\lambda$-nonlinear boundary eigenvalue problems developed by C. TRETTER in [TR9] and [TR7] and on sharp asymptotic estimates of the Green's matrix function as published in [MM5].

## Chapter VI

## $n$-TH ORDER DIFFERENTIAL EQUATIONS

In this chapter boundary eigenvalue problems for $n$-th order ordinary linear differential equations are considered. The differential equation as well as the boundary conditions are allowed to depend holomorphically on the eigenvalue parameter. The boundary conditions consist of terms at the endpoints and at interior points of the underlying interval and of an integral term. Such boundary eigenvalue problems are considered in suitable Sobolev spaces, so that both the differential operators and the boundary operators define bounded operators on Banach spaces. The assumptions on the boundary eigenvalue problems assure that these operators depend holomorphically on the eigenvalue parameter. In a canonical way a holomorphic Fredholm operator valued function is associated to such a boundary eigenvalue problem with independent variable being the eigenvalue parameter. This operator function consists of two components, the first one is the differential operator function, the second one is the boundary operator function. Operator functions defined in this way are briefly called boundary eigenvalue operator functions.

The results of this chapter are the analogs of those proved for boundary eigenvalue problems for first order differential systems in the third chapter. Some of the present statements are derived by the usual transformation of boundary eigenvalue problems for $n$-th order differential equations to such problems for first order $n \times n$ differential systems. A notable feature of this transformation is the fact that the characteristic matrix functions of the original boundary eigenvalue problem for the $n$-th order differential equation and the associated problem for the first order system coincide. Other results of this chapter are proved directly without reference to first order systems.

We obtain that a boundary eigenvalue operator function associated to an $n$ th order differential equation is globally holomorphically equivalent to a canonical extension of the characteristic matrix function of the corresponding boundary eigenvalue problem (Theorem 6.3.2). The principal parts of the resolvent, i.e., the inverse of the given boundary eigenvalue operator function, is expressed in terms of the eigenfunctions and associated functions of this operator function and its adjoint (Theorem 6.3.4). As in the third chapter, inhomogeneous boundary conditions are treated in a natural way. The resolvent is defined on the direct sum of
an $L_{p}$-function space and a finite-dimensional space of constants. On the function space, the resolvent is an integral operator whose kernel is the Green's function; on the space of constants, it is a multiplication operator (Theorem 6.4.1).

The adjoint operator function of a boundary eigenvalue operator function defines the adjoint boundary eigenvalue problem (Theorem 6.5.1). For the adjoint problem in this operator theoretical sense no additional assumptions on the original boundary eigenvalue problem are needed. The adjoint operator function maps the direct sum of an $L_{p}$-function space and a finite-dimensional space of constants into a space of distributions.

The realization of the original boundary eigenvalue problem within an $L_{p^{-}}$ function space is achieved in the following way: Take the original boundary eigenvalue problem with homogeneous boundary conditions and associate to it a family of closed linear operators whose domains consist of $W_{p}^{1}$-functions which fulfil the boundary conditions. These closed linear operators are not necessarily densely defined and their domains may depend on the eigenvalue parameter. The adjoints of these closed linear operators are in general not operators but closed linear relations. Under additional assumptions these adjoints form a family of operators, in which case they yield the adjoint boundary eigenvalue problem in the parametrized form. The relationships between the adjoint boundary eigenvalue problem in operator theoretical sense and the corresponding problem in parametrized form is thoroughly discussed (Theorems 6.6.4 and 6.6.5).

Finally, the special case of two-point boundary eigenvalue problems is considered. We state that the classical adjoint boundary eigenvalue problem coincides with the adjoint problem in the parametrized form. Root functions (eigenvectors and associated vectors) are defined for the above mentioned families of closed linear operators by taking root functions (eigenvectors and associated vectors) of the corresponding holomorphic boundary eigenvalue operator function. It is shown that the principal parts of the Green's function can be represented in terms of eigenfunctions and associated functions of the family of closed linear operators and the family of the adjoints of these operators (Theorem 6.7.8).

### 6.1. Differential equations and systems

In this chapter let $\Omega$ be a nonempty open subset of $\mathbb{C},-\infty<a<b<\infty, 1 \leq p \leq \infty$, $1 \leq p^{\prime} \leq \infty$ such that $1 / p+1 / p^{\prime}=1$, and $n \in \mathbb{N}, n \geq 2$. By $e_{j}$ we denote the $j$-th unit vector in $\mathbb{C}^{n}$. We consider the scalar $n$-th order differential equation

$$
\begin{equation*}
\eta^{(n)}+\sum_{i=0}^{n-1} p_{i}(\cdot, \lambda) \eta^{(i)}=0 \quad\left(\eta \in W_{p}^{n}(a, b), \lambda \in \Omega\right) \tag{6.1.1}
\end{equation*}
$$

where $p_{i} \in H\left(\Omega, L_{p}(a, b)\right)(i=0, \ldots, n-1)$. Together with this differential equation we consider the differential operator

$$
\begin{equation*}
L^{D}(\lambda) \eta:=\eta^{(n)}+\sum_{i=0}^{n-1} p_{i}(\cdot, \lambda) \eta^{(i)} \quad\left(\eta \in W_{p}^{n}(a, b), \lambda \in \Omega\right) . \tag{6.1.2}
\end{equation*}
$$

Lemma 6.1.1. $L^{D} \in H\left(\Omega, L\left(W_{p}^{n}(a, b), L_{p}(a, b)\right)\right)$.
Proof. From Proposition 2.3 .3 we infer that $p_{i} \in H\left(\Omega, L\left(W_{p}^{n-i}(a, b), L_{p}(a, b)\right)\right)$ for $i=0, \ldots, n-1$.

We associate a first order system to the $n$-th order differential equation. This system is defined by the operator

$$
\begin{equation*}
T^{D}(\lambda) y:=y^{\prime}-A(\cdot, \lambda) y \quad\left(y \in\left(W_{p}^{1}(a, b)\right)^{n}, \lambda \in \mathbb{C}\right) \tag{6.1.3}
\end{equation*}
$$

where

$$
A:=\left(\delta_{i, j-1}-\delta_{i, n} p_{j-1}\right)_{i, j=1}^{n}=\left(\begin{array}{ccccc}
0 & 1 & & &  \tag{6.1.4}\\
& \cdot & . & & 0 \\
& 0 & . & . & \\
-p_{0} & \cdot & . & . & -p_{n-1}
\end{array}\right) .
$$

Proposition 6.1.2. Let $\eta \in W_{p}^{n}(a, b), \lambda \in \Omega$, and set

$$
y:=\left(\begin{array}{c}
\eta \\
\eta^{\prime} \\
\vdots \\
\eta^{(n-1)}
\end{array}\right) .
$$

Then $y \in\left(W_{p}^{1}(a, b)\right)^{n}$ and

$$
T^{D}(\lambda) y=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
L^{D}(\lambda) \eta
\end{array}\right)
$$

Proof. The assertions $y \in\left(W_{p}^{1}(a, b)\right)^{n}$ and

$$
\begin{equation*}
e_{i}^{\top} A(\cdot, \lambda)=e_{i+1}^{\top} \quad(i=1, \ldots, n-1) \tag{6.1.5}
\end{equation*}
$$

are obvious. For $i=1, \ldots, n-1,(6.1 .3)$ and (6.1.5) yield

$$
e_{i}^{\top} T^{D}(\lambda) y=e_{i}^{\top} y^{\prime}-e_{i}^{\top} A(\cdot, \lambda) y=\eta^{(i)}-e_{i+1}^{\top} y=0 .
$$

Finally we obtain

$$
\begin{aligned}
e_{n}^{\top} T^{D}(\lambda) y & =e_{n}^{\top} y^{\prime}+\sum_{i=0}^{n-1} p_{i}(\cdot, \lambda) e_{i+1}^{\top} y \\
& =\eta^{(n)}+\sum_{i=0}^{n-1} p_{i}(\cdot, \lambda) \eta^{(i)}=L^{D}(\lambda) \eta .
\end{aligned}
$$

Proposition 6.1.3. Let $y \in\left(W_{p}^{1}(a, b)\right)^{n}, \lambda \in \Omega$, and assume that $e_{i}^{\top} T^{D}(\lambda) y=0$ for $i=1, \ldots, n-1$. Then $\eta:=e_{1}^{\top} y \in W_{p}^{n}(a, b)$,

$$
y=\left(\begin{array}{c}
\eta  \tag{6.1.6}\\
\eta^{\prime} \\
\vdots \\
\eta^{(n-1)}
\end{array}\right)
$$

and

$$
\begin{equation*}
L^{D}(\lambda) \eta=e_{n}^{\top} T^{D}(\lambda) y . \tag{6.1.7}
\end{equation*}
$$

Proof. Let $i \in\{1, \ldots, n-1\}$. By assumption and from (6.1.5) we obtain

$$
\begin{equation*}
e_{i}^{\top} y^{\prime}=e_{i}^{\top} y^{\prime}-e_{i}^{\top} T^{D}(\lambda) y=e_{i}^{\top} A(\cdot, \lambda) y=e_{i+1}^{\top} y . \tag{6.1.8}
\end{equation*}
$$

This proves $\eta \in W_{p}^{i}(a, b)$ and $e_{i}^{\top} y=\eta^{(i-1)}$ for $i=1, \ldots, n$. Indeed, this is true for $i=1$. Assume that $\eta \in W_{p}^{i}(a, b)$ and $e_{i}^{\top} y=\eta^{(i-1)}$ holds for some $i<n$. Then (6.1.8) yields

$$
\eta^{(i)}=e_{i}^{\top} y^{\prime}=e_{i+1}^{\top} y \in W_{p}^{1}(a, b)
$$

which proves $\eta \in W_{p}^{i+1}(a, b)$, see Corollary 2.1.4. Thus $\eta \in W_{p}^{n}(a, b)$, and the equation (6.1.6) holds. Because of (6.1.6), the equation (6.1.7) immediately follows from Proposition 6.1.2.

DEFinition 6.1.4. Let $\lambda_{0} \in \Omega$ and $\eta_{1}, \ldots, \eta_{n} \in W_{p}^{n}(a, b)$. Then $\left\{\eta_{1}, \ldots, \eta_{n}\right\}$ is called a fundamental system of $L^{D}\left(\lambda_{0}\right) \eta=0$ if for each $\eta \in N\left(L^{D}\left(\lambda_{0}\right)\right)$ there are $c_{j} \in \mathbb{C}(j=1, \ldots, n)$ such that

$$
\eta=\sum_{j=1}^{n} c_{j} \eta_{j} .
$$

A function $\left(\eta_{1}, \ldots, \eta_{n}\right): \Omega \rightarrow M_{1, n}\left(W_{p}^{n}(a, b)\right)$ is called a fundamental system function of $L^{D} y=0$ if $\left\{\eta_{1}(\lambda), \ldots, \eta_{n}(\lambda)\right\}$ is a fundamental system of $L^{D}(\lambda) y=0$ for each $\lambda \in \Omega$.

Lemma 6.1.5. Let $\lambda_{0} \in \Omega$ and $Y_{0} \in M_{n}\left(W_{p}^{1}(a, b)\right)$ be a fundamental matrix of $T^{D}\left(\lambda_{0}\right) y=0$. Then $\left\{e_{1}^{\top} Y_{0} e_{1}, \ldots, e_{1}^{\top} Y_{0} e_{n}\right\}$ is a fundamental system of $L^{D}\left(\lambda_{0}\right) \eta=0$, and

$$
\begin{equation*}
\left(e_{1}^{\top} Y_{0} e_{j}\right)^{(i-1)}=e_{i}^{\top} Y_{0} e_{j} \tag{6.1.9}
\end{equation*}
$$

holds for $i=1, \ldots, n$ and $j=1, \ldots, n$.
Proof. For each $j \in\{1, \ldots, n\}, Y_{0} e_{j}$ fulfils the assumptions of Proposition 6.1.3. Thus $e_{1}^{\top} Y_{0} e_{1}, \ldots, e_{1}^{\top} Y_{0} e_{n} \in W_{p}^{n}(a, b)$, and (6.1.9) holds. Now let $\eta \in N\left(L^{D}\left(\lambda_{0}\right)\right)$ and set $y:=\left(\eta, \eta^{\prime}, \ldots, \eta^{(n-1)}\right)^{\top}$. Then $y \in N\left(T^{D}\left(\lambda_{0}\right)\right)$ by Proposition 6.1.2. Definition 2.5.2 yields a vector $c=\left(c_{1}, \ldots, c_{n}\right)^{\top} \in \mathbb{C}^{n}$ such that $y=Y_{0} c$. It follows that

$$
\eta=e_{1}^{\top} y=e_{1}^{\top} Y_{0} c=\sum_{j=1}^{n} c_{j} e_{1}^{\top} Y_{0} e_{j} .
$$

Lemma 6.1.6. Let $\lambda_{0} \in \Omega$ and $\eta_{1}, \ldots, \eta_{n} \in W_{p}^{n}(a, b)$ such that $\left\{\eta_{1}, \ldots, \eta_{n}\right\}$ is a fundamental system of $L^{D}\left(\lambda_{0}\right)=0$. Then $\left(\eta_{j}^{(i-1)}\right)_{i, j=1}^{n} \in M_{n}\left(W_{p}^{1}(a, b)\right)$ is a fundamental matrix of $T^{D}\left(\lambda_{0}\right) y=0$.
Proof. Let $y \in N\left(T^{D}\left(\lambda_{0}\right)\right)$. Proposition 6.1.3 yields that $\eta:=e_{1}^{\top} y \in W_{p}^{n}(a, b)$, $y=\left(\eta, \eta^{\prime}, \ldots, \eta^{(n-1)}\right)^{\top}$ and $L^{D}\left(\lambda_{0}\right) \eta=e_{n}^{\top} T^{D}\left(\lambda_{0}\right) y=0$. Hence there is a vector $c=\left(c_{1}, \ldots, c_{n}\right)^{\top} \in \mathbb{C}^{n}$ such that

$$
\eta=\sum_{j=1}^{n} c_{j} \eta_{j} .
$$

This proves

$$
y=\left(\begin{array}{c}
\eta \\
\eta^{\prime} \\
\vdots \\
\eta^{(n-1)}
\end{array}\right)=\left(\eta_{j}^{(i-1)}\right)_{i, j=1}^{n} c
$$

Proposition 6.1.7. Let $\lambda_{0} \in \Omega$ and $\eta_{1}, \ldots, \eta_{n} \in W_{p}^{n}(a, b)$. Then the following conditions are equivalent:
i) $\eta_{1}, \ldots, \eta_{n}$ are linearly independent, $L^{D}\left(\lambda_{0}\right) \eta_{j}=0$ for each $j \in\{1, \ldots, n\}$, and for each $\eta \in N\left(L^{D}\left(\lambda_{0}\right)\right)$ there are $c_{j} \in \mathbb{C}(j=1, \ldots, n)$ such that

$$
\eta=\sum_{j=1}^{n} c_{j} \eta_{j}
$$

ii) $\left\{\eta_{1}, \ldots, \eta_{n}\right\}$ is a fundamental system of $L^{D}\left(\lambda_{0}\right) \eta=0$;
iii) $\left(\eta_{j}^{(i-1)}\right)_{i, j=1}^{n}$ is a fundamental matrix of $T^{D}\left(\lambda_{0}\right) y=0$.

Proof. i) $\Rightarrow$ ii) is clear by definition of a fundamental system and ii) $\Rightarrow$ iii) follows from Lemma 6.1.6.

Assume that iii) holds. For $j=1, \ldots, n$ we set $y_{j}:=\left(\eta_{j}, \eta_{j}^{\prime}, \ldots, \eta_{j}^{(n-1)}\right)^{\top}$. From Corollary 2.5 .5 we infer $T^{D}\left(\lambda_{0}\right) y_{j}=0$ and hence, by Proposition 6.1.2, $L^{D}\left(\lambda_{0}\right) \eta_{j}=0$ for $j=1, \ldots, n$. Since a fundamental matrix is invertible by Theorem 2.5.3 and Proposition 2.5.4, $y_{1}, \ldots, y_{n}$ are linearly independent. This implies that $\eta_{1}, \ldots, \eta_{n}$ are linearly independent. An application of Lemma 6.1 .5 completes the proof.

THEOREM 6.1.8. There is a fundamental system function $\left(\eta_{1}, \ldots, \eta_{n}\right)$ of $L^{D} \eta=0$ such that $\eta_{j}^{(i-1)}(a, \lambda)=\delta_{i, j}$ for $\lambda \in \Omega$ and $i, j=1, \ldots, n$. Furthermore, the fundamental system function is uniquely determined and depends holomorphically on $\lambda \in \Omega$. More precisely, we have $\eta_{j} \in H\left(\Omega, W_{p}^{n}(a, b)\right)$ for $j=1, \ldots, n$.

Proof. By Theorem 2.5 .3 there is a fundamental matrix function $Y$ of $T^{D} y=0$ such that $Y(a, \lambda)=I_{n}$ for all $\lambda \in \Omega$. For $j=1, \ldots, n$ we set $\eta_{j}:=e_{1}^{\top} Y e_{j}$. By Lemma 6.1.5 we obtain that $\left(\eta_{1}, \ldots, \eta_{n}\right)$ is a fundamental system function. In addition, (6.1.9) and $Y(a, \lambda)=I_{n}$ yield $\eta_{j}^{(i-1)}(a, \lambda)=\delta_{i j}$ for $\lambda \in \Omega$ and $i, j=$ $1, \ldots, n$.

Now let $\left(\eta_{1}, \ldots, \eta_{n}\right)$ be any fundamental system function of $L^{D} \eta=0$ with $\eta_{j}^{(i-1)}(a, \lambda)=\delta_{i j}$ for $\lambda \in \Omega$ and $i, j=1, \ldots, n$. By Corollary 2.5 .5 there is a unique fundamental matrix function $Y$ of $T^{D} y=0$ with $Y(a, \lambda)=I_{n}$ for $\lambda \in \Omega$. Since $\left(\eta_{j}^{(i-1)}\right)_{i, j=1}^{n}$ is a fundamental matrix function with these properties by Lemma 6.1.6, we obtain that $\left(\eta_{1}, \ldots, \eta_{n}\right)$ is uniquely determined.

Since $Y$ depends holomorphically on $\lambda$ by Theorem 2.5.3, it follows that $\eta_{j}^{(i-1)} \in H\left(\Omega, W_{p}^{1}(a, b)\right)$ for $i, j=1, \ldots, n$. For $h \in \mathbb{N}$, the indefinite integral defines a continuous linear map from $W_{p}^{h}(a, b)$ to $W_{p}^{h+1}(a, b)$ by Proposition 2.1.8. From $\eta_{j}^{(i-1)}(a)=\delta_{i j}$ and Proposition 2.1.5i) we know that

$$
\eta_{j}^{(i-1)}(x, \lambda)=\delta_{i j}+\int_{a}^{x} \eta_{j}^{(i)}(t, \lambda) \mathrm{d} t \quad(x \in(a, b))
$$

for $j=1, \ldots, n$ and $i=1, \ldots, n-1$. Hence we obtain in view of Corollary 1.2.4 that

$$
\eta_{j}^{(n-2)} \in H\left(\Omega, W_{p}^{2}(a, b)\right), \ldots, \eta_{j} \in H\left(\Omega, W_{p}^{n}(a, b)\right) .
$$

### 6.2. Boundary conditions

Let $L^{R} \in H\left(\Omega, L\left(W_{p}^{n}(a, b), \mathbb{C}^{n}\right)\right)$. Suppose that $p<\infty$. We fix some $\lambda_{0} \in \Omega$ and $l \in\{1, \ldots, n\}$. By Theorem 2.2.5 there are $u_{j} \in L_{p^{\prime}}(a, b)(j=0, \ldots, n)$ such that $e_{l}^{\top} L^{R}\left(\lambda_{0}\right)=\sum_{j=0}^{n}\left(u_{j}\right)_{e}^{(j)}$ and

$$
e_{l}^{\top} L^{R}\left(\lambda_{0}\right) \eta=\left\langle\eta, e_{l}^{\top} L^{R}\left(\lambda_{0}\right)\right\rangle_{p, n}=\sum_{j=0}^{n} \int_{a}^{b}(-1)^{j} \eta^{(j)}(x) u_{j}(x) \mathrm{d} x
$$

for each $\eta \in W_{p}^{n}(a, b)$. Hence

$$
e_{l}^{\top} L^{R}\left(\lambda_{0}\right) \eta=\left\langle\eta,\left(u_{0}\right)_{e}+\left(u_{1}\right)_{e}^{\prime}\right\rangle_{p, 1}+\sum_{j=2}^{n}\left\langle\eta^{(j-1)},(-1)^{(j-1)}\left(u_{j}\right)_{e}^{\prime}\right\rangle_{p, 1}
$$

for each $\eta \in W_{p}^{n}(a, b)$. This proves that for each $\lambda \in \Omega$ there is an operator $T^{R}(\lambda) \in L\left(\left(W_{p}^{1}(a, b)\right)^{n}, \mathbb{C}^{n}\right)$ such that

$$
L^{R}(\lambda) \eta=T^{R}(\lambda)\left(\begin{array}{c}
\eta  \tag{6.2.1}\\
\eta^{\prime} \\
\vdots \\
\eta^{(n-1)}
\end{array}\right)
$$

holds for all $\eta \in W_{p}^{n}(a, b)$.
In applications, the boundary conditions are mostly given in a form such that it is easy to give a representation (6.2.1) with $T^{R} \in H\left(\Omega, L\left(\left(W_{p}^{1}(a, b)\right)^{n}, \mathbb{C}^{n}\right)\right.$. For example, let

$$
L^{R}(\lambda) \eta:=\left(\sum_{j=1}^{n}\left(\alpha_{i j}(\lambda) \eta^{(j-1)}(a)+\beta_{i j}(\lambda) \eta^{(j-1)}(b)\right)\right)_{i=1}^{n} \quad\left(\eta \in W_{p}^{n}(a, b)\right)
$$

where the $\alpha_{i j}$ and $\beta_{i j}$ are complex valued functions and where $L^{R}$ depends holomorphically on $\lambda$. Choosing functions $\eta$ for which exactly one of the values $\eta^{(j-1)}(a), \eta^{(j-1)}(b)(j=1, \ldots, n)$ is different from zero we see that the $\alpha_{i j}$ and $\beta_{i j}$ are holomorphic functions. Then $T^{R}(\lambda)$, defined by

$$
T^{R}(\lambda) y:=\left(\alpha_{i j}(\lambda)\right)_{i, j=1}^{n} y(a)+\left(\beta_{i j}(\lambda)\right)_{i, j=1}^{n} y(b) \quad\left(y \in W_{p}^{n}(a, b)\right)
$$

depends holomorphically on $\lambda$.
Now we shall show that, if $p<\infty$, we can always choose $T^{R}(\lambda)$ in such a way that it also depends holomorphically on $\lambda$. This immediately follows from

Proposition 6.2.1. Let $l \in \mathbb{N}, 1 \leq p<\infty$ and $v \in H\left(\Omega, W_{p^{\prime}}^{-l}[a, b]\right)$. Then there are $u_{0}, \ldots, u_{l} \in H\left(\Omega, L_{p^{\prime}}(a, b)\right)$ such that

$$
v(\lambda)=\sum_{i=0}^{l} u_{i}(\lambda)_{e}^{(i)} \quad(\lambda \in \Omega) .
$$

Proof. We shall prove the proposition by induction on $l$. In case $l=0$ nothing has to be proved. Assume that the assertion holds for $l-1$ and let $v \in H\left(\Omega, W_{p^{\prime}}^{-l}[a, b]\right)$. For each $\lambda \in \Omega$ there are $v_{0}(\lambda), \ldots, v_{l}(\lambda) \in L_{p^{\prime}}(a, b)$ such that

$$
v(\lambda)=\sum_{i=0}^{l} v_{i}(\lambda)_{e}^{(i)} \quad(\lambda \in \Omega) .
$$

For $\lambda \in \Omega$ and $x \in \mathbb{R}$ we set

$$
w(\lambda)(x):=\int_{a}^{x}\left[v_{0}(\lambda)_{e}(t)-\frac{1}{b-a}\langle 1, v(\lambda)\rangle_{p, l} \chi_{(a, b)}(t)\right] \mathrm{d} t
$$

where $\chi_{(a, b)}$ is the characteristic function of $(a, b)$. Since

$$
w(\lambda)(b)=\int_{a}^{b} v_{0}(\lambda)(t) \mathrm{d} t-\langle 1, v(\lambda)\rangle_{p, l}=0
$$

by definition of the bilinear form $\langle,\rangle_{p, n}$ (see (2.2.4)), we have $w(\lambda)(x)=0$ for $x \in \mathbb{R} \backslash(a, b)$. From Proposition 2.1.5i) it follows that $w(\lambda) \in W_{p}^{1}(\mathbb{R}) \subset L_{p}(\mathbb{R})$ and

$$
w(\lambda)^{\prime}=v_{0}(\lambda)_{e}-\frac{1}{b-a}\langle 1, v(\lambda)\rangle_{p, 1} \chi_{(a, b)} .
$$

Then

$$
\tilde{v}(\lambda):=w(\lambda)+\sum_{i=1}^{l} v_{i}(\lambda)_{e}^{(i-1)} \in W_{p^{\prime}}^{-l+1}[a, b] .
$$

We note that

$$
\begin{equation*}
\tilde{v}(\lambda)^{\prime}=w(\lambda)^{\prime}+\sum_{i=1}^{l} v_{i}(\lambda)_{e}^{(i)}=v(\lambda)-\frac{1}{b-a}\langle 1, v(\lambda)\rangle_{p, l} \chi_{(a, b)} \tag{6.2.2}
\end{equation*}
$$

depends holomorphically on $\lambda$ in the Banach space $W_{p^{\prime}}^{-l}[a, b]$. Let $\varphi \in W_{p}^{l-1}(a, b)$ and set

$$
\psi(x):=\int_{a}^{x} \varphi(t) \mathrm{d} t \quad(x \in(a, b)) .
$$

Then $\psi \in W_{p}^{\prime}(a, b)$ and

$$
\langle\varphi, \tilde{v}(\lambda)\rangle_{p, l-1}=\left\langle\psi^{\prime}, \tilde{v}(\lambda)\right\rangle_{p, l-1}=\left\langle-\psi, \tilde{v}(\lambda)^{\prime}\right\rangle_{p, l} .
$$

Hence $\tilde{v}$ is (weakly) holomorphic in $W_{p^{\prime}}^{-l+1}[a, b]$. The induction hypothesis yields that there are $u_{1}, \ldots, u_{l} \in H\left(\Omega, L_{p^{\prime}}(a, b)\right)$ such that

$$
\tilde{v}(\lambda)=\sum_{i=0}^{l-1} u_{i+1}(\lambda)_{e}^{(i)} \quad(\lambda \in \Omega) .
$$

We set

$$
u_{0}(\lambda):=\frac{1}{b-a}\langle 1, v(\lambda)\rangle_{p, l} \chi_{(a, b)}
$$

Then $u_{0} \in H\left(\Omega, L_{p^{\prime}}(a, b)\right)$. From (6.2.2) we obtain

$$
v(\lambda)=u_{0}(\lambda)+\tilde{v}(\lambda)^{\prime}=\sum_{i=0}^{l} u_{i}(\lambda)_{e}^{(i)} \quad(\lambda \in \Omega)
$$

We would like to note that the "canonical way" to associate $T^{R}$ to $L^{R}$ does not always yield a holomorphic operator function $T^{R}$. For example, the identity

$$
\int_{a}^{b} \eta^{\prime}(t) \mathrm{d} t=\eta(b)-\eta(a)
$$

yields that, for any complex valued function $\alpha$ on $\mathbb{C}$,

$$
L^{R}(\lambda) \eta:=\binom{\eta(a)}{\eta(b)+\alpha(\lambda)(\eta(a)-\eta(b))+\alpha(\lambda) \int_{a}^{b} \eta^{\prime}(t) \mathrm{d} t}
$$

defines a holomorphic operator function

$$
L^{R} \in H\left(\mathbb{C}, L\left(W_{2}^{2}(a, b), \mathbb{C}^{2}\right)\right)
$$

But the operator function $T^{R}$, given by

$$
T^{R}(\lambda) y:=\binom{y_{1}(a)}{y_{1}(b)+\alpha(\lambda)\left(y_{1}(a)-y_{1}(b)\right)+\alpha(\lambda) \int_{a}^{b} y_{2}(t) \mathrm{d} t}
$$

where $y=\binom{y_{1}}{y_{2}} \in\left(W_{2}^{1}(a, b)\right)^{2}$, does not depend holomorphically on $\lambda$ if $\alpha$ does not depend holomorphically on $\lambda$.

We shall assume also in the case $p=\infty$ that $L^{R} \in H\left(\Omega, L\left(W_{p}^{n}(a, b), \mathbb{C}^{n}\right)\right)$ is given in such a way that (6.2.1) holds for some $T^{R} \in H\left(\Omega, L\left(\left(W_{p}^{1}(a, b)\right)^{n}, \mathbb{C}^{n}\right)\right)$.

### 6.3. The boundary eigenvalue operator function

Let $L^{D}$ and $L^{R}$ be as defined in Sections 6.1 and 6.2. We call

$$
\begin{equation*}
L=\left(L^{D}, L^{R}\right) \in H\left(\Omega, L\left(W_{p}^{n}(a, b), L_{p}(a, b) \times \mathbb{C}^{n}\right)\right) \tag{6.3.1}
\end{equation*}
$$

a boundary eigenvalue operator function.

Let $\left\{\eta_{1}, \ldots, \eta_{n}\right\}$ be the fundamental system function of $L^{D} \eta=0$ given by Theorem 6.1.8 and set $Y:=\left(\eta_{j}^{(i-1)}\right)_{i, j=1}^{n}$. Define

$$
\begin{equation*}
Z_{L}(\lambda) c:=\left(\eta_{1}(\cdot, \lambda), \ldots, \eta_{n}(\cdot, \lambda)\right) c=e_{1}^{\top} Y(\cdot, \lambda) c \quad\left(c \in \mathbb{C}^{n}, \lambda \in \Omega\right) \tag{6.3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(U_{L}(\lambda) f\right)(x):=e_{1}^{\top} Y(x, \lambda) \int_{a}^{x} Y(t, \lambda)^{-1} e_{n} f(t) \mathrm{d} t \quad\left(f \in L_{p}(a, b)\right) \tag{6.3.3}
\end{equation*}
$$

From Lemma 6.1.6 we know that $Y$ is a fundamental matrix function of $T^{D} y=0$. Let $\lambda \in \Omega$ and $U(\lambda)$ be the right inverse of $T^{D}(\lambda)$ given by (3.1.6). Then

$$
\begin{equation*}
U_{L}(\lambda)=e_{1}^{\top} U(\lambda) e_{n} \tag{6.3.4}
\end{equation*}
$$

A characteristic matrix function of $L$ is defined by

$$
\begin{equation*}
M(\lambda)=L^{R}(\lambda) Z_{L}(\lambda) \tag{6.3.5}
\end{equation*}
$$

Note that $M$ is also a characteristic matrix function of the associated first order boundary eigenvalue operator function $T=\left(T^{D}, T^{R}\right)$ given by (6.1.3) and (6.2.1).
THEOREM 6.3.1. $L$ is an abstract boundary eigenvalue operator function in the sense of Section 1.11.

Proof. We set $E:=W_{p}^{n}(a, b), F_{1}:=L_{p}(a, b), G:=F_{2}:=\mathbb{C}^{n}, T_{1}:=L^{D}, T_{2}:=L^{R}$. We have to prove that (1.11.1) holds. For this let $\lambda \in \Omega$. For each $f \in L_{p}(a, b)$ we have

$$
T^{D}(\lambda) U(\lambda) e_{n} f=e_{n} f
$$

Thus we can apply Proposition 6.1.3 and obtain $e_{1}^{\top} U(\lambda) e_{n} f \in W_{p}^{n}(a, b)$ and

$$
\begin{equation*}
\left(e_{1}^{\top} U(\lambda) e_{n} f\right)^{(j-1)}=e_{j}^{\top} U(\lambda) e_{n} f \quad(j=1, \ldots, n) . \tag{6.3.6}
\end{equation*}
$$

Then (6.1.7) and (6.3.4) yield

$$
L^{D}(\lambda) U_{L}(\lambda) f=e_{n}^{\top} T^{D}(\lambda) U(\lambda) e_{n} f=f
$$

for each $f \in L_{p}(a, b)$, i. e., $U_{L}(\lambda)$ is a right inverse of $L^{D}(\lambda)$.
For each $\lambda \in \Omega, Z_{L}(\lambda)$ is injective since $\eta_{1}, \ldots, \eta_{n}$ are linearly independent by Proposition 6.1.7.

For the proof of (1.11.1) iii) let $\lambda \in \Omega$ and $\eta \in N\left(L^{D}(\lambda)\right)$. Then, by Definition 6.1.4, there is a vector $c \in \mathbb{C}^{n}$ such that $\eta=\left(\eta_{1}(\cdot, \lambda), \ldots, \eta_{n}(\cdot, \lambda)\right) c=Z_{L}(\lambda) c$, which proves $\eta \in R\left(Z_{L}(\lambda)\right)$. Conversely, let $\eta \in R\left(Z_{L}(\lambda)\right)$. Then there is a vector $c \in \mathbb{C}^{n}$ such that $\eta=Z_{L}(\lambda) c=\left(\eta_{1}(\cdot, \lambda), \ldots, \eta_{n}(\cdot, \lambda)\right) c$. Proposition 6.1.7 proves $\eta \in N\left(L^{D}(\lambda)\right)$.

We shall show that $U_{L}$ is even a holomorphic right inverse. As in the proof of Proposition 2.1.6 we define

$$
R:=\left\{\left(f_{j}\right)_{j=0}^{k}: f_{j} \in L_{p}(a, b)(j=0, \ldots, k), f_{j}^{\prime}=f_{j+1}(j=0, \ldots, k-1)\right\}
$$

Because of the isomorphism proved in that proposition it is sufficient to show that for $j=0, \ldots, n$

$$
(\lambda, f) \mapsto\left(U_{L}(\lambda) f\right)^{(j)} \quad\left(\lambda \in \Omega, f \in L_{p}(a, b)\right)
$$

defines a holomorphic map in $L\left(L_{p}(a, b), L_{p}(a, b)\right)$. For $j=0, \ldots, n-1$ this follows from (6.3.6) since $U \in H\left(\Omega, L\left(\left(L_{p}(a, b)\right)^{n},\left(W_{p}^{1}(a, b)\right)^{n}\right)\right)$. Since this also yields that

$$
(\lambda, f) \mapsto\left(U_{L}(\lambda) f\right)^{(n-1)} \quad\left(\lambda \in \Omega, f \in L_{p}(a, b)\right)
$$

defines a holomorphic map in $L\left(L_{p}(a, b), W_{p}^{1}(a, b)\right)$, we finally obtain that the assertion also holds for $j=n$.

As in Section 3.1 we apply Theorem 1.11.1 and obtain
THEOREM 6.3.2. The boundary eigenvalue operator function $L$ given by (6.3.1) is holomorphically equivalent on $\Omega$ to the $L_{p}(a, b)$-extension of $M$; more precisely, for $\lambda \in \Omega$ we have

$$
L(\lambda)=\left(\begin{array}{cc}
0 & \mathrm{id}_{L_{p}(a, b)} \\
\mathrm{id}_{\mathbb{C}^{n}} & L^{R}(\lambda) U_{L}(\lambda)
\end{array}\right)\left(\begin{array}{cc}
M(\lambda) & 0 \\
0 & \mathrm{id}_{L_{p}(a, b)}
\end{array}\right)\left(Z_{L}(\lambda), U_{L}(\lambda)\right)^{-1}
$$

and the operators

$$
\left(\begin{array}{cc}
0 & \mathrm{id}_{L_{p}(a, b)} \\
\mathrm{id}_{\mathbb{C}^{n}} & L^{R}(\lambda) U_{L}(\lambda)
\end{array}\right) \in L\left(\mathbb{C}^{n} \times L_{p}(a, b), L_{p}(a, b) \times \mathbb{C}^{n}\right)
$$

and

$$
\left(Z_{L}(\lambda), U_{L}(\lambda)\right) \in L\left(\mathbb{C}^{n} \times L_{p}(a, b), W_{p}^{n}(a, b)\right)
$$

are invertible and depend holomorphically on $\lambda$.
Corollary 6.3.3. The boundary eigenvalue operator function $L$ is Fredholm operator valued and $\rho(L)=\rho(M)=\rho(T)$.

Proof. The first assertion and $\rho(L)=\rho(M)$ immediately follow from Theorem 6.3.2 since $M(\lambda)$ is an operator in finite dimensional spaces. As $M$ is also a characteristic matrix function of $T$, we have $\rho(M)=\rho(T)$ by Theorem 3.1.2.

In the same way as Theorem 3.1.4 we obtain
TheOrem 6.3.4. Let $M$ be the characteristic matrix function given by (6.3.5). Suppose that $\rho(M) \neq \emptyset$. Let $\mu \in \sigma(M)$ and $r:=\operatorname{nul} M(\mu)$. Let $\left\{c_{1}, \ldots, c_{r}\right\}$ and $\left\{d_{1}, \ldots, d_{r}\right\}$ be biorthogonal CSRFs of $M$ and $M^{*}$ at $\mu$. Define

$$
\eta_{j}:=Z_{L} c_{j}, \quad v_{j}:=\binom{-\left(L^{R} U_{L}\right)^{*} d_{j}}{d_{j}} \quad(j=1, \ldots, r)
$$

Then $\left\{\eta_{1}, \ldots, \eta_{r}\right\}$ and $\left\{v_{1}, \ldots, v_{r}\right\}$ are biorthogonal CSRF of $L$ and $L^{*}$ at $\mu$, $v\left(\eta_{j}\right)=v\left(v_{j}\right)=v\left(c_{j}\right)=v\left(d_{j}\right)=: m_{j}(j=1, \ldots, r)$, and the operator function

$$
L^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} \eta_{j} \otimes v_{j}
$$

is holomorphic at $\mu$.
PROPOSITION 6.3.5. Let $W \in H\left(\Omega, M_{n}\left(L_{1}(a, b)\right)\right), a_{k} \in[a, b](k \in \mathbb{N}), a_{j} \neq a_{k}$ $(k \neq j), a_{0}=a, a_{1}=b, W^{(j)} \in H\left(\Omega, M_{n}(\mathbb{C})\right)(j \in \mathbb{N})$ such that

$$
\begin{equation*}
\sum_{j=0}^{\infty} \sup _{\lambda \in K}\left|W^{(j)}(\lambda)\right|<\infty \tag{6.3.7}
\end{equation*}
$$

for each compact subset $K$ of $\Omega$. For $\lambda \in \Omega$ and $\eta \in W_{p}^{n}(a, b)$ we set
(6.3.8) $L^{R}(\lambda) \eta:=\sum_{j=0}^{\infty} W^{(j)}(\lambda)\left(\begin{array}{c}\eta\left(a_{j}\right) \\ \vdots \\ \eta^{(n-1)}\left(a_{j}\right)\end{array}\right)+\int_{a}^{b} W(\xi, \lambda)\left(\begin{array}{c}\eta(\xi) \\ \vdots \\ \eta^{(n-1)}(\xi)\end{array}\right) \mathrm{d} \xi$.

Then $L^{R} \in H\left(\Omega, L\left(W_{p}^{n}(a, b), \mathbb{C}^{n}\right)\right)$.
Proof. This follows from Proposition 3.1.5.

### 6.4. The inverse of the boundary eigenvalue operator function

Let $L$ be the boundary eigenvalue operator function defined by (6.3.1), where $L^{R}$ is given by (6.3.8). For $\lambda \in \rho(L), f_{1} \in L_{p}(a, b)$ and $f_{2} \in \mathbb{C}^{n}$ we set

$$
\begin{align*}
& K_{1}(\lambda) f_{1}:=L^{-1}(\lambda)\left(f_{1}, 0\right)  \tag{6.4.1}\\
& K_{2}(\lambda) f_{2}:=L^{-1}(\lambda)\left(0, f_{2}\right) \tag{6.4.2}
\end{align*}
$$

As in Section 3.2 we set

$$
\begin{equation*}
F(x, \lambda):=\sum_{\substack{j=0 \\ a_{j}<x}}^{\infty} W^{(j)}(\lambda)+\int_{a}^{x} W(t, \lambda) \mathrm{d} t \quad(a \leq x<b) \tag{6.4.3}
\end{equation*}
$$

$$
\begin{equation*}
F(b, \lambda):=\sum_{j=0}^{\infty} W^{(j)}(\lambda)+\int_{a}^{b} W(t, \lambda) \mathrm{d} t \tag{6.4.4}
\end{equation*}
$$

Let $\left(\eta_{1}, \ldots, \eta_{n}\right) \in H\left(\mathbb{C}, M_{1, n}\left(W_{p}^{n}(a, b)\right)\right)$ be the fundamental system function of $L^{D} \eta=0$ with $\eta_{j}^{(i-1)}(a, \lambda)=\delta_{i j}$ for $\lambda \in \mathbb{C}$, and set $Y:=\left(\eta_{j}^{(i-1)}\right)_{i, j=1}^{n}$. Let $M$ be
the characteristic matrix function defined by (6.3.5). For $\lambda \in \rho(L)$, the GREEN'S function of $L$ is defined by
(6.4.5) $\quad G(x, \xi, \lambda):=\left\{\begin{array}{r}\int_{t=a}^{\xi} e_{1}^{\top} Y(x, \lambda) M^{-1}(\lambda) \mathrm{d}_{t} F(t, \lambda) Y(t, \lambda) Y^{-1}(\xi, \lambda) e_{n} \\ (a \leq \xi \leq x \leq b), \\ -\int_{t=\xi}^{b} e_{1}^{\top} Y(x, \lambda) M^{-1}(\lambda) \mathrm{d}_{t} F(t, \lambda) Y(t, \lambda) Y^{-1}(\xi, \lambda) e_{n} \\ (a \leq x<\xi \leq b),\end{array}\right.$
where the integrator is $F(\cdot, \lambda)$. We set

$$
\begin{equation*}
\widehat{G}(x, \lambda):=e_{1}^{\top} Y(x, \lambda) M^{-1}(\lambda) \quad(x \in[a, b], \lambda \in \rho(T)) \tag{6.4.6}
\end{equation*}
$$

THEOREM 6.4.1. Let $L$ be the boundary eigenvalue operator function as defined in (6.3.1), and let $K_{1}, K_{2}$ be given by (6.4.1), (6.4.2). For $\lambda \in \rho(L), f_{1} \in L_{p}(a, b)$, $f_{2} \in \mathbb{C}^{n}$ and $x \in(a, b)$ we have

$$
\begin{equation*}
\left(K_{1}(\lambda) f_{1}\right)(x)=\int_{a}^{b} G(x, \xi, \lambda) f_{1}(\xi) \mathrm{d} \xi \tag{6.4.7}
\end{equation*}
$$

$$
\begin{align*}
& \left(K_{2}(\lambda) f_{2}\right)(x)=\widehat{G}(x, \lambda) f_{2}  \tag{6.4.8}\\
& \left(L^{-1}(\lambda)\left(f_{1}, f_{2}\right)\right)(x)=\int_{a}^{b} G(x, \xi, \lambda) f_{1}(\xi) \mathrm{d} \xi+\widehat{G}(x, \lambda) f_{2} \tag{6.4.9}
\end{align*}
$$

Proof. We only have to prove (6.4.9). By Corollary 6.3 .3 we have $\lambda \in \rho(T)$. From

$$
T^{D}(\lambda) T^{-1}(\lambda)\left(e_{n} f_{1}, f_{2}\right)=e_{n} f_{1}
$$

we infer that $y:=T^{-1}(\lambda)\left(e_{n} f_{1}, f_{2}\right)$ fulfils the assumptions of Proposition 6.1.3. Hence (6.1.7) yields

$$
\begin{equation*}
L^{D}(\lambda) e_{1}^{\top} T^{-1}(\lambda)\left(e_{n} f_{1}, f_{2}\right)=e_{n}^{\top} T^{D}(\lambda) T^{-1}(\lambda)\left(e_{n} f_{1}, f_{2}\right)=f_{1} \tag{6.4.10}
\end{equation*}
$$

and (6.1.6) and (6.2.1) prove that

$$
\begin{equation*}
L^{R}(\lambda) e_{1}^{\top} T^{-1}(\lambda)\left(e_{n} f_{1}, f_{2}\right)=T^{R}(\lambda) T^{-1}(\lambda)\left(e_{n} f_{1}, f_{2}\right)=f_{2} \tag{6.4.11}
\end{equation*}
$$

Since $L(\lambda)$ is invertible by assumption, we have

$$
\begin{equation*}
L^{-1}(\lambda)\left(f_{1}, f_{2}\right)=e_{1}^{\top} T^{-1}(\lambda)\left(e_{n} f_{1}, f_{2}\right) \tag{6.4.12}
\end{equation*}
$$

This proves (6.4.9) in view of (3.2.10).

### 6.5. The adjoint of the boundary eigenvalue problem

The adjoint boundary eigenvalue problem in distributional sense consists in finding nontrivial weak solutions $(u, d) \in L_{p^{\prime}}(a, b) \times \mathbb{C}^{n}$ of the differential equation

$$
\begin{equation*}
(-1)^{n} u_{e}^{(n)}+\sum_{i=0}^{n-1}(-1)^{i}\left(p_{i}(\cdot, \lambda) u\right)_{e}^{(i)}+L^{R^{*}}(\lambda) d=0 \tag{6.5.1}
\end{equation*}
$$

for $\lambda \in \Omega$, where $u_{e}$ is the canonical extension of $u$. The following theorem justifies this definition of the adjoint boundary eigenvalue problem.
THEOREM 6.5.1. Let the boundary eigenvalue operator function $L$ be given by (6.3.1). If $p<\infty$ then $L^{*} \in H\left(\Omega, L\left(L_{p^{\prime}}(a, b) \times \mathbb{C}^{n}, W_{p^{\prime}}^{-n}[a, b]\right)\right)$ is given by

$$
\begin{equation*}
L^{*}(\lambda)(u, d)=(-1)^{n} u_{e}^{(n)}+\sum_{i=0}^{n-1}(-1)^{i}\left(p_{i}(\cdot, \lambda) u\right)_{e}^{(i)}+L^{R^{*}}(\lambda) d \tag{6.5.2}
\end{equation*}
$$

$\left(u \in L_{p^{\prime}}(a, b), d \in \mathbb{C}^{n}\right)$, where $u_{e}$ is the canonical extension of $u$. If $L^{R}$ has the form (6.3.8), then

$$
\begin{equation*}
L^{R^{*}}(\lambda)=\sum_{i=1}^{n}(-1)^{i-1}\left(\sum_{j=0}^{\infty}\left(W^{(j)}(\lambda) e_{i}\right)^{\top} \delta_{a_{j}}^{(i-1)}+\left((W(\cdot, \lambda))_{e}^{(i-1)} e_{i}\right)^{\top}\right) \tag{6.5.3}
\end{equation*}
$$

and, for $d \in \mathbb{C}^{n}$,

$$
\begin{align*}
& \left(\left(L^{R} U_{L}\right)^{*}(\lambda) d\right)(t)=\left(Y^{-1}(t, \lambda) e_{n}\right)^{\top} \times  \tag{6.5.4}\\
& \quad \times\left\{\sum_{j=1}^{\infty} Y\left(a_{j}, \lambda\right)^{\top} W^{(j)}(\lambda)^{\top} \chi_{\left(a, a_{j}\right)}(t)+\int_{t}^{b} Y(\xi, \lambda)^{\top} W(\xi, \lambda)^{\top} \mathrm{d} \xi\right\} d .
\end{align*}
$$

Here $\chi_{\left(a, a_{j}\right)}$ is the characteristic function of the interval $\left(a, a_{j}\right)$.
Proof. Let $\eta \in W_{p}^{n}(a, b)$ and $u \in L_{p^{\prime}}(a, b)$. Then we infer with the aid of Proposition 2.3.4 for $k=0, l=1$ and Theorem 2.2.5 that

$$
\begin{aligned}
\left\langle\eta, L^{D^{*}}(\lambda) u\right\rangle_{p, n} & =\left\langle L^{D}(\lambda) \eta, u_{e}\right\rangle_{p, 0} \\
& =\left\langle\eta^{(n)}, u_{e}\right\rangle_{p, 0}+\sum_{i=0}^{n-1}\left\langle\eta^{(i)}, p_{i}(\cdot, \lambda) u_{e}\right\rangle_{p, 1} \\
& =\left\langle\eta,(-1)^{n} u_{e}^{(n)}\right\rangle_{p, n}+\sum_{i=0}^{n-1}\left\langle\eta,(-1)^{i}\left(p_{i}(\cdot, \lambda) u\right)_{e}^{(i)}\right\rangle_{p, n}
\end{aligned}
$$

This proves

$$
L^{D^{*}}(\lambda) u=(-1)^{n} u_{e}^{(n)}+\sum_{i=0}^{n-1}(-1)^{i}\left(p_{i}(\cdot, \lambda) u\right)_{e}^{(i)}
$$

Since, for $d \in \mathbb{C}^{n}$,

$$
\begin{aligned}
\left\langle\eta, L^{*}(\lambda)(u, d)\right\rangle & =\langle L(\lambda) \eta,(u, d)\rangle \\
& =\left\langle L^{D}(\lambda) \eta, u\right\rangle+\left\langle L^{R}(\lambda) \eta, d\right\rangle \\
& =\left\langle\eta, L^{D^{*}}(\lambda) u+L^{R^{*}}(\lambda) d\right\rangle,
\end{aligned}
$$

we obtain the representation (6.5.2). For a function $\eta \in W_{p}^{n}(a, b)$ we set $y:=$ $\left(\eta, \eta^{\prime}, \ldots, \eta^{(n-1)}\right)^{\top}$ and obtain

$$
\begin{aligned}
\left\langle\eta, L^{R^{*}}(\lambda) d\right\rangle_{p, n} & =\left\langle L^{R}(\lambda) \eta, d\right\rangle_{\mathbb{C}^{n}} \\
& =\left\langle T^{R}(\lambda) y, d\right\rangle_{\mathbb{C}^{n}} \\
& =\left\langle y, T^{R^{*}}(\lambda) d\right\rangle_{p, 1} \\
& =\sum_{i=1}^{n}\left\langle\eta^{(i-1)}, e_{i}^{\top} T^{R^{*}}(\lambda) d\right\rangle_{p, 1} \\
& =\sum_{i=1}^{n}\left\langle\eta,(-1)^{i-1}\left(e_{i}^{\top} T^{R^{*}}(\lambda) d\right)^{(i-1)}\right\rangle_{p, n}
\end{aligned}
$$

This equation and (3.3.3) yield (6.5.3).
Since

$$
L^{R}(\lambda) U_{L}(\lambda)=T^{R}(\lambda) U(\lambda) e_{n}
$$

by (6.2.1), (6.3.4), and (6.3.6), we have

$$
\left(L^{R} U_{L}\right)^{*}(\lambda)=e_{n}^{\top}\left(T^{R} U\right)^{*}(\lambda)
$$

With the aid of (3.3.4) we obtain the representation (6.5.4).

### 6.6. The adjoint boundary eigenvalue problem in parametrized form

In this section let $p<\infty$. Let $L$ be given by (6.3.1) and define $L_{0}(\lambda)$ in $L_{p}(a, b)$ by

$$
\begin{equation*}
D\left(L_{0}(\lambda)\right)=\left\{\eta \in W_{p}^{n}(a, b): L^{R}(\lambda) \eta=0\right\} \subset L_{p}(a, b) \tag{6.6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{0}(\lambda) \eta=L^{D}(\lambda) \eta \quad\left(\eta \in D\left(L_{0}(\lambda)\right)\right. \tag{6.6.2}
\end{equation*}
$$

As for first order systems considered in Section 3.4, the domain $D\left(L_{0}(\lambda)\right)$ of $L_{0}(\lambda)$ may depend on $\lambda$ and may be a non-dense subspace of $L_{p}(a, b)$.

Let $\rho\left(L_{0}\right):=\left\{\lambda \in \Omega: L_{0}(\lambda)\right.$ is bijective $\}, \sigma\left(L_{0}\right):=\Omega \backslash \rho\left(L_{0}\right)$.
Theorem 6.6.1. Let $L$ be the boundary eigenvalue operator function given by (6.3.1) and let $L_{0}$ be its restriction in $L_{p}(a, b)$ with homogeneous boundary conditions as given by (6.6.1) and (6.6.2).
i) $\rho\left(L_{0}\right)=\rho(L)$ and $L_{0}^{-1}(\lambda) f=L^{-1}(\lambda)(f, 0)$ for $\lambda \in \rho(L)$ and $f \in L_{p}(a, b)$. If $\lambda \in \rho\left(L_{0}\right)$, then $L_{0}^{-1}(\lambda)$ is continuous.
ii) Suppose that $L^{R}$ is of the form (6.3.8) and let $G$ be the Green's function given by (6.4.5). Then, for $\lambda \in \rho\left(L_{0}\right)$ and $f \in L_{p}(a, b)$,

$$
\left(L_{0}^{-1}(\lambda) f\right)(x)=\int_{a}^{b} G(x, \xi, \lambda) f(\xi) \mathrm{d} \xi
$$

Proof. Up to some changes in notations and references, the proof coincides with the proof of Theorem 3.4.1.

As in Section 3.4 we can prove
Proposition 6.6.2. For all $\lambda \in \Omega$ the operator $L_{0}(\lambda): L_{p}(a, b) \rightarrow L_{p}(a, b)$ is closed.

In the same way as Proposition 3.4 .7 we prove
Proposition 6.6.3. Let $M$ be the characteristic matrix function given by (6.3.5) and suppose that $\rho(M) \neq 0$. Let $\mu \in \sigma(M)$ and $r:=\operatorname{nul} M(\mu)$. Let $\left\{c_{1}, \ldots, c_{r}\right\}$ and $\left\{d_{1}, \ldots, d_{r}\right\}$ be biorthogonal CSRF of $M$ and $M^{*}$ at $\mu$. Define

$$
\eta_{j}:=Z_{L} c_{j}, \quad u_{j}:=-\left(L^{R} U_{L}\right)^{*} d_{j} \quad(j=1, \ldots, r),
$$

where $Z_{L}$ and $U_{L}$ are given by (6.3.2) and (6.3.3), respectively. Let $m_{j}:=v\left(\eta_{j}\right)$, the multiplicity of the root function $c_{j}$. Then the operator function

$$
L_{0}^{-1}-\sum_{j=1}^{r}(\cdot-\mu)^{-m_{j}} \eta_{j} \otimes u_{j}
$$

is holomorphic at $\mu$.
The adjoint $L_{0}^{*}(\lambda)$ is a linear relation in $L_{p^{\prime}}(a, b)$ defined by its graph

$$
G\left(L_{0}^{*}(\lambda)\right)=\left(G\left(-L_{0}(\lambda)\right)\right)^{\perp},
$$

i.e.,

$$
u \in D\left(L_{0}^{*}(\lambda)\right) \Leftrightarrow \exists w \in L_{p^{\prime}}(a, b) \forall y \in D\left(L_{0}(\lambda)\right)\left\langle L_{0}(\lambda) y, u\right\rangle=\langle y, w\rangle
$$

and

$$
L_{0}^{*}(\lambda) u=\left\{w \in L_{p^{\prime}}(a, b): \forall y \in D\left(L_{0}(\lambda)\right)\left\langle L_{0}(\lambda) y, u\right\rangle=\langle y, w)\right\} .
$$

Here $\langle$,$\rangle is the canonical bilinear form on L_{p}(a, b) \times L_{p^{\prime}}(a, b)$.
In the same way as Theorem 3.4.3 we prove
Theorem 6.6.4. i) Let $\lambda \in \Omega$ and $u \in L_{p^{\prime}}(a, b)$. Then $u \in D\left(L_{0}^{*}(\lambda)\right)$ if and only if there is a vector $d \in \mathbb{C}^{n}$ such that $L^{*}(\lambda)(u, d) \in L_{p^{\prime}}(\mathbb{R})$.
ii) Let $\lambda \in \Omega$ and $u \in D\left(L_{0}^{*}(\lambda)\right)$. Then

$$
L_{0}^{*}(\lambda) u=\left\{\left(L^{*}(\lambda)(u, d)\right)_{r}: d \in \mathbb{C}^{n}, L^{*}(\lambda)(u, d) \in L_{p^{\prime}}(\mathbb{R})\right\} .
$$

THEOREM 6.6.5. Let $L^{R}$ be given by (6.3.8) and suppose that $W(\cdot, \lambda) e_{i}$ belongs to $\left(W_{p^{\prime}}^{i-1}(a, b)\right)^{n}$ for $i=1, \ldots, n$.
i) Let $\lambda \in \Omega$ and $u \in L_{p^{\prime}}(a, b)$. Then $u \in D\left(L_{0}^{*}(\lambda)\right)$ if and only if there is a vector $d \in \mathbb{C}^{n}$ such that

$$
\begin{gathered}
(-1)^{n} u_{e}^{(n)}+\sum_{i=0}^{n-1}(-1)^{i}\left(p_{i}(\cdot, \lambda) u\right)_{e}^{(i)}+\sum_{i=1}^{n}(-1)^{i-1} \sum_{j=0}^{\infty}\left(W^{(j)}(\lambda) e_{i}\right)^{\top} d \delta_{a_{j}}^{(i-1)} \\
+\sum_{i=1}^{n-1} \sum_{m=i+1}^{n}(-1)^{m-1}\left(\left(W(\cdot, \lambda)^{(m-i-1)} e_{m}\right)^{\top}(a) d \delta_{a}^{(i-1)}\right. \\
\left.-\left(W(\cdot, \lambda)^{(m-i-1)} e_{m}\right)^{\top}(b) d \delta_{b}^{(i-1)}\right)
\end{gathered}
$$

belongs to $L_{p^{\prime}}(\mathbb{R})$.
ii) Let $\lambda \in \Omega$. Then $L_{0}^{*}(\lambda)$ is a linear operator if $W(\cdot, \lambda)=0$ or if for each $d \in \mathbb{C}^{n} \backslash\{0\}$ one of the following five properties holds:
There is an integer $j \in \mathbb{N}, j \geq 2$, such that $W^{(j)}(\lambda)^{\top} d \neq 0$;
$e_{n}^{\top} W^{(0)}(\lambda)^{\top} d \neq 0$;
$e_{n}^{\top} W^{(1)}(\lambda)^{\top} d \neq 0$;
There is a number $i \in\{1, \ldots, n-1\}$ such that

$$
(-1)^{i-1}\left(W^{(0)}(\lambda) e_{i}\right)^{\top} d+\sum_{m=i+1}^{n}(-1)^{m-1}\left(\left(W(\cdot, \lambda)^{(m-1-i)} e_{m}\right)^{\top}(a) d \neq 0\right.
$$

There is a number $i \in\{1, \ldots, n-1\}$ such that

$$
(-1)^{i-1}\left(W^{(1)}(\lambda) e_{i}\right)^{\top} d+\sum_{m=i+1}^{n}(-1)^{m-1}\left(\left(W(\cdot, \lambda)^{(m-1-i)} e_{m}\right)^{\top}(b) d \neq 0\right.
$$

Proof. i) is obvious because of Theorem 6.6.4 i), (6.5.2), (6.5.3), and Proposition 2.6.5.
ii) For $d \in \mathbb{C}^{n}$ we have $L^{*}(\lambda)(0, d)=L^{R^{*}}(\lambda) d$. In case $W(\cdot, \lambda)=0$, the property $L^{R^{*}}(\lambda) d \in L_{p^{\prime}}(a, b)$ immediately implies $L^{R^{*}}(\lambda) d=0$ by Proposition 3.4.4. And if one of the other five conditions is satisfied, then it follows by part i) and Proposition 3.4.4 that $L^{R^{*}}(\lambda) d \notin L_{p^{\prime}}(a, b)$ if $d \neq 0$. In both cases, Theorem 6.6 .4 ii$)$ yields $L^{*}(\lambda)(0)=\{0\}$, i. e., $L^{*}(\lambda)$ is an operator.

Corollary 6.6.6. Let $p_{i}(\cdot, \lambda) \in W_{\max \left\{p, p^{\prime}\right\}}^{i}(a, b)$ for $i=1, \ldots, n-1$. Let $L^{R}$ be given by (6.3.8), where the sum runs from 0 to $k, k \geq 1$, and $W(\cdot, \lambda) e_{i}$ belongs to $\left(W_{p^{\prime}}^{i-1}(a, b)\right)^{n}$ for $i=1, \ldots, n$. The set $[a, b] \backslash\left\{a_{0}, \ldots, a_{k}\right\}$ is the disjoint union of $k$ open intervals $I_{1}, \ldots, I_{k}$. We set $p_{n}:=1$ and define
$h_{l m}:=\left\{\begin{array}{cl}\sum_{i=l+m+1}^{n}(-1)^{i-1-l}\binom{i-1-l}{m} p_{i}^{(i-1-l-m)} & \text { if } 0 \leq l \leq n-1 ; 0 \leq m \leq n-1-l \\ 0 & \text { if } 1 \leq l \leq n-1 ; n-l \leq m \leq n-1,\end{array}\right.$
$H_{x}(\lambda):=\left(h_{l m}(x, \lambda)\right)_{l, m=0}^{n-1}$.

Then $\zeta \in D\left(L_{0}^{*}(\lambda)\right)$ if and only if there is a vector $d \in \mathbb{C}^{n}$ such that

$$
\begin{aligned}
& \zeta l_{l_{j}} \in W_{p^{n}}^{n}\left(I_{j}\right) \quad(j=1, \ldots, k), \\
& H_{a}(\lambda)\left(\zeta^{(i)}(a+)\right)_{i=0}^{n-1}=W^{(0)}(\lambda)^{\top} d \\
& \quad-\sum_{l=0}^{n-2} \sum_{m=l+2}^{n}(-1)^{m-l} e_{l+1}\left(W(\cdot, \lambda)^{(m-l)} e_{m}\right)^{\top}(a) d, \\
& H_{b}(\lambda)\left(\zeta^{(i)}(b-)\right)_{i=0}^{n-1}=-W^{(1)}(\lambda)^{\top} d \\
& \quad-\sum_{l=0}^{n-2} \sum_{m=l+2}^{n}(-1)^{m-l} e_{l+1}\left(W(\cdot, \lambda)^{(m-l)} e_{m}\right)^{\top}(b) d, \\
& H_{a_{j}}(\lambda)\left(\zeta^{(i)}\left(a_{j}+\right)-\zeta^{(i)}\left(a_{j}-\right)\right)_{i=0}^{n-1}=W^{(j)}(\lambda)^{\top} d \quad(j=2, \ldots, k) .
\end{aligned}
$$

Proof. From Theorem 6.6 .5 we infer that

$$
\left(\left.\zeta\right|_{I_{j}}\right)^{(n)}+\sum_{i=0}^{n-1}(-1)^{n-i}\left(\left.p_{i}(\cdot, \lambda) \zeta\right|_{L_{j}}\right)^{(i)} \in L_{p^{\prime}}\left(I_{j}\right)
$$

for $\zeta \in D\left(L_{0}^{*}(\lambda)\right)$ and $j=1, \ldots, k$. Proposition 2.6 .1 shows that $\left.\zeta\right|_{I_{j}} \in W_{p^{\prime}}^{n}\left(I_{j}\right)$ for $j=1, \ldots, k$. Therefore, in the following, we may suppose that $\zeta \in L_{p^{\prime}}(a, b)$ satisfies this property. Note that

$$
\left(p_{i}(\cdot, \lambda) \zeta\right)_{e}=\sum_{j=1}^{k}\left(\left.p_{i}(\cdot, \lambda) \zeta\right|_{I_{j}}\right)_{e}
$$

Therefore, by Theorem 6.6.5 and Proposition 2.6.5, $u \in D\left(L_{0}^{*}(\lambda)\right)$ if and only if there is a vector $d \in \mathbb{C}^{n}$ such that

$$
\begin{gathered}
\sum_{j=1}^{k} \sum_{i=1}^{n}(-1)^{i} \sum_{l=0}^{i-1}\left\{\left(p_{i}(\cdot, \lambda) \zeta\right)^{(i-1-l)}\left(\alpha_{j}+\right) \delta_{\alpha_{j}}^{(l)}-\left(p_{i}(\cdot, \lambda) \zeta\right)^{(i-1-l)}\left(\beta_{j}-\right) \delta_{\beta_{j}}^{(l)}\right\} \\
-\sum_{i=1}^{n}(-1)^{i} \sum_{j=0}^{k}\left(W^{(j)}(\lambda) e_{i}\right)^{\top} d \delta_{a_{j}}^{(i-1)} \\
+\quad \sum_{i=1}^{n-1} \sum_{m=i+1}^{n}(-1)^{m-1}\left(\left(W(\cdot, \lambda)^{(m-i-1)} e_{m}\right)^{\top}(a) d \delta_{a}^{(i-1)}\right. \\
\left.\quad-\left(W(\cdot, \lambda)^{(m-i-1)} e_{m}\right)^{\top}(b) d \delta_{b}^{(i-1)}\right) \in L_{p^{\prime}}(\mathbb{R})
\end{gathered}
$$

where $I_{j}=:\left(\alpha_{j}, \beta_{j}\right)$. In view of Proposition 3.4.4 this holds if and only if all the coefficients of $\delta_{a_{j}}^{(l)}$ are zero for $l=0, \ldots, n-1$ and $j=1, \ldots, k$. Let us consider $j=0$; the cases $j=1$ and $j=2, \ldots, k$ are similar. So, for $j=0$, we have to satisfy

$$
\begin{gather*}
\sum_{i=l+1}^{n}(-1)^{i-1-l}\left(p_{i}(\cdot, \lambda) \zeta\right)^{(i-1-l)}(a+)-\left(W^{(0)}(\lambda) e_{l+1}\right)^{\top} d  \tag{6.6.3}\\
+\sum_{m=l+2}^{n}(-1)^{m-l}\left(W(\cdot, \lambda)^{(m-l-2)} e_{m}\right)^{\top}(a) d=0
\end{gather*}
$$

for $l=0, \ldots, n-1$. Applying LEIBNIZ' rule to $\left(p_{i}(\cdot, \lambda) \zeta\right)^{(i-1-l)}$ we obtain

$$
\sum_{i=l+1}^{n}(-1)^{i-1-l}\left(p_{i}(\cdot, \lambda) \zeta\right)^{(i-1-l)}=\sum_{m=0}^{n-1} h_{l m}(\cdot, \lambda) \zeta^{(m)}
$$

for $l=0, \ldots, n-1$, which shows that (6.6.3) is equivalent to

$$
\begin{aligned}
& H_{a}(\lambda)\left(\zeta^{(i)}(a+)\right)_{i=0}^{n-1} \\
& \quad=W^{(0)}(\lambda)^{\top} d-\sum_{l=0}^{n-2} \sum_{m=l+2}^{n}(-1)^{m-l} e_{l+1}\left(W(\cdot, \lambda)^{(m-l-2)} e_{m}\right)^{\top}(a) d
\end{aligned}
$$

Now let $\lambda \in \Omega$ and suppose that the assumptions of Corollary 6.6.6 are fulfilled. Then $\lambda$ is an eigenvalue and the nonzero function $\zeta \in L_{p^{\prime}}(a, b)$ is an eigenfunction of the adjoint boundary eigenvalue problem in parametrized form if and only if there is a vector $d \in \mathbb{C}^{n}$ such that, for $j=1, \ldots, k,\left.\zeta\right|_{I_{j}} \in W_{p^{\prime}}^{n}(a, b)$,

$$
\begin{equation*}
(-1)^{n}\left(\left.\zeta\right|_{I_{j}}\right)^{(n)}+\sum_{i=0}^{n-1}(-1)^{i}\left(\left.p_{i}(\lambda) \zeta\right|_{I_{j}}\right)^{(i)}+\sum_{i=1}^{n}(-1)^{i-1} d^{\top}\left(\left.W(\cdot, \lambda)\right|_{I_{j}} e_{i}\right)^{(i-1)}=0 \tag{6.6.4}
\end{equation*}
$$

and the boundary conditions

$$
\begin{align*}
& H_{a}(\lambda)\left(\zeta^{(i)}(a+)\right)_{i=0}^{n-1}=W^{(0)}(\lambda)^{\top} d \\
& \quad-\sum_{l=0}^{n-2} \sum_{m=l+2}^{n}(-1)^{m-l} e_{l+1}\left(W(\cdot, \lambda)^{(m-l)} e_{m}\right)^{\top}(a) d, \\
& H_{b}(\lambda)\left(\zeta^{(i)}(b-)\right)_{i=0}^{n-1}=-W^{(1)}(\lambda)^{\top} d  \tag{6.6.5}\\
& \quad+\sum_{l=0}^{n-2} \sum_{m=l+2}^{n}(-1)^{m-l} e_{l+1}\left(W(\cdot, \lambda)^{(m-l)} e_{m}\right)^{\top}(b) d, \\
& H_{a_{j}}(\lambda)\left(\zeta^{(i)}\left(a_{j}+\right)-\zeta^{(i)}\left(a_{j}-\right)\right)_{i=0}^{n-1}=W^{(j)}(\lambda)^{\top} d \quad(j=2, \ldots, k)
\end{align*}
$$

are satisfied.
Analogously to Proposition 3.4 .8 we obtain
Proposition 6.6.7. Suppose that $\rho(L) \neq \emptyset$ and let $\mu \in \sigma(L)$.
i) Let $\eta_{0}$ be an eigenvector of $L$ at $\mu$. Then $\eta_{0} \in D\left(L_{0}(\mu)\right)$ and $L_{0}(\mu) \eta_{0}=0$.
ii) Assume that $L_{0}^{*}(\mu)$ is an operator. Let $\left(u_{0}, d_{0}\right)$ be an eigenvector of $L^{*}$ at $\mu$.

Then $u_{0} \in D\left(L_{0}^{*}(\mu)\right)$ and $L_{0}^{*}(\mu) u_{0}=0$.
Proposition 6.6.8. Suppose that $L^{R}$ does not depend on $\lambda$.
i) Let $\mu \in \sigma(L)$ and $\left(\eta_{k}\right)_{k=0}^{h}$ be a CEAV of $L$ at $\mu$. Then $\eta_{k} \in D\left(L_{0}(\mu)\right)$ for $k=0, \ldots, h$.
ii) Suppose in addition that $p_{0} \in H\left(\Omega, L_{\infty}(a, b)\right)$, that the $p_{i}$ do not depend on $\lambda$ for $i=1, \ldots, n-1$, and that $L_{0}^{*}(\lambda)$ is an operator for all $\lambda \in \Omega$. Let $\mu \in \sigma(L)$ and $\left(u_{k}, d_{k}\right)_{k=0}^{h}$ be a CEAV of $L^{*}$ at $\mu$. Then $u_{k} \in D\left(L_{0}^{*}(\mu)\right)$ for $k=0, \ldots, h$.
Proof. The proof of part i) is similar to the proof of part i) in Proposition 3.4.9 and therefore omitted.
ii) For $k=0, \ldots, h$ we obtain as in the proof of Proposition 3.4 .9 and with the aid of (6.5.2) that

$$
\begin{aligned}
L^{*}(\mu)\left(u_{k}, d_{k}\right) & \left.=-\sum_{j=1}^{k} \frac{1}{j!} \frac{\partial^{j}}{\partial \lambda^{j}} L^{*}\right)(\mu)\left(u_{k-j}, d_{k-j}\right) \\
& =-\sum_{j=1}^{k} \frac{1}{j!} \frac{\partial p_{0}}{\partial \lambda^{j}}(\cdot, \mu) u_{k-j} \in L_{p^{\prime}}(a, b) .
\end{aligned}
$$

The next example shows that the statement of Proposition 6.6.8 ii) is not necessarily true if one of the functions $p_{1}, \ldots, p_{n-1}$ depends on $\lambda$.
EXAMPLE 6.6.9. We consider $L(\lambda) \in L\left(W_{p}^{2}(0,1), L_{p}(0,1) \times \mathbb{C}^{2}\right)$ given by

$$
\begin{aligned}
& L^{D}(\lambda) \eta=\eta^{\prime \prime}-2 \lambda \eta^{\prime}+\lambda^{2} \eta, \\
& L^{R}(\lambda) \eta=\left(\begin{array}{cc}
-1 & -1 \\
0 & 0
\end{array}\right)\binom{\eta(0)}{\eta^{\prime}(0)}+\binom{\eta(1)}{\eta^{\prime}(1)} .
\end{aligned}
$$

Obviously, $\left\{e^{\lambda x}-\lambda x e^{\lambda x}, x e^{\lambda x}\right\}$ is a fundamental system of $L^{D}(\lambda) \eta=0$. The corresponding fundamental matrix is

$$
Y(x, \lambda)=\left(\begin{array}{cc}
e^{\lambda x}-\lambda x e^{\lambda x} & x e^{\lambda x} \\
-\lambda^{2} x e^{\lambda x} & e^{\lambda x}+\lambda x e^{\lambda x}
\end{array}\right)
$$

and fulfils $Y(0, \lambda)=I_{2}$. The characteristic determinant is given by

$$
\begin{aligned}
M(\lambda) & =\left(\begin{array}{cc}
-1 & -1 \\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
e^{\lambda}-\lambda e^{\lambda} & e^{\lambda} \\
-\lambda^{2} e^{\lambda} & e^{\lambda}+\lambda e^{\lambda}
\end{array}\right) \\
& =\left(\begin{array}{cc}
e^{\lambda}-1-\lambda e^{\lambda} & e^{\lambda}-1 \\
-\lambda^{2} e^{\lambda} & e^{\lambda}+\lambda e^{\lambda}
\end{array}\right)
\end{aligned}
$$

From $\operatorname{det} M(\lambda)=e^{2 \lambda}-e^{\lambda}-\lambda e^{\lambda}-\lambda^{2} e^{\lambda}$ we infer $\rho(M) \neq \emptyset$ and that $\operatorname{det} M$ has a zero of order 2 at 0 . The vector function given by

$$
M(\lambda)\binom{1}{0}=\binom{e^{\lambda}-1-\lambda e^{\lambda}}{-\lambda^{2} e^{\lambda}}
$$

has a zero of order 2 at 0 . Hence $\binom{1}{0}$ is a root function of $M$ at 0 of multiplicity 2 , and by Proposition 1.8.5 it is also a CSRF of $M$ at 0 . In the same way,

$$
\begin{aligned}
M^{*}(\lambda)\binom{-2-\frac{8}{3} \lambda}{2 \lambda^{3}} & =\left(\begin{array}{cc}
e^{\lambda}-1-\lambda e^{\lambda} & -\lambda^{2} e^{\lambda} \\
e^{\lambda}-1 & e^{\lambda}+\lambda e^{\lambda}
\end{array}\right)\binom{-2-\frac{8}{3} \lambda}{2 \lambda^{3}} \\
& =\binom{\left(e^{\lambda}-1-\lambda e^{\lambda}\right)\left(-2-\frac{8}{3} \lambda\right)-2 \lambda^{3} e^{\lambda}}{2\left(1-e^{\lambda}+\lambda e^{\lambda}+\lambda^{2} e^{\lambda}\right)-\frac{8}{3} \lambda\left(e^{\lambda}-1\right)}
\end{aligned}
$$

shows that $\binom{-2-\frac{8}{3} \lambda}{2 \lambda}$ is a CSRF of $M^{*}$ at 0 of multiplicity 2 . From

$$
\begin{aligned}
\frac{1}{\lambda^{2}}\binom{-2-\frac{8}{3} \lambda}{2 \lambda^{\top}}^{\top} & M(\lambda)\binom{1}{0} \\
& =\binom{-2-\frac{8}{3} \lambda}{2 \lambda^{\prime}}^{\top}\binom{-\frac{1}{2}-\frac{1}{3} \lambda}{-1} \lambda^{2} h_{1}(\lambda) \\
= & 1+\lambda^{2} h_{2}(\lambda)
\end{aligned}
$$

where $h_{1}$ and $h_{2}$ are holomorphic functions on $\mathbb{C}$, we see that the CSRFs are biorthogonal. It is easy to see that

$$
Y^{-1}(x, \lambda)=\left(\begin{array}{cc}
e^{-\lambda x}+\lambda x e^{-\lambda x} & -x e^{-\lambda x} \\
\lambda^{2} x e^{-\lambda x} & e^{-\lambda x}-\lambda x e^{-\lambda x}
\end{array}\right)
$$

Now 6.5.4 yields

$$
\begin{aligned}
&\left(\left(L^{R} U_{L}\right)^{*}\right.(\lambda) d)(x)=\left(Y^{-1}(x, \lambda) e_{2}\right)^{\top} Y(1, \lambda)^{\top} W^{(1)}{ }^{\top} d \\
&=\binom{-x e^{-\lambda x}}{e^{-\lambda x}-\lambda x e^{-\lambda x}}^{\top}\left(\begin{array}{cc}
e^{\lambda}-\lambda e^{\lambda} & -\lambda^{2} e^{\lambda} \\
e^{\lambda} & e^{\lambda}+\lambda e^{\lambda}
\end{array}\right) d \\
& \quad=\binom{\{-x(1-\lambda)+(1-\lambda x)\} e^{\lambda(1-x)}}{\left\{\lambda^{2} x+(1-\lambda x)(1+\lambda)\right\} e^{\lambda(1-x)}} d \\
& \quad=\binom{(1-x) e^{\lambda(1-x)}}{(1+\lambda-\lambda x) e^{\lambda(1-x)}} d .
\end{aligned}
$$

Hence

$$
\left(\left(L^{R} U_{L}\right)^{*}(\lambda)\binom{-2-\frac{8}{3} \lambda}{2 \lambda}\right)(x)=\left(2 x-2-\frac{2}{3} \lambda+\frac{8}{3} \lambda x+2 \lambda^{2}-2 \lambda^{2} x\right) e^{\lambda(1-x)}
$$

According to Theorem 6.3.4,

$$
\binom{2-2 x}{\binom{-2}{0}},\binom{\frac{8}{3}-\frac{20}{3} x+2 x^{2}}{\binom{-\frac{8}{3}}{2}}
$$

is a CEAV of $L^{*}$ at 0 . In view of Theorem 6.5 .1 we have

$$
\begin{aligned}
& L^{*}(\lambda)(u, d) \\
& =u_{e}^{\prime \prime}+2 \lambda u_{e}^{\prime}+\lambda^{2} u+\sum_{i=1}^{2}(-1)^{i-1}\left(\left(W^{(0)} e_{i}\right)^{\top} \delta_{0}^{(i-1)}+\left(W^{(1)} e_{i}\right)^{\top} \delta_{1}^{(i-1)}\right) d \\
& =u_{e}^{\prime \prime}+2 \lambda u_{e}^{\prime}+\lambda^{2} u+\left\{\binom{-1}{0}^{\top} \delta_{0}+\binom{1}{0}^{\top} \delta_{0}^{\prime}+\binom{1}{0}^{\top} \delta_{1}-\binom{0}{1}^{\top} \delta_{1}^{\prime}\right\} d
\end{aligned}
$$

From Proposition 2.6 .5 we infer

$$
u_{e}^{\prime \prime}=\left(u^{\prime \prime}\right)_{e}+u(0) \delta_{0}^{\prime}-u(1) \delta_{1}^{\prime}+u^{\prime}(0) \delta_{0}-u^{\prime}(1) \delta_{1} .
$$

Thus we obtain for $d=\left(d_{1}, d_{2}\right)^{\top} \in \mathbb{C}^{2}$

$$
\begin{aligned}
& L^{*}(0)\left(\frac{8}{3}-\frac{20}{3} x+2 x^{2}, d\right) \\
& \quad=4+\frac{8}{3} \delta_{0}^{\prime}+2 \delta_{1}^{\prime}-\frac{20}{3} \delta_{0}+\frac{8}{3} \delta_{1}-d_{1} \delta_{0}+d_{1} \delta_{0}^{\prime}+d_{1} \delta_{1}-d_{2} \delta_{1}^{\prime}
\end{aligned}
$$

Since for any choice of $d_{1}, d_{2}$ this distribution does not belong to $L_{p^{\prime}}(a, b)$, it follows from Theorem 6.6 .4 ii) that the first component $\frac{8}{3}-\frac{20}{3} x+2 x^{2}$ of the associated vector of $L^{*}$ at 0 does not belong to the domain of $L_{0}^{*}(0)$.

### 6.7. Two-point boundary eigenvalue problems in $L_{p}(\mathbf{a}, \mathbf{b})$

In this section let $p<\infty$ and

$$
\begin{aligned}
& L^{D}(\lambda) \eta=\eta^{(n)}+\sum_{i=0}^{n-1} p_{i}(\cdot, \lambda) \eta^{(i)} \\
& L^{R}(\lambda) \eta=W^{a}(\lambda)\left(\begin{array}{c}
\eta(a) \\
\vdots \\
\eta^{(n-1)}(a)
\end{array}\right)+W^{b}(\lambda)\left(\begin{array}{c}
\eta(b) \\
\vdots \\
\eta^{(n-1)}(b)
\end{array}\right)
\end{aligned}
$$

for $\lambda \in \Omega$ and $\eta \in W_{p}^{n}(a, b)$, where $p_{i} \in H\left(\Omega, W_{\max \left\{p, p^{\prime}\right\}}^{i}(a, b)\right)(1 \leq i \leq n-1)$ and $W^{a}, W^{b} \in H\left(\Omega, M_{n}(\mathbb{C})\right)$. We suppose that $\operatorname{rank}\left(W^{a}(\lambda), W^{b}(\lambda)\right)=n$ for all $\lambda \in \Omega$.

Apart from $L^{D}$ we consider $L^{D^{+}} \in H\left(\Omega, L\left(W_{p^{\prime}}^{n}(a, b), L_{p^{\prime}}(a, b)\right)\right)$ defined by

$$
L^{D^{+}}(\lambda) \eta=(-1)^{n} \eta^{(n)}+\sum_{i=0}^{n-1}(-1)^{i}\left(p_{i}(\cdot, \lambda) \eta\right)^{(i)}
$$

for $\lambda \in \Omega$ and $\eta \in W_{p^{\prime}}^{n}(a, b)$.
$\operatorname{PrOPOSITION}$ 6.7.1. Let $l \in \mathbb{N}, v \in W_{p}^{l}(a, b)$ and $w \in W_{p^{\prime}}^{l}(a, b)$. Then

$$
\begin{aligned}
& \left\langle v^{(l)}, w\right\rangle-(-1)^{l}\left\langle v, w^{(l)}\right\rangle \\
& =\sum_{i=0}^{l-1}(-1)^{i}\left(v^{(l-1-i)}(b) w^{(i)}(b)-v^{(l-1-i)}(a) w^{(i)}(a)\right)
\end{aligned}
$$

Proof. For $l=0$ nothing has to be proved. Now let $l=1$. In view of (2.3.1) and Proposition 2.1.5i) we obtain

$$
\begin{aligned}
\left\langle v^{\prime}, w\right\rangle+\left\langle v, w^{\prime}\right\rangle & =\int_{a}^{b}\left(v^{\prime} w+v w^{\prime}\right) \mathrm{d} x=\int_{a}^{b}(v w)^{\prime} \mathrm{d} x \\
& =v(b) w(b)-v(a) w(a)
\end{aligned}
$$

Assume that the statement holds for some $l \geq 1$. Then

$$
\begin{aligned}
\left\langle v^{(l+1)}, w\right\rangle-(-1)^{l+1}\left\langle v, w^{(l+1)}\right\rangle= & \left\langle v^{(l+1)}, w\right\rangle-(-1)^{l}\left\langle v^{\prime}, w^{(l)}\right\rangle \\
& +(-1)^{l}\left(\left\langle v^{\prime}, w^{(l)}\right\rangle+\left\langle v, w^{(l+1)}\right\rangle\right) \\
= & \sum_{i=0}^{l-1}(-1)^{i}\left(v^{(l-i)}(b) w^{(i)}(b)-v^{(l-i)}(a) w^{(i)}(a)\right) \\
& +(-1)^{l}\left(v(b) w^{(l)}(b)-v(a) w^{(l)}(a)\right) .
\end{aligned}
$$

Proposition 6.7.2. We set $p_{n}:=1$ and

$$
H(\lambda):=\left(\begin{array}{cc}
-H_{a}(\lambda) & 0 \\
0 & H_{b}(\lambda)
\end{array}\right),
$$

where $H_{x}(\lambda)$ has been defined in Corollary 6.6.6. Then $H \in H\left(\Omega, M_{2 n}(\mathbb{C})\right), H(\lambda)$ is invertible for all $\lambda \in \Omega$, and

$$
\left\langle L^{D}(\lambda) \eta, \zeta\right\rangle-\left\langle\eta, L^{D^{+}}(\lambda) \zeta\right\rangle=\left(\begin{array}{c}
\eta(a)  \tag{6.7.1}\\
\vdots \\
\eta^{(n-1)}(a) \\
\eta(b) \\
\vdots \\
\eta^{(n-1)}(b)
\end{array}\right)^{\top} H(\lambda)\left(\begin{array}{c}
\zeta(a) \\
\vdots \\
\zeta^{(n-1)}(a) \\
\zeta(b) \\
\vdots \\
\zeta^{(n-1)}(b)
\end{array}\right)
$$

holds for all $\lambda \in \mathbb{C}, \eta \in W_{p}^{n}(a, b)$ and $\zeta \in W_{p^{\prime}}^{n}(a, b)$.
Equation (6.7.1) is called the LAGRANGE identity. We call $H(\lambda)$ the LAGRANGE matrix of $L^{D}(\lambda)$.

Proof. Since $p_{i} \in H\left(\Omega, W_{1}^{i}(a, b)\right)$ for $i=1, \ldots, n$, we have that $h_{l m}$ belongs to $H\left(\Omega, W_{1}^{l}(a, b)\right)$ and hence $h_{l m} \in H(\Omega, C[a, b])$ by Proposition 2.1.7. This proves that $h_{l m}(x, \cdot)$ is a holomorphic function for each $x \in[a, b]$. Therefore $H$ depends holomorphically on $\lambda$. Since $h_{l m}=0$ if $l+m \geq n, H_{x}(\lambda)$ is an upper left triangular matrix, and $h_{l, n-1-l}=(-1)^{n-1-l} p_{n}=(-1)^{n-1-l}$ shows that the corresponding diagonal elements are nonzero. Hence $H_{x}(\lambda)$ is invertible for all $\lambda \in \Omega$ and all $x \in[a, b]$. Thus also $H(\lambda)$ is invertible for all $\lambda \in \Omega$. For the proof of (6.7.1) we calculate with the aid of Proposition 6.7.1

$$
\begin{aligned}
& \left\langle L^{D}(\lambda) \eta, \zeta\right\rangle-\left\langle\eta, L^{D^{+}}(\lambda) \zeta\right\rangle \\
& =\sum_{i=1}^{n}\left(\left\langle\eta^{(i)}, p_{i}(\cdot, \lambda) \zeta\right\rangle-(-1)^{i}\left\langle\eta,\left(p_{i}(\cdot, \lambda) \zeta\right)^{(i)}\right\rangle\right) \\
& =\sum_{i=1}^{n} \sum_{l=0}^{i-1}(-1)^{l}\left(\eta^{(i-1-l)}(b)\left(p_{i}(\cdot, \lambda) \zeta\right)^{(l)}(b)-\eta^{(i-1-l)}(a)\left(p_{i}(\cdot, \lambda) \zeta\right)^{(l)}(a)\right)
\end{aligned}
$$

Because of (2.3.1) we can apply LEIBNIZ' rule to $p_{i} \zeta$ and obtain that

$$
\begin{aligned}
& \sum_{i=1}^{n} \sum_{l=0}^{i-1}(-1)^{l} \eta^{(i-1-l)}(x)\left(p_{i}(\cdot, \lambda) \zeta\right)^{(l)}(x) \\
& =\sum_{l=0}^{n-1} \eta^{(l)}(x) \sum_{i=l+1}^{n}(-1)^{i-1-l}\left(p_{i}(\cdot, \lambda) \zeta\right)^{(i-1-l)}(x) \\
& =\sum_{l=0}^{n-1} \eta^{(l)}(x) \sum_{m=0}^{n-1} h_{l m}(x, \lambda) \zeta^{(m)}(x)
\end{aligned}
$$

$$
=\left(\begin{array}{c}
\eta(x) \\
\vdots \\
\eta^{(n-1)}(x)
\end{array}\right)^{\top} H_{x}(\lambda)\left(\begin{array}{c}
\zeta(x) \\
\vdots \\
\zeta^{(n-1)}(x)
\end{array}\right)
$$

For $\eta \in W_{p}^{n}(a, b)$ and $\zeta \in W_{p^{\prime}}^{n}(a, b)$ we briefly write $y:=\left(\eta, \ldots, \eta^{(n-1)}\right)^{\top}$ and $u:=\left(\zeta, \ldots, \zeta^{(n-1)}\right)^{\top}$.

We note that the LAGRANGE identity can be written as

$$
\begin{equation*}
L^{D^{*}} \zeta=\left(L^{D^{+}} \zeta\right)_{e}+\sum_{i=1}^{n}(-1)^{i-1}\left(\delta_{a}^{(i-1)} e_{i}^{\top}\left(-H_{a}\right) u(a, \cdot)+\delta_{b}^{(i-1)} e_{i}^{\top} H_{b} u(b, \cdot)\right) \tag{6.7.2}
\end{equation*}
$$

for $\zeta \in W_{p^{\prime}}^{n}(a, b)$. Furthermore, (6.5.3) immediately yields that

$$
\begin{equation*}
L^{R^{*}} d=\sum_{i=1}^{n}(-1)^{i-1}\left(e_{i}^{\top} W^{a \top} d \delta_{a}^{(i-1)}+e_{i}^{\top} W^{b \top} d \delta_{b}^{(i-1)}\right) \tag{6.7.3}
\end{equation*}
$$

holds for $d \in \mathbb{C}^{n}$.
By Proposition 3.5.1 there is an invertible matrix $Q(\lambda) \in M_{2 n}(\mathbb{C})$ which depends holomorphically on $\lambda$ such that

$$
Q(\lambda)=\left(\begin{array}{ll}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda)  \tag{6.7.4}\\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)
$$

with suitable $\widetilde{A}, \widetilde{B} \in H\left(\Omega, M_{n}(\mathbb{C})\right)$.
We define

$$
\left(\begin{array}{cc}
\widetilde{C}(\lambda) & \widetilde{D}(\lambda)  \tag{6.7.5}\\
\widetilde{W}^{a}(\lambda) & \widetilde{W}^{b}(\lambda)
\end{array}\right):=\left(\begin{array}{ll}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)^{-1} H(\lambda)
$$

where the matrix on the left hand side is divided into $n \times n$-block-matrices.
The operator $L_{0}^{+}(\lambda)$ in $L_{p^{\prime}}(a, b)$ is defined by
(6.7.6) $D\left(L_{0}^{+}(\lambda)\right)$

$$
\begin{aligned}
& :=\left\{\zeta \in W_{p^{\prime}}^{n}(a, b): \widetilde{W}^{a}(\lambda)\left(\begin{array}{c}
\zeta(a) \\
\vdots \\
\zeta^{(n-1)}(a)
\end{array}\right)+\widetilde{W}^{b}(\lambda)\left(\begin{array}{c}
\zeta(b) \\
\vdots \\
\zeta^{(n-1)}(b)
\end{array}\right)=0\right\} \\
& \subset L_{p^{\prime}}(a, b)
\end{aligned}
$$

and

$$
\begin{equation*}
L_{0}^{+}(\lambda) \zeta:=L^{D^{+}}(\lambda) \zeta \quad\left(\zeta \in D\left(L_{0}^{+}(\lambda)\right)\right) \tag{6.7.7}
\end{equation*}
$$

By Theorem 6.6 .5 ii$), L_{0}^{*}(\lambda)$ is a linear operator.

THEOREM 6.7.3. We consider the families of operators $L_{0}(\lambda)$ and $L_{0}^{+}(\lambda)$ defined by (6.6.1), (6.6.2) and (6.7.6), (6.7.7), respectively. For all $\lambda \in \Omega$ we have
i) $L_{0}^{+}(\lambda)=L_{0}^{*}(\lambda)$,
ii) $\left(L_{0}^{+}(\lambda)\right)^{*}=L_{0}(\lambda)$ if $p>1$.

Proof. i) Let $\eta \in D\left(L_{0}(\lambda)\right)$ and $\zeta \in D\left(L_{0}^{+}(\lambda)\right)$. From Proposition 6.7 .2 we infer

$$
\begin{aligned}
\left\langle L_{0}(\lambda) \eta, \zeta\right\rangle & =\left\langle L^{D}(\lambda) \eta, \zeta\right\rangle \\
& =\left\langle\eta, L^{D^{+}}(\lambda) \zeta\right\rangle+\binom{y(a)}{y(b)}^{\top} H(\lambda)\binom{u(a)}{u(b)} .
\end{aligned}
$$

From (6.7.5) and the definitions of $D\left(L_{0}(\lambda)\right)$ and $D\left(L_{0}^{+}(\lambda)\right)$ we infer

$$
\begin{aligned}
& \binom{y(a)}{y(b)}^{\top} H(\lambda)\binom{u(a)}{u(b)} \\
& =\binom{y(a)}{y(b)}^{\top}\left(\begin{array}{ll}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)\left(\begin{array}{cc}
\tilde{C}(\lambda) & \widetilde{D}(\lambda) \\
\widetilde{W}^{a}(\lambda) & \widetilde{W}^{b}(\lambda)
\end{array}\right)\binom{u(a)}{u(b)} \\
& =(0, *)\binom{*}{0}=0 .
\end{aligned}
$$

Thus

$$
\left\langle L_{0}(\lambda) \eta, \zeta\right\rangle=\left\langle\eta, L^{D^{+}}(\lambda) \zeta\right\rangle
$$

which proves $\zeta \in D\left(L_{0}^{*}(\lambda)\right)$ and $L_{0}^{*}(\lambda) \zeta=L_{0}^{+}(\lambda) \zeta$.
Conversely, let $\zeta \in D\left(L_{0}^{*}(\lambda)\right)$. We have to prove that $\zeta \in D\left(L_{0}^{+}(\lambda)\right)$. Corollary 6.6 .6 shows that $\zeta \in W_{p^{\prime}}^{n}(a, b)$ and that there is a vector $d \in \mathbb{C}^{n}$ such that

$$
\begin{equation*}
H_{a}(\lambda) u(a)=W^{a}(\lambda)^{\top} d \quad \text { and } \quad H_{b}(\lambda) u(b)=-W^{b}(\lambda)^{\top} d . \tag{6.7.8}
\end{equation*}
$$

From (6.7.5) we infer

$$
\begin{aligned}
& \widetilde{W}^{a}(\lambda) u(a)+\widetilde{W}^{b}(\lambda) u(b) \\
&=\left(0, I_{n}\right)\left(\begin{array}{cc}
\widetilde{C}(\lambda) & \widetilde{D}(\lambda) \\
W^{a}(\lambda) & W^{b}(\lambda)
\end{array}\right)\binom{u(a)}{u(b)} \\
&=\left(0, I_{n}\right)\left(\begin{array}{lll}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)^{-1}\left(\begin{array}{cc}
-H_{a}(\lambda) & 0 \\
0 & H_{b}(\lambda)
\end{array}\right)\binom{u(a)}{u(b)} \\
&=-\left(0, I_{n}\right)\left(\begin{array}{ll}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)^{-1}\left(\begin{array}{cc}
W^{a}(\lambda)^{\top} & \widetilde{A}(\lambda) \\
W^{b}(\lambda)^{\top} & \widetilde{B}(\lambda)
\end{array}\right)\binom{I_{n}}{0} d \\
&=-\left(0, I_{n}\right)\binom{I_{n}}{0} d=0,
\end{aligned}
$$

which proves that $\zeta \in D\left(L_{0}^{+}(\lambda)\right)$.
ii) Since $L_{p}(a, b)$ is reflexive and $L_{0}(\lambda)$ is closed by Proposition 6.6.2, we have $L_{0}(\lambda)^{* *}=L_{0}(\lambda)$, see [KA, Theorem III.5.29]. Therefore ii) follows from i).

DEFINITION 6.7.4. Let $\eta \in H\left(\Omega, W_{p}^{n}(a, b)\right)$ and $\mu \in \Omega$. $\eta$ is called a root function of $L_{0}$ at $\mu$ if and only if $\eta(\mu) \neq 0,\left(L^{D} \eta\right)(\mu)=0$ and $W^{a}(\mu)\left(\eta^{(i)}(a, \mu)\right)_{i=0}^{n-1}+$ $W^{b}(\mu)\left(\eta^{(i)}(b, \mu)\right)_{i=0}^{n-1}=0$. The minimum of the orders of the zero of $L^{D} \eta$ and $W^{a}\left(\eta^{(i)}(a, \cdot)\right)_{i=0}^{n-1}+W^{b}\left(\eta^{(i)}(b, \cdot)\right)_{i=0}^{n-1}$ at $\mu$ is called the multiplicity of $\eta$.

From $L^{R} \eta=W^{a}\left(\eta^{(i)}(a, \cdot)\right)_{i=0}^{n-1}+W^{b}\left(\eta^{(i)}(b, \cdot)\right)_{i=0}^{n-1}$ we obtain
Proposition 6.7.5. Let $\eta \in H\left(\Omega, W_{p}^{n}(a, b)\right), \mu \in \Omega$ and $v \in \mathbb{N}$. Then $\eta$ is a root function of $L_{0}$ of multiplicity $v$ at $\mu$ if and only if $\eta$ is a root function of $L$ of multiplicity $v$ at $\mu$.

Canonical systems of root functions of $L_{0}$ are defined in the same way as for $L$. Hence a system of root functions is a canonical system of root functions of $L_{0}$ at $\mu$ if and only if it is a canonical system of root functions of $L$ at $\mu$.

The situation is different for $L_{0}^{+}=L_{0}^{*}$ and $L^{*}$.
PROPOSITION 6.7.6. Let $(\zeta, d) \in H\left(\Omega, L_{p^{\prime}}(a, b) \times \mathbb{C}^{n}\right)$ be a root function of $L^{*}$ of multiplicity $v$ at $\mu$. We may assume that $\zeta$ is a polynomial of order $\leq v-1$. Then $\zeta \in H\left(\Omega, W_{p^{\prime}}^{n}(a, b)\right)$, $\zeta$ is a root function of $L_{0}^{+}$of multiplicity $\geq v$ at $\mu$, and $d+\widetilde{C} u(a, \cdot)+\widetilde{D} u(b, \cdot)$ has a zero of order $\geq v$ at $\mu$.

Proof. By assumption

$$
\zeta(\lambda)=\sum_{i=0}^{v-1}(\lambda-\mu)^{i} \zeta_{i} \quad(\lambda \in \mathbb{C})
$$

where $\zeta_{i} \in L_{p^{\prime}}(a, b)(i=0, \ldots, v-1)$. First we shall show that $\zeta_{i}$ belongs to $W_{p^{\prime}}^{n}(a, b)$. For this, define

$$
d_{i}:=\frac{1}{i!}\left(\frac{\mathrm{d}^{i}}{\mathrm{~d} \lambda^{i}} d\right)(\mu) \quad(i=0, \ldots, v-1)
$$

Since $(\zeta, d)$ is a root function of $L^{*}$ of multiplicity $v$ at $\mu$, we have

$$
L^{*}(\mu)\left(\zeta_{i}, d_{i}\right)=-\sum_{j=1}^{i} \frac{1}{j!}\left(\frac{\mathrm{d}^{j}}{\mathrm{~d} \lambda^{j}} L^{*}\right)(\mu)\left(\zeta_{i-j}, d_{i-j}\right) \quad(i=0, \ldots, v-1)
$$

Since the restriction of $L^{R^{*}}$ to $\mathscr{D}^{\prime}(a, b)$ is zero, we obtain

$$
\begin{equation*}
\left(L^{D^{*}}(\mu) \zeta_{i}\right)_{r}=-\sum_{j=1}^{i} \frac{1}{j!}\left(\left(\frac{\mathrm{d}^{j}}{\mathrm{~d} \lambda^{j}} L^{D^{*}}\right)(\mu) \zeta_{i-j}\right)_{r} \tag{6.7.9}
\end{equation*}
$$

For $i=0$, (6.7.9) yields $\left(L^{D^{*}}(\mu) \zeta_{0}\right)_{r}=0$ and hence $\zeta_{0} \in W_{p^{\prime}}^{n}(a, b)$ by (6.5.2) and Proposition 2.6.1. Now, for $i=1$, the right hand side of (6.7.9) belongs to $L_{p^{\prime}}(a, b)$, and Proposition 2.6 .1 yields $\zeta_{1} \in W_{p^{\prime}}^{n}(a, b)$. Repeating this procedure
we obtain $\zeta_{i} \in W_{p^{\prime}}^{n}(a, b)$ for $i=0,1, \ldots, v-1$. As in the proof of Corollary 6.6.6 we obtain that

$$
\begin{equation*}
H_{a} u(a, \cdot)-W^{a \top} d \quad \text { and } \quad H_{b} u(b, \cdot)+W^{b \top} d \tag{6.7.10}
\end{equation*}
$$

have a zero of order $\geq v$ at $\mu$. From the representations (6.7.2) and (6.7.3) we infer that $L^{D^{+}} \zeta$ has a zero of order $\geq v$ at $\mu$. Hence $\zeta$ is a root function of $L_{0}^{+}$of order $\geq v$ at $\mu$. From (6.7.10) and the definition of $H$ we obtain that

$$
\left(\begin{array}{ll}
W^{a \top} & \tilde{A}  \tag{6.7.11}\\
W^{b \top} & \widetilde{B}
\end{array}\right)\left(\begin{array}{cc}
\tilde{C} & \widetilde{D} \\
\widetilde{W}^{a} & \widetilde{W}^{b}
\end{array}\right)\binom{u(a, \cdot)}{u(b, \cdot)}+\left(\begin{array}{cc}
W^{a \top} & \widetilde{A} \\
W^{b \top} & \widetilde{B}
\end{array}\right)\binom{d}{0}
$$

has a zero of order $\geq v$ at $\mu$. Hence it follows in view of the invertibility of $\left(\begin{array}{ll}W^{a^{\top}} & \widetilde{A} \\ W^{b^{\top}} & \widetilde{B}\end{array}\right)$ that $\widetilde{C} u(a, \cdot)+\widetilde{D} u(b, \cdot)+d$ has a zero of order $\geq v$ at $\mu$.
Proposition 6.7.7. Let $\underset{\sim}{\zeta} \in H\left(\Omega,{\underset{\sim}{D}}_{p}^{n}(a, b)\right)$ be a root function of $L_{0}^{+}$of multiplicity $v$ at $\mu$. Set $d:=-\widetilde{C} u(a, \cdot)-\widetilde{D} u(b, \cdot)$. Then $(\zeta, d)$ is a root function of $L^{*}$ of multiplicity $\geq v$ at $\mu$.
Proof. By assumption, $\widetilde{W}^{a} u(a, \cdot)+\widetilde{W}^{b} u(b, \cdot)$ has a zero of order $\geq v$ at $\mu$. Hence the matrix function (6.7.11) has a zero of order $\geq v$ at $\mu$. Now the assertion is clear because of (6.7.2), (6.7.3), (6.7.5) and (6.5.2).

A canonical system of eigenfunctions and associated functions of the family of operators $L_{0}(\lambda)$ is defined by taking a canonical system of eigenfunctions and associated functions of the holomorphic boundary eigenvalue operator function $L$. THEOREM 6.7.8. We consider the families of operators $L_{0}(\lambda)$ and $L_{0}^{+}(\lambda)$ defined by (6.6.1), (6.6.2) and (6.7.6), (6.7.7), respectively. Assume that $\mu \in \sigma\left(L_{0}\right)$ and let $\left\{\eta_{i, h}: 1 \leq i \leq r, 0 \leq h \leq m_{i}-1\right\}$ be a canonical system of eigenvectors and associated vectors of $L_{0}$ at $\mu$. Then there is a canonical system of eigenvectors and associated vectors $\left\{\zeta_{i, h}: 1 \leq i \leq r, 0 \leq h \leq m_{i}-1\right\}$ of $L_{0}^{+}$at $\mu$ such that the principal part of the GREEN's function $G(x, \xi, \cdot)$ at $\mu$ has the form

$$
\begin{equation*}
\sum_{i=1}^{r} \sum_{j=0}^{m_{i}-1}(\cdot-\mu)^{j-m_{i}} \sum_{k=0}^{j} \eta_{i, k}(x) \zeta_{i, j-k}(\xi) \tag{6.7.12}
\end{equation*}
$$

If $W^{a}$ and $W^{b}$ do not depend on $\lambda$, then the biorthogonal relationships

$$
\begin{equation*}
\sum_{k=0}^{m} \frac{1}{k!} \int_{a}^{b}\left(\frac{\partial^{k}}{\partial \lambda^{k}} \theta_{i h}\right)(x, \mu) \zeta_{j, m-k}(x) \mathrm{d} x=\delta_{i j} \delta_{m_{i}-h, m} \tag{6.7.13}
\end{equation*}
$$

$$
\left(1 \leq h \leq m_{i} ; 0 \leq m \leq m_{j}-1 ; i, j=1, \ldots, r\right) \text { hold, where }
$$

$$
\theta_{i h}:=L^{D} \sum_{l=0}^{m_{i}-1}(\cdot-\mu)^{l-h} \eta_{i, m}
$$

Proof. We set

$$
\eta_{i}(\lambda):=\sum_{h=0}^{m_{i}-1}(\lambda-\mu)^{h} \eta_{i, h} \quad(i=1, \ldots, r)
$$

$\left\{\eta_{1}, \ldots, \eta_{r}\right\}$ is a CSRF of $L$ at $\mu$ by Propositions 1.6 .2 and 6.7.5. By Theorem 1.5.4 there are polynomials $\left(\zeta_{i}, d_{i}\right): \mathbb{C} \rightarrow L_{p^{\prime}}(a, b) \times \mathbb{C}^{n}$ of degree $<m_{i}$ such that $\left\{\left(\zeta_{1}, d_{1}\right), \ldots,\left(\zeta_{r}, d_{r}\right)\right\}$ is a CSRF of $L^{*}$ at $\mu$,

$$
\begin{equation*}
L^{-1}-\sum_{i=1}^{r}(\cdot-\mu)^{-m_{i}} \eta_{i} \otimes\left(\zeta_{i}, d_{i}\right) \tag{6.7.14}
\end{equation*}
$$

is holomorphic at $\mu$ and the biorthogonal relationships

$$
\begin{equation*}
\frac{1}{m!} \frac{\mathrm{d}^{m}}{\mathrm{~d} \lambda^{m}}\left\langle\tilde{\theta}_{i h},\left(\zeta_{j}, d_{j}\right)\right\rangle(\mu)=\delta_{i j} \delta_{m_{i}-h, m} \tag{6.7.15}
\end{equation*}
$$

hold for $1 \leq h \leq m_{i}, 0 \leq m \leq m_{j}-1, i, j=1, \ldots, r$, where we use the notation $\tilde{\theta}_{i h}:=(\cdot-\mu)^{-h} L \eta_{i}$. By Proposition 6.7.6, $\zeta_{1}, \ldots, \zeta_{r}$ are root functions of $L_{0}^{+}$at $\mu$ and $d_{i}(\mu)=-\widetilde{C}(\mu) u_{i}(a, \mu)-\widetilde{D}(\mu) u_{i}(b, \mu)$. Hence $\zeta_{1}(\mu), \ldots, \zeta_{r}(\mu)$ are linearly independent as $\left(\zeta_{1}, d_{1}\right)(\mu), \ldots,\left(\zeta_{r}, d_{r}\right)(\mu)$ are linearly independent. Since the multiplicities of a CSRF of $L_{0}^{+}$at $\mu$ cannot exceed the multiplicities of a CSRF of $L^{*}$ at $\mu$ by Proposition 6.7.7, $\left\{\zeta_{1}, \ldots, \zeta_{r}\right\}$ is a CSRF of $L_{0}^{+}$at $\mu$. We set

$$
\zeta_{i}(\lambda)=: \sum_{h=0}^{m_{i}-1}(\lambda-\mu)^{h} \zeta_{i, h} \quad(i=1, \ldots, r)
$$

and infer that $\left\{\zeta_{i, h}: 1 \leq i \leq r, 0 \leq h \leq m_{i}-1\right\}$ is a canonical system of eigenvectors and associated vectors of $L_{0}^{+}$at $\mu$. By Theorem 6.6.1i) and (6.7.14) the principal part of $L_{0}^{-1}$ at $\mu$ is equal to the principal part of

$$
\sum_{i=1}^{r}(\cdot-\mu)^{-m_{i}} \eta_{i} \otimes \zeta_{i}
$$

at $\mu$, and Theorem 6.6 .1 ii ) yields that the principal part of $G(x, \xi, \cdot)$ at $\mu$ is

$$
\begin{aligned}
& \sum_{i=1}^{r} \sum_{j=0}^{m_{i}-1}(\cdot-\mu)^{j-m_{i}} \frac{1}{j!} \frac{\mathrm{d}^{j}}{\mathrm{~d} \lambda j}\left(\eta_{i}(x, \cdot) \zeta_{i}(\xi, \cdot)\right)(\mu) \\
& =\sum_{i=1}^{r} \sum_{j=0}^{m_{i}-1}(\cdot-\mu)^{j-m_{i}} \sum_{k=0}^{j} \eta_{i, k}(x) \zeta_{i, j-k}(\xi)
\end{aligned}
$$

If $W^{a}$ and $W^{b}$ are constant, then $L^{R} \eta_{i}$ is a polynomial of degree $\leq m_{i}-1$ and has a zero of order $\geq m_{i}$ at $\mu$. Hence $L^{R} \eta_{i}=0$ for $i=1, \ldots, r$. Thus $\tilde{\theta}_{i h}=\left(\theta_{i h}, 0\right)$, and (6.7.15) leads to (6.7.13).

### 6.8. Notes

Mostly, the operators associated with boundary eigenvalue problems are considered as operators from $L_{p}(a, b)$ to $L_{p}(a, b)$. In that case, it it sufficient to consider somewhat weaker conditions on the coefficients, see [NA2, Chapter V]. However, in general it is much more advantageous to have bounded operators, and we are therefore going to use the operator $L: W_{p}^{n}(a, b) \rightarrow L_{p}(a, b) \times \mathbf{C}^{\mathbf{n}}$ in subsequent chapters. An important advantage of this approach is the fact that the adjoint operator $L^{*}(\lambda)$ is defined on the whole space $L_{p^{\prime}}(a, b) \times \mathbb{C}^{n}$ and is a bounded operator with values in some space of distributions. As a consequence, the associated adjoint boundary eigenvalue problem is defined without any restrictions. This implies that the eigenvectors and associated vectors of the adjoint problem are always defined. The associated vectors may not belong to the domain of the classical adjoint problem. This explains why in the classical approach problems containing associated vectors are mostly disallowed.

Adjoint boundary conditions for two-point boundary eigenvalue problems were introduced by G. D. Birkhoff in [BI2]. G. Frobenius has shown in [FRO] that the adjoint differential expression $A^{\prime}$ of a differential expression of the form $A=\sum_{j=0}^{n} A_{j} D^{j}$ is uniquely determined by the identity $v A(u)-u A^{\prime}(v)=D A(u, v)$, where $A(u, v)=\sum_{j, k}^{n}(-1)^{k}\left(D^{j} u\right) D^{k}\left(A_{j+k+1} v\right)$.

## Chapter VII

## REGULAR BOUNDARY EIGENVALUE PROBLEMS FOR $n$-TH ORDER EQUATIONS

This chapter deals with eigenfunction expansions for regular boundary eigenvalue problems for $n$-th order ordinary differential equations. The coefficients in the differential equation as well as in the boundary conditions depend polynomially on the eigenvalue parameter $\lambda$. As in the fifth chapter, the boundary conditions are allowed to contain countably many interior points and also an integral term. For such boundary eigenvalue problems the notions Birkhoff regularity and Stone regularity are defined in terms of the corresponding notions introduced in the fourth chapter for boundary eigenvalue problems for first order $n \times n$ differential systems with asymptotically linear parameter dependence (Definitions 7.3.1 and 7.6.1). To this end, in a first step the $n$-th order differential equation depending polynomially on the eigenvalue parameter $\lambda$ is transformed to a first order $n \times n$ differential system which is asymptotically linear in $\lambda$ and has a leading matrix in diagonal form satisfying the specific assumptions in the fourth chapter (Theorem 7.2.4). In a second step, the boundary conditions, which depend polynomially on $\lambda$, are transformed to conditions which are asymptotically constant as $\lambda$ tends to infinity. An efficient method to check Birkhoff regularity of boundary eigenvalue problems for $n$-th order differential equations is presented (Theorems 7.3.2 and 7.3.3).

Under the assumption that the endpoints of the underlying interval are no accumulation points of the interior points of the boundary conditions it is shown for Birkhoff regular boundary eigenvalue problems in the case $1<p<\infty$ that functions in $L_{p}(a, b)$ are expandable into series of corresponding eigenfunctions and associated functions. These series are $L_{p}$-convergent (Theorem 7.4.3). With respect to uniform convergence, i. e., if $p=\infty$, continuous functions which are of bounded variation and fulfil certain boundary conditions can be expanded (Theorem 7.4.4). Eigenfunction expansions are also established for Stone regular boundary eigenvalue problems. It is shown that for $1<p \leq \infty$ these expansions converge to the given function if this function is smooth enough, i. e., belongs to some Sobolev space of sufficiently high order, and fulfils certain boundary conditions (Theorems 7.6.5 and 7.6.6). These boundary conditions are defined by some iterative procedure in terms of the coefficients of the given differential equation and of the boundary conditions. The convergence proofs of these eigenfunction
expansions are based on the contour integral method and make use of convergence results from the fourth chapter concerning certain sequences of contour integrals of the resolvent of the transformed boundary eigenvalue problem.

### 7.1. General assumptions

Let $-\infty<a<b<\infty, 1 \leq p \leq \infty, n \in \mathbb{N}, n \geq 2$, and let $a_{j} \in[a, b](j \in \mathbb{N})$ such that $a_{j} \neq a_{k}(j \neq k), a_{0}=a$, and $a_{1}=b$. Let

$$
\begin{equation*}
p_{i}(\cdot, \lambda)=\sum_{j=0}^{n-i} \lambda^{j} \pi_{n-i, j} \quad(i=0, \ldots, n-1), \tag{7.1.1}
\end{equation*}
$$

where $\pi_{n-i, j} \in L_{p}(a, b)(i=0, \ldots, n-1, j=0, \ldots, n-i)$. We assume $\pi_{n-i, n-i} \neq 0$ for some $i \in\{0, \ldots, n-1\}$. Let $w_{k i}(i, k=1, \ldots, n)$ be polynomials in $\lambda$ with coefficients in $L_{1}(a, b)$ and $w_{k i}^{(j)}(j \in \mathbb{N} ; i, k=1, \ldots, n)$ be polynomials in $\lambda$ with complex coefficents. Suppose that

$$
\sum_{j=0}^{\infty} \sup _{|\lambda| \leq r}\left|w_{k i}^{(j)}(\lambda)\right|<\infty
$$

for all $r>0$ and $i, k=1, \ldots, n$.
For $\lambda \in \mathbb{C}$ and $\eta \in W_{p}^{n}(a, b)$ we consider the boundary eigenvalue problem

$$
\begin{equation*}
\eta^{(n)}+\sum_{i=0}^{n-1} p_{i}(\cdot, \lambda) \eta^{(i)}=0 \tag{7.1.2}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=0}^{\infty} w_{k i}^{(j)}(\lambda) \eta^{(i-1)}\left(a_{j}\right)+\sum_{i=1}^{n} \int_{a}^{b} w_{k i}(\xi, \lambda) \eta^{(i-1)}(\xi) \mathrm{d} \xi=0 \quad(k=1, \ldots, n) . \tag{7.1.3}
\end{equation*}
$$

The function $\pi$ defined by

$$
\begin{equation*}
\pi(\cdot, \rho):=\rho^{n}+\sum_{i=0}^{n-1} \rho^{i} \pi_{n-i, n-i} \quad(\rho \in \mathbb{C}) \tag{7.1.4}
\end{equation*}
$$

is called the characteristic function of the differential equation (7.1.2). Together with the boundary eigenvalue problem (7.1.2), (7.1.3) we consider the operators

$$
\begin{equation*}
L^{D}(\lambda) \eta:=\eta^{(n)}+\sum_{i=0}^{n-1} p_{i}(\cdot, \lambda) \eta^{(i)} \tag{7.1.5}
\end{equation*}
$$

$$
\begin{equation*}
L^{R}(\lambda) \eta:=\left(\sum_{i=1}^{n} \sum_{j=0}^{\infty} w_{k i}^{(j)}(\lambda) \eta^{(i-1)}\left(a_{j}\right)+\sum_{i=1}^{n} \int_{a}^{b} w_{k i}(\xi, \lambda) \eta^{(i-1)}(\xi) \mathrm{d} \xi\right)_{k=1}^{n} \tag{7.1.6}
\end{equation*}
$$

where $\lambda \in \mathbb{C}$ and $\eta \in W_{p}^{n}(a, b)$, and

$$
\begin{equation*}
L:=\left(L^{D}, L^{R}\right) . \tag{7.1.7}
\end{equation*}
$$

From Lemma 6.1.1 and Proposition 6.3 .5 we infer
Proposition 7.1.1. $L \in H\left(\mathbb{C}, L\left(W_{p}^{n}(a, b), L_{p}(a, b) \times \mathbb{C}^{n}\right)\right)$.
Together with the $n$-th order differential equation (7.1.2) we consider the associated first order system $T^{D}(\lambda) y=0$, where $T^{D}$ is given by (6.1.3), (6.1.4). We shall assume that there are a matrix function $C(\cdot, \lambda) \in M_{n}\left(W_{p}^{1}(a, b)\right)$ depending polynomially on $\lambda$ and a positive real number $\gamma$ such that

$$
\begin{equation*}
C(\cdot, \lambda) \text { is invertible in } M_{n}\left(W_{p}^{1}(a, b)\right) \text { if }|\lambda| \geq \gamma \tag{7.1.8}
\end{equation*}
$$

and such that the equation

$$
\begin{equation*}
C^{-1}(\cdot, \lambda) T^{D}(\lambda) C(\cdot, \lambda) y=y^{\prime}-\widetilde{A}(\cdot, \lambda) y=: \widetilde{T}^{D}(\lambda) y \tag{7.1.9}
\end{equation*}
$$

holds for $|\lambda| \geq \gamma$ and $y \in\left(W_{p}^{1}(a, b)\right)^{n}$, where

$$
\begin{equation*}
\widetilde{A}(\cdot, \lambda)=\lambda A_{1}+A_{0}+\lambda^{-1} A^{0}(\cdot, \lambda) \quad(|\lambda| \geq \gamma) \tag{7.1.10}
\end{equation*}
$$

fulfils the assumptions made in Section 4.1.
We shall also consider the following sharpened form of (7.1.10): For some $\kappa \in \mathbb{N}$ let

$$
\begin{equation*}
\widetilde{A}(\cdot, \lambda)=\sum_{j=-1}^{\kappa} \lambda^{-j} A_{-j}+\lambda^{-\kappa-1} A^{\kappa}(\cdot, \lambda) \quad(|\lambda| \geq \gamma) \tag{7.1.11}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{1} \in M_{n}\left(W_{p}^{K}(a, b)\right),  \tag{7.1.12}\\
& A_{-j} \in M_{n}\left(W_{p}^{\kappa-j}(a, b)\right) \quad(j=0, \ldots, k),  \tag{7.1.13}\\
& A^{K}(\cdot, \lambda) \in M_{n}\left(L_{p}(a, b)\right) \text { for }|\lambda| \geq \gamma  \tag{7.1.14}\\
& \quad \text { and is bounded in } M_{n}\left(L_{p}(a, b)\right) \text { as } \lambda \rightarrow \infty .
\end{align*}
$$

Condition (7.1.8) is fulfilled if for each $x \in[a, b]$ and $|\lambda| \geq \gamma$ the matrix $C(x, \lambda)$ is invertible: Since $C(\cdot, \lambda)$ is continuous in $[a, b], C^{-1}(\cdot, \lambda) \in M_{n}\left(L_{\infty}(a, b)\right)$ if $|\lambda| \geq \gamma$. Proposition 2.5 .8 yields $C^{-1}(\cdot, \lambda) \in M_{n}\left(W_{p}^{1}(a, b)\right)$ for $|\lambda| \geq \gamma$.
Proposition 7.1.2. Suppose that $C$ fulfils (7.1.8) and let $r \in \mathbb{N} \backslash\{0\}$ such that $C$ is a matrix polynomial with coefficients in $M_{n}\left(W_{p}^{r}(a, b)\right)$. Then we have

$$
\operatorname{det} C^{-1}(\cdot, \lambda)=\lambda^{\tilde{q}}\left(c_{0}+\frac{1}{\lambda} c_{1}(\cdot, \lambda)\right)
$$

for $|\lambda| \geq \gamma$, where $\tilde{q} \in \mathbb{Z}, c_{0}$ is an invertible element in $W_{p}^{r}(a, b)$, and $c_{1}$ is an asymptotic polynomial in $W_{p}^{r}(a, b)$ of arbitrary order. There is a number $\hat{q} \in \mathbb{Z}$ such that

$$
C^{-1}(\cdot, \lambda)=\lambda^{\hat{g}} C_{0}(\cdot, \lambda),
$$

where $C_{0}$ is an asymptotic polynomial in $M_{n}\left(W_{p}^{r}(a, b)\right)$ of arbitrary order.

Proof. Since $C$ is a polynomial with coefficients in $M_{n}\left(W_{p}^{r}(a, b)\right)$, there is a nonnegative integer $s$ such that

$$
\operatorname{det} C(x, \lambda)=\sum_{j=0}^{s} \gamma_{j}(x) \lambda^{j}
$$

for $x \in[a, b]$ and $\lambda \in \mathbb{C}$, where $\gamma_{j} \in W_{p}^{r}(a, b)$ for $j \in\{0, \ldots, s\}$ and $\gamma_{s} \neq 0$. If $\gamma_{s}(x) \neq 0$ for all $x \in[a, b]$, then there exists a $\delta>0$ such that $\left|\gamma_{s}(x)\right| \geq \delta$ for all $x \in[a, b]$ since $\gamma_{s}$ is continuous. Then the NEUMANN series expansion

$$
\lambda^{s}(\operatorname{det} C(x, \lambda))^{-1}=\frac{1}{\gamma_{s}(x)} \sum_{k=0}^{\infty}(-1)^{k}\left(\sum_{j=0}^{s-1} \frac{\gamma_{j}(x)}{\gamma_{s}(x)} \lambda^{j-s}\right)^{k}
$$

holds if $\lambda$ is sufficiently large. From Proposition 2.5 .8 we know that $\gamma_{s}^{-1}$ belongs to $W_{p}^{r}(a, b)$. Hence $\lambda^{s}(\operatorname{det} C(\cdot, \lambda))^{-1}$ is an asymptotic polynomial in $W_{p}^{r}(a, b)$ of arbitrary order which tends to $\gamma_{s}^{-1}$ as $\lambda \rightarrow \infty$. This proves the first assertion; the second assertion follows by CRAMER'S rule.

Assume that $\gamma_{s}$ has a zero in $[a, b]$. Since $\gamma_{s}$ is continuous and not identically zero in $[a, b]$, there is a sequence $\left(x_{v}\right)_{0}^{\infty}$ in $(a, b)$ converging to some $z \in[a, b]$ such that $\gamma_{s}\left(x_{v}\right) \neq 0(v \in \mathbb{N})$ and $\gamma_{s}(z)=0$. Since $\operatorname{det} C(z, \lambda) \neq 0$ for sufficiently large $\lambda$, there is a number $j_{0} \in\{0, \ldots, s-1\}$ such that $\gamma_{j_{0}}(z) \neq 0$ and $\gamma_{j}(z)=0$ for $j \in\left\{j_{0}+1, \ldots, s\right\}$. We define

$$
\rho_{0}:=\left\{\begin{array}{c}
\max \left\{\frac{\left|\gamma_{j}(x)\right|}{\left|\gamma_{j_{0}}(z)\right|}: x \in[a, b], j \in\left\{0, \ldots, j_{0}-1\right\}\right\} \text { if } j_{0}>0 \\
0 \quad \text { if } j_{0}=0
\end{array}\right.
$$

and $\rho:=\max \left\{4 j_{0} \rho_{0}, \gamma, l\right\}$. Since $\gamma_{j}\left(x_{v}\right) \rightarrow 0$ as $v \rightarrow \infty$ for each $j \in\left\{j_{0}+1, \ldots, s\right\}$ and $\gamma_{j_{0}}\left(x_{v}\right) \rightarrow \gamma_{j_{0}}(z) \neq 0$ as $v \rightarrow \infty$, there is an integer $v \in \mathbb{N}$ such that

$$
\left|\gamma_{j_{0}}\left(x_{v}\right)\right| \geq \frac{1}{2}\left|\gamma_{j_{0}}(z)\right| \quad \text { and } \quad \sum_{j=j_{0}+1}^{s}\left|\gamma_{j}\left(x_{v}\right)\right| \rho^{j-j_{0}}<\frac{\left|\gamma_{j_{0}}\left(x_{v}\right)\right|}{4}
$$

From the definitions of $\rho_{0}$ and $\rho$ we infer that

$$
\left|\sum_{\substack{j=0 \\ j \neq j_{0}}}^{s} \gamma_{j}\left(x_{v}\right) \lambda^{j}\right|<\left|\gamma_{j_{0}}\left(x_{v}\right) \lambda^{j_{0}}\right|
$$

for $|\lambda|=\rho$. Hence Rouché's theorem yields that $\operatorname{det} C\left(x_{v}, \lambda\right)$ has exactly $j_{0}$ zeros in the open disk with centre 0 and radius $\rho$. Since $j_{0}<s$ and $\gamma_{s}\left(x_{v}\right) \neq 0$, there is at least one $\lambda$ with $|\lambda|>\rho$ and $\operatorname{det} C\left(x_{\nu}, \lambda\right)=0$. This contradicts the assumption (7.1.8), which implies that $C\left(x_{v}, \lambda\right)$ is invertible for $|\lambda|>\rho \geq \gamma$.

### 7.2. Asymptotic linearizations

The most crucial assumption of those in Section 7.1 is that $A_{1}$ is a diagonal matrix fulfilling the conditions (4.1.3), (4.1.4) and (4.1.5). In the sequel we are looking for necessary and sufficient conditions in terms of the problem (7.1.2) to fulfil this assumption. First we look for an "asymptotic linearization" of $A$ with respect to $\lambda$. The easiest way to do so is by multiplying $A$ with a diagonal matrix

$$
\begin{equation*}
C_{0}(\lambda)=\operatorname{diag}\left(\lambda^{v_{1}}, \ldots, \lambda^{v_{n}}\right) \quad\left(v_{1}, \ldots, v_{n} \in \mathbb{Z}\right) \tag{7.2.1}
\end{equation*}
$$

from the right and with its inverse from the left. We have

$$
\begin{equation*}
C_{0}^{-1}(\lambda) A(\cdot, \lambda) C_{0}(\lambda)=\left(\delta_{i, j-1} \lambda^{v_{j}-v_{i}}-\delta_{i, n} p_{j-1}(\cdot, \lambda) \lambda^{v_{j}-v_{n}}\right)_{i, j=1}^{n} \tag{7.2.2}
\end{equation*}
$$

Let $\operatorname{deg} p_{j}$ be the degree of the polynomial $p_{j}$ with respect to $\lambda$. Then we must have

$$
\begin{equation*}
v_{i+1}-v_{i} \leq 1 \quad \text { and } \quad \operatorname{deg} p_{j}+v_{j+1}-v_{n} \leq 1 \tag{7.2.3}
\end{equation*}
$$

for $i=1, \ldots, n-1$ and $j=0, \ldots, n-1$. For $j=0, \ldots, n-1$ we infer that

$$
\begin{equation*}
\operatorname{deg} p_{j} \leq 1+v_{n}-v_{j+1}=1+\sum_{i=j+1}^{n-1}\left(v_{i+1}-v_{i}\right) \leq n-j \tag{7.2.4}
\end{equation*}
$$

This is the reason for assumption (7.1.1).
Proposition 7.2.1. Let $n \in \mathbb{N} \backslash\{0\}, b_{1}, \ldots, b_{n} \in \mathbb{C}$,

$$
B_{k}:=\left(\delta_{i, j-1}-\delta_{i, n} b_{n-j+1}\right)_{i, j=n+1-k}^{n} \quad(k=1, \ldots, n)
$$

and

$$
a_{k}(\rho):=\operatorname{det}\left(\rho-B_{k}\right) \quad(k=1, \ldots, n)
$$

We assert:
i) For $\rho \in \mathbb{C}$ and $k=2, \ldots, n$ we have

$$
a_{k}(\rho)=\rho a_{k-1}(\rho)+b_{k}
$$

ii) For $\rho \in \mathbb{C}$ and $k=1, \ldots, n$ we have

$$
a_{k}(\rho)=\rho^{k}+\sum_{j=1}^{k} \rho^{k-j} b_{j}
$$

Proof. i) Let $k \in\{2, \ldots, n\}$. Expanding $a_{k}(\rho)$ with respect to the first column we obtain

$$
\begin{aligned}
a_{k}(\rho)= & \rho \operatorname{det}\left(\rho \delta_{i, j}-\delta_{i, j-1}+\delta_{i, n} b_{n-j+1}\right)_{i, j=n+2-k}^{n} \\
& +(-1)^{k-1} b_{k} \operatorname{det}\left(\rho \delta_{i-1, j}-\delta_{i-1, j-1}\right)_{i, j=n+2-k}^{n} \\
= & \rho a_{k-1}(\rho)+b_{k} .
\end{aligned}
$$

ii) For $k=1$ we have

$$
a_{1}(\rho)=\rho+b_{1} .
$$

Assume that the assertion holds for some $k \in\{1, \ldots, n-1\}$. With the aid of i) we obtain

$$
\begin{aligned}
a_{k+1}(\rho) & =\rho a_{k}(\rho)+b_{k+1} \\
& =\rho^{k+1}+\sum_{j=1}^{k} \rho^{k-j+1} b_{j}+b_{k+1} \\
& =\rho^{k+1}+\sum_{j=1}^{k+1} \rho^{(k+1)-j} b_{j}
\end{aligned}
$$

Proposition 7.2.2. i) Assume that $A(\cdot, \lambda)$ has an asymptotic linearization, i.e., that there is an invertible matrix function $C_{0}(\lambda),|\lambda| \geq \gamma>0$, such that

$$
\begin{equation*}
C_{0}^{-1}(\lambda) A(\cdot, \lambda) C_{0}(\lambda)=\lambda \widehat{A}+O(1) \tag{7.2.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
\operatorname{det}(\rho-\widehat{A})=\pi(\cdot, \rho) \tag{7.2.6}
\end{equation*}
$$

where $\pi$ is the characteristic function given by (7.1.4).
ii) Additionally, let $C_{1}$ be invertible in $M_{n}\left(W_{p}^{1}(a, b)\right)$ and set

$$
C(x, \lambda)=C_{0}(\lambda) C_{1}(x) \quad(x \in[a, b],|\lambda| \geq \gamma)
$$

Then the matrix function $\tilde{A}$ given by (7.1.9) satisfies

$$
\begin{equation*}
\widetilde{A}(\cdot, \lambda)=\lambda A_{1}+\widetilde{A}_{0}(\cdot, \lambda) \tag{7.2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{1}=C_{1}^{-1} \widehat{A} C_{1} \in M_{n}\left(L_{p}(a, b)\right) \tag{7.2.8}
\end{equation*}
$$

$\widetilde{A}_{0}=O(1)$ in $M_{n}\left(L_{p}(a, b)\right)$ as $\lambda \rightarrow \infty$, and

$$
\begin{equation*}
\pi(\cdot, \rho)=\operatorname{det}\left(\rho-A_{1}\right) \tag{7.2.9}
\end{equation*}
$$

iii) Additionally to i) and ii) we suppose that $C_{0}$ and $A_{1}$ are diagonal matrices,

$$
\begin{equation*}
A_{1}=\operatorname{diag}\left(0, \ldots, 0, r_{1}, \ldots, r_{l}\right) \tag{7.2.10}
\end{equation*}
$$

where $r_{1}, \ldots, r_{l}$ are not identically zero. Then

$$
\begin{equation*}
\pi(x, \rho)=\rho^{n_{0}} \prod_{i=1}^{l}\left(\rho-r_{j}(x)\right) \quad(x \in(a, b)) \tag{7.2.11}
\end{equation*}
$$

where $n_{0}=n-l$. Furthermore, $l \geq 1$, and $r_{j}(x) \neq r_{m}(x)$ for all $j, m \in\{1, \ldots, l\}$ and $x \in(a, b)$ such that $r_{j}(x) \neq 0, r_{m}(x) \neq 0$, and $j \neq m$.

Proof. i) By Proposition 7.2.1 we have

$$
\begin{aligned}
\lambda^{-n} \operatorname{det}(\rho \lambda-A(\cdot, \lambda)) & =\rho^{n}+\sum_{i=0}^{n-1} \rho^{i} \lambda^{i-n} p_{i}(\cdot, \lambda) \\
& =\rho^{n}+\sum_{i=0}^{n} \rho^{i}\left(\pi_{n-i, n-i}+\frac{1}{\lambda} O(1)\right) .
\end{aligned}
$$

On the other hand, (7.2.5) yields

$$
\begin{aligned}
\lambda^{-n} \operatorname{det}(\rho \lambda-A(\cdot, \lambda)) & =\operatorname{det}\left(\rho-\widehat{A}+O\left(\frac{1}{\lambda}\right)\right) \\
& =\operatorname{det}(\rho-\widehat{A})+\frac{1}{\lambda} \sum_{i=0}^{n-1} \rho^{i} O(1) .
\end{aligned}
$$

For $\lambda \rightarrow \infty$ we obtain $\operatorname{det}(\rho-\widehat{A})=\pi(\cdot, \rho)$.
ii) In view of LeIbniz' rule (2.3.1) we have for $y \in\left(W_{p}^{1}(a, b)\right)^{n}$ that

$$
\begin{align*}
\widetilde{T}^{D}(\lambda) y & =C_{1}^{-1} C_{0}(\lambda)^{-1} T^{D}(\lambda)\left(C_{0}(\lambda) C_{1} y\right)  \tag{7.2.12}\\
& =C_{1}^{-1}\left(C_{1} y\right)^{\prime}-C_{1}^{-1}(\lambda \widehat{A}+O(1)) C_{1} y \\
& =y^{\prime}-\lambda C_{1}^{-1} \widehat{A} C_{1} y+O(1) y,
\end{align*}
$$

whence the representation of $\tilde{A}$ holds, and (7.2.9) follows from (7.2.6).
iii) Obviously, by a suitable choice of $C_{1}$, we can write $A_{1}$ in the form (7.2.10), where $r_{1}, \ldots, r_{l}$ are not identically zero. Then (7.2.11) follows from (7.2.9). Since we suppose that $\pi_{n-i, n-i} \neq 0$ for some $i \in\{1, \ldots, n\}$, not all the $r_{j}$ can be zero, i. e., we must have $l \geq 1$. In the matrix $A$ given by (6.1.4), the $(n-1) \times(n-1)$ submatrix in the upper left corner is a triangular matrix with zeros in the diagonal. By (7.2.5) this also holds for $\widehat{A}$ since we suppose that $C_{0}(\lambda)$ is a diagonal matrix. Therefore the $(n-1) \times(n-1)$ submatrix of $\rho-\widehat{A}$ in the upper left corner is invertible for $\rho \neq 0$ since it is a triangular matrix with diagonal elements $\rho$. Hence the rank of $\rho-\widehat{A}$ is at least $n-1$ if $\rho \neq 0$. In view of (7.2.8) we infer that $r_{j}(x)-A_{1}$ has rank $n-1$ whenever $r_{j}(x) \neq 0$.

Proposition 7.2.3. Let $n_{0} \in\{0, \ldots, n-1\}, l:=n-n_{0}$, and suppose that

$$
\pi(\cdot, \rho)=\rho^{n_{0}} \pi_{l}(\cdot, \rho)
$$

where

$$
\begin{equation*}
\pi_{l}(\cdot, \rho)=\rho^{l}+\sum_{j=1}^{l} \rho^{l-j} \pi_{j, j} \tag{7.2.13}
\end{equation*}
$$

Suppose that for all $x \in[a, b]$ the roots of $\pi_{l}(x, \rho)=0$ are simple and nonzero and that there is $\kappa \in \mathbb{N} \backslash\{0\}$ such that $\pi_{1,1}, \ldots, \pi_{l, l} \in W_{p}^{\mathrm{K}}(a, b)$. Then there are $r_{1}, \ldots, r_{l} \in W_{p}^{\kappa}(a, b)$ such that

$$
\begin{equation*}
\pi_{l}(x, \rho)=\prod_{j=1}^{l}\left(\rho-r_{j}(x)\right) \tag{7.2.14}
\end{equation*}
$$

holds for all $x \in[a, b]$ and $\rho \in \mathbb{C}$. In addition, we have that $r_{j}^{-1} \in W_{p}^{\kappa}(a, b)$ for $j=1, \ldots, l$.
Proof. For $x \in[a, b]$ let $\alpha_{x, 1}, \ldots, \alpha_{x, l}$ be the roots of $\pi_{l}(x, \rho)=0$. We set

$$
\varepsilon_{x}:=\frac{1}{2} \min \left\{\left|\alpha_{x, j}-\alpha_{x, k}\right|,\left|\alpha_{x, j}\right|: j, k=1, \ldots, l ; j \neq k\right\}>0
$$

and

$$
\gamma_{x}:=\bigcup_{j=1}^{l}\left\{\rho \in \mathbb{C}:\left|\rho-\alpha_{x, j}\right|=\varepsilon_{x}\right\} .
$$

Then $\pi_{l}(x, \rho) \neq 0$ for all $\rho \in \gamma_{x}$. Since $\gamma_{x}$ is compact, there is a $\delta_{x}>0$ such that $\pi_{l}(\xi, \rho) \neq 0$ for all $\xi \in\left[x-\delta_{x}, x+\delta_{x}\right] \cap[a, b]$ and $\rho \in \gamma_{x}$.

Let $x_{0} \in[a, b]$. For $x \in\left[x_{0}-\delta_{x_{0}}, x_{0}+\delta_{x_{0}}\right] \cap[a, b]$ and $j=1, \ldots, l$ we define

$$
\begin{equation*}
\beta_{x_{0}, j}(x):=\frac{1}{2 \pi i} \oint_{\left|\rho-\alpha_{x_{0}, j}\right|=\varepsilon_{x_{0}}} \rho \frac{\frac{\partial \pi_{l}}{\partial \rho}(x, \rho)}{\pi_{l}(x, \rho)} \mathrm{d} \rho . \tag{7.2.15}
\end{equation*}
$$

The functions $\beta_{x_{0}, j}$ are continuous since the integrand depends continuously on $x$. Choosing $\delta_{x_{0}}$ sufficiently small we may assume that $\left|\beta_{x_{0}, j}(x)-\beta_{x_{0}, j}\left(x_{0}\right)\right|<\varepsilon_{x_{0}}$ for $j=1, \ldots, l$ and $x \in\left[x_{0}-\delta_{x_{0}}, x_{0}+\delta_{x_{0}}\right] \cap[a, b]$. From $\pi_{l}(x, \rho)=\prod_{k=1}^{l}\left(\rho-\alpha_{x, k}\right)$ we infer

$$
\sum_{k=1}^{l} \frac{1}{\rho-\alpha_{x, k}}=\frac{\frac{\partial \pi_{l}}{\partial \rho}(x, \rho)}{\pi_{l}(x, \rho)}
$$

The residue theorem yields

$$
\begin{equation*}
\beta_{x_{0}, j}(x)=\left.\sum^{l}\right|_{\mid \alpha_{x, k}-\alpha_{x_{0}, j}} ^{k=1} \mid<\varepsilon_{x_{0}} \alpha_{x, k} \tag{7.2.16}
\end{equation*}
$$

for $j=1, \ldots, l$ and $x \in\left[x_{0}-\delta_{x_{0}}, x_{0}+\delta_{x_{0}}\right] \cap[a, b]$. For $x=x_{0}$ and $j=1, \ldots, l$ we obtain $\beta_{x_{0}, j}\left(x_{0}\right)=\alpha_{x_{0}, j}$. From

$$
\left|\beta_{x_{0}, j}(x)\right| \geq\left|\beta_{x_{0}, j}\left(x_{0}\right)\right|-\left|\beta_{x_{0}, j}\left(x_{0}\right)-\beta_{x_{0}, j}(x)\right|>2 \varepsilon_{x_{0}}-\varepsilon_{x_{0}}>0
$$

for $j=1, \ldots, l$ and $x \in\left[x_{0}-\delta_{x_{0}}, x_{0}+\delta_{x_{0}}\right] \cap[a, b]$ and (7.2.16) we infer for each $j \in$ $\{1, \ldots, l\}$ and $x \in\left[x_{0}-\delta_{x_{0}}, x_{0}+\delta_{x_{0}}\right] \cap[a, b]$ that there is at least one $k \in\{1, \ldots, l\}$ such that $\left|\alpha_{x, k}-\alpha_{x_{0}, j}\right|<\varepsilon_{x_{0}}$. Since the disks $\left\{\rho \in \mathbb{C}:\left|\rho-\alpha_{x_{0}, j}\right|<\varepsilon_{x_{0}}\right\}$ are
pairwise disjoint, we obtain $\left\{\beta_{x_{0}, 1}(x), \ldots, \beta_{x_{0}, l}(x)\right\}=\left\{\alpha_{x, 1}, \ldots, \alpha_{x, l}\right\}$. Hence, for all $x \in\left[x_{0}-\delta_{x_{0}}, x_{0}+\delta_{x_{0}}\right] \cap[a, b]$, we obtain $\pi_{l}(x, \rho)=\prod_{j=1}^{l}\left(\rho-\beta_{x_{0}, j}(x)\right)$.

Let $J_{1}, J_{2} \subset[a, b]$ be intervals, $\alpha_{1}, \ldots, \alpha_{l} \in C\left(J_{1}\right)$ and $\beta_{1}, \ldots, \beta_{l} \in C\left(J_{2}\right)$. Assume that there is a $c \in J_{1} \cap J_{2}$ such that, for all $j=1, \ldots, l, \alpha_{j}(c)=\beta_{j}(c)=\alpha_{c, j}$, $\pi_{l}\left(x, \alpha_{j}(x)\right)=0\left(x \in J_{1}\right), \pi_{l}\left(x, \beta_{j}(x)\right)=0\left(x \in J_{2}\right)$, and $\alpha_{c, j} \neq \alpha_{c, k}$ if $k=1, \ldots, l$ and $k \neq j$. We set

$$
\begin{aligned}
I:= & \left\{x \in J_{1} \cap J_{2}: \exists j \in\{1, \ldots, l\} \alpha_{j}(x) \neq \beta_{j}(x)\right\} \\
& \cup\left\{x \in J_{1} \cap J_{2}: \pi_{l}(x, \rho) \neq \prod_{j=1}^{l}\left(\rho-\alpha_{j}(x)\right)\right\} .
\end{aligned}
$$

We shall prove that $I=\emptyset$. Assume that $I \cap[a, c] \neq \emptyset$. The case $I \cap[c, b] \neq \emptyset$ can be treated analogously. Because of the continuity of $\pi_{l}$ and the $\alpha_{j}$ and $\beta_{j}$, the set $I$ and thus also the set $I \cap[a, c)$ is an open subset of $J_{1} \cap J_{2}$. Furthermore $c \notin I$. Hence $x_{0}:=\sup (I \cap[a, c)) \notin I$. Since the roots of $\pi_{l}\left(x_{0}, \rho\right)=0$ are pairwise different, we obtain $\beta_{j}\left(x_{0}\right)=\alpha_{j}\left(x_{0}\right) \neq \alpha_{k}\left(x_{0}\right)=\beta_{k}\left(x_{0}\right)$ for $j \neq k$. Because of the continuity of the $\alpha_{j}$ and $\beta_{j}$ we obtain for all $x \in I \cap\left[a, x_{0}\right)$, sufficiently close to $x_{0}$, that $\beta_{j}(x) \neq \alpha_{k}(x), \alpha_{j}(x) \neq \alpha_{k}(x), \beta_{j}(x) \neq \beta_{k}(x)$ for $j \neq k$. Since the $\alpha_{j}(x)$ and $\beta_{j}(x)$ are roots of $\pi_{l}(x, \rho)$, we obtain that the sets $\left\{\alpha_{1}(x), \ldots, \alpha_{l}(x)\right\}$ and $\left\{\beta_{1}(x), \ldots, \beta_{l}(x)\right\}$ are contained in $\left\{\alpha_{x, 1}, \ldots, \alpha_{x,}\right\}$. Since each of these three sets consists of $l$ elements, these sets are equal. Hence $x \notin l$. This is a contradiction, and $I=\emptyset$ is proved.

Thus there are a maximal subinterval $J \subset[a, b]$ such that $a \in J$ and unique continuous functions $r_{1}, \ldots, r_{l}$ on $J$ such that $r_{j}(a)=\alpha_{a, j}$ for $j=1, \ldots, l$ and $\pi_{l}(x, \rho)=\prod_{j=1}^{l}\left(\rho-r_{j}(x)\right)$. Let $x_{0}:=\sup J$ and choose $c \in J \cap\left[x_{0}-\delta_{x_{0}}, x_{0}\right]$. Since

$$
\prod_{j=1}^{l}\left(\rho-r_{j}(c)\right)=\pi_{l}(x, \rho)=\prod_{j=1}^{l}\left(\rho-\alpha_{x_{0}, j}(c)\right),
$$

we may choose the roots $\alpha_{x_{0}, 1}, \ldots, \alpha_{x_{0}, l}$ in such a way that $r_{j}(c)=\beta_{x_{0}, j}(c)$ for $j=1, \ldots, l$. But then the above considerations yield that

$$
\hat{r}_{j}(x):= \begin{cases}r_{j}(x) & \text { if } x \in J, \\ \beta_{x_{0}, j}(x) & \text { if } x \in\left[x_{0}-\delta_{x_{0}}, x_{0}+\delta_{x_{0}}\right] \cap[a, b] \quad(j=1, \ldots, l)\end{cases}
$$

defines unique functions $\hat{r}_{j} \in C\left(\left[a, x_{0}+\delta_{x_{0}}\right] \cap[a, b]\right)$ satisfying $\hat{r}_{j}(a)=\alpha_{a, j}$ and $\pi_{l}(x, \rho)=\prod_{j=1}^{l}\left(\rho-\hat{r}_{j}(x)\right)$ for $x \in\left[a, x_{0}+\delta_{x_{0}}\right] \cap[a, b]$. This proves that $\left[a, x_{0}+\delta_{x_{0}}\right] \cap$ $[a, b] \subset J \subset\left[a, x_{0}\right]$. Hence $x_{0}=b$ and $J=[a, b]$.

We still have to prove $r_{j} \in W_{p}^{K}(a, b)$ and $r_{j}^{-1} \in W_{p}^{\kappa}(a, b)$ for $j=1, \ldots, l$. For this let $x_{0} \in[a, b]$. Set $I:=\left(x_{0}-\delta_{x_{0}}, x_{0}+\delta_{x_{0}}\right) \cap(a, b)$. From Proposition 2.5 .8 we infer for $\rho \in \partial K_{\varepsilon_{x_{0}}}\left(r_{j}\left(x_{0}\right)\right)$ that $\left.\pi_{l}(\cdot, \rho)\right|_{I} ^{-1} \in W_{p}^{\kappa}(I)$. Since $W_{p}^{\kappa}(I)$ is identified with a subspace of $L\left(W_{p}^{\kappa}(I)\right)$ by Proposition 2.3.3 and since the inverse of an element in $W_{p}^{\kappa}(I)$ is the inverse of the corresponding multipication operator, $\left.\pi_{l}(\cdot, \rho)\right|_{I} ^{-1}$ also depends holomorphically on $\rho$ in a neighbourhood of $\partial K_{\varepsilon_{x_{0}}}\left(r_{j}\left(x_{0}\right)\right)$ by Proposition 1.2.5. Therefore $\frac{\partial \pi_{t} / \partial \rho}{\pi_{t}}$ is a continuous mapping from $\partial K_{\varepsilon_{x_{0}}}\left(r_{j}\left(x_{0}\right)\right)$ to $W_{p}^{\kappa}(I)$. In view of (7.2.15) this proves that $r_{j}$ belongs (locally) to $W_{p}^{\mathrm{k}}(a, b)$. Finally, we have that $r_{j}$ is continuous and $r_{j}(x) \neq 0$ for all $x \in[a, b]$. This proves that $r_{j}^{-1}$ is bounded. An application of Proposition 2.5.8 completes the proof.

Theorem 7.2.4. Let $l \in\{1, \ldots, n\}$ be such that $\pi_{l, l} \neq 0$ and $\pi_{i, i}=0$ for $i=$ $l+1, \ldots, n$. Suppose that $\pi_{l, l} \in L_{\infty}(a, b)$. Then there is a matrix function

$$
C(x, \lambda)=\operatorname{diag}\left(\lambda^{\nu_{1}}, \ldots, \lambda^{v_{n}}\right) C_{1}(x)
$$

with $v_{1}, \ldots, v_{n} \in \mathbb{Z}$ and $C_{1} \in M_{n}\left(W_{p}^{1}(a, b)\right)$ such that $\tilde{A}(\cdot, \lambda)$ given by (7.1.9) has the form (7.1.10), where

$$
A_{1}=\operatorname{diag}\left(0, \ldots, 0, r_{1}, \ldots, r_{l}\right)
$$

and $r_{j}^{-1} \in L_{\infty}(a, b)$ for $j=1, \ldots, l$, if and only if the following four conditions hold:
i) $\pi_{l, l}^{-1} \in L_{\infty}(a, b)$;
ii)

$$
p_{i}(\cdot, \lambda)=\sum_{j=0}^{l} \lambda^{j} \pi_{n-i, j} \quad\left(i=0, \ldots, n_{0}-1\right)
$$

iii) $\pi_{i, i} \in W_{p}^{1}(a, b)$ for $i=1, \ldots, l$
or
$l=1$ and $\frac{\pi_{n-i+1,1}}{\pi_{1,1}} \in W_{p}^{1}(a, b)$ for $i=1, \ldots, n-1$;
iv) The zeros of $\pi_{l}(x, \rho)$ are simple and different from zero for all $x \in[a, b]$, where $\pi_{i}$ is defined in (7.2.13).
A. If i ), ii) and iv) hold and if $l=1$ or $\pi_{i, l} \in W_{p}^{1}(a, b)$ for $i=l+1, \ldots, n$, then we can choose $v_{1}=\cdots=v_{n_{0}+1}=0, v_{i}=i-n_{0}-1\left(i=n_{0}+2, \ldots, n\right)$ and

$$
C_{1}=\left(\begin{array}{ccc|ccc}
1 & & 0 & & &  \tag{7.2.17}\\
& \ddots & & & 0 & \\
0 & & 1 & & & \\
\hline-\frac{\pi_{n, l}}{\pi_{l, l}} & \ldots & -\frac{\pi_{l+1, l}}{\pi_{l, l}} & 1 & \ldots & 1 \\
& & & r_{1} & \ldots & r_{l} \\
& 0 & & & & \vdots \\
& & & r_{1}^{l-1} & \ldots & r_{l}^{l-1}
\end{array}\right)
$$

where $r_{1}, \ldots, r_{l} \in W_{p}^{1}(a, b)$ are the roots of $\pi_{l}(\cdot, \rho)=0$ according to Proposition 7.2.3 if $l>1$.
B. If i ), ii) and iv) hold and if $\pi_{i, i} \in W_{p}^{1}(a, b)$ for $i=1, \ldots, l$, then we can choose $v_{1}=\cdots=v_{n_{0}}=0, v_{i}=i-n_{0}\left(i=n_{0}+1, \ldots, n\right)$ and

$$
C_{1}=\left(\begin{array}{ccc|ccc}
1 & & 0 & & &  \tag{7.2.18}\\
& \ddots & & & 0 & \\
0 & & 1 & r_{1}^{-1} & \ldots & r_{l}^{-1} \\
\hline & & 1 & \ldots & 1 \\
& & r_{1} & \ldots & r_{l} \\
& 0 & & \vdots & & \vdots \\
& & & r_{1}^{l-1} & \ldots & r_{l}^{l-1}
\end{array}\right)
$$

where $r_{1}, \ldots, r_{l} \in W_{p}^{1}(a, b)$ are the roots of $\pi_{l}(\cdot, \rho)=0$ according to Proposition 7.2.3. Note that in case $l=n$ the matrix function $C_{1}$ ist just the lower right block.

Proof. Assume that we have an asymptotic linearization of the required form. Then i) is clear since (7.2.11) yields $\pi_{l, l}=\prod_{j=1}^{l}\left(-r_{j}\right)$, where the function on the right-hand side is invertible in $L_{\infty}(a, b)$.

From $\pi_{l, l} \neq 0$ we infer deg $p_{n_{0}}=n-n_{0}$. Hence (7.2.4) yields for $j=n_{0}$ that

$$
1+\sum_{i=n_{0}+1}^{n-1}\left(v_{i+1}-v_{i}\right)=l .
$$

Since $v_{i+1}-v_{i} \leq 1$ by (7.2.3), we obtain $v_{i+1}=v_{i}+1$ for $i=n_{0}+1, \ldots, n-1$. This proves that the matrix function $\widehat{A}$ defined by (7.2.5) has the form (7.2.19)
where, for $i=1, \ldots, n_{0}, \gamma_{i}=1$ if $v_{i+1}=v_{i}+1$ and $\gamma_{i}=0$ if $v_{i+1} \leq v_{i}$. Furthermore, $\operatorname{deg} p_{i-1} \leq 1+v_{n}-v_{i}=: \mu_{i}$ for $i=1, \ldots, n_{0}$ by (7.2.4).

Now let $n_{0}>0$. Again from $\pi_{l, l}^{-1} \in L_{\infty}(a, b)$ we infer that the $l \times l$ submatrix of $\widehat{A}$ in the lower right corner has rank $l$. But since $A_{1}$ has $n_{0}$ zeros in its diagonal, $\operatorname{rank} \widehat{A}=\operatorname{rank} A_{1}=l$. Thus the first $n_{0}$ columns of $\widehat{A}$ are linear combinations of the other columns, and we obtain that the entries $\gamma_{1}, \ldots, \gamma_{n_{0}-1}$ in the matrix $\widehat{A}$ are zero. This implies $v_{n_{0}} \leq v_{n_{0}-1} \leq \cdots \leq v_{1}$. Hence $\mu_{i} \leq 1+v_{n}-v_{n_{0}}$ for $i=1, \ldots, n_{0}$. Since $\widehat{A}$ has rank $l$, its $n_{0}$-th row must be a linear combination of the last $l$ rows. Hence $\gamma_{n_{0}}=0$ or $\gamma_{n_{0}} \neq 0$ and $\pi_{n, \mu_{1}}=\cdots=\pi_{l+1, \mu_{n_{0}}}=0$. In the first case we obtain $\mu_{i} \leq 1+v_{n}-v_{n_{0}+1}$, and the second case yields $\operatorname{deg} p_{i-1}<1+v_{n}-v_{n_{0}}=$ $2+v_{n}-v_{n_{0}+1}$ for $i=1, \ldots, n_{0}$. Hence, in both cases, $\operatorname{deg} p_{i-1} \leq 1+v_{n}-v_{n_{0}+1}=l$ for $i=1, \ldots, n_{0}$. Thus ii) holds.

Let $l>1$ or $n_{0} \neq 0$ and $\gamma_{n_{0}}=1$. Let $j \in\{1, \ldots, l\}$. We have $A_{1} e_{n_{0}+j}=r_{j} e_{n_{0}+j}$. Let $q=n_{0}$ if $n_{0}=0$ or $\gamma_{n_{0}}=0$ and $q=n_{0}-1$ if $n_{0}>0$ and $\gamma_{n_{0}}=1$. Then $e_{k}^{\top} \widehat{A}=0$ for $k=1, \ldots, q$ and $e_{k}^{\top} \widehat{A}=e_{k+1}^{\top}$ for $k=q+1, \ldots, n-1$. Hence, in view of $C_{1} A_{1}=\widehat{A} C_{1}$, we obtain

$$
\begin{equation*}
r_{j} e_{k}^{\top} C_{1} e_{n_{0}+j}=0 \quad \text { for } \quad k=1, \ldots, q \tag{7.2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{j} e_{k}^{\top} C_{1} e_{n_{0}+j}=e_{k+1}^{\top} C_{1} e_{n_{0}+j} \quad \text { for } \quad k=q+1, \ldots, n-1 . \tag{7.2.21}
\end{equation*}
$$

Since $r_{j}$ is invertible, (7.2.20) implies that $e_{k}^{\top} C_{1} e_{n_{0}+j}=0$ for $k=1, \ldots, q$. If $e_{n}^{\top} C_{1}(x) e_{n_{0}+j}=0$ for some $x \in[a, b]$, then (7.2.21) and $r_{j}^{-1} \in L_{\infty}(a, b)$ would imply that the modulus of $e_{k}^{\top} C_{1} e_{n_{0}+j}$ is smaller than a given positive number in a sufficiently small neighbourhood of $x$ for all $k \in\{q+1, \ldots, n\}$. Then the continuity of $C_{1}$ would give $e_{k}^{\top} C_{1}(x) e_{n_{0}+j}=0$ for these $k$. But this is impossible since $C_{1}(x)$ is invertible. Hence $\left(e_{n}^{\top} C_{1} e_{n_{0}+j}\right)^{-1} \in W_{p}^{1}(a, b)$ by Proposition 2.5.8. From $q \leq n-2$, (7.2.21) and Proposition 2.3.1 we infer

$$
r_{j}^{-1}=\left(e_{n}^{\top} C_{1} e_{n_{0}+j}\right)^{-1}\left(e_{n-1}^{\top} C_{1} e_{n_{0}+j}\right) \in W_{p}^{1}(a, b) .
$$

The assumption $\pi_{l, l} \in L_{\infty}(a, b)$ implies

$$
r_{j}=(-1)^{\prime} \pi_{l, l} \prod_{\substack{m=1 \\ m \neq j}}^{l} r_{m}^{-1} \in L_{\infty}(a, b) .
$$

These two properties of $r_{j}$ yield $r_{j} \in W_{p}^{1}(a, b)$ in view of Proposition 2.5.8. Because of (7.2.11) and Proposition 2.3.1, this proves iii) if $l>1$ or $n_{0} \neq 0$ and $\gamma_{n_{0}}=1$.

In case $l=1$ it follows that $n_{0}>0$ since $n \geq 2$. Hence we still have to consider the case that $l=1, n_{0} \neq 0$ and $\gamma_{n_{0}}=0$. We have seen in the proof of ii) that $\mu_{i} \leq 1+v_{n}-v_{n_{0}+1}=1$ for $i=1, \ldots, n-1\left(=n_{0}\right)$. Note that $A_{1}=r_{1} e_{n} e_{n}^{\top}$ and $\pi_{1,1}=-r_{1}$. Let $i \in\{1, \ldots, n\}$. If $\mu_{i}=1$, then

$$
\pi_{1,1}^{-1} \pi_{n-i+1,1}=r_{1}^{-1} e_{n}^{\top} \widehat{A} e_{i}=r_{1}^{-1} e_{n}^{\top} C_{1} A_{1} C_{1}^{-1} e_{i}=e_{n}^{\top} C_{1} e_{n} e_{n}^{\top} C_{1}^{-1} e_{i} \in W_{p}^{1}(a, b)
$$

If $\mu_{i} \leq 0$, then $\pi_{n-i+1,1}=0$. This completes the proof of iii).
For the proof of iv) we observe that $r_{j}^{-1} \in W_{p}^{1}(a, b)$ for $j=1, \ldots, l$ implies that the zeros of $\pi_{l}(x, \rho)$ are different from zero for all $x \in[a, b]$. And from Proposition 7.2.2 iii) we infer that the roots of $\pi_{l}(x, \rho)$ are simple for all $x \in[a, b]$.

Conversely, assume that the conditions i)-iv) are fulfilled. If $r_{1}, \ldots, r_{l}$ actually occur in the matrices (7.2.17) or (7.2.18), i. e., if $l \geq 2$, then Proposition 7.2 .3 is applicable, and we choose $r_{1}, \ldots, r_{l} \in W_{p}^{1}(a, b)$ such that (7.2.14) holds. Property iv) implies that $r_{j}-r_{i}$ is invertible in $L_{\infty}(a, b)$ if $i \neq j$. By Proposition 7.2 .3 we also have $r_{1}^{-1}, \ldots, r_{l}^{-1} \in W_{p}^{1}(a, b)$. Note that at least one of the cases $\mathbf{A}$ or $\mathbf{B}$ is applicable. This proves $C_{1} \in M_{n}\left(W_{p}^{1}(a, b)\right)$ for $C_{1}$ given by (7.2.17) or (7.2.18), respectively. Since the lower right $l \times l$ block of $C_{1}$ is a Vandermonde matrix, we obtain that

$$
\operatorname{det} C_{1}=\prod_{1 \leq i<j \leq 1}\left(r_{j}-r_{i}\right)
$$

is invertible in $L_{\infty}(a, b)$. Hence $C_{1}$ is invertible in $L_{\infty}(a, b)$ by CRAMER'S rule. Then Proposition 2.5 .8 yields $C_{1}^{-1} \in M_{n}\left(W_{p}^{1}(a, b)\right)$. Hence $C(\cdot, \lambda)=C_{0}(\lambda) C_{1}$ is invertible in $M_{n}\left(W_{p}^{1}(a, b)\right)$ if $|\lambda|>1$, i. e. (7.1.8) is fulfilled.

Next we shall show that

$$
\begin{equation*}
C_{0}^{-1}(\lambda) A(\cdot, \lambda) C_{0}(\lambda)=\lambda \widehat{A}+O(1) \text { in } M_{n}\left(L_{p}(a, b)\right) \tag{7.2.22}
\end{equation*}
$$

Indeed, in case A we infer from ii) and (7.2.2) (see also (7.2.18) that (7.2.22) holds with

$$
\widehat{A}=\left(\begin{array}{ccccccc} 
& & & & & &  \tag{7.2.23}\\
& & & & & \\
& 0 & & & & & \\
& & & & & & \\
& & & & & & \\
& & & . & & 0 & \\
-\pi_{n, l} & \cdots & -\pi_{l+1, l} & -\pi_{l, l} & . & . & . \\
& 0 & . & . & & \\
\hline & & & & \\
& & & \pi_{1,1}
\end{array}\right) .
$$

And in case $\mathbf{B}$ we infer from $v_{n}=l$ and (7.2.2) that (7.2.22) holds with

In both cases the representation (7.2.7) yields that (7.1.9) and (7.1.10) hold since the matrix function $\widetilde{A}_{0}(\cdot, \lambda)$ is a polynomial in $\lambda^{-1}$. Also, (7.2.8) holds, i.e.,

$$
A_{1}=C_{1}^{-1} \widehat{A} C_{1}
$$

We have to prove that

$$
A_{1}=\left(\begin{array}{cc|cccc}
0 & & & & & \\
& & & 0 & & \\
0 & & r_{1} & & & \\
& & & & 0 & \\
\hline & & & . & & \\
& & & & & \\
& & & & & r_{l}
\end{array}\right)
$$

In case $\mathbf{A}$ we obtain

$$
\begin{align*}
& \widehat{A} C_{1} e_{j}=\widehat{A}\left(e_{j}-\frac{\pi_{n-j+1, l}}{\pi_{l, l}} e_{n_{0}+1}\right)  \tag{7.2.25}\\
& =-\pi_{n-j+1, l} e_{n}+\pi_{n-j+1, l} e_{n}=0 \quad\left(j=1, \ldots, n_{0}\right)
\end{align*}
$$

In case $\mathbf{B}$ we have

$$
\begin{equation*}
\widehat{A} C_{1} e_{j}=\widehat{A} e_{j}=0 \quad\left(j=1, \ldots, n_{0}\right) \tag{7.2.26}
\end{equation*}
$$

Let $q:=n_{0}$ in the case $\mathbf{A}$ or if $n_{0}=0$ and let $q:=n_{0}-1$ in the case $\mathbf{B}$ for $n_{0} \neq 0$. Since $C_{1}(x) e_{n_{0}+j} \in \operatorname{span}\left\{e_{q+1}, \ldots, e_{n}\right\}$ for $j=1, \ldots, l$ and $x \in[a, b]$, we obtain

$$
\begin{equation*}
e_{k}^{\top} \widehat{A} C_{1} e_{n_{0}+j}=0=e_{k}^{\top} r_{j} C_{1} e_{n_{0}+j} \quad(k=1, \ldots, q ; j=1, \ldots, l) \tag{7.2.27}
\end{equation*}
$$

The definition of $C_{1}$ immediately yields

$$
\begin{equation*}
e_{k}^{\top} \widehat{A} C_{1} e_{n_{0}+j}=e_{k+1}^{\top} C_{1} e_{n_{0}+j}=e_{k}^{\top} r_{j} C_{1} e_{n_{0}+j} \tag{7.2.28}
\end{equation*}
$$

for $k=q+1, \ldots, n-1$ and $j=1, \ldots, l$. Finally, $\pi_{l}\left(\cdot, r_{j}\right)=0$ implies

$$
\begin{equation*}
e_{n}^{\top} \widehat{A} C_{1} e_{n_{0}+j}=-\sum_{i=1}^{l} \pi_{i, i} r_{j}^{l-i}=r_{j}^{l}=e_{n}^{\top} r_{j} C_{1} e_{n_{0}+j} \quad(j=1, \ldots, l) . \tag{7.2.29}
\end{equation*}
$$

The equations (7.2.25) to (7.2.29) prove that

$$
C_{1} A_{1}=\widehat{A} C_{1}=C_{1} \operatorname{diag}\left(0, \ldots, 0, r_{1}, \ldots, r_{l}\right) .
$$

We still have to require that the functions $r_{1}, \ldots, r_{l}$ in the asymptotic linearization obtained in Theorem 7.2.4 satisfy the condition I) in Section 4.1 on page 131. By Proposition 4.1.1 we know that I) holds if and only if one of the conditions II) or III) defined in Section 4.1 holds. It is convenient to introduce the following two conditions:
IV) There is a complex number $\alpha \in \mathbb{C} \backslash\{0\}$ such that for all $x \in[a, b]$ the roots of $\pi_{(\alpha)}(x, \rho):=\alpha^{-l} \pi_{l}(x, \alpha \rho)=0$ are real, simple and different from 0 .
V) There are a real-valued function $r \in W_{p}^{1}(a, b)$ such that $r(x) \neq 0$ for all $x \in[a, b]$ and $\beta_{j} \in \mathbb{C}(j=1, \ldots, l)$ with $\beta_{l} \neq 0$ such that

$$
\begin{align*}
\pi_{j, j}(x) & =\beta_{j} r(x)^{j} \text { for all } j=1, \ldots, n \text { and } x \in(a, b),  \tag{7.2.30}\\
\pi_{(0)}(\rho) & :=\rho^{l}+\sum_{j=1}^{l} \beta_{j} \rho^{l-j}=0 \text { has only simple roots. } \tag{7.2.31}
\end{align*}
$$

Proposition 7.2.5. Let the assumptions of Proposition 7.2 .3 be fulfilled. Let $r_{1}, \ldots, r_{l} \in W_{p}^{1}(a, b)$ be the roots of $\pi_{l}(\cdot, \rho)=0$ and set $r_{0}:=0$. Then
i) II) $\Leftrightarrow$ IV),
ii) III) $\Leftrightarrow$ V).

Proof. i) Let $\alpha \in \mathbb{C} \backslash\{0\}$. Then

$$
\pi_{(\alpha)}(x, \rho)=\prod_{j=1}^{l}\left(\rho-\alpha^{-1} r_{j}(x)\right) .
$$

Since the roots of $\pi_{l}(x, \rho)=0$ are simple and different from zero by assumption, it is easy to see that II) and IV) are equivalent.
ii) III$) \Rightarrow \mathrm{V}$ ): We have

$$
\pi_{l}(x, \rho)=\prod_{j=1}^{l}\left(\rho-r_{j}(x)\right)=r(x)^{l} \prod_{j=1}^{l}\left(\frac{\rho}{r(x)}-\alpha_{j}\right) .
$$

Hence there are $\beta_{j} \in \mathbb{C}(j=1, \ldots, l)$ such that

$$
\pi_{l}(x, \rho)=r(x)^{l}\left(\frac{\rho^{l}}{r(x)^{l}}+\sum_{j=1}^{l} \frac{\rho^{l-j}}{r(x)^{l-j}} \beta_{j}\right)
$$

We obtain $\beta_{l}=\prod_{j=1}^{l}\left(-\alpha_{j}\right) \neq 0$ and $\pi_{j, j}(x)=r(x)^{j} \beta_{j}$ for $j=1, \ldots, l$. Finally we infer that $\pi_{(0)}(\rho)=\frac{1}{r(a)^{2}} \pi_{l}(a, \rho r(a))=0$ has only simple roots.
$\mathrm{V}) \Rightarrow \mathrm{III})$ : Let $\alpha_{1}, \ldots, \alpha_{l}$ be the zeros of $\pi_{(0)}$. From $\beta_{l} \neq 0$ we immediately infer that $\alpha_{1} \neq 0, \ldots, \alpha_{l} \neq 0$. Then we have for all $x \in[a, b]$

$$
\begin{aligned}
\prod_{j=1}^{l}\left(\rho-\alpha_{j} r(x)\right) & =r(x)^{l} \prod_{j=1}^{l}\left(\frac{\rho}{r(x)}-\alpha_{j}\right) \\
& =r(x)^{l}\left(\frac{\rho^{l}}{r(x)^{l}}+\sum_{j=1}^{l} \frac{\rho^{l-j}}{r(x)^{l-j}} \beta_{j}\right) \\
& =\rho^{l}+\sum_{j=1}^{l} \rho^{l-j} \pi_{j, j}(x)=\pi_{l}(x, \rho)
\end{aligned}
$$

Hence, for a suitable choice of the indices, $r_{v}=\alpha_{v} r$ holds for $v=0, \ldots, l$, where $\alpha_{0}=0$. Since the roots of $\pi_{l}(a, \rho)$ are simple and different from zero, we obtain $\alpha_{v} \neq \alpha_{\mu}$ for $v, \mu=0, \ldots, l$ and $v \neq \mu$.

Corollary 7.2.6. In Theorem 7.2 .4 we have that $A_{1}$ satisfies condition I) from Section 4.1 if and only if we replace condition iv) by
$\left.\mathrm{iv}^{\prime}\right) l>1$ and there is a number $\alpha \in \mathbb{C} \backslash\{0\}$ such that for all $x \in[a, b]$ the roots of

$$
\pi_{(\alpha)}(x, \rho):=\rho^{l}+\sum_{i=1}^{l} \rho^{l-i} \alpha^{-i} \pi_{i, i}(x)=0
$$

are real, simple and different from 0 ,
or
$l>1$ and there are a real-valued function $r \in W_{p}^{1}(a, b)$ such that $r(x) \neq 0$ for all $x \in[a, b]$ and $\beta_{j} \in \mathbb{C}(j=1, \ldots, l)$ with $\beta_{l} \neq 0$ such that

$$
\begin{gathered}
\pi_{j, j}(x)=\beta_{j} r(x)^{j} \text { for all } j=1, \ldots, n \text { and } x \in(a, b), \\
\pi_{(0)}(\rho):=\rho^{l}+\sum_{j=1}^{l} \beta_{j} \rho^{l-j}=0 \text { has only simple roots }
\end{gathered}
$$

or
$l=1$ and there is a number $\alpha \in \mathbb{C} \backslash\{0\}$ such that $\alpha^{-1} \pi_{11}$ is positive.

Proof. Let $r_{0}=0$. In case $l=1$ the equivalence is obvious since $r_{1}=-\pi_{1,1}$. In case $l>1$ it follows from $\pi_{l}(x, \rho)=\alpha^{l} \pi_{(\alpha)}\left(x, \frac{\rho}{\alpha}\right)$ and $\pi_{l}(x, \rho)=r(x)^{l} \pi_{(0)}\left(\frac{\rho}{r(x)}\right)$ that iv') implies iv). Hence the assumptions of Proposition 7.2 .5 are satisfied, and the result follows from Propositions 7.2.5 and 4.1.1.

### 7.3. Birkhoff regular problems

Together with the boundary conditions (7.1.3) and a function $C(x, \lambda)$ satisfying (7.1.8)-(7.1.10) we consider the matrix functions

$$
\begin{align*}
W^{(j)}(\lambda) & :=\left(w_{k i}^{(j)}(\lambda)\right)_{k, i=1}^{n} C\left(a_{j}, \lambda\right),  \tag{7.3.1}\\
W(x, \lambda) & :=\left(w_{k i}(x, \lambda)\right)_{k, i=1}^{n} C(x, \lambda),
\end{align*}
$$

and set

$$
\begin{equation*}
\widehat{T}^{R}(\lambda) y:=\sum_{j=0}^{\infty} W^{(j)}(\lambda) y\left(a_{j}\right)+\int_{a}^{b} W(x, \lambda) y(x) \mathrm{d} x \quad\left(y \in\left(W_{p}^{1}(a, b)\right)^{n}\right) . \tag{7.3.2}
\end{equation*}
$$

DEFINITION 7.3.1. The boundary eigenvalue problem (7.1.2), (7.1.3) is called Birkhoff regular if $\pi_{n n} \neq 0$ and if there are matrix functions $C(\cdot, \lambda)$ satisfying (7.1.8)-(7.1.10) and $C_{2}(\lambda)$ satisfying (5.1.3)-(5.1.5) so that the associated boundary eigenvalue problem $\widetilde{T}^{D}(\lambda) y=0, C_{2}(\lambda)^{-1} \widehat{T}^{R}(\lambda) y=0$ is Birkhoff regular in the sense of Definition 4.1.2.

We shall assume that $C(\cdot, \lambda)=\left\{\lambda^{v_{1}}, \ldots, \lambda^{v_{n}}\right\} C_{1}$, where $C_{1}$ and $v_{1}, \ldots, v_{n}$ are given as in Theorem 7.2.4 A or $\mathbf{B}$.

The condition $\pi_{n n} \neq 0$ means that $n_{0}=0$. Theorems 5.2.2 and 5.2.3 also hold in this case since the term $A^{0}(\cdot, \lambda)$ is irrelevant for Birkhoff regularity. For the convenience of the reader we restate these theorems in this section, where we also use Theorem 4.1.3. First let us note that the characteristic function (7.1.4) can be factorized as

$$
\pi(\cdot, \rho)=\prod_{v=1}^{n}\left(\rho-r_{v}(x)\right)
$$

according to Proposition 7.2.3. From Theorem 7.2 .4 we know that the functions $r_{y}$ $(v=1, \ldots, n)$ are bounded away from zero and mutually different. Furthermore,

$$
r_{v}(x)=\left|r_{v}(x)\right| e^{i \varphi_{v}}
$$

for some $\varphi_{v}$. As in Section 4.1 we set

$$
\delta_{v}(\lambda):= \begin{cases}0 & \text { if } \mathfrak{R}\left(\lambda e^{i \varphi_{v}}\right)<0 \\ 1 & \text { if } \mathfrak{R}\left(\lambda e^{i \varphi_{v}}\right)>0 \\ 0 & \text { if } \mathfrak{R}\left(\lambda e^{i \varphi_{v}}\right)=0 \text { and } \mathfrak{S}\left(\lambda e^{i \varphi_{v}}\right)>0 \\ 1 & \text { if } \mathfrak{R}\left(\lambda e^{i \varphi_{v}}\right)=0 \text { and } \mathfrak{S}\left(\lambda e^{i \varphi_{v}}\right)<0\end{cases}
$$

For $v=1, \ldots, n$ we define

$$
\Lambda_{v}^{1}=\operatorname{diag}\left(\delta_{v}^{1}, \ldots, \delta_{v}^{n}\right)
$$

where

$$
\delta_{v}^{\mu}:= \begin{cases}1 & \text { if } \varphi_{\mu} \in\left[\varphi_{v}, \varphi_{v}+\pi\right) \bmod (2 \pi), \\ 0 & \text { if } \varphi_{\mu} \notin\left[\varphi_{v}, \varphi_{v}+\pi\right) \bmod (2 \pi)\end{cases}
$$

Theorem 7.3.2. Suppose that the assumptions of Theorem 7.2 .4 and property $\mathrm{iv}^{\prime}$ ) in Corollary 7.2.6 are satisfied. Let $\pi_{n n} \neq 0$. Assume that (7.1.2), (7.1.3) is a two-point boundary eigenvalue problem, i. e., that (7.1.3) has the form

$$
\sum_{i=1}^{n} w_{k i}^{(0)}(\lambda) \eta^{(i-1)}(a)+\sum_{i=1}^{n} w_{k i}^{(1)}(\lambda) \eta^{(i-1)}(b)=0 \quad(k=1, \ldots, n)
$$

This problem is Birkhoff regular if and only if the following two properties hold:
i) There is a matrix polynomial $C_{2}$ whose determinant is not identically zero so that

$$
C_{2}^{-1}(\lambda)\left(W^{(0)}(\lambda), W^{(1)}(\lambda)\right)=\left(W_{0}^{(0)}, W_{0}^{(1)}\right)+O\left(\lambda^{-1}\right) \text { as } \lambda \rightarrow \infty,
$$

where $\left(W_{0}^{(0)}, W_{0}^{(1)}\right)$ is an $n \times 2 n$ matrix of rank $n$.
ii) For any matrix polynomial $C_{2}$ fulfilling i) the matrices

$$
W_{0}^{(0)} \Lambda_{v}^{1}+W_{0}^{(1)}\left(I_{n}-\Lambda_{v}^{1}\right) \text { and } W_{0}^{(0)}\left(I_{n}-\Lambda_{v}^{1}\right)+W_{0}^{(1)} \Lambda_{v}^{1} \quad(v=1, \ldots, n)
$$

are invertible.
Note that it is not necessary to state that ( $\left.W_{0}^{(0)}, W_{0}^{(1)}\right)$ has rank $n$ since ii) implies this condition.
Theorem 7.3.3. Suppose that the assumptions of Theorem 7.2 .4 and property $\mathrm{iv}^{\prime}$ ) in Corollary 7.2.6 are satisfied. Let $\pi_{n n} \neq 0$. The boundary eigenvalue problem (7.1.2), (7.1.3) is Birkhoff regular if and only if the following three properties hold:
i) There is a matrix polynomial $C_{2}$ whose determinant is not identically zero so that

$$
C_{2}^{-1}(\lambda)\left(W^{(0)}(\lambda), W^{(1)}(\lambda)\right)=\left(W_{0}^{(0)}, W_{0}^{(1)}\right)+O\left(\lambda^{-1}\right) \quad \text { as } \lambda \rightarrow \infty,
$$

where $\left(W_{0}^{(0)}, W_{0}^{(1)}\right)$ is an $n \times 2 n$-matrix of rank $n$.
ii) For any matrix polynomial $C_{2}$ fulfilling i) the matrices

$$
W_{0}^{(0)} \Lambda_{v}^{1}+W_{0}^{(1)}\left(I_{n}-\Lambda_{v}^{1}\right) \text { and } W_{0}^{(0)}\left(I_{n}-\Lambda_{v}^{1}\right)+W_{0}^{(1)} \Lambda_{v}^{1} \quad(v=1, \ldots, n)
$$

are invertible.
iii) For any matrix polynomial $C_{2}$ fulfilling i) the estimates

$$
C_{2}^{-1}(\lambda) W(\cdot, \lambda)=O(1) \quad \text { in } M_{n}\left(L_{1}(a, b)\right)
$$

and, for $j \in \mathbb{N}$,

$$
C_{2}^{-1}(\lambda) W^{(j)}(\lambda)=O(1) \quad \text { in } M_{n}(\mathbb{C})
$$

hold, and the properties (5.1.4) and (5.1.5) are fulfilled. If $W^{(j)} \neq 0$ only for finitely many $j$, then (5.1.4) and (5.1.5) are automatically satisfied.

Since $C_{2}(\lambda)$ and $W(\cdot, \lambda)$ are polynomials, property iii) implies that

$$
\begin{equation*}
C_{2}(\lambda)^{-1} W(\cdot, \lambda)=W_{0}+O\left(\frac{1}{\lambda}\right) \text { in } M_{n}\left(L_{1}(a, b)\right) \tag{7.3.3}
\end{equation*}
$$

### 7.4. Expansion theorems for Birkhoff regular $n$-th order differential equations

In this section we shall suppose that $\pi_{n, n} \neq 0$, which is equivalent to $n_{0}=0$. We also suppose that the assumptions of Theorem 7.2 .4 and property iv') in Corollary 7.2.6 are satisfied and that the boundary eigenvalue problem (7.1.2), (7.1.3) is Birkhoff regular, where we assume that the transformation $C(\cdot, \lambda)$ is as in Theorem 7.2.4. Choose the circles $\Gamma_{v}$ according to Theorem 4.3.9 and define

$$
\begin{equation*}
Q_{v} f:=\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widetilde{J}_{1} L^{-1}(\lambda)\left(\pi_{n, n} \lambda^{n-1} f, 0\right) \mathrm{d} \lambda \quad\left(f \in L_{p}(a, b), v \in \mathbb{N}\right) \tag{7.4.1}
\end{equation*}
$$

where $\widetilde{J}_{1}: W_{p}^{n}(a, b) \rightarrow L_{p}(a, b)$ is the canonical embedding. Note that $\pi_{n, n}$ belongs to $L_{\infty}(a, b)$ by the assumptions made in Theorem 7.2.4. Hence $Q_{v}$ is a continuous operator on $L_{p}(a, b)$.

Let $\widetilde{T}^{D}(\lambda)$ be given by (7.1.9) and $\widetilde{T}^{R}(\lambda)=C_{2}(\lambda)^{-1} \widehat{T}^{R}(\lambda)$. Since the boundary eigenvalue problem (7.1.2), (7.1.3) is Birkhoff regular, the boundary eigenvalue problem $\widetilde{T}^{D}(\lambda) y=0, \widetilde{T}^{R}(\lambda) y=0$ is Birkhoff regular in the sense of Definition 4.1.2. Together with $\widetilde{T}(\lambda)=\left(\widetilde{T}^{D}(\lambda), \widetilde{T}^{R}(\lambda)\right)$ we consider the operators

$$
P_{v} f:=-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widetilde{J}^{-1}(\lambda)\left(A_{1} f, 0\right) \mathrm{d} \lambda \quad\left(f \in\left(L_{p}(a, b)\right)^{n}, v \in \mathbb{N}\right)
$$

see Lemma 4.6.7.
Proposition 7.4.1. For $f \in L_{p}(a, b)$ we have

$$
Q_{v} f=e_{1}^{\top} C_{1} P_{v} C_{1}^{-1} e_{1} f
$$

Proof. We have seen in (6.4.12) that

$$
\begin{equation*}
L^{-1}(\lambda)\left(f_{1}, f_{2}\right)=e_{1}^{\top} T^{-1}(\lambda)\left(e_{n} f_{1}, f_{2}\right) \tag{7.4.2}
\end{equation*}
$$

for $f_{1} \in L_{p}(a, b), f_{2} \in \mathbb{C}^{n}$, where $T=\left(T^{D}, T^{R}\right)$ is given by (6.1.3), (6.1.4) and (6.2.1). We have

$$
\tilde{T}(\lambda)=\left(\begin{array}{cc}
C(\cdot, \lambda)^{-1} & 0  \tag{7.4.3}\\
0 & C_{2}(\lambda)^{-1}
\end{array}\right) T(\lambda) C(\cdot, \lambda)
$$

whence

$$
\begin{align*}
L^{-1}(\lambda)\left(f_{1}, 0\right) & =e_{1}^{\top} C(\cdot, \lambda) \widetilde{T}^{-1}(\lambda)\left(C(\cdot, \lambda)^{-1} e_{n} f_{1}, 0\right)  \tag{7.4.4}\\
& =\lambda^{v_{1}-v_{n}} e_{1}^{\top} C_{1} \widetilde{T}^{-1}(\lambda)\left(C_{1}^{-1} e_{n} f_{1}, 0\right)
\end{align*}
$$

From (7.2.19) we obtain that

$$
\begin{equation*}
C_{1}^{-1} \pi_{n, n} e_{n}=-C_{1}^{-1} \widehat{A} e_{1}=-A_{1} C_{1}^{-1} e_{1} \tag{7.4.5}
\end{equation*}
$$

whence the proposition is proved if we set $f_{1}=\pi_{n, n} f$ and observe that $v_{1}-v_{n}=$ $1-n$ by Theorem 7.2.4.

From (7.2.12) we infer that

$$
A_{0}=-C_{1}^{-1} C_{1}^{\prime}+C_{1}^{-1}\left(\begin{array}{rrr} 
& 0 & \\
& & \\
-\pi_{n, n-1} & \cdots & -\pi_{1,0}
\end{array}\right) C_{1}
$$

and condition (4.1.19) holds if we require in case $p \leq \frac{3}{2}$ that there is a number $\hat{p}$ such that $\frac{2}{\hat{p}}<2-\frac{1}{p}$ and

$$
\begin{equation*}
\pi_{i, i-j} \in W_{\hat{p}}^{1-j}(a, b) \text { for } i=1, \ldots, n \text { and } j=0,1 \tag{7.4.6}
\end{equation*}
$$

As multiplication by $C_{1}$ and $C_{1}^{-1}$ is continuous in $\left(L_{p}(a, b)\right)^{n}$, Theorem 4.6 .9 gives Lemma 7.4.2. Let $1<p<\infty$. Suppose that the boundary eigenvalue problem (7.1.2), (7.1.3) is Birkhoff regular. If $p \leq \frac{3}{2}$, then we require that (7.4.6) holds. Suppose that $C(x, \lambda)$ is as in Theorem 7.2.4 and that $W_{0} \in M_{n}\left(L_{q}(a, b)\right)$ for some $q>1$, where $W_{0}$ is given by (7.3.3). Assume that $a$ and $b$ are no accumulation points of the set $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Then $\lim _{v \rightarrow \infty} Q_{v} f=f$ for all $f \in L_{p}(a, b)$.

Since $L$ is a Fredholm operator function, we can represent the principal parts of $L^{-1}$ in terms of eigen- and associated vectors of $L$ and $L^{*}$. Since an eigenvector or associated vector $v$ of $L^{*}$ belongs to $L_{p^{\prime}}(a, b) \times \mathbb{C}^{n}$, we can write $v=(u, d)$ with $u \in L_{p^{\prime}}(a, b)$ and $d \in \mathbb{C}^{n}$. For an eigenvalue $\lambda_{\kappa}$ of $L$ let $r\left(\lambda_{\kappa}\right):=\operatorname{dim} N\left(L\left(\lambda_{\kappa}\right)\right)$ and $m_{\kappa, j}\left(j=1, \ldots, r_{\kappa}\right)$ be the partial multiplicities.

Lemma 7.4.2 and Theorem 1.6.7 lead to
TheOrem 7.4.3. Let $1<p<\infty$. Suppose that the boundary eigenvalue problem (7.1.2), (7.1.3) is Birkhoff regular and choose the curves $\Gamma_{v}(v \in \mathbb{N})$ with radius $\rho_{v}$ according to Theorem 4.3.9. If $p \leq \frac{3}{2}$, then we require that (7.4.6) holds. Suppose that $C(x, \lambda)$ is as in Theorem 7.2.4 and that $W_{0} \in M_{n}\left(L_{q}(a, b)\right)$ for some $q>1$, where $W_{0}$ is given by (7.3.3). Assume that $a$ and $b$ are no accumulation points of the set $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $L$ and let

$$
\left\{\eta_{\kappa, l}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, l}^{(j)}, d_{\kappa, l}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $L$ and $L^{*}$ at $\lambda_{\kappa}$, respectively. Then

$$
\begin{aligned}
& f=\lim _{v \rightarrow \infty} \sum_{\substack{\kappa \in \mathbb{N} \\
\left|\lambda_{\kappa}\right|<\rho_{V}}}\left(\sum_{j=1}^{r\left(\lambda_{\kappa}\right)} \sum_{l=1}^{\min \left\{m_{\kappa, j}, n\right\}}\binom{n-1}{l-1} \lambda_{\kappa}^{n-l} \times\right. \\
&\left.\times \sum_{h=0}^{m_{\kappa, j}-l} \eta_{\kappa, h}^{(j)} \int_{a}^{b} u_{\kappa, m_{\kappa, j}-l-h}^{(j)}(x) \pi_{n, n}(x) f(x) \mathrm{d} x\right)
\end{aligned}
$$

in $L_{p}(a, b)$ holds for all $f \in L_{p}(a, b)$.
The analog of Lemma 7.4.2 for $p=\infty$ is obtained if we use Theorem 4.7.5. For its formulation we observe that

$$
\begin{aligned}
\widehat{W}^{(j)}(\lambda) & :=\left(w_{k i}^{(j)}(\lambda)\right)_{k, i=1}^{n} C_{0}(\lambda), \\
\widehat{W}(x, \lambda) & :=\left(w_{k i}(x, \lambda)\right)_{k, i=1}^{n} C_{0}(\lambda),
\end{aligned}
$$

satisfy

$$
\begin{gathered}
\widehat{W}^{(j)}(\lambda)=\widehat{W}_{0}^{(j)}+O\left(\lambda^{-1}\right), \quad \widehat{W}(\cdot, \lambda)=\widehat{W}_{0}+O\left(\lambda^{-1}\right), \\
W_{0}^{(j)}=\widehat{W}_{0}^{(j)} C_{1}\left(a_{j}\right), \quad W=\widehat{W} C_{1}
\end{gathered}
$$

THEOREM 7.4.4. Let $p=\infty$, suppose that the boundary eigenvalue problem given by (7.1.2), (7.1.3) is Birkhoff regular and choose the curves $\Gamma_{v}(v \in \mathbb{N})$ with radius $\rho_{v}$ according to Theorem 4.3.9. Suppose that $C(x, \lambda)$ is as in Theorem 7.2.4 and that $W_{0} \in M_{n}\left(L_{q}(a, b)\right)$ for some $q>1$, where $W_{0}$ is given by (7.3.3). Assume that $a$ and $b$ are no accumulation points of the set $\left\{a_{j}: j \in \mathbb{N}, W_{0}^{(j)} \neq 0\right\}$. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $L$ and let

$$
\left\{\eta_{\kappa, l}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, l}^{(j)}, d_{\kappa, l}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $L$ and $L^{*}$ at $\lambda_{\kappa}$, respectively. Then

$$
\begin{aligned}
& f=\lim _{v \rightarrow \infty} \sum_{\substack{\kappa \in \mathbb{N} \\
\left|\lambda_{\kappa}\right|<\rho_{v}}}\left(\sum_{j=1}^{r\left(\lambda_{\kappa}\right)} \sum_{l=1}^{\min \left\{m_{\kappa, j}, n\right\}}\binom{n-1}{l-1} \lambda_{\kappa}^{n-l} \times\right. \\
&\left.\times \sum_{h=0}^{m_{\kappa, j}-l} \eta_{\kappa, h}^{(j)} \int_{a}^{b} u_{\kappa, m_{\kappa, j}-l-h}^{(j)}(x) \pi_{n, n}(x) f(x) \mathrm{d} x\right)
\end{aligned}
$$

holds in $C[a, b]$ for all $f \in C[a, b] \cap B V[a, b]$ satisfying

$$
\sum_{j=0}^{\infty} \widehat{W}_{0}^{(j)} e_{1} f\left(a_{j}\right)+\int_{a}^{b} \widehat{W}_{0}(x) e_{1} f(x) \mathrm{d} x=0
$$

Proof. We only have to verify condition (4.7.2). Since $n=0$, that condition is $\widetilde{T}_{0}^{R} C_{1}^{-1} e_{1} f=0$ by Remark 4.7.6.

### 7.5. An example for a Birkhoff regular problem with $\lambda$-dependent boundary conditions

The following example has been investigated by [HEI1], [SCHM], [TR2]. Consider the boundary eigenvalue problem

$$
\begin{equation*}
\eta^{(4)}+K \eta=\lambda \eta \tag{7.5.1}
\end{equation*}
$$

$$
\begin{equation*}
\eta(0)=0, \quad \eta^{\prime}(0)=0, \quad \eta^{\prime \prime}(1)=0, \quad \beta(\lambda) \eta^{\prime \prime \prime}(1)+\alpha(\lambda) \eta(1)=0 \tag{7.5.2}
\end{equation*}
$$

where

$$
\alpha(\lambda)=\alpha_{3} \lambda^{3}+\alpha_{2} \lambda^{2}+\alpha_{1} \lambda+\alpha_{0}, \quad \beta(\lambda)=\beta_{2} \lambda^{2}+\beta_{1} \lambda+\beta_{0}
$$

$K, \alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}, \beta_{0}, \beta_{1}, \beta_{2}$ are complex numbers, and $\alpha_{3} \neq 0, \beta_{2} \neq 0$.
If we replace $\lambda$ by $\lambda^{4}$, then the expansion theorems in Section 7.4 are applicable, and we obtain
THEOREM 7.5.1. For $1<p<\infty$, every $f \in L_{p}(a, b)$ is expandable into eigenfunctions and associated functions of the eigenvalue problem (7.5.1), (7.5.2) with $\lambda$ replaced by $\lambda^{4}$, where the expansion converges in $L_{p}(a, b)$. If $f \in C[a, b] \cap B V[a, b]$ and satisfies

$$
f(0)=f(1)=0
$$

then $f$ is expandable into eigenfunctions and associated functions of the eigenvalue problem (7.5.1), (7.5.2) with $\lambda$ replaced by $\lambda^{4}$, where the expansion converges in $C[a, b]$.

Proof. It is easy to check that the assumptions of Theorem 7.2.4 and Corollary 7.2.6 are fulfilled. Here we have $\pi_{4,4}=-1$ and, with $r(x)=1$,

$$
\pi_{(0)}(\rho)=\rho^{4}-1
$$

Then $r_{j}=\omega_{j}$, where $\omega_{1}, \ldots, \omega_{4}$ are the fourth unit roots. Hence

$$
C(x, \lambda)=\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
\lambda \omega_{1} & \lambda \omega_{2} & \lambda \omega_{3} & \lambda \omega_{4} \\
\left(\lambda \omega_{1}\right)^{2} & \left(\lambda \omega_{2}\right)^{2} & \left(\lambda \omega_{3}\right)^{2} & \left(\lambda \omega_{4}\right)^{2} \\
\left(\lambda \omega_{1}\right)^{3} & \left(\lambda \omega_{2}\right)^{3} & \left(\lambda \omega_{3}\right)^{3} & \left(\lambda \omega_{4}\right)^{3}
\end{array}\right) .
$$

The boundary matrices given by (7.3.1) are
$W^{(0)}(\lambda)=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right) C(0, \lambda), W^{(1)}(\lambda)=\left(\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ \alpha\left(\lambda^{4}\right) & 0 & 0 & \beta\left(\lambda^{4}\right)\end{array}\right) C(1, \lambda)$,
and we immediately infer that we can choose $C_{2}(\lambda)=\operatorname{diag}\left(1, \lambda, \lambda^{2}, \lambda^{12}\right)$. Thus we obtain

$$
W_{0}^{(0)}=\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
\omega_{1} & \omega_{2} & \omega_{3} & \omega_{4} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad W_{0}^{(1)}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\omega_{1}^{2} & \omega_{2}^{2} & \omega_{3}^{2} & \omega_{4}^{2} \\
\alpha_{3} & \alpha_{3} & \alpha_{3} & \alpha_{3}
\end{array}\right) .
$$

From Proposition 4.1.7 we infer that any Birkhoff matrix is, up to a permutation of the columns, of the form

$$
\left(\begin{array}{cccc}
1 & 1 & 0 & 0 \\
\omega_{i_{1}} & \omega_{i_{2}} & 0 & 0 \\
0 & 0 & \omega_{i_{3}}^{2} & \omega_{i_{4}}^{2} \\
0 & 0 & \alpha_{3} & \alpha_{3}
\end{array}\right),
$$

where $\omega_{i_{1}} \neq \omega_{i_{2}}$ and $\omega_{i_{3}}^{2} \neq \omega_{i_{4}}^{2}$. This shows that the Birkhoff matrices are invertible. Hence the problem is Birkhoff regular, and the result for $p<\infty$ follows. For the uniform convergence the condition

$$
0=\widehat{W}_{0}^{(0)} e_{1} f(0)+\widehat{W}_{0}^{(1)} e_{1} f(1)=\left(\begin{array}{c}
f(0) \\
0 \\
0 \\
\alpha_{3} f(1)
\end{array}\right)
$$

has to be satisfied.
The result of Theorem 7.5.1 was obtained in [TR2] in the case of uniform convergence. A slightly weaker result was derived in [HEII]. In [SCHM] an expansion theorem in $L_{2}(0,1)$ was obtained, but only under some additional conditions on the functions which are to be expanded.

### 7.6. Stone regular problems

Let the notations be as at the beginning of Section 7.3.
Definition 7.6.1. The boundary value problem (7.1.2), (7.1.3) is called strongly $s$-regular if $\pi_{n, n} \neq 0$ and there are matrix functions $C(\cdot, \lambda)$ satisfying (7.1.8)(7.1.11) and $C_{2}(\lambda)$ satisfying (5.1.3)-(5.1.5) such that the boundary-value problem $\widetilde{T}^{D}(\lambda) y=0, C_{2}(\lambda)^{-1} \widehat{T}^{R}(\lambda) y=0$ is strongly $s$-regular in the sense of Definition 5.7.1.

The Stone regularity gives an estimate for the resolvent $\widetilde{T}^{-1}$ of the asymptotically linear system associated with the given problem. Therefore, in view of the results in the proof of Proposition 7.4.1, this gives an estimate for $L^{-1}$. As for systems, we define auxiliary functions in order to reduce the highest $\lambda$-power in
the integral over the resolvent $L^{-1}(\lambda)$, where we do not necessarily assume that $\pi_{n, n} \neq 0$. To this end we define the differential operators $\mathscr{H}_{i}$ for $i=0, \ldots, l$ by

$$
\mathscr{H}_{i} \eta= \begin{cases}\eta^{(n)}+\sum_{k=0}^{n-1} \pi_{n-k, 0} \eta^{(k)} & \text { if } i=0,  \tag{7.6.1}\\ \sum_{k=0}^{n-i} \pi_{n-k, i} \eta^{(k)} & \text { if } i=1, \ldots, l,\end{cases}
$$

where $l=n-n_{0}$ and $\eta \in W_{p}^{n}(a, b)$. Assume that $\pi_{n-k, i}=0$ for $k=0, \ldots, n_{0}-1$ and $i=l+1, \ldots, n-k$. Then

$$
\begin{equation*}
L^{D}(\lambda)=\sum_{i=0}^{l} \lambda^{i} \mathscr{H}_{i} \tag{7.6.2}
\end{equation*}
$$

Proposition 7.6.2. Let $\kappa \geq 0$ and $m \geq n-l+1$. Additionally to the general assumptions of this chapter we also require that $\pi_{n-k, i} \in W_{p}^{K+i-n+m}(a, b)$ for $i=\max \{0, n-\kappa-m+1\}, \ldots, l-1, k=0, \ldots, \min \{n-i, n-1\}, \pi_{i, i} \in L_{\infty}(a, b)$ for $i=1, \ldots, l-1, \pi_{n-k, l} \in W_{p}^{k-n+l-1+m+k}(a, b)(k=0, \ldots, n-l), \pi_{l, l}^{-1} \in L_{\infty}(a, b)$. Let $f \in W_{p}^{\kappa+m}(a, b)$. Then there are $f^{[j]} \in W_{p}^{\kappa-j+m}(a, b)(j=0, \ldots, \kappa+1)$ such that $f^{[0]}=f$ and

$$
\mathscr{H}_{l} f^{[j]}=-\sum_{i=1}^{\min \{j, l\}} \mathscr{H}_{l-i} f^{[j-i]}
$$

for $j=1, \ldots, \kappa+1$.
Proof. The statement is trivial for $j=0$. Now assume that it holds for $j=0, \ldots, \kappa^{\prime}$ with $\kappa^{\prime} \leq \kappa$. Then $f^{\left[\kappa^{\prime}+1-i\right]} \in W_{p}^{\kappa-\kappa^{\prime}-1+i+m}(a, b)$ for $i=1, \ldots, \min \left\{\kappa^{\prime}+1, l\right\}$. The assumptions on the $\pi_{n-k, i}$ imply by Proposition 2.3.1 that

$$
\begin{equation*}
\sum_{i=1}^{\min \left\{\kappa^{\prime}+1, l\right\}} \mathscr{H}_{l-i} f^{\left[x^{\prime}+1-i\right]} \in W_{p}^{\kappa-\kappa^{\prime}-n+l-1+m}(a, b) . \tag{7.6.3}
\end{equation*}
$$

Since $\mathscr{H}_{l}$ can be considered as a differential operator from $W_{p}^{n-l}(a, b)$ to $L_{p}(a, b)$, there is a solution $f^{\left[x^{\prime}+1\right]} \in W_{p}^{n-l}(a, b)$ of the differential equation

$$
\mathscr{H}_{l} f^{\left[\kappa^{\prime}+1\right]}=-\sum_{i=1}^{\min \left\{\kappa^{\left.\kappa^{\prime}+1, l\right\}}\right.} \mathscr{H}_{l-i} f^{\left[\kappa^{\prime}+1-i\right]} .
$$

If $l=n$, then $\mathscr{H}_{l}$ is the multiplication by $\pi_{n, n}$, and $f^{\left[\kappa^{\prime}+1\right]} \in W_{p}^{\kappa-\left(\kappa^{\prime}+1\right)+m}(a, b)$ follows. If $l<n$, then $\pi_{n-k, l} \in W_{p}^{\kappa-\kappa^{\prime}-n+l-1+m+k}(a, b)$, and Proposition 2.6.4 yields $f^{\left[\kappa^{\prime}+1\right]} \in W_{p}^{\kappa-\kappa^{\prime}-n+l-1+m+n-l}(a, b)=W_{p}^{\kappa-\left(\kappa^{\prime}+1\right)+m}(a, b)$.
Remark 7.6.3. If $m>n-l+1$, then we do not need that $\pi_{i, i} \in L_{\infty}(a, b)$. But since we shall apply Proposition 7.6 .2 together with Theorem 7.2.4, this is no additional restriction in that case.

Proposition 7.6.4. Let the assumptions be as in Proposition 7.6 .2 and, additionally, let $m \geq n$. Let the operators $K_{1}(\lambda)$ and $K_{2}(\lambda)$ be as defined in (6.4.1) and (6.4.2). Then we have for $f \in W_{p}^{\kappa+m}(a, b)$ and $\kappa^{\prime}=0, \ldots, \kappa$ that

$$
\begin{align*}
& \lambda^{l-1} K_{1}(\lambda) \mathscr{H}_{l} f=-\sum_{j=0}^{\kappa^{\prime}}\left(\sum_{i=0}^{l-2-\kappa^{\prime}+j} \lambda^{i-j-1} K_{1}(\lambda) \mathscr{H}_{i} f^{[j]}-\lambda^{-j-1} f^{[j]}\right)  \tag{7.6.4}\\
&+\lambda^{l-2-\kappa^{\prime}} K_{1}(\dot{\lambda}) \mathscr{H}_{l} f^{\left[\kappa^{\prime}+1\right]}-\sum_{j=0}^{\kappa^{\prime}} \lambda^{-j-1} K_{2}(\lambda) L^{R}(\lambda) f^{[j]}
\end{align*}
$$

where the functions $f^{[j]}$ are as in Proposition 7.6.2.
Proof. For $j=0, \ldots, \kappa$ we have $f^{[j]} \in W_{p}^{n}(a, b)$ and

$$
\begin{aligned}
f^{[j]} & =L^{-1}(\lambda) L(\lambda) f^{[j]} \\
& =K_{1}(\lambda) L^{D}(\lambda) f^{[j]}+K_{2}(\lambda) L^{R}(\lambda) f^{[j]} \\
& =\sum_{i=0}^{l} \lambda^{i} K_{1}(\lambda) \mathscr{H}_{i} f^{[j]}+K_{2}(\lambda) \dot{L}^{R}(\lambda) f^{[j]} .
\end{aligned}
$$

From Proposition 7.6 .2 we know that

$$
-\mathscr{H}_{l-1} f^{[j]}=\mathscr{H}_{l} f^{[j+1]}+\sum_{i=2}^{\min \{j+1, l\}} \mathscr{H}_{l-i} f^{[j+1, i]} \quad(j=0, \ldots, \kappa)
$$

Hence we obtain for $j=0, \ldots, \kappa$ that

$$
\begin{equation*}
\lambda^{l-1} K_{1}(\lambda) \mathscr{H}_{l} f^{[j]}=\lambda^{-1} f^{[j]}-\sum_{i=0}^{l-2} \lambda^{i-1} K_{1}(\lambda) \mathscr{H}_{i} f^{[j]} \tag{7.6.5}
\end{equation*}
$$

$$
+\sum_{m=2}^{\min \{j+1, l\}} \lambda^{l-2} K_{1}(\lambda) \mathscr{H}_{l-m} f^{[j+1-m]}+\lambda^{l-2} K_{1}(\lambda) \mathscr{H}_{l} f^{[j+1]}-\lambda^{-1} K_{2}(\lambda) L^{R}(\lambda) f^{[j]}
$$

For $\kappa^{\prime}=0$, (7.6.4) coincides with (7.6.5) for $j=0$. Assume that (7.6.4) holds for some $\kappa^{\prime}<\kappa$. Then we have with the aid of (7.6.4) and (7.6.5) that

$$
\begin{aligned}
\lambda^{l-1} & K_{1}(\lambda) \mathscr{H}_{l} f \\
= & -\left[\sum_{j=0}^{\kappa^{\prime}}\left(\sum_{i=0}^{l-2-\kappa^{\prime}+j} \lambda^{i-j-1} K_{1}(\lambda) \mathscr{H}_{i} f^{[j]}\right)-\lambda^{-j-1} f^{[j]}\right]+\lambda^{-\kappa^{\prime}-2} f^{\left[\kappa^{\prime}+1\right]} \\
& -\sum_{i=0}^{l-2} \lambda^{i-\kappa^{\prime}-2} K_{1}(\lambda) \mathscr{H}_{i} f^{\left[\kappa^{\prime}+1\right]}+\sum_{m=2}^{\min \left\{\kappa^{\prime}+2, l\right\}} \lambda^{l-\kappa^{\prime}-3} K_{1}(\lambda) \mathscr{H}_{l-m} f^{\left[\kappa^{\prime}+2-m\right]} \\
& +\lambda^{l-\kappa^{\prime}-3} K_{1}(\lambda) \mathscr{H}_{l} f^{\left[\kappa^{\prime}+2\right]}-\sum_{j=0}^{\kappa^{\prime}+1} \lambda^{-j-1} K_{2}(\lambda) L^{R}(\lambda) f^{[j]}
\end{aligned}
$$

$$
\begin{aligned}
= & -\left(\sum_{j=0}^{\kappa^{\prime}} \sum_{i=0}^{l-3-\kappa^{\prime}+j} \lambda^{i-j-1} K_{1}(\lambda) \mathscr{H}_{i} f^{[j]}\right) \\
& -\sum_{\substack{\kappa^{\prime}}}^{l-2-\kappa^{\prime}+j \geq 0} \lambda^{l-\kappa^{\prime}-3} K_{1}(\lambda) \mathscr{H}_{l-2-\kappa^{\prime}+j} f^{[j]}+\sum_{j=0}^{\kappa^{\prime}+1} \lambda^{-j-1} f^{[j]} \\
& -\sum_{i=0}^{l-2} \lambda^{i-\kappa^{\prime}-2} K_{1}(\lambda) \mathscr{H}_{i} f^{\left[\kappa^{\prime}+1\right]}+\sum_{m=2}^{\min \left\{\kappa^{\prime}+2, l\right]} \lambda^{l-\kappa^{\prime}-3} K_{1}(\lambda) \mathscr{H}_{l-m} f^{\left[\kappa^{\prime}+2-m\right]} \\
& +\lambda^{l-\kappa^{\prime}-3} K_{1}(\lambda) \mathscr{H}_{l} f^{\left[\kappa^{\prime}+2\right]}-\sum_{j=0}^{\kappa^{\prime}+1} \lambda^{-j-1} K_{2}(\lambda) L^{R}(\lambda) f^{[j]} \\
= & -\sum_{j=0}^{\kappa^{\prime}+1}\left(\sum_{i=0}^{l-2-\left(\kappa^{\prime}+1\right)+j} \lambda^{i-j-1} K_{1}(\lambda) \mathscr{H}_{i} f^{[j]}-\lambda^{-j-1} f^{[j]}\right) \\
& +\lambda^{l-2-\left(\kappa^{\prime}+1\right)} K_{1}(\lambda) \mathscr{H}_{l} f^{\left[\left(\kappa^{\prime}+1\right)+1\right]}-\sum_{j=0}^{\kappa^{\prime}+1} \lambda^{-j-1} K_{2}(\lambda) L^{R}(\lambda) f^{[j]}
\end{aligned}
$$

THEOREM 7.6.5. Let $1<p<\infty$ and $s \geq 1$. Additionally to the general assumptions of this chapter we require that $\pi_{n-k, i} \in W_{p}^{s+i-1}(a, b)$ provided that $i=\max \{0,2-s\}, \ldots, n-1, k=0, \ldots, \min \{n-i, n-1\}, \pi_{n, n} \in W_{p}^{n+s-2}(a, b)$, $\pi_{n, n}^{-1} \in L_{\infty}(a, b)$. If $p \leq \frac{3}{2}$, we require that (7.4.6) holds. Suppose that the assumptions of Theorem 7.2.4 and condition iv') in Corollary 7.2.6 are satisfied and that the boundary eigenvalue problem (7.1.2), (7.1.3) is strongly s-regular. Let

$$
F:=\left\{f \in W_{p}^{n+s-1}(a, b): \sum_{j=0}^{s-1} \lambda^{-j} C_{2}(\lambda)^{-1} L^{R}(\lambda) f^{[j]}=O\left(\lambda^{-s-v_{1}}\right)\right\}
$$

where the $f^{[j]}$ are as in Proposition 7.6 .2 and $v_{1}$ is as in Theorem 7.2.4. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $L$ and let

$$
\left\{\eta_{\kappa, l}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, l}^{(j)}, d_{\kappa, l}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $L$ and $L^{*}$ at $\lambda_{\kappa}$, respectively. Then

$$
\begin{aligned}
& f=\lim _{v \rightarrow \infty} \sum_{\substack{\kappa \in \mathbb{N} \\
\left|\lambda_{\kappa}\right|<\rho_{v}}}\left(\sum_{j=1}^{r\left(\lambda_{\kappa}\right)} \sum_{l=1}^{\min \left\{m_{\kappa, j}, n\right\}}\binom{n-1}{l-1} \lambda_{\kappa}^{n-l} \times\right. \\
&\left.\times \sum_{h=0}^{m_{\kappa, j}-l} \eta_{\kappa, h}^{(j)} \int_{a}^{b} u_{\kappa, m_{\kappa, j}-l-h}^{(j)}(x) \pi_{n, n}(x) f(x) \mathrm{d}\right)
\end{aligned}
$$

holds for all $f \in F$, where the series converges in $L_{p}(a, b)$.

Proof. This proof essentially coincides with that of Theorem 5.7.3. The assumptions of Proposition 7.6 .2 are satisfied with $l=n, \kappa=s-1$, and $m=n$. Let $J_{F}: F \rightarrow L_{p}(a, b)$ be the canonical inclusion of $F$ into $L_{p}(a, b)$. Then Proposition 7.6.4 yield for $f \in F$ that

$$
\begin{aligned}
Q_{v} J_{F} f= & \frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{n-1} \widetilde{J}_{1} K_{1}(\lambda) \pi_{n, n} f d \lambda \\
= & f-\frac{1}{2 \pi i} \sum_{j=0}^{s-1} \sum_{i=0}^{n-1-s+j} \oint_{\Gamma_{v}} \lambda^{i-j-1} \widetilde{J}_{1} K_{1}(\lambda) \mathscr{H}_{i} f^{[j]} d \lambda \\
& +\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{n-1-s} \widetilde{J}_{1} K_{1}(\lambda) \mathscr{H}_{n} f^{[s]} d \lambda \\
& -\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \sum_{j=0}^{s-1} \lambda^{-j-1} \widetilde{J}_{1} K_{2}(\lambda) L^{R}(\lambda) f^{[j]} d \lambda
\end{aligned}
$$

Each of the integrals containing $K_{1}$ is of the form

$$
\oint_{\Gamma_{v}} \lambda^{n-1-\mu} \widetilde{J_{1}} K_{1}(\lambda) g d \lambda
$$

with $\mu \geq s$. From (7.4.4) we know that

$$
\lambda^{n-1} K_{1}(\lambda) g=e_{1}^{\top} C_{1} \widetilde{T}^{-1}(\lambda)\left(C_{1}^{-1} e_{n} g, 0\right)
$$

whence

$$
\left|\oint_{\Gamma_{v}} \lambda^{n-1-\mu} K_{1}(\lambda) g d \lambda\right|_{p} \leq\left|C_{1}\right|_{\infty}\left|\oint_{\Gamma_{v}} \lambda^{-\mu} \tilde{T}^{-1}(\lambda)\left(C_{1}^{-1} e_{n} g, 0\right) d \lambda\right|_{p} \rightarrow 0
$$

as $v \rightarrow \infty$ if $g \in W_{p}^{1}(a, b)$ for $\mu=s$ and $g \in L_{p}(a, b)$ for $\mu>s$. Indeed, if $\mu>s$ this follows from Theorem 4.4.11 i). And if $\mu=s$, then the estimate follows from (5.7.1) and estimates in the proof of Theorem 4.6.9. In particular this holds for all $g=\mathscr{H}_{i} f^{[j]}$ if we require $f \in W_{p}^{n+s}(a, b)$. In view of

$$
\begin{aligned}
K_{2}(\lambda) c & =e_{1}^{\top} T^{-1}(\lambda)(0, c) \\
& =e_{1}^{\top} C(\cdot, \lambda) \widetilde{T}^{-1}(\lambda)\left(0, C_{2}(\lambda)^{-1} c\right) \\
& =e_{1}^{\top} C_{1} \widetilde{T}^{-1}(\lambda)\left(0, \lambda^{v_{1}} C_{2}(\lambda)^{-1} c\right)
\end{aligned}
$$

for $c \in \mathbb{C}^{n}$ and Theorem 4.4.11 i) we infer for $f \in F$ that

$$
\oint_{\Gamma_{v}} \sum_{j=0}^{s-1} \lambda^{-j-1} K_{2}(\lambda) L^{R}(\lambda) f^{[j]} d \lambda \rightarrow 0
$$

as $v \rightarrow \infty$. The boundedness of $\left\{P_{v} J_{F}: v \in \mathbb{N}\right\}$ follows'from the above representations as in the proof of Theorem 5.7.3. Here we have used that similarly to the proof of Theorem 5.7 .3 we can choose $f^{[j]}$ such that $f \mapsto f^{[j]}$ is a continuous map from $W_{p}^{n+s}(a, b)$ into $W_{p}^{n+s-j}(a, b)$. The remaining parts of the proof concerning
the convergence are analogous to the corresponding parts in the proof of Theorem 5.7.3. The representation of the residues follows from Theorem 1.6.7, see Theorem 7.4.3.

For uniform convergence we obtain as in Theorem 5.7.6:
THEOREM 7.6.6. Let $s \geq 1$. Additionally to the general assumptions of this chapter we require that $\pi_{n-k, i} \in W_{\infty}^{s+i-1}(a, b)$ for $i=\max \{0,2-s\}, \ldots, n-1$, $k=0, \ldots, \min \{n-i, n-1\}, \pi_{n, n} \in W_{\infty}^{n+s-2}, \pi_{i, j} \in L_{\infty}(a, b)$ for the remaining indices, and $\pi_{n, n}^{-1} \in L_{\infty}(a, b)$. Suppose that the assumptions of Theorem 7.2.4 and condition $\mathrm{iv}^{\prime}$ ) in Corollary 7.2.6 are satisfied and that the boundary eigenvalue problem (7.1.2), (7.1.3) is strongly s-regular. Let

$$
\begin{aligned}
F:=\left\{f \in C^{n+s-1}(a, b):\right. & f^{(n+s-1)} \in \mathrm{BV}[a, b] \\
& \left.\sum_{j=0}^{s} \lambda^{-j} C_{2}(\lambda)^{-1} L^{R}(\lambda) f^{[j]}=O\left(\lambda^{-s-1-v_{1}}\right)\right\}
\end{aligned}
$$

where the $f^{[j]}$ are as in Proposition 7.6 .2 and $v_{1}$ is as in Theorem 7.2.4. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $L$, and let

$$
\left\{\eta_{\kappa, l}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, l}^{(j)}, d_{\kappa, l}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $L$ and $L^{*}$ at $\lambda_{k}$, respectively. Then

$$
\begin{aligned}
& f=\lim _{v \rightarrow \infty} \sum_{\substack{\kappa \in \mathbb{N} \\
\left|\lambda_{k}\right|<\rho_{v}}}\left(\sum_{j=1}^{r\left(\lambda_{k}\right)} \sum_{l=1}^{\min \left\{m_{k, j}, n\right\}}\binom{n-1}{l-1} \lambda_{\kappa}^{n-l} \times\right. \\
&\left.\times \sum_{h=0}^{m_{\kappa, j}-l} \eta_{\kappa, h}^{(j)} \int_{a}^{b} u_{\kappa, m_{k, j}-l-h}^{(j)}(x) \pi_{n, n}(x) f(x) \mathrm{d}\right)
\end{aligned}
$$

holds for all $f \in F$, where the series is uniformly convergent.
In the two previous expansion theorems we had to require that $f$ belongs to $W_{p}^{n+s-1}(a, b)$ since the differential operator $\mathscr{H}_{0}$ occurs already in the very first iteration step. Since there are $\lambda$-powers which are smaller than necessary, a substitution for the asymptotically linear differential system would reduce the order of differentiation. However, boundary terms occur which still contain the high derivatives. Therefore, in the next theorems, we shall use an iteration with the asymptotically linear differential system. For this we note that

$$
\widetilde{T}^{D}(\lambda) y=y^{\prime}-\sum_{i=-1}^{n-1} \lambda^{-i} A_{-i} y \quad\left(y \in\left(W_{p}^{1}(a, b)\right)^{n}\right),
$$

where $A_{1}=\operatorname{diag}\left(r_{1}, \ldots, r_{n}\right)$,

$$
\begin{aligned}
A_{0} & =-C_{1}^{-1}\left(\delta_{i, n} \pi_{n-j+1, n-j}\right)_{i, j=1}^{n} C_{1}-C_{1}^{-1} C_{1}^{\prime} \\
A_{-v} & =-C_{1}^{-1}\left(\delta_{i, n} \pi_{n-j+1, n-j-v}\right)_{i, j=1}^{n} C_{1} \quad(v=1, \ldots, n-1)
\end{aligned}
$$

Here $\pi_{j, m}:=0$ for $m<0$. Let $\kappa>0$ and assume that $\pi_{i, j} \in W_{p}^{\kappa+j-i}(a, b)$ for all $i=1, \ldots, n$ and $j=0, \ldots, i$ for which $\kappa+j-i>0$ (the remaining $\pi_{i, j}$ belong to $L_{p}(a, b)$ by our general assumptions). From Proposition 7.2.3 we obtain that $r_{i} \in W_{p}^{\kappa}(a, b)$ for $i=1, \ldots, n$. Therefore $C_{1}, C_{1}^{-1}$ and $A_{1}$ belong to $M_{n}\left(W_{p}^{\kappa}(a, b)\right)$. Now it follows that $A_{-v} \in M_{n}\left(W_{p}^{\kappa-1-v}(a, b)\right)$ for $v=0, \ldots, \min \{\kappa-1, n-1\}$, and $A_{-v} \in M_{n}\left(L_{p}(a, b)\right)$ for $v=\kappa, \ldots, n-1$.

For $y \in\left(L_{p}(a, b)\right)^{n}$ and $c \in \mathbb{C}^{n}$ we set

$$
R_{1}(\lambda) y:=\widetilde{T}(\lambda)^{-1}(y, 0), \quad R_{2}(\lambda) y:=\widetilde{T}(\lambda)^{-1}(0, c) .
$$

Proposition 7.6.7. Let the assumptions be as above. For $f \in W_{p}^{\kappa}(a, b)$ we set $y^{[0]}:=A_{1}^{-1} C_{1}^{-1} e_{n} \pi_{n, n} f \in\left(W_{p}^{\kappa}(a, b)\right)$ and

$$
y^{[j]}:=A_{1}^{-1} y^{[j-1]^{\prime}}-\sum_{i=0}^{\min \{j-1, n-1\}} A_{1}^{-1} A_{-i} y^{[j-i-1]} \in\left(W_{p}^{\kappa-j}(a, b)\right)^{n}
$$

for $j=1, \ldots, \kappa$. Then
(7.6.6) $R_{1}(\lambda) C_{1}^{-1} e_{n} \pi_{n, n} f=-\sum_{j=0}^{\kappa^{\prime}} \lambda^{-j-1} y^{[j]}-\sum_{j=0}^{\kappa^{\prime}} \sum_{i=\kappa^{\prime}-j+1}^{n-1} \lambda^{-i-j-1} R_{1}(\lambda) A_{-i} y^{[j]}$

$$
+\lambda^{-1-\kappa^{\prime}} R_{1}(\lambda) A_{1} y^{\left[\kappa^{\prime}+1\right]}+\sum_{j=0}^{\kappa^{\prime}} \lambda^{-j-1} R_{2}(\lambda) \widetilde{T}^{R}(\lambda) y^{[j]}
$$

holds for $\kappa^{\prime}=0, \ldots, \kappa-1$.
Proof. By definition of $y^{[0]}$ we have $R_{1}(\lambda) C_{1}^{-1} e_{n} \pi_{n, n} f=R_{1}(\lambda) A_{1} y^{[0]}$. Then we obtain for $j=0, \ldots, \kappa-1$ that

$$
y^{[j]}=R_{1}(\lambda) y^{[j]^{\prime}}-\sum_{i=-1}^{n-1} \lambda^{-i} R_{1}(\lambda) A_{-i}{ }^{[j]}+R_{2}(\lambda) \tilde{T}^{R}(\lambda) y^{[j]},
$$

whence

$$
\begin{aligned}
R_{1}(\lambda) A_{1} y^{[j]}= & -\lambda^{-1} y^{[j]}-\sum_{i=1}^{n-1} \lambda^{-i-1} R_{1}(\lambda) A_{-i} y^{[j]}+\lambda^{-1} R_{1}(\lambda) A_{1} y^{[j+1]} \\
& +\sum_{i=1}^{\min \{j, n-1\}} \lambda^{-1} R_{1}(\lambda) A_{-i} y^{[j-i]}+\lambda^{-1} R_{2}(\lambda) \widetilde{T}^{R}(\lambda) y^{[j]} .
\end{aligned}
$$

This proves (7.6.6) for $\kappa^{\prime}=0$. Now assume that (7.6.6) holds for some $\kappa^{\prime}<\kappa-1$. With the above equation for $j=\kappa^{\prime}+1$ we infer

$$
\begin{aligned}
& R_{1}(\lambda) A_{1} y^{[0]}=-\sum_{j=0}^{\kappa^{\prime}} \lambda^{-j-1} y^{[j]}-\sum_{j=0}^{\kappa^{\prime}} \sum_{i=\kappa^{\prime}-j+1}^{n-1} \lambda^{-i-j-1} R_{1}(\lambda) A_{-i} y^{[j]} \\
& -\lambda^{-2-\kappa^{\prime}} y^{\left[\kappa^{\prime}+1\right]}-\sum_{i=1}^{n-1} \lambda^{-i-2-\kappa^{\prime}} R_{1}(\lambda) A_{-i} y^{\left[\kappa^{\prime}+1\right]}+\lambda^{-2-\kappa^{\prime}} R_{1}(\lambda) A_{1} y^{\left[\kappa^{\prime}+2\right]} \\
& \quad+\sum_{i=1}^{\min \left\{\kappa^{\prime}+1, n-1\right\}} \lambda^{-2-\kappa^{\prime}} R_{1}(\lambda) A_{-i} y^{\left[\kappa^{\prime}+1-i\right]}+\sum_{j=0}^{\kappa^{\prime}+1} \lambda^{-j-1} R_{2}(\lambda) \widetilde{T}^{R}(\lambda) y^{[j]} \\
& =-\sum_{j=0}^{\kappa^{\prime}+1} \lambda^{-j-1} y^{[j]}-\sum_{j=0}^{\kappa^{\prime}+1} \sum_{i=\kappa^{\prime}-j+2}^{n-1} \lambda^{-i-j-1} R_{1}(\lambda) A_{-i} y^{[j]} \\
& \quad+\sum_{j=0}^{\kappa^{\prime}+1} \lambda^{-j-1} R_{2}(\lambda) \widetilde{T}^{R}(\lambda) y^{[j] .}
\end{aligned}
$$

The definition of the $y^{[j]}$ is suitable for the proof of the extension theorems. However, to calculate the occurring auxiliary boundary conditions, it seems to be better to use the vector functions $C_{1} y^{[j]}$ :
Proposition 7.6.8. Let the assumptions be as above. Set

$$
\begin{aligned}
\widetilde{A}_{1} & :=\left(\delta_{i, j-1}-\delta_{i, n} \pi_{n-j+1, n-j+1}\right)_{i, j=1}^{n}, \\
\widetilde{A}_{-v} & :=-\left(\delta_{i, n} \pi_{n-j+1, n-j-v}\right)_{i, j=1}^{n} \quad(v=0, \ldots, n-1) .
\end{aligned}
$$

For $f \in W_{p}^{\kappa}(a, b)$ we set $\tilde{y}^{[0]}:=-e_{1} f$ and

$$
\tilde{y}^{[j]}:=\tilde{A}_{1}^{-1}\left\{\left[\tilde{y}^{[j-1]^{\prime}}-\sum_{i=0}^{\min \{j-1, n-1\}} \tilde{A}_{1}^{-1} \tilde{A}_{-i} \tilde{y}^{[j-i-1]} \in\left(W_{p}^{\kappa-j}(a, b)\right)^{n}\right.\right.
$$

for $j=1, \ldots, \kappa$. Then $\tilde{y}^{[j]}=C_{1} y^{[j]}$ for $j=0, \ldots, \kappa$.
Proof. For $j=0$ this follows from (7.4.5), whereas a straightforward calculation proves it for $j=1, \ldots, \kappa$.

We recall that

$$
T^{R}(\lambda) y=\sum_{j=0}^{\infty}\left(w_{i k}^{(j)}(\lambda)\right)_{i, k=1}^{n} y\left(a_{j}\right)+\int_{a}^{b}\left(w_{i k}(x, \lambda)\right)_{i, k=1}^{n} y(x)
$$

and set $\Xi(\lambda)=\operatorname{diag}\left(1, \lambda, \ldots, \lambda^{n-1}\right)$.
From the identity (7.6.6) for $\kappa=s+1$ we conclude similarly to Theorems 5.7.3 and 5.7.6:

THEOREM 7.6.9. Let $1<p<\infty$ and let $s$ be a positive integer. Suppose that $\pi_{i, j} \in W_{p}^{s+1+j-i}(a, b)$ for all $i=1, \ldots, n$ and $j=0, \ldots, i$ for which $s+1+j-i>0$ and that $\pi_{i, j} \in L_{p}(a, b)$ for the remaining indices. Suppose that the assumptions of Theorem 7.2.4 and condition $\mathrm{iv}^{\prime}$ ) in Corollary 7.2.6 are satisfied and that the boundary eigenvalue problem (7.1.2), (7.1.3) is strongly s-regular. Let

$$
F:=\left\{f \in W_{p}^{s}(a, b): \sum_{j=0}^{s-1} \lambda^{-j} C_{2}(\lambda)^{-1} T^{R}(\lambda) \Xi(\lambda) \tilde{y}^{[j]}=O\left(\lambda^{-s}\right)\right\}
$$

where the $\tilde{y}^{[j]}$ are defined in Proposition 7.6.8. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $L$ and let

$$
\left\{\eta_{\kappa, l}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, l}^{(j)}, d_{\kappa, l}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $L$ and $L^{*}$ at $\lambda_{\kappa}$, respectively. Then

$$
\begin{aligned}
& f=\lim _{v \rightarrow \infty} \sum_{\substack{\kappa_{\kappa} \in \mathbb{N} \\
\left|\lambda_{\kappa}\right|<\rho_{v}}}\left(\sum_{j=1}^{r\left(\lambda_{\kappa}\right)} \sum_{l=1}^{\min \left\{m_{\kappa, j} n\right\}}\binom{n-1}{l-1} \lambda_{\kappa}^{n-l} \times\right. \\
&\left.\times \sum_{h=0}^{m_{\kappa, j}-l} \eta_{\kappa, h}^{(j)} \int_{a}^{b} u_{\kappa, m_{\kappa, j}-l-h}^{(j)}(x) \pi_{n, n}(x) f(x) \mathrm{d}\right)
\end{aligned}
$$

holds for all $f \in F$, where the series converges in $L_{p}(a, b)$.
THEOREM 7.6.10. Let $s$ be a positive integer. Suppose that $\pi_{i, j} \in W_{\infty}^{s+1+j-i}(a, b)$ for all $i=1, \ldots, n$ and $\ddot{j}=0, \ldots$, ifor which $s+1+j-i>0$ and that $\pi_{i, j}$ belongs to $L_{\infty}(a, b)$ for the remaining indices. Suppose that the assumptions of Theorem 7.2.4 and condition $\mathrm{iv}^{\prime}$ ) in Corollary 7.2.6 are satisfied and that the boundary eigenvalue problem (7.1.2), (7.1.3) is strongly s-regular. Let

$$
\begin{aligned}
F:=\left\{f \in C^{s}(a, b):\right. & f^{(s)} \in \operatorname{BV}[a, b] \\
& \left.\sum_{j=0}^{s} \lambda^{-j} C_{2}(\lambda)^{-1} T^{R}(\lambda) \Xi(\lambda) \tilde{y}^{[j]}=O\left(\lambda^{-s-1}\right)\right\}
\end{aligned}
$$

where the $\tilde{y}^{[j]}$ are defined in Proposition 7.6.8. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $L$ and let

$$
\left\{\eta_{\kappa, l}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, l}^{(j)}, d_{\kappa, l}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; l=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $L$ and $L^{*}$ at $\lambda_{k}$, respectively. Then

$$
\begin{aligned}
& f=\lim _{v \rightarrow \infty} \sum_{\substack{\kappa \in \mathbb{N} \\
\left|\lambda_{k}\right|<\rho_{v}}}\left(\sum_{j=1}^{r\left(\lambda_{\kappa}\right)} \sum_{l=1}^{\min \left\{m_{\kappa, j} n\right\}}\binom{n-1}{l-1} \lambda_{\kappa}^{n-l} \times\right. \\
&\left.\times \sum_{h=0}^{m_{\kappa, j}-l} \eta_{\kappa, h}^{(j)} \int_{a}^{b} u_{\kappa, m_{k, j}-l-h}^{(j)}(x) \pi_{n, n}(x) f(x) \mathrm{d}\right)
\end{aligned}
$$

holds for all $f \in F$, where the series converges in $C(a, b)$.

### 7.7. Boundary eigenvalue problems for $\eta^{\prime \prime}+p_{1} \eta^{\prime}+p_{0} \eta=\lambda^{2} \eta$

We consider the boundary eigenvalue problem

$$
\begin{gathered}
\eta^{\prime \prime}+p_{1} \eta^{\prime}+p_{0} \eta=\lambda^{2} \eta \\
a_{0} \eta(0)+a_{1} \eta^{\prime}(0)+b_{0} \eta(1)+b_{1} \eta^{\prime}(1)=0 \\
c_{0} \eta(0)+c_{1} \eta^{\prime}(0)+d_{0} \eta(1)+d_{1} \eta^{\prime}(1)=0
\end{gathered}
$$

Here we suppose that the boundary conditions are linearly independent and that $p_{0}, p_{1} \in L_{p}(a, b)$. This problem is well-known and was considered e. g. in Naimark [NA1] and Locker [LO1].

First we want to characterize the Birkhoff regular problems. For this we note that in case $a_{1} d_{1}=b_{1} c_{1}$ a suitable linear combination of the boundary conditions yields that we can take $c_{1}=d_{1}=0$. Therefore we shall always assume that $c_{1}=$ $d_{1}=0$ holds if $a_{1} d_{1}=b_{1} c_{1}$.
THEOREM 7.7.1. In the following three cases the problem is Birkhoff regular:
CASE 1: $\quad a_{1} d_{1} \neq b_{1} c_{1}$,
CASE 2: $\quad c_{1}=d_{1}=0, a_{1} d_{0}+b_{1} c_{0} \neq 0$,
CASE 3: $a_{1}=b_{1}=c_{1}=d_{1}=0$.
Proof. The differential equation is as considered in Example 4.2.2 with $r_{1}=1$ and $r_{2}=-1$. Hence $C(\lambda)=\left(\begin{array}{cc}1 & 1 \\ \lambda & -\lambda\end{array}\right)$, and the boundary matrices given by (7.3.1) are

$$
\begin{aligned}
W^{(0)}(\lambda) & =\left(\begin{array}{ll}
a_{0}+\lambda a_{1} & a_{0}-\lambda a_{1} \\
c_{0}+\lambda c_{1} & c_{0}-\lambda c_{1}
\end{array}\right), \\
W^{(1)}(\lambda) & =\left(\begin{array}{ll}
b_{0}+\lambda b_{1} & b_{0}-\lambda b_{1} \\
d_{0}+\lambda d_{1} & d_{0}-\lambda d_{1}
\end{array}\right) .
\end{aligned}
$$

We shall apply Theorem 7.3.2 to prove Birkhoff regularity. The matrix polynomial $C_{2}$ will be different in the three cases under consideration.

CASE 1: Here we take $C_{2}(\lambda)=\lambda I_{2}$ and obtain

$$
W_{0}^{(0)}=\left(\begin{array}{ll}
a_{1} & -a_{1} \\
c_{1} & -c_{1}
\end{array}\right), \quad W_{0}^{(1)}=\left(\begin{array}{ll}
b_{1} & -b_{1} \\
d_{1} & -d_{1}
\end{array}\right) .
$$

Note that the matrices $\Lambda_{v}^{j}$ occuring in Theorem 4.1.3 are $\operatorname{diag}(1,0)$ and $\operatorname{diag}(0,1)$. Therefore, the Birkhoff matrices are

$$
\left(\begin{array}{ll}
a_{1} & -b_{1} \\
c_{1} & -d_{1}
\end{array}\right) \text { and }\left(\begin{array}{ll}
b_{1} & -a_{1} \\
d_{1} & -c_{1}
\end{array}\right),
$$

which are invertible. Therefore Theorems 7.3.2 and 4.1.3 yield Birkhoff regularity.
CASE 2: Here we take $C_{2}(\lambda)=\operatorname{diag}(\lambda, 1)$ and obtain

$$
W_{0}^{(0)}=\left(\begin{array}{cc}
a_{1} & -a_{1} \\
c_{0} & c_{0}
\end{array}\right), \quad W_{0}^{(1)}=\left(\begin{array}{cc}
b_{1} & -b_{1} \\
d_{0} & d_{0}
\end{array}\right) .
$$

The Birkhoff matrices are

$$
\left(\begin{array}{cc}
a_{1} & -b_{1} \\
c_{0} & d_{0}
\end{array}\right) \text { and }\left(\begin{array}{cc}
b_{1} & -a_{1} \\
d_{0} & c_{0}
\end{array}\right) .
$$

Hence the problem is Birkhoff regular by the assumption that $a_{1} d_{0}+b_{1} c_{0} \neq 0$.
CASE 3: Here we take $C_{2}(\lambda)=I_{2}$ and obtain

$$
W_{0}^{(0)}=\left(\begin{array}{ll}
a_{0} & a_{0} \\
c_{0} & c_{0}
\end{array}\right), \quad W_{0}^{(1)}=\left(\begin{array}{cc}
b_{0} & b_{0} \\
d_{0} & d_{0}
\end{array}\right) .
$$

The Birkhoff matrices are

$$
\left(\begin{array}{ll}
a_{0} & b_{0} \\
c_{0} & d_{0}
\end{array}\right) \text { and }\left(\begin{array}{ll}
b_{0} & a_{0} \\
d_{0} & c_{0}
\end{array}\right) .
$$

They are invertible since the boundary conditions are linearly independent.
In view of our general asumptions, the considered cases can be written as follows:
CASE 1: $\left|a_{1}\right|+\left|b_{1}\right|>0,\left|c_{1}\right|+\left|d_{1}\right|>0$,
CASE 2: $\left|a_{1}\right|+\left|b_{1}\right|>0,\left|c_{1}\right|+\left|d_{1}\right|=0, a_{1} d_{0}+b_{1} c_{0} \neq 0$,
Case 3: $\left|a_{1}\right|+\left|b_{1}\right|=0,\left|c_{1}\right|+\left|d_{1}\right|=0$.
Hence we still have to consider the case

$$
\left|a_{1}\right|+\left|b_{1}\right|>0, c_{1}=d_{1}=0, a_{1} d_{0}+b_{1} c_{0}=0 .
$$

Next we consider a case where no expansion holds.
THEOREM 7.7.2. The spectrum of the boundary eigenvalue problem is empty in CASE 4a: $\left|a_{1}\right|+\left|b_{1}\right|>0, c_{1}=d_{1}=0, a_{1} d_{0}+b_{1} c_{0}=0, b_{0}=0, d_{0}=0$.
CASE 4b: $\left|a_{1}\right|+\left|b_{1}\right|>0, c_{1}=d_{1}=0, a_{1} d_{0}+b_{1} c_{0}=0, a_{0}=0, c_{0}=0$.

Proof. We only consider Case 4a; Case 4 b is obtained by interchanging the endpoints of the interval $[0,1]$. Under the assumptions of Case 4 a we have $b_{1} c_{0}=0$. Since $c_{0} \neq 0, b_{1}=0$ and $a_{1} \neq 0$ follow. The second boundary condition reads $c_{0} \eta(0)=0$, and we thus may assume that $a_{0}=0$. Therefore the first boundary condition is $a_{1} \eta^{\prime}(0)=0$. This is an initial value problem, which does not have nontrivial solutions.

Therefore we still have to consider the case

$$
\left|a_{1}\right|+\left|b_{1}\right|>0, c_{1}=d_{1}=0, a_{1} d_{0}+b_{1} c_{0}=0,\left(\left|b_{0}\right|+\left|d_{0}\right|\right)\left(\left|a_{0}\right|+\left|c_{0}\right|\right)>0 .
$$

Here we shall check for Stone regularity. For this we need additional conditions on the regularity of $p_{0}$ and $p_{1}$. We start with formal calculations assuming this regularity. Later on we shall state the precise conditions.

According to Corollary 5.5.6 and Proposition 5.5.7 we have to check the coefficients of the polynomial in $\lambda^{-1}$ for $\kappa=1,2$ :

$$
\begin{equation*}
\operatorname{det}\left(\sum_{r=0}^{k} \lambda^{-r}\left(\tilde{\widetilde{W}}_{r}^{(0)} \Lambda_{\kappa}^{1}+\tilde{\widetilde{W}}_{r}^{(1)} \Lambda_{\kappa}^{2}\right)\right) \tag{7.7.1}
\end{equation*}
$$

where $\Lambda_{1}^{1}=\operatorname{diag}(1,0), \Lambda_{2}^{1}=\operatorname{diag}(0,1), \Lambda_{\kappa}^{2}=I_{2}-\Lambda_{\kappa}^{1}$,

$$
\tilde{\widetilde{W}}_{r}^{(j)}=\sum_{v=0}^{r} W_{v}^{(j)}{\underset{P}{ }}^{[r-v]}\left(a_{j}\right)
$$

Here the transformation in the proof of Case 2 in Theorem 7.7.1 is taken. Therefore

$$
\begin{array}{ll}
W_{0}^{(0)}=\left(\begin{array}{cc}
a_{1} & -a_{1} \\
c_{0} & c_{0}
\end{array}\right), & W_{1}^{(0)}=\left(\begin{array}{cc}
a_{0} & a_{0} \\
0 & 0
\end{array}\right) \\
W_{0}^{(1)}=\left(\begin{array}{cc}
b_{1} & -b_{1} \\
d_{0} & d_{0}
\end{array}\right), \quad W_{1}^{(1)}=\left(\begin{array}{cc}
b_{0} & b_{0} \\
0 & 0
\end{array}\right)
\end{array}
$$

Then we have $\tilde{\widetilde{W}}_{0}^{(j)}=W_{0}^{(j)}$ and for $r>0$

$$
\widetilde{\widetilde{W}}_{r}^{(j)}=W_{0}^{(j)} \widehat{P}^{[r]}\left(a_{j}\right)+W_{1}^{(j)} \widehat{P}^{r-1]}\left(a_{j}\right) .
$$

From
we infer in view of $a_{1} d_{0}+b_{1} c_{0}=0$ that

$$
\operatorname{det}\left(W_{0}^{(0)} \widehat{P}^{[r]}(0) \Lambda_{\kappa}^{1}+W_{0}^{(1)} \Lambda_{\kappa}^{2}\right)=-2 a_{1} d_{0} \widehat{P}_{\kappa^{\prime} \kappa}^{[r]}(0)
$$

where $\kappa^{\prime}=3-\kappa$. In the same way we obtain

$$
\operatorname{det}\left(W_{0}^{(0)} \Lambda_{\kappa}^{1}+W_{0}^{(1)} \widehat{P}^{[r]}(1) \Lambda_{\kappa}^{2}\right)=2 a_{1} d_{0} \widehat{P}_{\kappa \kappa^{\prime}}^{[r]}(1)
$$

Also

$$
\begin{aligned}
& \operatorname{det}\left(W_{0}^{(0)} \widehat{P}^{[r]}(0) \Lambda_{\kappa}^{1}+W_{1}^{(1)} \Lambda_{\kappa}^{2}\right)=(-1)^{\kappa} b_{0} c_{0}\left(\widehat{P}_{1 \kappa}^{[r]}(0)+\widehat{P}_{2 \kappa}^{[r]}(0)\right) \\
& \operatorname{det}\left(W_{1}^{(0)} \Lambda_{\kappa}^{1}+W_{0}^{(1)} \widehat{P}^{[r]}(1) \Lambda_{\kappa}^{2}\right)=(-1)^{\kappa-1} a_{0} d_{0}\left(\widehat{P}_{1 \kappa^{\prime}}^{[r]}(1)+\widehat{P}_{2 \kappa^{\prime}}^{[r]}(1)\right)
\end{aligned}
$$

From

$$
W_{1}^{(0)} \widehat{P}^{[r]}(0)=\left(\begin{array}{cc}
a_{0}\left(\widehat{P}_{11}^{[r]}(0)+\widehat{P}_{21}^{[r]}(0)\right) & a_{0}\left(\widehat{P}_{12}^{[r]}(0)+\widehat{P}_{22}^{[r]}(0)\right) \\
0 & 0
\end{array}\right)
$$

we infer

$$
\operatorname{det}\left(W_{1}^{(0)} \widehat{P}^{[r]}(0) \Lambda_{\kappa}^{1}+W_{0}^{(1)} \Lambda_{\kappa}^{2}\right)=(-1)^{\kappa-1} a_{0} d_{0}\left(\widehat{P}_{1 \kappa}^{[r]}(0)+\widehat{P}_{2 \kappa}^{[r]}(0)\right)
$$

In the same way,

$$
\operatorname{det}\left(W_{0}^{(0)} \Lambda_{\kappa}^{1}+W_{1}^{(1)} \widehat{P}^{(r]}(1) \Lambda_{\kappa}^{2}\right)=(-1)^{\kappa} b_{0} c_{0}\left(\widehat{P}_{1 \kappa^{\prime}}^{[r]}(1)+\widehat{P}_{2 \kappa^{\prime}}^{[r]}(1)\right)
$$

From Example 4.2.2 we know that

$$
A_{0}=\frac{1}{2} p_{1}\left(\begin{array}{cc}
-1 & 1 \\
1 & -1
\end{array}\right), \quad A_{-1}=\frac{1}{2} p_{0}\left(\begin{array}{cc}
-1 & -1 \\
1 & 1
\end{array}\right) .
$$

Theorem 7.7.3. Suppose that $p_{1} \in W_{p}^{1}(0,1)$ and that
CASE 5: $\left|a_{1}\right|+\left|b_{1}\right|>0, c_{1}=d_{1}=0, a_{1} d_{0}+b_{1} c_{0}=0$,

$$
b_{0} c_{0}-a_{0} d_{0}+\frac{1}{2} a_{1} d_{0}\left(p_{1}(0)+p_{1}(1)\right) \neq 0
$$

Then the problem is 1-regular.
Proof. The assumptions of Theorem 2.8.2 with respect to $A_{0}$ and $A_{-1}$ are satisfied with $k=1$. According to Definition 7.6.1, Corollary 5.5.6, and Proposition 5.5.7 we must show that the coefficient $\alpha_{1, \kappa}$ of $\lambda^{-1}$ in (7.7.1) for $k=1$ is different from zero for $\kappa=1,2$. We have

$$
\begin{aligned}
\alpha_{1, \kappa}= & \operatorname{det}\left(W_{0}^{(0)} \Lambda_{\kappa}^{1}+W_{0}^{(1)} \widehat{P}^{[1]}(1) \Lambda_{\kappa}^{2}\right) \\
& +\operatorname{det}\left(W_{0}^{(0)} \Lambda_{\kappa}^{1}+W_{1}^{(1)} \Lambda_{\kappa}^{2}\right) \\
& +\operatorname{det}\left(W_{0}^{(0)} \widehat{P}^{[1]}(0) \Lambda_{\kappa}^{1}+W_{0}^{(1)} \Lambda_{\kappa}^{2}\right) \\
& +\operatorname{det}\left(W_{1}^{(0)} \Lambda_{\kappa}^{1}+W_{0}^{(1)} \Lambda_{\kappa}^{2}\right) \\
= & 2 a_{1} d_{0} \widehat{P}_{\kappa \kappa^{\prime}}^{[1]}(1)+(-1)^{\kappa} b_{0} c_{0}-2 a_{1} d_{0} \widehat{P}_{\kappa^{\prime} \kappa}^{1]}(0)+(-1)^{\kappa-1} a_{0} d_{0}
\end{aligned}
$$

From Proposition 5.5 .7 we have

$$
\begin{equation*}
\widehat{P}_{\kappa \kappa^{\prime}}^{[1]}=-\left(r_{\kappa}-r_{\kappa^{\prime}}\right)^{-1} A_{0, \kappa \kappa^{\prime}}=(-1)^{\kappa} \frac{1}{4} p_{1} \tag{7.7.2}
\end{equation*}
$$

and it follows that

$$
\alpha_{1, \kappa}=(-1)^{\kappa}\left\{b_{0} c_{0}-a_{0} d_{0}+\frac{1}{2} a_{1} d_{0}\left(p_{1}(1)+p_{1}(0)\right)\right\} .
$$

THEOREM 7.7.4. Suppose that $p_{1} \in W_{p}^{2}(0,1), p_{0} \in W_{p}^{1}(0,1)$, and that
CASE 6: $\left|a_{1}\right|+\left|b_{1}\right|>0, c_{1}=d_{1}=0, a_{1} d_{0}+b_{1} c_{0}=0$,

$$
\begin{aligned}
& b_{0} c_{0}-a_{0} d_{0}+\frac{1}{2} a_{1} d_{0}\left(p_{1}(0)+p_{1}(1)\right)=0, a_{1} \neq 0, d_{0} \neq 0 \\
& p_{0}(1)-p_{0}(0)-\frac{1}{2}\left(p_{1}^{\prime}(1)-p_{1}^{\prime}(0)\right)+\frac{1}{4}\left(p_{1}(0)^{2}-p_{1}(1)^{2}\right) \neq 0
\end{aligned}
$$

Then the problem is 2 -regular.

Proof. The proof is similar to that of the previous theorem. Here we have to consider the coefficient $\alpha_{2, \kappa}$ of $\lambda^{-2}$ in (7.7.1). First we calculate

$$
\begin{align*}
\operatorname{det}( & \left.W_{0}^{(0)} \widehat{P}^{[1]}(0) \Lambda_{\kappa}^{1}+W_{0}^{(1)} \widehat{P}^{[1]}(1) \Lambda_{\kappa}^{2}\right) \\
= & (-1)^{\kappa-1} a_{1} d_{0}\left\{\left(\widehat{P}_{1 \kappa}^{1]}(0)-\widehat{P}_{2 \kappa}^{[1]}(0)\right)\left(\widehat{P}_{1 \kappa^{\prime}}^{1]}(1)+\widehat{P}_{2 \kappa^{\prime}}^{[1]}(1)\right)\right.  \tag{1}\\
& \left.+\left(\widehat{P}_{1 \kappa}^{[1]}(0)+\widehat{P}_{2 \kappa}^{[1]}(0)\right)\left(\widehat{P}_{1 \kappa^{\kappa}}^{[1]}(1)-\widehat{P}_{2 \kappa^{\prime}}^{[1]}(1)\right)\right\} \\
= & (-1)^{\kappa-1} 2 a_{1} d_{0}\left(\widehat{P}_{1 \kappa}^{[1]}(0) \widehat{P}_{1 \kappa^{\prime}}^{1]}(1)-\widehat{P}_{2 \kappa}^{[1]}(0) \widehat{P}_{2 \kappa^{\prime}}^{[1]}(1)\right) .
\end{align*}
$$

Then we obtain

$$
\begin{aligned}
\alpha_{2, \kappa}= & \operatorname{det}\left(W_{0}^{(0)} \Lambda_{\kappa}^{1}+W_{0}^{(1)} \widehat{P}^{[2]}(1) \Lambda_{\kappa}^{2}\right)+\operatorname{det}\left(W_{0}^{(0)} \Lambda_{\kappa}^{1}+W_{1}^{(1)} \widehat{P}^{[1]}(1) \Lambda_{\kappa}^{2}\right) \\
& +\operatorname{det}\left(W_{0}^{(0)} \widehat{P}^{[2]}(0) \Lambda_{\kappa}^{1}+W_{0}^{(1)} \Lambda_{\kappa}^{2}\right)+\operatorname{det}\left(W_{1}^{(0)} P^{(1]}(0) \Lambda_{\kappa}^{1}+W_{0}^{(1)} \Lambda_{\kappa}^{2}\right) \\
& +\operatorname{det}\left(W_{0}^{(0)} \widehat{P}^{[1]}(0) \Lambda_{\kappa}^{1}+W_{0}^{(1)} \widehat{P}^{[1]}(1) \Lambda_{\kappa}^{2}\right)+\operatorname{det}\left(W_{0}^{(0)} \widehat{P}^{[1]}(0) \Lambda_{\kappa}^{1}+W_{1}^{(1)} \Lambda_{\kappa}^{2}\right) \\
& +\operatorname{det}\left(W_{1}^{(0)} \Lambda_{\kappa}^{1}+W_{0}^{(1)} \widehat{P}^{[1]}(1) \Lambda_{\kappa}^{2}\right)+\operatorname{det}\left(W_{1}^{(0)} \Lambda_{\kappa}^{1}+W_{1}^{(1)} \Lambda_{\kappa}^{2}\right) \\
= & 2 a_{1} d_{0} \widehat{P}_{\kappa \kappa^{\prime}}^{[2]}(1)+(-1)^{\kappa} b_{0} c_{0}\left(\widehat{P}_{1 \kappa^{\prime}}^{[1]}(1)+\widehat{P}_{2 \kappa^{\prime}}^{[1]}(1)\right) \\
& -2 a_{1} d_{0} \widehat{P}_{\kappa^{\prime} \kappa}^{[2]}(0)+(-1)^{\kappa-1} a_{0} d_{0}\left(\widehat{P}_{1 \kappa}^{[1]}(0)+\widehat{P}_{2 \kappa}^{[1]}(0)\right) \\
& +(-1)^{\kappa-1} 2 a_{1} d_{0}\left(\widehat{P}_{1 \kappa}^{[1]}(0) \widehat{P}_{1 \kappa^{\prime}}^{[1]}(1)-\widehat{P}_{2 \kappa}^{[1]}(0) \widehat{P}_{2 \kappa^{\prime}}^{[1]}(1)\right) \\
& +(-1)^{\kappa} b_{0} c_{0}\left(\widehat{P}_{1 \kappa}^{1]}(0)+\widehat{P}_{2 \kappa}^{[1]}(0)\right)+(-1)^{\kappa-1} a_{0} d_{0}\left(\widehat{P}_{1 \kappa^{\prime}}^{[1]}(1)+\widehat{P}_{2 \kappa^{\prime}}^{[1]}(1)\right) \\
= & a_{1} d_{0}\left\{2 \widehat{P}_{\kappa \kappa^{\prime}}^{[2]}(1)-2 \widehat{P}_{\kappa^{\prime} \kappa}^{2]}(0)+(-1)^{\kappa-1} 2\left(\widehat{P}_{1 \kappa}^{[1]}(0) \widehat{P}_{1 \kappa^{\prime}}^{[1]}(1)-\widehat{P}_{2 \kappa}^{[1]}(0) \widehat{P}_{2 \kappa^{\prime}}^{[1]}(1)\right)\right\} \\
& +(-1)^{\kappa-1}\left(a_{0} d_{0}-b_{0} c_{0}\right)\left(\widehat{P}_{1 \kappa}^{[1]}(0)+\widehat{P}_{2 \kappa}^{[1]}(0)+\widehat{P}_{1 \kappa^{\prime}}^{1]}(1)+\widehat{P}_{2 \kappa^{\prime}}^{[1]}(1)\right) \\
= & a_{1} d_{0}\left\{2 \widehat{P}_{\kappa \kappa^{\prime}}^{[2]}(1)-2 \widehat{P}_{\kappa^{\prime} \kappa}^{[2]}(0)+2 \widehat{P}_{\kappa \kappa}^{[1]}(0) \widehat{P}_{\kappa \kappa^{\prime}}^{[1]}(1)-2 \widehat{P}_{\kappa^{\prime} \kappa}^{[1]}(0) \widehat{P}_{\kappa^{\prime} \kappa^{\prime}}^{[1]}(1)\right. \\
& \left.+\frac{1}{2}(-1)^{\kappa-1}\left(p_{1}(0)+p_{1}(1)\right)\left(\widehat{P}_{1 \kappa}^{[1]}(0)+\widehat{P}_{2 \kappa}^{[1]}(0)+\widehat{P}_{1 \kappa^{\prime}}^{[1]}(1)+\widehat{P}_{2 \kappa^{\prime}}^{[1]}(1)\right)\right\} .
\end{aligned}
$$

In view of (7.7.2) it follows that

$$
\begin{aligned}
\alpha_{2, \kappa}= & 2 a_{1} d_{0}\left\{\widehat{P}_{\kappa \kappa^{\prime}}^{[2]}(1)-\widehat{P}_{\kappa^{\prime} \kappa}^{[2]}(0)+\widehat{P}_{\kappa \kappa}^{[1]}(0) \widehat{P}_{\kappa \kappa^{\prime}}^{[1]}(1)-\widehat{P}_{\kappa^{\prime} \kappa}^{[1]}(0) \widehat{P}_{\kappa^{\prime} \kappa^{\prime}}^{1]}(1)\right. \\
& \left.+\left(\widehat{P}_{\kappa^{\prime} \kappa}^{[1]}(0)-\widehat{P}_{\kappa \kappa^{\prime}}^{[1]}(1)\right)\left(\widehat{P}_{\kappa \kappa}^{[1]}(0)+\widehat{P}_{\kappa^{\prime} \kappa}^{[1]}(0)+\widehat{P}_{\kappa \kappa^{\prime}}^{[1]}(1)+\widehat{P}_{\kappa^{\prime} \kappa^{\prime}}^{1]}(1)\right)\right\} . \\
= & 2 a_{1} d_{0}\left\{\widehat{P}_{\kappa \kappa^{\prime}}^{[2]}(1)-\widehat{P}_{\kappa^{\prime} \kappa}^{[2]}(0)+\widehat{P}_{\kappa \kappa}^{[1]}(0) \widehat{P}_{\kappa^{\prime} \kappa}^{\widehat{1]}}(0)\right. \\
& \left.+\widehat{P}_{\kappa^{\prime} \kappa}^{[1]}(0)^{2}-\widehat{P}_{\kappa \kappa^{\prime}}^{[1]}(1)^{2}-\widehat{P}_{\kappa \kappa}^{[1]}(1) \widehat{\kappa}_{\kappa^{\prime} \kappa^{\prime}}^{[1]}(1)\right\} .
\end{aligned}
$$

Since $A_{0, \kappa \kappa}=A_{0, \kappa^{\prime} \kappa^{\prime}}$, we have in view of (5.5.12) and (7.7.2) that

$$
\begin{aligned}
\widehat{P}_{\kappa \kappa^{\prime}}^{[2]} & =(-1)^{\kappa-1} \frac{1}{2}\left(\widehat{P}_{\kappa \kappa^{\prime}}^{[1]}-A_{0, \kappa \kappa^{\prime}} \widehat{P}_{\kappa^{\prime} \kappa^{\prime}}^{[1]}-A_{-1, \kappa \kappa^{\prime}}\right) \\
& =\frac{1}{2}\left(-\frac{1}{4} p_{1}^{\prime}+(-1)^{\kappa} \frac{1}{2} p_{1} \widehat{P}_{\kappa^{\prime} \kappa^{\prime}}^{[]]}+\frac{1}{2} p_{0}\right) \\
& =-\frac{1}{8} p_{1}^{\prime}+\widehat{P}_{\kappa \kappa^{\prime}}^{[]]} \widehat{P}_{\kappa^{\prime} \kappa^{\prime}}^{[1]}+\frac{1}{4} p_{0} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\alpha_{2 \kappa} & =a_{1} d_{0}\left\{\frac{1}{2}\left(p_{0}(1)-p_{0}(0)\right)-\frac{1}{4}\left(p_{1}^{\prime}(1)-p_{1}^{\prime}(0)\right)+2 \widehat{P}_{\kappa^{\prime} \kappa}^{[1]}(0)^{2}-2 \widehat{P}_{\kappa \kappa^{\prime}}^{[1]}(1)^{2}\right\} \\
& =\frac{1}{2} a_{1} d_{0}\left\{p_{0}(1)-p_{0}(0)-\frac{1}{2}\left(p_{1}^{\prime}(1)-p_{1}^{\prime}(0)\right)+\frac{1}{4}\left(p_{1}(0)^{2}-p_{1}(1)^{2}\right)\right\}
\end{aligned}
$$

If $p_{0}=p_{1}=0$ we take the fundamental system $\left\{\cosh (\lambda x), \frac{1}{\lambda} \sinh (\lambda x)\right\}$. For the case not covered by Theorems 7.7.1-7.7.3 the coefficents satisfy $c_{1}=d_{1}=0$, $a_{1} d_{0}+b_{1} c_{0}=0$, and $b_{0} c_{0}-a_{0} d_{0}=0$. In this case, the characteristic determinant is $-a_{1} c_{0}-b_{1} d_{0}$. That means, the problem is not Stone regular since the spectrum is either empty or all of $\mathbb{C}$. Therefore we obtain

Theorem 7.7.5. Suppose that $p_{0}=p_{1}=0$. Then the spectrum of the boundary eigenvalue problem is empty in
CASE 4c: $\left|a_{1}\right|+\left|b_{1}\right|>0, c_{1}=d_{1}=0, a_{1} d_{0}+b_{1} c_{0}=0, b_{0} c_{0}-a_{0} d_{0}=0$,

$$
a_{1} c_{0}+b_{1} d_{0} \neq 0
$$

and the spectrum of the boundary eigenvalue problem is all of $\mathbb{C}$ in
CASE 4d: $\left|a_{1}\right|+\left|b_{1}\right|>0, c_{1}=d_{1}=0, a_{1} d_{0}+b_{1} c_{0}=0, b_{0} c_{0}-a_{0} d_{0}=0$,

$$
a_{1} c_{0}+b_{1} d_{0}=0
$$

Note that Case 4 c contains Cases 4 a and 4 b . In particular, if $p_{0}=p_{1}=0$, then every $s$-regular problem with $s \geq 2$ is 1 -regular. However, in case of general $p_{0}$ and $p_{1}$ it seems to be apparent that $s$-regular problems which are not $(s-1)$ regular can occur for all $s \in \mathbb{N} \backslash\{0\}$.

### 7.8. The Regge problem

We consider the Regge problem

$$
\begin{gathered}
\eta^{\prime \prime}-q \eta-\lambda^{2} \eta=0 \\
\eta(0)=0, \quad \eta^{\prime}(1)+\lambda \eta(1)=0
\end{gathered}
$$

where $q$ is a given function. Regularity conditions on this function will be given later. By Example 4.2 .2 we have $C(\lambda)=\left(\begin{array}{cc}1 & 1 \\ \lambda & -\lambda\end{array}\right)$, the corresponding asymptotically linear system is

$$
y^{\prime}=\lambda\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) y+\frac{q}{2 \lambda}\left(\begin{array}{cc}
1 & 1 \\
-1 & -1
\end{array}\right) y
$$

and the (asymptotically constant) boundary conditions are

$$
\left(\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right) y(0)+\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) y(1)=0
$$

Therefore the Birkhoff matrices are

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

Since the first matrix is not invertible, the problem is not Birkhoff regular. In the following, we suppose that the function $q$ is sufficiently smooth. According to Theorem 5.5.5, the problem is $s$-regular if the coefficient of $\lambda^{-s}$ of

$$
\operatorname{det}\left[\sum_{r=0}^{s} \lambda^{-r}\left(\left(\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right) P^{[r]}(0)\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) P^{[r]}(1)\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\right)\right]
$$

is different from zero, where the $P^{[r]}$ are the matrix functions from Theorem 2.8.2 corresponding to the above system. Since

$$
\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) P^{[r]}(1)\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
0 & 0 \\
0 & P_{12}^{[r]}(1)
\end{array}\right)
$$

the coefficients of $\lambda^{-1}, \ldots, \lambda^{-j}$ are zero if $P_{12}^{[r]}(1)=0$ for $r=1, \ldots, j$. Hence, if the problem is $s$-regular, then $P_{12}^{[r]}(1) \neq 0$ for some $r \in\{1, \ldots, s\}$. Conversely, if $P_{12}^{[j]}(1) \neq 0$, but $P_{12}^{[r]}(1)=0$ for $r=1, \ldots, j-1$, then the coefficient of $\lambda^{-j}$ of the above determinant is

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & P_{12}^{[j]}(1)
\end{array}\right)
$$

Therefore we have the following result: Suppose that $P_{12}^{[s]}(1) \neq 0$ for some $s \in \mathbb{N}$. Let $s$ be minimal with this property. Then the problem is $s$-regular but not $s-1$ regular.

By (2.8.19) we have

$$
P_{12}^{[r+1]}=\frac{1}{2}\left\{P_{12}^{[r]^{\prime}}-\left(1-\delta_{r, 0}\right) \frac{q}{2}\left(P_{12}^{[r-1]}+P_{22}^{[r-1]}\right)\right\}
$$

Since $P_{12}^{[0]}=0$, it follows that $P_{12}^{[1]}=0$. In $P_{22}^{[1]}$ we have an additive constant which can be chosen such that $P_{12}^{[1]}(1)+P_{22}^{[1]}(1) \neq 0$. Thus, for $r=1,2, \ldots, P_{12}^{[r+1]}(1)$ is a linear combination of $q^{(r-1)}(1), q^{(r-2)}(1), \ldots, q(1)$, where the coefficient of $q^{(r-1)}(1)$ is different from zero. Therefore, suppose that $q$ has a zero of order $s-2$ at 1 . Then the Regge problem is $s$-regular but not $s-1$-regular.

Now let us investigate the regularity conditions on $q$. Since we need $P_{12}^{[s]}$, we have to take $k=s$ in Theorem 2.8.2 whence $q \in W_{p}^{s-1}(a, b)$. As in Lemma 5.7.8 we infer that the problem is strongly s-regular. In order to apply Theorem 7.6 .9 we must have $q=-\pi_{2,0} \in W_{p}^{s-1}(a, b)$, i. e., we have the same condition as above. To find the iterates according to Proposition 7.6 .8 we note that the nonzero coefficient matrices are $\widetilde{A}_{1}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ and $\widetilde{A}_{-1}=\left(\begin{array}{ll}0 & 0 \\ q & 0\end{array}\right)$. Therefore,

$$
\begin{aligned}
& \tilde{y}^{[0]}=-\binom{f}{0}, \\
& \tilde{y}^{[1]}=-\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\binom{f^{\prime}}{0}=-\binom{0}{f^{\prime}}, \\
& \tilde{y}^{[j]}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \tilde{y}^{[j-1]^{\prime}}-\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
0 & 0 \\
q & 0
\end{array}\right) \tilde{y}^{[j-2]}=\binom{\tilde{y}_{2}^{[j-1]^{\prime}}-q \tilde{y}_{1}^{[j-2]}}{\tilde{y}_{1}^{[j-1]^{\prime}}} \quad(j \geq 2),
\end{aligned}
$$

and we obtain

$$
\begin{aligned}
& \tilde{y}_{1}^{[j]}= \begin{cases}\tilde{y}_{1}^{[j-2]^{\prime \prime}}-q \tilde{y}_{1}^{[j-2]} & \text { if } j \text { is even and positive, } \\
0 & \text { if } j \text { is odd },\end{cases} \\
& \tilde{y}_{2}^{[j]}= \begin{cases}0 & \text { if } j \text { is even, } \\
\tilde{y}_{1}^{[j-1]^{\prime}} & \text { if } j \text { is odd. }\end{cases}
\end{aligned}
$$

We have

$$
C_{2}(\lambda)^{-1} T^{R}(\lambda) \Xi(\lambda) \tilde{y}^{[j]}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \tilde{y}^{[j]}(0)+\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right) \tilde{y}^{[j]}(1) .
$$

Then the asymptotic boundary conditions in Theorems 7.6.9 and 7.6.10 for the functions $f$ which are expandable are given by

$$
\tilde{y}_{1}^{[j]}(0)=0, \quad \tilde{y}_{1}^{[j]}(1)+\tilde{y}_{2}^{[j]}(1)=0
$$

for $j=0, \ldots, \kappa$, where $\kappa=s-1$ if $p<\infty$ and $\kappa=s$ if $p=\infty$. Observing the above recursion formulas we immediately obtain that this is equivalent to

$$
\tilde{y}_{1}^{[2 j]}(0)=0, \quad \tilde{y}_{1}^{[2 j]}(1)=0, \quad \tilde{y}_{1}^{[2 k]^{\prime}}(1)=0
$$

for $j=0, \ldots,\left[\frac{\kappa}{2}\right]$ and $k=0, \ldots,\left[\frac{\kappa-1}{2}\right]$. It is easy to see that the latter two conditions are equivalent to $f^{(j)}(1)=0$ for $j=0, \ldots, \kappa$. However, the first condition cannot be expressed this easily. For $j=0$ and $j=1$ it is $f(0)=0$ and $f^{\prime \prime}(0)=0$, respectively, but for $j=2$ we obtain $f^{(4)}(0)-2 q^{\prime}(0) f^{\prime}(0)=0$.

We can summarize the above conditions as follows:
Let $s \geq 2$ and $q \in W_{p}^{s-1}(a, b)$. Suppose that $q$ has a zero of order $s-2$ at 1 . Then, for $1<p<\infty$, a function $f \in W_{p}^{s}(a, b)$ is expandable in an $L_{p}$-convergent series of eigenfunctions and associated functions of the Regge problem if $f$ satisfies the boundary conditions

$$
\begin{gathered}
\tilde{y}_{1}^{[2 j]}(0)=0 \quad\left(j=0, \ldots,\left[\frac{s-1}{2}\right]\right) \\
f^{(j)}(1)=0 \quad(j=0, \ldots, s-1)
\end{gathered}
$$

If $p=\infty$, then the series converges uniformly for $f \in C^{s}(a, b)$ with $f^{(s)} \in$ $\mathrm{BV}[a, b]$ satisfying

$$
\begin{gathered}
\tilde{y}_{1}^{[2 j]}(0)=0 \quad\left(j=0, \ldots,\left[\frac{s}{2}\right]\right) \\
f^{(j)}(1)=0 \quad(j=0, \ldots, s)
\end{gathered}
$$

### 7.9. Almost Birkhoff regular problems

In this section we consider the case $n_{0} \neq 0$ and shall always assume that the assumptions of Theorem 7.2.4 A are satisfied.
DEFINITION 7.9.1. The boundary eigenvalue problem (7.1.2), (7.1.3) is called almost Birkhoff regular if the assumptions of Theorem 7.2.4 $\mathbf{A}$ are fulfilled and if there are matrix functions $C(\cdot, \lambda)$ satisfying (7.1.8)-(7.1.10) and $C_{2}(\lambda)$ satisfying (5.1.3)-(5.1.5) such that the associated boundary eigenvalue problem $\widetilde{T}^{D}(\lambda) y=0$, $C_{2}(\lambda)^{-1} \widehat{T}^{R}(\lambda) y=0$ is Birkhoff regular in the sense of Definition 4.1.2.

Choose the circles $\Gamma_{V}$ according to Theorem 4.3.9 and define

$$
\begin{equation*}
Q_{v} f:=\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \tilde{J}_{1}\left[L^{-1}(\lambda)\left(\pi_{l, l} \lambda^{l-1} f, 0\right)\right]^{\left(n_{0}\right)} \mathrm{d} \lambda \quad\left(f \in L_{p}(a, b), v \in \mathbb{N}\right) \tag{7.9.1}
\end{equation*}
$$

where $\widetilde{J}_{1}: W_{p}^{l}(a, b) \rightarrow L_{p}(a, b)$ is the canonical embedding. In case $n_{0}=0$ this definition coincides with (7.4.1). We again have $Q_{v} \in L\left(L_{p}(a, b)\right)$. Let $P_{v}$ be as considered at the beginning of Section 7.4.

Proposition 7.9.2. For $f \in L_{p}(a, b)$ we have

$$
Q_{v} f=e_{n_{0}+1}^{\top} C_{1} P_{v} C_{1}^{-1} e_{n_{0}+1} f
$$

Proof. Let $f_{1} \in L_{p}(a, b)$ and $f_{2} \in \mathbb{C}^{n}$. In the proof of Theorem 6.4.1 we have seen that $T^{-1}(\lambda)\left(e_{n} f_{1}, f_{2}\right)$ fulfils the assumptions of Proposition 6.1.3, whence

$$
\begin{equation*}
\left[L^{-1}(\lambda)\left(f_{1}, f_{2}\right)\right]^{(j)}=e_{j+1}^{\top} T^{-1}(\lambda)\left(e_{n} f_{1}, f_{2}\right) \tag{7.9.2}
\end{equation*}
$$

for $j=0, \ldots, n-1$ by (6.4.12) and Proposition 6.1.3. As in (7.4.4) we obtain

$$
\begin{equation*}
\left[L^{-1}(\lambda)\left(f_{1}, 0\right)\right]^{\left(n_{0}\right)}=\lambda^{v_{n_{0}+1}-V_{n}} e_{n_{0}+1}^{\top} C_{1} \widetilde{T}^{-1}(\lambda)\left(C_{1}^{-1} e_{n} f_{1}, 0\right) \tag{7.9.3}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{1}^{-1} \pi_{l, l} e_{n} f=-C_{1}^{-1} \widehat{A} e_{n_{0}+1} f=-A_{1} C_{1}^{-1} e_{n_{0}+1} f \tag{7.9.4}
\end{equation*}
$$

whence the proposition is proved if we set $f_{1}=\pi_{l, l} f$ and observe that $v_{n_{0}+1}-v_{n}=$ $1-l$ by Theorem 7.2.4 A.

Now we obtain as in Lemma 7.4.2 that $P_{v} f \rightarrow f$ for all $f \in L_{p}(a, b)$ if the underlying problem is almost Birkhoff regular. Therefore, every function in $L_{p}(a, b)$ is expandable into $n_{0}$-th derivatives of eigenfunctions and associated functions of the eigenvalue problem. However, we want to expand into eigenfunctions and associated functions themselves. For this we consider two-point boundary value problems in case $1<p<\infty$. Starting with the classical adjoint problem and considering the family of operators $Q_{v}(v \in \mathbb{N})$ we obtain $Q_{v} v \rightarrow v$ in $L_{p^{\prime}}(a, b)$ for all $v \in L_{p^{\prime}}(a, b)$. Therefore,

$$
Q_{v}^{*} f \rightarrow f \text { weakly in } L_{p}(a, b) \text { for all } f \in L_{p}(a, b) .
$$

But Theorem 6.7.8 immediately yields that this is an expansion into eigenfunctions and associated functions of the given problem.

In order to obtain an expansion into eigenfunctions and associated functions which converges strongly, more use has to be made of the special structure of $n$-th order differential equations. This problem will be dealt with in the next chapter.

### 7.10. Notes

The statement of the expansion theorems can be simplified if $L$ only depends on $\lambda^{n}$.

First expansion theorems for non-self-adjoint boundary eigenvalue problems defined by arbitrary $n$-th order differential equations were proved by BIRKHOFF [BI2] and Tamarkin [TA3]. Those expansion theorems have been obtained for Birkhoff regular problems with respect to local uniform convergence in the interior of the underlying compact interval. The generalization to Stone regular problems appeared in [ST3]. In [HI2], [HI3], E. HILB independently published some
remarkable eigenfunction expansion theorems for second order differential equations, in the latter paper allowing the coefficients to have singularities. In a series of papers W. Eberhard [EB1]-[EB6] and W. Eberhard and G. Freiling [EF1]-[EF4] extended the results of Birkhoff and Tamarkin in various directions. In [EB1]-[EB3] Eberhard investigated irregular boundary eigenvalue problems for $n$-th order differential equations with separated boundary conditions and in particular falsified an application of the general functional analytic results to such irregular problems by Keldysh in [KE1]; as a consequence, this special application was no longer considered in [KE2]. $L_{p}$-expansions have been investigated by Benzinger [BE3], [BE6], [BE7]. Expansions for differential equations with a particular form of $\lambda$-dependence have been considered by MöLLER and Uschold in [MU].

## Chapter VIII

## THE DIFFERENTIAL EQUATION $\mathrm{K} \eta=\lambda \mathbf{H} \eta$

This chapter is concerned with regular two-point boundary eigenvalue problems for $n$-th order $\lambda$-linear differential equations of type $\mathbf{K} \eta=\lambda \mathbf{H} \eta$, where $\mathbf{K}$ and $\mathbf{H}$ are differential operators such that $\mathbf{K}$ is of higher order than $\mathbf{H}$. The boundary conditions are allowed to depend polynomially on the eigenvalue parameter $\lambda$. The results on eigenfunction expansions from the foregoing chapter are applicable to boundary eigenvalue problems of this type only if $\mathbf{H}$ is a multiplication operator. In the present chapter expansion statements are established by a specific approach.

To this end, first the proper structure of the asymptotic fundamental system of the differential equation $K \eta=\lambda \mathbf{H} \eta$ is determined from the asymptotic fundamental matrix which has been constructed in the second chapter for asymptotically $\lambda$-linear first order differential systems (Theorems 8.2 .1 and 8.2.4, Corollaries 8.3.1 and 8.3.2). This asymptotic fundamental system fully reflects the special structure of the differential equation $\mathbf{K} \eta=\lambda \mathbf{H} \eta$. An asymptotic representation of the inverse of the corresponding fundamental matrix is deduced, which in turn yields an appropriate asymtotic fundamental system of the formally adjoint differential equation $\mathbf{K}^{+} \zeta=\lambda \mathbf{H}^{+} \zeta$ (Theorems 8.4.1 and 8.4.2).

These asymptotic fundamental matrices of the original differential equation and of its formally adjoint are most useful for efficient estimates of the GreEn's function $G(x, \xi, \lambda)$ of the given boundary eigenvalue problem. The essential difference between the estimates of the GREEN'S matrix in the fourth chapter, which have been used for the proofs of the expansion theorems in the previous chapter, and the estimation of the Green's function in this chapter consists in the fact that, in the fourth chapter, the characteristic matrix has been estimated separately from the other terms in the GREEN's matrix whereas here the asymptotic behavior of the Green's function is investigated as a whole. The condition of almost Birkhoff regularity imposed on the given boundary eigenvalue problem yields that there is no exponential growth of $\mathbf{H}^{+} G(x, \cdot, \lambda)$ on the regularity circles $\Gamma_{v}(v \in \mathbb{N})$. The asymptotic boundary conditions are defined in such a way that those terms in the asymptotic representation of $\int_{a}^{b} f(\xi) \mathbf{H}_{\xi}^{+} G(x, \xi, \lambda) \mathrm{d} \xi$ vanish which would prevent the convergence of the sequence of contour integrals over $\int_{a}^{b} f(\xi) \mathbf{H}_{\xi}^{+} G(x, \xi, \lambda) \mathrm{d} \xi$ along the regularity circles $\Gamma_{v}$. These asymptotic boundary conditions are given in terms of the coefficients of the differential operators $\mathbf{K}$
and $\mathbf{H}$ as well as of the coefficients in the boundary conditions (Definition 8.5.3). In the special case that $\mathbf{H}$ is a multiplication operator, the asymptotic boundary conditions are determined by the coefficients of the boundary matrices only. In this case the notions Birkhoff regularity and almost Birkhoff regularity coincide.

The expansion theorems state the expandability of sufficiently smooth functions which fulfil the asymptotic boundary conditions up to a certain order. The eigenfunction expansions converge in the topology of some function space $C^{s}[a, b]$ or $W_{p}^{s}(a, b)$, respectively, (Theorems 8.8.2 and 8.8.3). Some examples demonstrate the quality of the achieved results. A boundary eigenvalue problem for a simple fourth order differential equation shows that the asymptotic boundary conditions in general have to include the values of the coefficients of the differential equation at the endpoints of the underlying interval.

### 8.1. The eigenvalue problem and general assumptions

Let $1 \leq p \leq \infty$ and $p^{\prime}$ such that $1 / p+1 / p^{\prime}=1$. Let $-\infty<a<b<\infty$ and $n \in \mathbb{N}$, $n \geq 2$. In this chapter we consider the differential equation

$$
\begin{equation*}
\mathbf{K} \eta=\lambda \mathbf{H} \eta \quad\left(\eta \in W_{1}^{n}(a, b)\right), \tag{8.1.1}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{K} \eta=\eta^{(n)}+\sum_{i=0}^{n-1} k_{i} \eta^{(i)}  \tag{8.1.2}\\
& \mathbf{H} \eta=\sum_{i=0}^{n_{0}} h_{i} \eta^{(i)}
\end{align*}
$$

with $0 \leq n_{0} \leq n-1$ and $k_{i}, h_{i} \in W_{p^{\prime}}^{i}(a, b)$. We shall always assume that $h_{n_{0}}>0$ and that $h_{n_{0}}^{-1} \in L_{\infty}(a, b)$. In view of Proposition 2.5 .8 we infer $h_{n_{0}}^{-1} \in W_{p^{\prime}}^{1}(a, b)$ if $n_{0}>0$. If $n_{0}=0$, we suppose that $h_{n_{0}}^{-1} \in W_{p^{\prime}}^{1}(a, b)$.

As usual, we associate the differential operator

$$
\begin{equation*}
L^{D}(\lambda) \eta:=\mathbf{K} \eta-\lambda \mathbf{H} \eta \quad\left(\eta \in W_{1}^{n}(a, b)\right) \tag{8.1.4}
\end{equation*}
$$

with the differential equation (8.1.1). Together with the differential equation (8.1.1) we consider two-point boundary conditions

$$
\begin{equation*}
L^{R}(\lambda) \eta:=\left(\sum_{i=0}^{n-1} w_{k i}^{(0)}(\lambda) \eta^{(i-1)}(a)+\sum_{i=0}^{n-1} w_{k i}^{(1)}(\lambda) \eta^{(i-1)}(b)\right)_{k=1}^{n}=0 \tag{8.1.5}
\end{equation*}
$$

where the $w_{k i}^{(j)}$ are polynomials. For convenience, we define the boundary matrices

$$
\begin{equation*}
W^{(j)}(\lambda)=\left(w_{k i}^{(j)}(\lambda)\right)_{k, i=1}^{n} \quad(j=0,1) \tag{8.1.6}
\end{equation*}
$$

We shall always assume that the resolvent set of the operator

$$
\begin{equation*}
L:=\left(L^{D}, L^{R}\right) \in H\left(\mathbb{C}, L\left(W_{p}^{n}(a, b), L_{p}(a, b) \times \mathbb{C}^{n}\right)\right) \tag{8.1.7}
\end{equation*}
$$

is nonempty. Let $G$ denote the Green's function defined in (6.4.5).
The assumptions of Theorem 7.2 .4 hold with $p^{\prime}$ substituted for $p$ if we replace $\lambda$ by $\lambda^{l}$, where $l=n-n_{0}$. We have

$$
\begin{equation*}
\pi_{n-i, 0}=k_{i}(i=0, \ldots, n-1) \text { and } \pi_{n-i, l}=-h_{i},\left(i=0, \ldots, n_{0}\right) \tag{8.1.8}
\end{equation*}
$$

whence $\pi_{l, l}=-h_{n_{0}}$ and $\pi_{i, i}=0$ if $i \in\{1, \ldots, n\}$ and $i \neq l$. According to Theorem 7.2.4, case $\mathbf{B}$, we can take $C(x, \lambda)=C_{0}(\lambda) C_{1}(x)$, where

$$
\begin{align*}
& C_{0}(\lambda)=\operatorname{diag}\left(1, \ldots, 1, \lambda, \ldots, \lambda^{l}\right),  \tag{8.1.9}\\
& C_{1}=\left(\begin{array}{ccc|ccc}
1 & & 0 & & & \\
& \ddots & & & 0 & \\
0 & & 1 & h_{n_{0}}^{-1} \omega_{1}^{-1} & \cdots & h_{n_{0}}^{-1} \omega_{l}^{-1} \\
\hline & & & 1 & \cdots & 1 \\
& & & h_{n_{0}}^{1 / l} \omega_{1} & \ldots & h_{n_{0}}^{1 / l} \omega_{l} \\
& 0 & & \vdots & & \vdots \\
& & h_{n_{0}}^{(l-1) / l} \omega_{1}^{l-1} & \ldots & h_{n_{0}}^{(l-1) / l} \omega_{l}^{l-1}
\end{array}\right)
\end{align*}
$$

and

$$
\omega_{j}=\exp \left\{\frac{2 \pi i(j-1)}{l}\right\} \quad(j=1, \ldots, l)
$$

We define the formally adjoint $\mathbf{H}^{+}$of $\mathbf{H}$ by

$$
\begin{equation*}
\mathbf{H}^{+} \eta=\sum_{i=0}^{n_{0}}(-1)^{i}\left(h_{i} \eta\right)^{(i)} \quad\left(\eta \in W_{p}^{n_{0}}(a, b)\right) \tag{8.1.11}
\end{equation*}
$$

Lemma 8.1.1. If $\lambda \in \rho(L)$, then

$$
\begin{equation*}
(S(\lambda) f)(x):=\int_{a}^{b}\left(\mathbf{H}^{+} G(x, \cdot, \lambda)\right)(\xi) f(\xi) \mathrm{d} \xi \quad\left(f \in L_{p}(a, b), x \in[a, b]\right) \tag{8.1.12}
\end{equation*}
$$ is well-defined, and $S \in H\left(\rho(L), L\left(L_{p}(a, b), W_{p}^{n-n_{0}-1}(a, b)\right)\right)$.

Before proving this lemma let us state a consequence.
Theorem 8.1.2. We consider circles $\left\{\gamma_{v}: v \in \mathbb{N}\right\}$ in $\rho(L)$ with centre 0 and radii tending to $\infty$ as $v \rightarrow \infty$. The radii will be specified later. For $v \in \mathbb{N}$ and $f \in L_{p}(a, b)$ we define

$$
\begin{equation*}
\left(Q_{v} f\right)(x):=-\frac{1}{2 \pi i} \oint_{\gamma_{v}} \int_{a}^{b}\left(\mathbf{H}^{+} G(x, \cdot, \lambda)\right)(\xi) f(\xi) \mathrm{d} \xi \mathrm{~d} \lambda \quad(x \in[a, b]) \tag{8.1.13}
\end{equation*}
$$

Then $Q_{v} \in L\left(L_{p}(a, b), W_{p}^{n-n_{0}-1}(a, b)\right)$.

The operator family $\left\{Q_{v}: v \in \mathbb{N}\right\}$ leads to the desired expansion theorems.
Let $T(\lambda)$ be the system associated to $L\left(\lambda^{l}\right)$ according to (6.1.3) and let $Y(\cdot, \lambda)$ be a fundamental matrix function of $T^{D}(\lambda) y=0$. Let $M(\lambda)$ be the associated characteristic matrix given by

$$
\begin{equation*}
M(\lambda)=W^{(0)}\left(\lambda^{l}\right) Y(a, \lambda)+W^{(1)}\left(\lambda^{l}\right) Y(b, \lambda) . \tag{8.1.14}
\end{equation*}
$$

In the following lemma, we sometimes omit the eigenvalue parameter $\lambda$ in order to shorten the formulas.

Lemma 8.1.3. We have $Y^{-1} e_{n} \in\left(W_{p^{\prime}}^{n}(a, b)\right)^{n}$ and

$$
\begin{equation*}
\left(Y^{-1} e_{n}\right)^{(j)}=\sum_{v=0}^{j} q_{j, v} Y^{-1} e_{n-v} \tag{8.1.15}
\end{equation*}
$$

for $j=0, \ldots, n-1$, where $q_{j, v}(\cdot, \lambda) \in W_{p^{\prime}}^{n+v-j}(a, b)$. The $q_{j, v}$ are inductively, with respect to $j$, given by

$$
\begin{aligned}
& q_{j, j}=(-1)^{j} \quad(j=0, \ldots, n-1), \\
& q_{j, j-1}=-q_{j-1, j-2} \quad(j=2, \ldots, n-1), \\
& q_{j, v}=q_{j-1, v}^{\prime}-q_{j-1, v-1} \quad(j=3, \ldots, n-1 ; v=1, \ldots, j-2), \\
& q_{j, 0}=q_{j-1,0}^{\prime}+\sum_{v=0}^{j-1} p_{n-v-1} q_{j-1, v} \quad(j=1, \ldots, n-1),
\end{aligned}
$$

where

$$
p_{i}(\cdot, \lambda)= \begin{cases}k_{i} & \text { if } n_{0}+1 \leq i \leq n-1, \\ k_{i}-\lambda^{\prime} h_{i} & \text { if } 0 \leq i \leq n_{0} .\end{cases}
$$

Furthermore, the degree of $q_{j, v}$ as a polynomial in $\lambda$ does not exceed $j-v$, and $q_{j, v}$ is a polynomial in $\lambda^{l}$.

Proof. From (2.5.7) and with $A$ given by (6.1.3) and (6.1.4) it follows that

$$
\begin{equation*}
\left(Y^{-1}\right)^{\prime}=-Y^{-1} Y^{\prime} Y^{-1}=-Y^{-1} A, \tag{8.1.16}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\left(Y^{-1}\right)^{\prime} e_{k}=-Y^{-1} e_{k-1}+p_{k-1} Y^{-1} e_{n} \tag{8.1.17}
\end{equation*}
$$

for $k=2, \ldots, n$. Obviously, (8.1.15) is true if $j=0$. Assume (8.1.15) holds for some $j \in\{0, \ldots, n-2\}$. Then $\left(Y^{-1} e_{n}\right)^{(j)} \in\left(W_{1}^{1}(a, b)\right)^{n}$, and we can differentiate (8.1.15). In view of (8.1.17) this leads to

$$
\begin{aligned}
\left(Y^{-1} e_{n}\right)^{(j+1)}= & \sum_{v=0}^{j}\left(q_{j, v}^{\prime} Y^{-1} e_{n-v}-q_{j, v} Y^{-1} e_{n-v-1}+p_{n-v-1} q_{j, v} Y^{-1} e_{n}\right) \\
= & -q_{j, j} Y^{-1} e_{n-j-1}+\sum_{v=1}^{j}\left(q_{j, v}^{\prime}-q_{j, v-1}\right) Y^{-1} e_{n-v} \\
& +\left(q_{j, 0}^{\prime}+\sum_{v=0}^{j} p_{n-v-1} q_{j, v}\right) Y^{-1} e_{n}
\end{aligned}
$$

whence (8.1.15) follows for $j+1$. Finally, $\left.\left(Y^{-1} e_{n}\right)^{(n-1)} \in W_{p^{\prime}}^{1}(a, b)\right)^{n}$ implies $Y^{-1} e_{n} \in W_{p^{\prime}}^{n}(a, b)$ by Corollary 2.1.4.

Proof of Lemma 8.1.1. By (3.2.6) the Green's matrix of the differential operator $T(\lambda)$ is

$$
G_{T}(x, \xi, \lambda)=\left\{\begin{array}{r}
Y(x, \lambda) M^{-1}(\lambda) W^{(0)}\left(\lambda^{l}\right) Y(a, \lambda) Y^{-1}(\xi, \lambda) \\
(a \leq \xi \leq x \leq b) \\
-Y(x, \lambda) M^{-1}(\lambda) W^{(1)}\left(\lambda^{l}\right) Y(b, \lambda) Y^{-1}(\xi, \lambda) \\
(a \leq x<\xi \leq b)
\end{array}\right.
$$

We have

$$
G_{T}(x, x-0, \lambda)-G_{T}(x, x+0, \lambda)=G_{T}(x+0, x, \lambda)-G_{T}(x-0, x, \lambda)=I_{n}
$$

which shows that $e_{k}^{\top} G_{T}(x, \xi, \lambda) e_{j}$ is continuous in both variables $x$ and $\xi$ if $k \neq j$. Since the Green's function of $L$ defined in (6.4.5) satisfies

$$
G\left(x, \xi, \lambda^{l}\right)=e_{1}^{\top} G_{T}(x, \xi, \lambda) e_{n}
$$

we infer for $k=0, \ldots, n-n_{0}-1$ and $j=0, \ldots, n_{0}$ in view of Proposition 2.2.2, $\left(e_{1}^{\top} Y(\cdot, \lambda)\right)^{(k)}=e_{k+1}^{\top} Y(\cdot, \lambda)$, and Lemma 8.1.3 that

$$
\frac{\partial^{k}}{\partial x^{k}} \frac{\partial^{j}}{\partial \xi^{j}} G(x, \cdot, \lambda)=\left\{\begin{array}{r}
e_{k+1}^{\top} Y(x, \lambda) M^{-1}(\lambda) W^{(0)}\left(\lambda^{l}\right) Y(a, \lambda)\left(Y^{-1}(\cdot, \lambda) e_{n}\right)^{(j)} \\
(a \leq \xi<x \leq b) \\
-e_{k+1}^{\top} Y(x, \lambda) M^{-1}(\lambda) W^{(1)}\left(\lambda^{l}\right) Y(b, \lambda)\left(Y^{-1}(\cdot, \lambda) e_{n}\right)^{(j)} \\
(a \leq x<\xi \leq b)
\end{array}\right.
$$

Since $\mathbf{H}^{+}$is an $n_{0}$-th order differential operator with coefficients in $L_{p^{\prime}}(a, b)$, $S(\lambda) \in L\left(L_{p}(a, b), W_{p}^{n-n_{0}-1}(a, b)\right)$ follows. The holomorphy is an immediate consequence of the holomorphic dependence of $G$ on $\lambda$.

### 8.2. An asymptotic fundamental system for $K \eta=\lambda^{l} \mathbf{H} \eta$

In order to obtain the desired estimate of the GrEEN's function we need more information about an asymptotic fundamental system. In this section we suppose that $h_{n_{0}}=1$.
ThEOREM 8.2.1. Suppose that $h_{n_{0}}=1$, set $l=n-n_{0}$, and let $k \in \mathbb{N}$. Suppose that $k \geq \max \left\{l, n_{0}-1\right\}$ if $n_{0}>0$. Suppose that
a) $k_{j} \in L_{p^{\prime}}(a, b)$ for $j=0, \ldots, n-1-k$ and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ for $j=0, \ldots, \min \{k-1, n-1\}$ if $n_{0}=0$,
B) $h_{0}, \ldots, h_{n_{0}-1} \in W_{p^{\prime}}^{k}(a, b), k_{0}, \ldots, k_{n_{0}-1} \in W_{p^{\prime}}^{k-l}(a, b)$, and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ for $j=0, \ldots, l-1$ if $n_{0}>0$. Let $\left\{\pi_{1}, \ldots, \pi_{n_{0}}\right\} \subset W_{p^{\prime}}^{k+n_{0}}(a, b)$ be a fundamental system of $\mathbf{H} \eta=0$.
For sufficiently large $\lambda$ the differential equation $\mathbf{K} \eta=\lambda^{l} \mathbf{H} \eta$ has a fundamental system $\left\{\eta_{1}(\cdot, \lambda), \ldots, \eta_{n}(\cdot, \lambda)\right\}$ with the following properties:
i) There are functions $\pi_{v r} \in W_{p^{\prime}}^{k+n_{0}-l r}(a, b)\left(1 \leq v \leq n_{0}, 1 \leq r \leq\left[\frac{k}{l}\right]\right)$ such that

$$
\begin{align*}
& \eta_{v}^{(\mu)}(\cdot, \lambda)=\pi_{v}^{(\mu)}+\sum_{r=1}^{\left[\frac{k}{l}\right]} \lambda^{-l r} \pi_{v r}^{(\mu)}+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}  \tag{8.2.1}\\
& \quad\left(v=1, \ldots, n_{0} ; \mu=0, \ldots, n_{0}-1\right), \\
& \eta_{v}^{(\mu)}(\cdot, \lambda)=\pi_{v}^{(\mu)}+\sum_{r=1}^{\left[\frac{k-\mu+n_{0}-1}{l}\right]} \lambda^{-l r} \pi_{v r}^{(\mu)}+\left\{o\left(\lambda^{-k+\mu-n_{0}+1}\right)\right\}_{\infty} \\
& \quad\left(v=1, \ldots, n_{0} ; \mu=n_{0}, \ldots, n-1\right),
\end{align*}
$$

ii) Set $\tilde{k}:=\min \left\{k, k+1-n_{0}\right\}$. Let $\omega_{j}=\exp \left\{\frac{2 \pi i(j-1)}{l}\right\}(j=1, \ldots, l)$. There are functions $\varphi_{r} \in W_{p^{\prime}}^{k+1-r}(a, b), r=0, \ldots, \tilde{k}$, such that $\varphi_{0}$ is the solution of the initial value problem

$$
\begin{equation*}
\varphi_{0}^{\prime}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \varphi_{0}=0, \quad \pi_{0}(a)=1 \tag{8.2.3}
\end{equation*}
$$

and

$$
\begin{align*}
\eta_{v}^{(\mu)}(x, \lambda)= & {\left[\frac{d^{\mu}}{d x^{\mu}}\right]\left\{\sum_{r=0}^{\tilde{k}}\left(\lambda \omega_{v-n_{0}}\right)^{-r} \varphi_{r}(x) e^{\lambda \omega_{v-n_{0}}(x-a)}\right\} }  \tag{8.2.4}\\
& +\left\{o\left(\lambda^{-\tilde{k}+\mu}\right)\right\}_{\infty} e^{\lambda \omega_{v-n_{0}}(x-a)} \\
& \quad\left(v=n_{0}+1, \ldots, n ; \mu=0, \ldots, n-1\right)
\end{align*}
$$

where $\left[\frac{d^{\mu}}{d x^{\mu}}\right]$ means that we omit those terms of the Leibniz expansion which contain a function $\varphi_{r}^{(j)}$ with $j>\tilde{k}-r$.

Proof. The regularity assumptions on the coefficients $k_{i}$ and $h_{i}$ might be partly weaker than the general assumptions $k_{i}, h_{i} \in W_{p}^{i}(a, b)$ made at the beginning of this chapter. This means that this theorem holds under the conditions stated here, but we shall only apply it if the general hypotheses of this chapter are satisfied.

We denote the $i$-th unit vectors in $\mathbb{C}^{n}, \mathbb{C}^{n_{0}}, \mathbb{C}^{l}$ by $e_{i}, \epsilon_{i}, \varepsilon_{i}$. For $i \in \mathbb{Z} \backslash\{1, \ldots, n\}$ or $i \in \mathbb{Z} \backslash\left\{1, \ldots, n_{0}\right\}$ or $i \in \mathbb{Z} \backslash\{1, \ldots, l\}$ we set $e_{i}:=0, \epsilon_{i}:=0, \varepsilon_{i}:=0$, respectively.

We can write the matrix $A\left(\cdot, \lambda^{l}\right)$ of the corresponding system given by (6.1.4) as

$$
A\left(\cdot, \lambda^{l}\right)=\left(\begin{array}{cc}
J_{n_{0}} & \epsilon_{n_{0}} \varepsilon_{1}^{\top} \\
\varepsilon_{l} a_{1}^{\top}(\lambda) & \varepsilon_{l} a_{2}^{\top}+J_{l}+\lambda^{l} \varepsilon_{l} \varepsilon_{1}^{\top}
\end{array}\right)
$$

according to the decomposition $\mathbb{C}^{n}=\mathbb{C}^{n_{0}} \oplus \mathbb{C}^{l}$, where

$$
\begin{align*}
& a_{1}^{\top}(\lambda):=\lambda^{l}\left(h_{0}, \ldots, h_{n_{0}-1}\right)-\left(k_{0}, \ldots, k_{n_{0}-1}\right)=: \lambda^{l} a_{11}^{\top}+a_{12}^{\top}  \tag{8.2.5}\\
& a_{2}^{\top}:=-\left(k_{n_{0}}, \ldots, k_{n-1}\right) \tag{8.2.6}
\end{align*}
$$

$$
\begin{align*}
& a_{2}^{\top}:=-\left(k_{n_{0}}, \ldots, k_{n-1}\right), \\
& J_{r}:=\left(\begin{array}{cccccc}
0 & 1 & & & \\
& 0 & \cdot & & 0 & \\
& & \cdot & \cdot & & \\
& & & \cdot & \cdot & \\
& 0 & & & \cdot & 1 \\
& & & & & 0
\end{array}\right) \in M_{r}(\mathbb{C}) . \tag{8.2.7}
\end{align*}
$$

We set

$$
\begin{align*}
& \varepsilon^{\top}:=\sum_{i=1}^{l} \varepsilon_{i}^{\top}=(1, \ldots, 1) \in \mathbb{C}^{l}  \tag{8.2.8}\\
& \Omega_{l}:=\operatorname{diag}\left(\omega_{1}, \ldots, \omega_{l}\right)  \tag{8.2.9}\\
& \Xi_{r}(\lambda):=\operatorname{diag}\left(1, \lambda, \ldots, \lambda^{r-1}\right) \in M_{r}(\mathbb{C}) \tag{8.2.10}
\end{align*}
$$

$$
V:=\sum_{i=1}^{l} \varepsilon_{i} \varepsilon^{\top} \Omega_{l}^{i-1}=\left(\begin{array}{ccccc}
1 & . & . & . & 1  \tag{8.2.11}\\
\omega_{1} & . & . & . & \omega_{l} \\
\vdots & & & & \vdots \\
\omega_{1}^{l-1} & . & . & . & \omega_{l}^{l-1}
\end{array}\right)
$$

If we observe that

$$
\varepsilon^{\top} \Omega_{l}^{j} \varepsilon=\sum_{i=1}^{l} \omega_{i}^{j}= \begin{cases}l & \text { if } j=0 \bmod (l)  \tag{8.2.12}\\ 0 & \text { if } j \neq 0 \bmod (l)\end{cases}
$$

we obtain that $V$ is invertible with

$$
\begin{equation*}
V^{-1}=\frac{1}{l} \sum_{i=1}^{l} \Omega_{l}^{1-i} \varepsilon \varepsilon_{i}^{\top} \tag{8.2.13}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\varepsilon_{i}^{\top} V=\varepsilon^{\top} \Omega_{l}^{i-1} \quad(i=1, \ldots, l) \tag{8.2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(J_{l}+\varepsilon_{l} \varepsilon_{1}^{\top}\right) V=V \Omega_{l} \tag{8.2.15}
\end{equation*}
$$

Then we have in view of (8.1.9) and (8.1.10) that

$$
C(\lambda)=C(\cdot, \lambda)=\left(\begin{array}{cc}
I_{n_{0}} & \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1}  \tag{8.2.16}\\
0 & \lambda \Xi_{l}(\lambda) V
\end{array}\right)
$$

and the matrix function $\widetilde{A}(\cdot, \lambda)$ given by (7.1.11) has the form

$$
\begin{equation*}
\widetilde{A}(\cdot, \lambda)=C(\lambda)^{-1} A(\cdot, \lambda) C(\lambda)=\sum_{j=-1}^{l} \lambda^{-j} A_{-j} \tag{8.2.17}
\end{equation*}
$$

where

$$
A_{1}=\left(\begin{array}{cc}
0 & 0  \tag{8.2.18}\\
0 & \Omega_{l}
\end{array}\right)
$$

$$
A_{0}=\left(\begin{array}{cc}
J_{n_{0}}-\epsilon_{n_{0}} a_{11}^{\top} & \left(\epsilon_{n_{0}-1}-\left(h_{n_{0}-1}-k_{n-1}\right) \epsilon_{n_{0}}\right) \varepsilon^{\top} \Omega_{l}^{-1}  \tag{8.2.19}\\
\frac{1}{l} \Omega_{l} \varepsilon a_{11}^{\top} & \frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1}
\end{array}\right)
$$

$$
A_{-j}=\left(\begin{array}{cc}
0 & k_{n-1-j} \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1-j}  \tag{8.2.20}\\
0 & -\frac{1}{l} k_{n-1-j} \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1-j}
\end{array}\right) \quad(j=1, \ldots, l-1)
$$

$$
A_{-l}=\left(\begin{array}{cc}
-\epsilon_{n_{0}} a_{12}^{\top} & k_{n_{0}-1} \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1}  \tag{8.2.21}\\
\frac{1}{l} \Omega_{l} \varepsilon a_{12}^{\top} & -\frac{1}{l} k_{n_{0}-1} \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1}
\end{array}\right)
$$

and $h_{n_{0}-1}$ is understood to be zero in case $n_{0}=0$.
For the proof of the representation (8.2.17) of $\widetilde{A}(\cdot, \lambda)$ we first define the auxiliary matrices

$$
C_{(1)}(\lambda)=\left(\begin{array}{cc}
I_{n_{0}} & 0 \\
0 & \lambda \Xi_{l}(\lambda) V
\end{array}\right), \quad C_{(2)}=\left(\begin{array}{cc}
I_{n_{0}} & \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1} \\
0 & I_{l}
\end{array}\right)
$$

for which $C(\lambda)=C_{(1)}(\lambda) C_{(2)}$. Then

$$
\begin{aligned}
& C_{(1)}(\lambda)^{-1} A(\cdot, \lambda) C_{(1)}(\lambda)= \\
& \left(\begin{array}{cc}
J_{n_{0}} & \lambda \epsilon_{n_{0}} \varepsilon_{1}^{\top} \Xi_{l}(\lambda) V \\
\lambda^{-1} V^{-1} \Xi_{l}^{-1}(\lambda) \varepsilon_{l} a_{1}^{\top}(\lambda) & V^{-1} \Xi_{l}^{-1}(\lambda)\left(\varepsilon_{l} a_{2}^{\top}+J_{l}+\lambda^{l} \varepsilon_{l} \varepsilon_{1}^{\top}\right) \Xi_{l}(\lambda) V
\end{array}\right)
\end{aligned}
$$

From (8.2.13), (8.2.14) and (8.2.15) we obtain the identities

$$
\begin{aligned}
& \varepsilon_{1}^{\top} \Xi_{l}(\lambda) V=\varepsilon_{1}^{\top} V=\varepsilon^{\top}, \quad V^{-1} \varepsilon_{l}=\frac{1}{l} \Omega_{l} \varepsilon, \\
& V^{-1} \Xi_{l}^{-1}(\lambda)\left(J_{l}+\lambda^{l} \varepsilon_{l} \varepsilon_{1}^{\top}\right) \Xi_{l}(\lambda) V=\lambda V^{-1}\left(J_{l}+\varepsilon_{l} \varepsilon_{1}^{\top}\right) V=\lambda \Omega_{l},
\end{aligned}
$$

which yields the representation

$$
\begin{aligned}
& C_{(1)}(\lambda)^{-1} A(\cdot, \lambda) C_{(1)}(\lambda)= \\
& \left(\begin{array}{cc}
J_{n_{0}} & 0 \\
\frac{1}{l} \lambda^{-l} \Omega_{l} \varepsilon a_{1}^{\top}(\lambda) & \frac{1}{l} \lambda^{1-l} \Omega_{l} \varepsilon a_{2}^{\top} \Xi_{l}(\lambda) V
\end{array}\right)+\lambda\left(\begin{array}{cc}
0 & \epsilon_{n_{0}} \varepsilon^{\top} \\
0 & \Omega_{l}
\end{array}\right) .
\end{aligned}
$$

We already know from Theorem 7.2.4 that $A_{1}$ has the representation (8.2.18), which can also be checked here easily. The representations (8.2.19)-(8.2.21) follow from

$$
\begin{aligned}
& \left(\begin{array}{cc}
I_{n_{0}} & -\epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1} \\
0 & I_{l}
\end{array}\right)\left(\begin{array}{cc}
J_{n_{0}} & 0 \\
\frac{1}{l} \lambda^{-l} \Omega_{l} \varepsilon a_{1}^{\top}(\lambda) & \frac{1}{l} \lambda^{1-l} \Omega_{l} \varepsilon a_{2}^{\top} \Xi_{l}(\lambda) V
\end{array}\right)\left(\begin{array}{cc}
I_{n_{0}} & \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1} \\
0 & I_{l}
\end{array}\right) \\
& =\left\{\begin{array}{c}
J_{n_{0}}-\lambda^{-l} \epsilon_{n_{0}} a_{1}^{\top}(\lambda) \\
\frac{1}{l} \lambda^{-l} \Omega_{l} \varepsilon a_{1}^{\top}(\lambda) \\
\epsilon_{n_{0}-1} \varepsilon^{\top} \Omega_{l}^{-1}-\lambda^{-l} \epsilon_{n_{0}} a_{1}^{\top}(\lambda) \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1}-\lambda^{1-l} \epsilon_{n_{0}} a_{2}^{\top} \Xi_{l}(\lambda) V \\
\frac{1}{l} \lambda^{-l} \Omega_{l} \varepsilon a_{1}^{\top}(\lambda) \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1}+\frac{1}{l} \lambda^{1-l} \Omega_{l} \varepsilon a_{2}^{\top} \Xi_{l}(\lambda) V
\end{array}\right\},
\end{aligned}
$$

definitions (8.2.5) and (8.2.6), and the identity (8.2.14).
The assumptions $\alpha$ ) and $\beta$ ) give $A_{-j} \in M_{n}\left(W_{p^{\prime}}^{k-j}(a, b)\right)(j=0, \ldots, \min \{k, l\})$. According to (8.2.18)-(8.2.21) the coefficient matrix $\widetilde{A}(\cdot, \lambda)$ satisfies the assumptions made in Section 2.8. From Theorem 2.8 .2 we obtain that $y^{\prime}-\widetilde{A}(\cdot, \lambda) y=0$ has a fundamental system

$$
\begin{equation*}
\widetilde{Y}(\cdot, \lambda)=\left(\sum_{r=0}^{k} \lambda^{-r} P^{[r]}+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}\right) E(\cdot, \lambda) \tag{8.2.22}
\end{equation*}
$$

if $\lambda$ is sufficiently large, where $P^{[r]} \in M_{n}\left(W_{p^{\prime}}^{k+1-r}(a, b)\right)$ and

$$
E(x, \lambda)=\operatorname{diag}\left(1, \ldots, 1, e^{\lambda \omega_{1}(x-a)}, \ldots, e^{\lambda \omega_{l}(x-a)}\right)
$$

We infer that

$$
\left(\eta_{\mu-1, v}(\cdot, \lambda)\right)_{\mu, v=1}^{n}:=Y(\cdot, \lambda):=C(\lambda) \tilde{Y}(\cdot, \lambda)\left(\begin{array}{cc}
D & 0  \tag{8.2.23}\\
0 & \lambda^{n_{0}-1} \Omega_{l}^{n_{0}}
\end{array}\right)
$$

is a fundamental matrix of $T^{D}(\lambda) y=0$ if $\lambda$ is sufficiently large, where $D$ is an invertible $n_{0} \times n_{0}$ matrix which will be appropriately chosen later. We set

$$
\widetilde{Y}(\cdot, \lambda) E(\cdot, \lambda)^{-1}=:\left(\begin{array}{ll}
\widetilde{Q}_{11}(\cdot, \lambda) & \widetilde{Q}_{12}(\cdot, \lambda)  \tag{8.2.24}\\
\widetilde{Q}_{21}(\cdot, \lambda) & \widetilde{Q}_{22}(\cdot, \lambda)
\end{array}\right)
$$

and obtain that

We set $\eta_{v}:=\eta_{0, v}$. Then $\left\{\eta_{1}(\cdot, \lambda), \ldots, \eta_{n}(\cdot, \lambda)\right\}$ is a fundamental system of $\mathbf{K} \eta=\lambda^{l} \mathbf{H} \eta$ and $\eta_{\nu}^{(\mu)}=\eta_{\mu, v}(v=1, \ldots, n ; \mu=0, \ldots, n-1)$ by Lemma 6.1.5. We shall show that the $\eta_{\nu}$ have the properties stated in Theorem 8.2.1.

By (8.2.24) and (8.2.22) we have

$$
\begin{equation*}
\widetilde{Q}_{i j}(\cdot, \lambda)=\sum_{r=0}^{k} \lambda^{-r} Q_{i j}^{[r]}+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty} \quad(i, j=1,2) \tag{8.2.26}
\end{equation*}
$$

where the elements of $Q_{i j}^{[r]}$ belong to $W_{p^{\prime}}^{k+1-r}(a, b)$. We set $Q_{i j}^{[r]}:=0$ for $r<0$.
We infer that (2.8.6)-(2.8.8) are equivalent to the following equations:

$$
\begin{equation*}
Q_{11}^{[0]^{\prime}}-\left(J_{n_{0}}-\epsilon_{n_{0}} a_{11}^{\top}\right) Q_{11}^{[0]}=0, \quad Q_{11}^{[0]}(a)=I_{n_{0}} \tag{8.2.27}
\end{equation*}
$$

$$
\begin{equation*}
Q_{22}^{[0]^{\prime}}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) Q_{22}^{[0]}=0, \quad Q_{22}^{[0]}(a)=I_{l} \tag{8.2.28}
\end{equation*}
$$

$$
\begin{equation*}
Q_{12}^{[0]}=0, \quad Q_{21}^{[0]}=0 \tag{8.2.29}
\end{equation*}
$$

$$
\left\{\begin{array}{l}
Q_{11}^{[r]^{\prime}}-\left(J_{n_{0}}-\epsilon_{n_{0}} a_{11}^{\top}\right) Q_{11}^{[r]}=\left(\epsilon_{n_{0}-1}-\left(h_{n_{0}-1}-k_{n-1}\right) \epsilon_{n_{0}}\right) \varepsilon^{\top} \Omega_{l}^{-1} Q_{21}^{[r]}  \tag{8.2.30}\\
+\sum_{j=1}^{l} k_{n-1-j} \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1-j} Q_{21}^{[r-j]}-\epsilon_{n_{0}} a_{12}^{\top} Q_{11}^{[r-l]} \quad(r=1, \ldots, k)
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
Q_{21}^{[r]}=\Omega_{l}^{-1} Q_{21}^{[r-1]^{\prime}}-\frac{1}{l} \varepsilon a_{11}^{\top} Q_{11}^{[r-1]}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \varepsilon \varepsilon^{\top} \Omega_{l}^{-1} Q_{21}^{[r-1]}  \tag{8.2.31}\\
+\frac{1}{l} \sum_{j=1}^{l} k_{n-1-j} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1-j} Q_{21}^{[r-1-j]}-\frac{1}{l} \varepsilon a_{12}^{\top} Q_{11}^{[r-l-1]}(r=1, \ldots, k)
\end{array}\right.
$$

$$
\left\{\begin{aligned}
Q_{12}^{[r]} & =-Q_{12}^{[r-1]^{\prime}} \Omega_{l}^{-1}+\left(J_{n_{0}}-\epsilon_{n_{0}} a_{11}^{\top}\right) Q_{12}^{[r-1]} \Omega_{l}^{-1} \\
& +\left(\epsilon_{n_{0}-1}-\left(h_{n_{0}-1}-k_{n-1}\right) \epsilon_{n_{0}}\right) \varepsilon^{\top} \Omega_{l}^{-1} Q_{22}^{[r-1]} \Omega_{l}^{-1} \\
& +\sum_{j=1}^{l} k_{n-j-1} \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1-j} Q_{22}^{[r-1-j]} \Omega_{l}^{-1}-\epsilon_{n_{0}} a_{12}^{\top} Q_{12}^{[r-1-l]} \Omega_{l}^{-1} \\
& (r=1, \ldots, k)
\end{aligned}\right.
$$

$$
\begin{align*}
& Y(\cdot, \lambda)=\left(\begin{array}{c}
\widetilde{Q}_{11}(\cdot, \lambda)+\epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1} \widetilde{Q}_{21}(\cdot, \lambda) \\
\lambda \Xi_{l}(\lambda) V \widetilde{Q}_{21}(\cdot, \lambda)
\end{array}\right.  \tag{8.2.25}\\
& \left.\begin{array}{c}
\lambda^{n_{0}-1} \widetilde{Q}_{12}(\cdot, \lambda) \Omega_{l}^{n_{0}}+\lambda^{n_{0}-1} \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1} \widetilde{Q}_{22}(\cdot, \lambda) \Omega_{l}^{n_{0}} \\
\lambda^{n_{0} \Xi_{l}(\lambda) V \widetilde{Q}_{22}(\cdot, \lambda) \Omega_{l}^{n_{0}}}
\end{array}\right)\left(\begin{array}{cc}
D & 0 \\
0 & I_{l}
\end{array}\right) E(\cdot, \lambda) .
\end{align*}
$$

$$
\left\{\begin{array}{l}
\left\{\begin{array}{l}
\Omega_{l} Q_{22}^{[r]}-Q_{22}^{[r]} \Omega_{l} \\
=Q_{22}^{[r-1]^{\prime}}-\frac{1}{l} \Omega_{l} \varepsilon a_{11}^{\top} Q_{12}^{[r-1]}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1} Q_{22}^{[r-1]} \\
+\frac{1}{l} \sum_{j=1}^{l} k_{n-1-j} \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1-j} Q_{22}^{[r-1-j]}-\frac{1}{l} \Omega_{l} \varepsilon a_{12}^{\top} Q_{12}^{[r-1-l]} \\
(r=1, \ldots, k),
\end{array}\right. \\
\left\{\begin{array}{r}
\begin{array}{r}
0=\varepsilon_{v}^{\top}\left\{Q_{22}^{[k]}-\frac{1}{l} \Omega_{l} \varepsilon a_{11}^{\top} Q_{12}^{[k]}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1} Q_{22}^{[k]}\right. \\
\left.+\frac{1}{l} \sum_{j=1}^{l} k_{n-1-j} \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1-j} Q_{22}^{[k-j]}-\frac{1}{l} \Omega_{l} \varepsilon a_{12}^{\top} Q_{12}^{[k-l]}\right\} \varepsilon_{v} \\
(v=1, \ldots, l)
\end{array}
\end{array} . \begin{array}{l}
(v=1
\end{array}\right.  \tag{8.2.34}\\
\end{array}\right.
$$

Indeed, (2.8.6) is equivalent to the second conditions in (8.2.27) and (8.2.28), (8.2.29) and that $Q_{22}^{[0]}$ is a diagonal matrix function. In view of (8.2.29) we obtain that (2.8.7) and (2.8.8) for $v=0$ are equivalent to the first condition in (8.2.27) and (8.2.30)-(8.2.33). Obviously, (2.8.8) for $v=1, \ldots, l$ and (8.2.34) are equivalent. Since (2.8.6) implies that $Q_{22}^{[0]}$ is diagonal, it remains to be shown that the diagonal elements of $Q_{22}^{[0]}$ satisfy the differential equation

$$
\eta^{\prime}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \eta=0
$$

We conclude this fact from the equation (8.2.33) for $r=1$. For this purpose we have to observe that the diagonal elements of $\Omega_{l} Q_{22}^{[1]}-Q_{22}^{[1]} \Omega_{l}$ are zero, that $Q_{12}^{[0]}=0$ by (8.2.29), and that the diagonal elements of $\Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1}$ have the value 1 .

The $Q_{12}^{[r]}$ and $Q_{21}^{[r]}$ are uniquely determined by (8.2.29), (8.2.31) and (8.2.32) (if the terms on the right-hand sides of (8.2.31) and (8.2.32) are considered to be given). But we are completely free to choose $Q_{11}^{[r]}(a)$ for $r=1, \ldots, k$. The representation in part i) will only hold if we make a suitable choice. We require

$$
\begin{equation*}
Q_{11}^{[r]}(a)=0 \quad(r=1, \ldots, k) . \tag{8.2.35}
\end{equation*}
$$

From (8.2.25) and (8.2.26) we infer that there are $\pi_{\nu r \mu} \in W_{p^{\prime}}^{k+1-r}(a, b)$ for $r=0, \ldots, k ; v=1, \ldots, n_{0}$ and $\mu=0, \ldots, n_{0}-1$ such that

$$
\begin{align*}
& \eta_{v}^{(\mu)}(\cdot, \lambda)=\sum_{r=0}^{k} \lambda^{-r} \pi_{v r \mu}+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}  \tag{8.2.36}\\
&\left(v=1, \ldots n_{0} ; \mu=0, \ldots, n_{0}-1\right)
\end{align*}
$$

From (8.2.29) it follows that

$$
\left(\pi_{100}, \ldots, \pi_{n_{0} 00}\right)=\epsilon_{1}^{\top} Q_{11}^{[0]} D,
$$

and (8.2.27) yields that it is a fundamental system of $\mathbf{H} \eta=0$. Since two fundamental systems of $\mathbf{H} \eta=0$ differ by multiplication from the right by an invertible $n_{0} \times n_{0}$ matrix, we can choose the matrix $D$ such that

$$
\left(\pi_{1}, \ldots, \pi_{n_{0}}\right)=\left(\pi_{100}, \ldots, \pi_{n_{0} 00}\right) .
$$

By (8.2.25) and (8.2.26) we have

$$
\begin{equation*}
\pi_{v r \mu}=e_{\mu+1}^{\top}\left(Q_{11}^{[r]}+\epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1} Q_{21}^{[r]}\right) e_{v} \tag{8.2.37}
\end{equation*}
$$

for $\mu=0, \ldots, n_{0}-1, v=1, \ldots, n_{0}$, and $r=0, \ldots, k$. The relations (8.2.27), (8.2.29) and (8.2.30) imply that

$$
\epsilon_{\mu}^{\top} Q_{11}^{[r]^{\prime}}=\epsilon_{\mu+1}^{\top} Q_{11}^{[r]}+\epsilon_{i+1}^{\top} \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1} Q_{21}^{[r]}
$$

for $\mu=1, \ldots, n_{0}-1$ and $r=0, \ldots, k$. These equations and (8.2.37) show that $\pi_{v r \mu}=\pi_{v r 0}^{(\mu)}$ for $\mu=0, \ldots, n_{0}-1 ; v=1, \ldots, n_{0} ; r=0, \ldots, k$. Since $\pi_{v r, n_{0}-1} \in$ $W_{p^{\prime}}^{k+1-r}(a, b)$, it follows that $\pi_{v r 0} \in W_{p^{\prime}}^{k+n_{0}-r}(a, b)$. From (8.2.25) and (8.2.26) we infer that there are $\pi_{v r \mu} \in W_{p^{\prime}}^{k+n_{0}-\mu-r}(a, b)$ for $v=1, \ldots, n_{0} ; \mu=n_{0}, \ldots, n-1$, and $r=n_{0}-\mu-1, \ldots, k+n_{0}-\mu-1$ such that

$$
\begin{align*}
\eta_{v}^{(\mu)}(\cdot, \lambda)=\sum_{r=n_{0}-\mu-1}^{k+n_{0}-\mu-1} \lambda^{-r} \pi_{v r \mu}+ & \left\{o\left(\lambda^{-k-n_{0}+\mu+1}\right)\right\}_{\infty}  \tag{8.2.38}\\
& \left(v=1, \ldots n_{0} ; \mu=n_{0}, \ldots, n-1\right) .
\end{align*}
$$

According to the estimate (2.8.14) in Theorem 2.8.2 differentiation leads to

$$
\begin{align*}
& \eta_{v}^{(\mu+1)}(\cdot, \lambda)=\sum_{r=n_{0}-\mu-1}^{k+n_{0}-\mu-2} \lambda^{-r} \pi_{v r \mu}^{\prime}+\left\{o\left(\lambda^{-k-n_{0}+\mu+2}\right)\right\}_{p^{\prime}}  \tag{8.2.39}\\
&\left(v=1, \ldots n_{0} ; \mu=n_{0}, \ldots, n-1\right) .
\end{align*}
$$

Again by the estimate (2.8.14) in Theorem 2.8 .2 we obtain

$$
\begin{align*}
\eta_{v}^{\left(n_{0}\right)}(\cdot, \lambda)=\sum_{r=0}^{k-1} \lambda^{-r} \pi_{v r n_{0}-1}^{\prime}+ & \left\{o\left(\lambda^{-k-1}\right)\right\}_{p^{\prime}}  \tag{8.2.40}\\
& \left(v=1, \ldots n_{0} ; \mu=n_{0}, \ldots, n-1\right)
\end{align*}
$$

from (8.2.36) for $\mu=n_{0}-1$. From (8.2.38), (8.2.39) and (8.2.40) we deduce $\pi_{v r \mu}=0$ if $r<0$, and $\pi_{v r \mu}=\pi_{v r, \mu-1}^{\prime}$ if $0 \leq r \leq k+n_{0}-\mu-1$, where $\mu$ runs from $n_{0}$ to $n-1$. The last equation leads to

$$
\pi_{v r \mu}=\pi_{v r, n_{0}-1}^{\left(\mu-n_{0}+1\right)}=\pi_{v r 0}^{(\mu)}
$$

for $v=1, \ldots, n_{0} ; \mu=n_{0}, \ldots, n-1$ and $r=0, \ldots, k+n_{0}-\mu-1$. Thus part i) of Theorem 8.2 .1 is proved if we show that $\pi_{v r 0}=0$ for $r=1, \ldots, k$ if $r$ is not a multiple of $l$. This is a consequence of the following proposition.

## Proposition 8.2.2. Let $Q_{11}^{[r]}(a)=0$ for $r=1, \ldots, k$. We assert:

i) $Q_{11}^{[r]}=0$ for $r=1, \ldots, k$ if $r$ is not a multiple of $l$.
ii) For $r=1, \ldots, k$ there are $q^{[r]} \in M_{1, n_{0}}\left(W_{p^{\prime}}^{k+1-r}(a, b)\right)$ such that $Q_{21}^{[r]}=\Omega_{l}^{1-r} \varepsilon q^{[r]}$.

Proof. The assertion immediately follows from (8.2.30) and (8.2.31) by induction, where we make use of (8.2.12) and the identity $\Omega_{l}^{-l}=I_{l}$.

Now we shall prove assertion ii) of Theorem 8.2.1. First let $\widehat{Q}_{12}^{[r]}$ and $\widehat{Q}_{22}^{[r]}$ $(r=0, \ldots, k)$ be arbitrary solutions of (8.2.28), (8.2.29), (8.2.32), (8.2.33) and (8.2.34). We shall show that the matrix functions

$$
\begin{equation*}
Q_{12}^{[r]}:=\sum_{m=1}^{l} \widehat{Q}_{12}^{[r]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r-1}=\widehat{Q}_{12}^{[r]} \varepsilon_{1} \varepsilon^{\top} \Omega_{l}^{-r-1} \tag{8.2.41}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{22}^{[r]}:=\sum_{m=1}^{l}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \widehat{Q}_{22}^{r]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r} \tag{8.2.42}
\end{equation*}
$$

where $r=0, \ldots, k$, also satisfy (8.2.28), (8.2.29), (8.2.32), (8.2.33) and (8.2.34). The elements of $Q_{12}^{[r]}$ and $Q_{22}^{[r]}$ belong to $W_{p^{\prime}}^{k+1-r}(a, b)$ because $\widehat{Q}_{12}^{[r]}$ and $\widehat{Q}_{22}^{[r]}$ have this property. $\widehat{Q}_{12}^{[0]}=0$ implies $Q_{12}^{[0]}=0$. Since $\widehat{Q}_{22}^{[0]}$ satisfies the differential equation in (8.2.28), also $Q_{22}^{[0]}$ satisfies it. And $Q_{22}^{[0]}(a)=I_{l}$ follows from $\widehat{Q}_{22}^{[0]}(a)=I_{l}$ and $\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \varepsilon_{1}=\varepsilon_{m}$ for $m=1, \ldots, l$. The identity $\omega_{i}=\omega_{i-1} \omega_{l}^{-1}(i=2, \ldots, l)$ leads to

$$
\begin{aligned}
\Omega_{l}^{s}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right) & =\Omega_{l}^{s}\left(\sum_{i=2}^{l} \varepsilon_{i} \varepsilon_{i-1}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)=\sum_{i=2}^{l} \omega_{i}^{s} \varepsilon_{i} \varepsilon_{i-1}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top} \\
& =\omega_{l}^{-s}\left(\sum_{i=2}^{l} \omega_{i-1}^{s} \varepsilon_{i} \varepsilon_{i-1}^{\top}+\omega_{l}^{s} \varepsilon_{1} \varepsilon_{l}^{\top}\right)=\omega_{l}^{-s}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right) \Omega_{l}^{s}
\end{aligned}
$$

for $s \in \mathbb{Z}$ and further to

$$
\begin{equation*}
\Omega_{l}^{s}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1}=\omega_{m}^{s}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \Omega_{l}^{s} \quad(s \in \mathbb{Z} ; m=1, \ldots, l) \tag{8.2.43}
\end{equation*}
$$

by induction with respect to $m$. Since

$$
\Omega_{l}^{-\mathrm{I}} \varepsilon_{1}=\varepsilon_{1}, \Omega_{l}^{l}=I_{l}, \varepsilon_{m}^{\top} \Omega_{l}^{-r+j}=\omega_{m}^{j+1} \varepsilon_{m}^{\top} \Omega_{l}^{-r-1}, \varepsilon^{\top}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)=\varepsilon^{\top}
$$

and because of (8.2.43) we obtain

$$
Q_{12}^{[r]}=\sum_{m=1}^{l}\left\{-\widehat{Q}_{12}^{[r-1]^{\prime}} \Omega_{l}^{-1} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r-1}+\left(J_{n_{0}}-\epsilon_{n_{0}} a_{11}^{\top}\right) \hat{Q}_{12}^{r-1]} \Omega_{l}^{-1} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r-1}\right.
$$

$$
\begin{aligned}
& +\left(\epsilon_{n_{0}-1}-\left(h_{n_{0}-1}-k_{n-1}\right) \epsilon_{n_{0}}\right) \varepsilon^{\top} \Omega_{l}^{-1} \widehat{Q}_{22}^{r-1]} \Omega_{l}^{-1} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r-1} \\
& +\sum_{j=1}^{l} k_{n-1-j} \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1-j} \widehat{Q}_{22}^{[r-1-j]} \Omega_{l}^{-1} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r-1} \\
& \left.-\epsilon_{n_{0}} a_{12}^{\top} \widehat{Q}_{12}^{r-1-l \mid} \Omega_{l}^{-1} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r-1}\right\} \\
= & \sum_{m=1}^{l}\left\{-\widehat{Q}_{12}^{[r-1]^{\prime}} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r-1}+\left(J_{n_{0}}-\epsilon_{n_{0}} a_{11}^{\top}\right) \widehat{Q}_{12}^{[r-1]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r-1}\right. \\
& +\left(\epsilon_{n_{0}-1}-\left(h_{n_{0}-1}-k_{n-1}\right) \epsilon_{n_{0}}\right) \varepsilon^{\top} \Omega_{l}^{-1}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \widehat{Q}_{22}^{[r-1]} \varepsilon_{1} \varepsilon_{m 1}^{\top} \Omega_{l}^{-r} \\
& +\sum_{j=1}^{l} k_{n-1-j} \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1-j}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \widehat{Q}_{22}^{r-1-j]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r+j} \\
& \left.-\epsilon_{n_{0}} a_{12}^{\top} \widehat{Q}_{12}^{[r-1-l]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r+l-1}\right\}
\end{aligned}
$$

for $r=1, \ldots, k$. We conclude that the matrix functions $Q_{12}^{[r]}$ and $Q_{22}^{[r]}$ satisfy (8.2.32) for $r=1, \ldots, k$. In a similar way we obtain

$$
\begin{aligned}
\Omega_{l} & Q_{22}^{r]}-Q_{22}^{[r]} \Omega_{l} \\
= & \sum_{m=1}^{l}\left\{\Omega_{l}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \widehat{Q}_{22}^{[r]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r}-\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \widehat{Q}_{22}^{[r]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r+1}\right\} \\
= & \sum_{m=1}^{l}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1}\left(\Omega_{l} \widehat{Q}_{22}^{[r]}-\widehat{Q}_{22}^{[r]} \Omega_{l}\right) \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r+1} \\
= & \sum_{m=1}^{l}\left\{\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \widehat{Q}_{22}^{[r-1]^{\top}} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r+1}\right. \\
& -\frac{1}{l}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \Omega_{l} \varepsilon a_{11}^{\top} \widehat{Q}_{12}^{[r-1]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r+1} \\
& -\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right)\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1} \widehat{Q}_{22}^{[r-1]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r+1} \\
& +\frac{1}{l} \sum_{j=1}^{l} k_{n-1-j}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1-j} \widehat{Q}_{22}^{[r-1-j]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r+1} \\
& \left.-\frac{1}{l}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{m-1} \Omega_{l} \varepsilon a_{12}^{\top} \widehat{Q}_{12}^{[r-1-l]} \varepsilon_{1} \varepsilon_{m}^{\top} \Omega_{l}^{-r+1}\right\} \\
= & Q_{22}^{[r-1]^{\prime}}-\frac{1}{l} \Omega_{l} \varepsilon a_{11}^{\top} Q_{12}^{[r-1]}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1} Q_{22}^{[r-1]} \\
& +\frac{1}{l} \sum_{j=1}^{l} k_{n-1-j} \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1-j} Q_{22}^{r-1-j]}-\frac{1}{l} \Omega_{l} \varepsilon a_{12}^{\top} Q_{12}^{r-1-l]}
\end{aligned}
$$

for $r=1, \ldots, k$. Finally the relationships

$$
\varepsilon_{v}^{\top} \Omega_{l} \varepsilon=\omega_{v} \varepsilon_{1}^{\top} \varepsilon=\omega_{v} \varepsilon_{1}^{\top} \Omega_{l} \varepsilon, \quad \varepsilon_{m}^{\top} \Omega_{l}^{-r} \varepsilon_{v}=\omega_{v}^{-r} \delta_{m v}
$$

and again (8.2.43) yield

$$
\begin{aligned}
& \varepsilon_{v}^{\top}\left\{Q_{22}^{[k]}-\frac{1}{l} \Omega_{l} \varepsilon a_{11}^{\mp} Q_{12}^{[k]}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1} Q_{22}^{[k]}\right. \\
& \left.+\frac{1}{l} \sum_{j=1}^{l} k_{n-1-j} \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1-j} Q_{22}^{[k-j]}-\frac{1}{l} \Omega_{l} \varepsilon a_{12}^{\top} Q_{12}^{[k-l]}\right\} \varepsilon_{v} \\
& =\omega_{v}^{-k} \varepsilon_{1}^{\top}\left\{\widehat{Q}_{22}^{[k]}-\frac{1}{l} \Omega_{l} \varepsilon a_{11}^{\top} \widehat{Q}_{12}^{[k]}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1} \widehat{Q}_{22}^{[k]}\right. \\
& \left.+\frac{1}{l} \sum_{j=1}^{l} k_{n-1-j} \Omega_{l} \varepsilon \varepsilon^{\top} \Omega_{l}^{-1-j} \widehat{Q}_{22}^{[k-j]}-\frac{1}{l} \Omega_{l} \varepsilon a_{12}^{\top} \widehat{Q}_{12}^{[k-l]}\right\} \varepsilon_{1}=0 .
\end{aligned}
$$

Proposition 8.2.3. Let $n_{0} \geq 2$. For $r=0, \ldots, n_{0}-2$ and $i=1, \ldots, n_{0}-r-1$ we have $\epsilon_{i}^{\top} Q_{12}^{[r]}=0$. For $r=1, \ldots, n_{0}-1$ we have $\epsilon_{n_{0}-r}^{\top} Q_{12}^{[r]} \varepsilon_{1}=\varepsilon_{1}^{\top} Q_{22}^{[0]} \varepsilon_{1}$.
Proof. The first assertion is clear for $r=0$ by (8.2.29). Assume that it holds for $0 \leq r-1<n_{0}-2$. We have to prove the assertion for $r$ and $i=1, \ldots, n_{0}-r-1$ which is at most $n_{0}-2$. From (8.2.32) and the induction hypothesis we obtain

$$
\epsilon_{i}^{\top} Q_{12}^{[r]}=-\epsilon_{i}^{\top} Q_{12}^{[r-1]^{\prime}} \Omega_{l}^{-1}+\epsilon_{i+1}^{\top} Q_{12}^{[r-1]} \Omega_{l}^{-1}=0
$$

The second assertion holds for $r=1$ since, by (8.2.32),

$$
\epsilon_{n_{0}-1}^{\top} Q_{12}^{[1]} \varepsilon_{1}=\varepsilon^{\top} \Omega_{l}^{-1} Q_{22}^{[0]} \Omega_{l}^{-1} \varepsilon_{1}=\varepsilon_{1}^{\top} Q_{22}^{[0]} \varepsilon_{1}
$$

Here we have used that $Q_{22}^{[0]}$ is a diagonal matrix function. Assume that the assertion holds for $1 \leq r-1<n_{0}-1$. Then the first assertion and (8.2.32) yield

$$
e_{n_{0}-r}^{\top} Q_{12}^{[r]} \varepsilon_{1}=\epsilon_{n_{0}-r+1}^{\top} Q_{12}^{[r-1]} \Omega_{l}^{-1} \varepsilon_{1}=\varepsilon_{1}^{\top} Q_{22}^{[0]} \varepsilon_{1}
$$

Let $n_{0} \geq 2$. Proposition 8.2 .3 yields $\epsilon_{1}^{\top} Q_{12}^{[r]}=0$ for $r=0, \ldots, n_{0}-2$. Hence, by (8.2.25) and (8.2.26), there are $\varphi_{v r} \in W_{p^{\prime}}^{k+2-n_{0}-r}(a, b)$ for $v=n_{0}+1, \ldots, n$ and $r=0, \ldots, k+1-n_{0}$ such that, for $v=n_{0}+1, \ldots, n$,

$$
\eta_{v}(x, \lambda)=\left\{\sum_{r=0}^{k+1-n_{0}} \lambda^{-r} \varphi_{v r}(x)+\left\{o\left(\lambda^{-k-1+n_{0}}\right)\right\}_{\infty}\right\} e^{\lambda \omega_{v-n_{0}} x}
$$

From (8.2.25) and (8.2.26) we immediately infer that this representation also holds for $n_{0}=1$ and that, for $n_{0}=0$ and $v=1, \ldots, n$,

$$
\eta_{\nu}(x, \lambda)=\left\{\sum_{r=0}^{k} \lambda^{-r} \varphi_{v_{r}}(x)+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}\right\} e^{\lambda \omega_{v-n_{0}} x}
$$

where $\varphi_{v r} \in W_{p^{\prime}}^{k+1-r}(a, b)$.

If $n_{0}>0$ and $n_{0}+1 \leq v<n, 0 \leq r \leq k+1-n_{0}$, then we have

$$
\begin{align*}
\pi_{v r} & =\epsilon_{\mathrm{T}}^{\mathrm{T}}\left\{Q_{12}^{\left[r+n_{0}-1\right]} \Omega_{l}^{n_{0}}+\epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1} Q_{22}^{\left[r+n_{0}-1\right]} \Omega_{l}^{n_{0}}\right\} \varepsilon_{v-n_{0}}  \tag{8.2.44}\\
& =\epsilon_{\mathrm{T}}^{\top}\left\{\widehat{Q}_{12}^{\left[r+n_{0}-1\right]}+\epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1} \widehat{Q}_{22}^{\left[r+n_{0}-1\right]}\right\} \varepsilon_{1} \omega_{v-n_{0}}^{-r}
\end{align*}
$$

by (8.2.25), (8.2.26), (8.2.41), (8.2.42) and (8.2.43). If $n_{0}=0,1 \leq v \leq n$, and $0 \leq r \leq k$, then we have by (8.2.25), (8.2.26), (8.2.42) and (8.2.14) that

$$
\begin{equation*}
\varphi_{v r}=\varepsilon_{1}^{\top} V Q_{22}^{[r]} \varepsilon_{v-n_{0}}=\omega_{v-n_{0}}^{-r} \varepsilon^{\top} \widehat{Q}_{22}^{[r]} \varepsilon_{1} . \tag{8.2.45}
\end{equation*}
$$

This leads to

$$
\varphi_{v r}=\omega_{v-n_{0}}^{-r} \varphi_{n_{0}+1, r}
$$

for $v=n_{0}+1, \ldots, n$ and $r=0, \ldots, \tilde{k}$. Hence, for $v=n_{0}+1, \ldots, n$,

$$
\begin{equation*}
\eta_{\nu}(x, \lambda)=\left\{\sum_{r=0}^{\tilde{k}}\left(\lambda \omega_{\nu-n_{0}}\right)^{-r} \varphi_{r}(x)+\left\{o\left(\lambda^{-\tilde{k}}\right)\right\}_{\infty}\right\} e^{\lambda \omega_{\nu-n_{0}} x}, \tag{8.2.46}
\end{equation*}
$$

where $\varphi_{r}:=\varphi_{n_{0}+1, r}$.
If $n_{0}=0$, then (8.2.45) yields

$$
\varphi_{0}=\varphi_{10}=\varepsilon_{1}^{\top} Q_{22}^{[0]} \varepsilon_{1} .
$$

If $n_{0}=1$, then (8.2.44) yields

$$
\varphi_{0}=\varphi_{20}=\varepsilon^{\top} \Omega_{l}^{-1} Q_{22}^{[0]} \Omega_{l} \varepsilon_{1}=\varepsilon_{1}^{\top} Q_{22}^{[0]} \varepsilon_{1} .
$$

If $n_{0} \geq 2$, then (8.2.44) and the second assertion of Proposition 8.2.3 yield

$$
\varphi_{0}=\varphi_{n_{0}+1,0}=\epsilon_{1}^{\top} Q_{12}^{\left[n_{0}-1\right]} \Omega_{l}^{n_{0}} \varepsilon_{1}=\varepsilon_{1}^{\top} Q_{22}^{[0]} \varepsilon_{1} .
$$

From (8.2.28) we thus obtain $\varphi_{0}^{\prime}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \varphi_{0}=0$ and $\varphi_{0}(a)=1$.
If $n_{0}=0$ or $n_{0}=1$, then $\varphi_{r}=\varphi_{n_{0}+1, r} \in W_{p^{\prime}}^{k+1-r}(h a, b)$ for $r=0, \ldots, k$. Next we prove that this also holds if $n_{0} \geq 2$ and $r=0, \ldots, k+1-n_{0}$. From (8.2.25) and (8.2.26) we infer for $v=n_{0}+1, \ldots, n$ and $\mu=0, \ldots, n_{0}-1$ that

$$
\begin{equation*}
\eta_{v}^{(\mu)}(x, \lambda)=\left\{\sum_{r=1-n_{0}}^{k+1-n_{0}} \lambda^{-r} \varphi_{v r \mu}(x)+\left\{o\left(\lambda^{-k-1+n_{0}}\right)\right\}_{\infty}\right\} e^{\lambda \omega_{v-n_{0}} x}, \tag{8.2.47}
\end{equation*}
$$

where
(8.2.48)

$$
\varphi_{v r \mu}=\omega_{v-n_{0}}^{n_{0}} \epsilon_{\mu+1}^{\top}\left(Q_{12}^{\left[r+n_{0}-1\right]}+\epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1} Q_{22}^{\left[r+n_{0}-1\right]}\right) \varepsilon_{v-n_{0}} \in W_{p^{\prime}}^{k+2-n_{0}-r}(a, b)
$$

for $r=1-n_{0}, \ldots, k+1-n_{0}$ and $\varphi_{v r 0}=\varphi_{v r}$. For $v=n_{0}+1, \ldots, n, \mu=1, \ldots, n_{0}-1$ and $r=2-n_{0}, \ldots, k+1-n_{0}$ the equations (8.2.32) yield

$$
\begin{equation*}
\varphi_{v r, \mu-1}=\omega_{v-n_{0}}^{n_{0}} \epsilon_{\mu}^{\top} Q_{12}^{\left[r+n_{0}-1\right]} \epsilon_{v-n_{0}} \tag{8.2.49}
\end{equation*}
$$

$$
=\omega_{v-n_{0}}^{n_{0}-1}\left(-\epsilon_{\mu}^{\top} Q_{12}^{\left[r+n_{0}-2\right]^{\prime}}+\epsilon_{\mu+1}^{\top} Q_{12}^{\left[r+n_{0}-2\right]}+\epsilon_{\mu}^{\top} \epsilon_{n_{0}-1} \varepsilon^{\top} \Omega_{l}^{-1} Q_{22}^{\left[r+n_{0}-2\right]}\right) \varepsilon_{v-n_{0}}
$$

$$
=\omega_{v-n_{0}}^{-1}\left(-\varphi_{v, r-1, \mu-1}^{\prime}+\varphi_{v, r-1, \mu}\right)
$$

We shall prove that (8.2.49) leads to

$$
\begin{equation*}
\varphi_{v r \mu} \in W_{p^{\prime}}^{k+1-r-\mu}(a, b) \tag{8.2.50}
\end{equation*}
$$

for $v=n_{0}+1, \ldots, n, \mu=0, \ldots, n_{0}-1$, and $r=1-n_{0}, \ldots, k+1-n_{0}$. For $\mu=n_{0}-1$ this is true because of (8.2.48). From (8.2.48) and (8.2.29) we infer $\varphi_{v, 1-n_{0}, \mu}=0$ for $\mu=0, \ldots, n_{0}-2$. Suppose that (8.2.50) holds for $r-1$, where $1-n_{0}<r \leq$ $k+1-n_{0}$. Then (8.2.49) yields $\varphi_{v r \mu} \in W_{p^{\prime}}^{k+1-r-\mu}(a, b)$ for $\mu=0, \ldots, n_{0}-2$.

From (8.2.50) we obtain $\varphi_{r}=\varphi_{n_{0}+1, r 0} \in W_{p^{\prime}}^{k+1-r}(a, b)$.
It remains to prove (8.2.4). The equations (8.2.25) and (8.2.26) yield

$$
\begin{equation*}
\eta_{v}^{(\mu)}(x, \lambda)=\left\{\sum_{r=-\mu}^{k-\mu} \lambda^{-r} \varphi_{v r \mu}(x)+\left\{o\left(\lambda^{-k+\mu}\right)\right\}_{\infty}\right\} e^{\lambda \omega_{v-n_{0}} x} \tag{8.2.51}
\end{equation*}
$$

for $v=n_{0}+1, \ldots, n$ and $\mu=n_{0}, \ldots, n-1$ with $\varphi_{v r \mu} \in W_{r^{\prime}}^{k+1-r-\mu}(a, b)$. According to (8.2.4) we have to prove that

$$
\begin{equation*}
\eta_{v}^{(\mu)}(x, \lambda)=\left\{\sum_{r=-\mu}^{\tilde{k}-\mu}\left(\lambda \omega_{v-n_{0}}\right)^{-r} \sum_{j=0}^{\mu}\binom{\mu}{j} \varphi_{r+\mu-j}^{(j)}(x)+\left\{o\left(\lambda^{-\bar{k}+\mu}\right)\right\}_{\infty}\right\} e^{\lambda \omega_{v-n_{0}} x} \tag{8.2.52}
\end{equation*}
$$

for $v=n_{0}+1, \ldots, n$ and $\mu=0, \ldots, n-1$, where $\varphi_{r}:=0$ for $r<0$. This representation is true for $\mu=0$ by (8.2.46). Suppose that it holds for some $\mu<n-1$. Since the right-hand side of (8.2.52) is equal to the right-hand side of (8.2.46), (8.2.47) or (8.2.51), we infer from the estimate (2.8.14) in Theorem 2.8.2 that differentiation is allowed and leads to

$$
\begin{aligned}
& \eta_{v}^{(\mu+1)}(x, \lambda) \\
& =\left\{\sum_{r=-\mu}^{\tilde{k}-\mu-1}\left(\lambda \omega_{v-n_{0}}\right)^{-r} \sum_{j=0}^{\mu}\binom{\mu}{j} \varphi_{r+\mu-j}^{(j+1)}(x)+\left\{o\left(\lambda^{-\tilde{k}+\mu+1}\right)\right\}_{p^{\prime}}\right\} e^{\lambda \omega_{v-n_{0}} x} \\
& +\left\{\sum_{r=-\mu}^{\tilde{k}-\mu}\left(\lambda \omega_{v-n_{0}}\right)^{-r+1} \sum_{j=0}^{\mu}\binom{\mu}{j} \varphi_{r+\mu-j}^{(j)}(x)+\left\{o\left(\lambda^{-\tilde{k}+\mu+1}\right)\right\}_{p^{\prime}}\right\} e^{\lambda \omega_{v-n_{0}} x} \\
& =\left\{\sum_{r=-(\mu+1)}^{\tilde{k}-(\mu+1)}\left(\lambda \omega_{v-n_{0}}\right)^{-r}\binom{\mu+1}{j} \varphi_{r+(\mu+1)-j}^{(j)}(x)+\left\{o\left(\lambda^{-\tilde{k}+(\mu+1)}\right)\right\}_{p^{\prime}}\right\} e^{\lambda \omega_{v-n_{0}} x} .
\end{aligned}
$$

Sometimes it is easier to have Theorem 8.2.1 in matricial form.
THEOREM 8.2.4. Suppose that $h_{n_{0}}=1$, set $l=n-n_{0}$, and let $k \in \mathbb{N}$. Suppose that $k \geq \max \left\{l, n_{0}-1\right\}$ if $n_{0}>0$. Suppose that
$\alpha) k_{j} \in L_{p^{\prime}}(a, b)$ for $j=0, \ldots, n-1-k$ and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ for $j=0, \ldots, \min \{k-1, n-1\}$ if $n_{0}=0$,
B) $h_{0}, \ldots, h_{n_{0}-1} \in W_{p^{\prime}}^{k}(a, b), k_{0}, \ldots, k_{n_{0}-1} \in W_{p^{\prime}}^{k-l}(a, b)$ and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ $(j=0, \ldots, l-1)$ if $n_{0}>0$. Let $\Phi_{11}^{[0]} \in M_{n_{0}}\left(W_{p^{\prime}}^{k+1}(a, b)\right)$ be a fundamental matrix of $\mathbf{H} \eta=0$.
For sufficiently large $\lambda$ the differential equation $\mathbf{K} \eta=\lambda^{l} \mathbf{H} \eta$ has a fundamental matrix function

$$
Y(\cdot, \lambda)=\left(\begin{array}{cc}
\Phi_{11}(\cdot, \lambda) & \Phi_{12}(\cdot, \lambda)  \tag{8.2.53}\\
\Phi_{21}(\cdot, \lambda) & \Phi_{22}(\cdot, \lambda)
\end{array}\right) E(\cdot, \lambda)
$$

where

$$
E(x, \lambda)=\operatorname{diag}\left(1, \ldots, 1, e^{\lambda \omega_{1}(x-a)}, \ldots, e^{\lambda \omega_{1}(x-a)}\right)
$$

and $\omega_{j}=\exp \left\{\frac{2 \pi i(j-1)}{l}\right\}(j=1, \ldots, l)$, with the following properties:
i) There are $n_{0} \times n_{0}$ matrix functions $\Phi_{11}^{[r]}\left(r=1, \ldots,\left[\frac{k}{l}\right]\right)$ with $\epsilon_{\mu+1}^{\top} \Phi_{11}^{[r]}$ belonging to $M_{1, n_{0}}\left(W_{p^{\prime}}^{k+n_{0}-l r-\mu}(a, b)\right)$ for $r=0, \ldots,\left[\frac{k}{l}\right]$ and $\mu=0, \ldots, n_{0}-1$ such that

$$
\begin{equation*}
\Phi_{11}(\cdot, \lambda)=\sum_{r=0}^{\left[\frac{k}{l}\right]} \lambda^{-l r} \Phi_{11}^{[r]}+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}, \Phi_{11}\left(\cdot, \lambda \omega_{l}\right)=\Phi_{11}(\cdot, \lambda) \tag{8.2.54}
\end{equation*}
$$

ii) There are $l \times n_{0}$ matrix functions $\Phi_{21}^{[r]}\left(r=0, \ldots,\left[\frac{k-1}{l}\right]\right)$ with $\varepsilon_{j}^{\top} \Phi_{21}^{[r]}$ belonging to $M_{1, n_{0}}\left(W_{p^{\prime}}^{k-l r-j+1}(a, b)\right)$ for $r=0, \ldots,\left[\frac{k-1}{l}\right]$ and $j=1, \ldots, \min \{l, k-l r\}$ and $\varepsilon_{j}^{\top} \Phi_{21}^{[r]}=0$ for $r=0, \ldots,\left[\frac{k-1}{l}\right]$ and $j=k-l r+1, \ldots, n$ such that (8.2.55)

$$
\Phi_{21}(\cdot, \lambda)=\sum_{r=0}^{\left[\frac{k-1}{l}\right]} \lambda^{-l r} \Phi_{21}^{[r]}+\lambda \Xi_{l}(\lambda)\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}, \Phi_{21}\left(\cdot, \lambda \omega_{l}\right)=\Phi_{21}(\cdot, \lambda)
$$

iii) Set $\tilde{k}:=\min \left\{k, k+1-n_{0}\right\}$. For $r=0, \ldots, \tilde{k}$ and $\mu=0, \ldots, n-1$ there are functions $u_{\mu r} \in W_{p^{\prime}}^{k+1-r}(a, b)$, where $u_{\mu 0}=\varphi_{0}$ is the solution of the initial value problem

$$
\varphi_{0}^{\prime}-\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \varphi_{0}=0, \quad \varphi_{0}(a)=1
$$

such that, with

$$
\begin{aligned}
& \Phi_{12}^{[r]}=\operatorname{diag}\left(u_{0 r}, \ldots, u_{n_{0}-1, r}\right) \widehat{V} \Omega_{l}^{-r} \\
& \widehat{V}=\left(\begin{array}{ccccc}
1 & \cdot & \cdot & \cdot & 1 \\
\omega_{1} & \cdot & \cdot & \cdot & \omega_{l} \\
\vdots & & & \vdots \\
\omega_{1}^{n_{0}-1} & \cdot & \cdot & \cdot & \omega_{l}^{n_{0}-1}
\end{array}\right) \\
& \Phi_{22}^{[r]}=\operatorname{diag}\left(u_{n_{0} r}, \ldots, u_{n-1, r}\right) V \Omega_{l}^{n_{0}-r}
\end{aligned}
$$

for $r=0, \ldots, \tilde{k}$, the representations

$$
\begin{align*}
& \Phi_{12}(\cdot, \lambda)=\Xi_{n_{0}}(\lambda)\left\{\sum_{r=0}^{\tilde{k}} \lambda^{-r} \Phi_{12}^{[r]}+\left\{o\left(\lambda^{-\tilde{k}}\right)\right\}_{\infty}\right\},  \tag{8.2.56}\\
& \Phi_{22}(\cdot, \lambda)=\lambda^{n_{0}} \Xi_{l}(\lambda)\left\{\sum_{r=0}^{\tilde{k}} \lambda^{-r} \Phi_{22}^{[r]}+\left\{o\left(\lambda^{-\tilde{k}}\right)\right\}_{\infty}\right\}, \tag{8.2.57}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi_{j 2}\left(\cdot, \lambda \omega_{l}\right)=\Phi_{j 2}(\cdot, \lambda)\left(J_{l}+\varepsilon_{l} \varepsilon_{1}^{\top}\right) \quad(j=1,2) \tag{8.2.58}
\end{equation*}
$$

hold. We remind that $J_{r}, \Omega_{l}, \Xi_{r}, V$ are defined in (8.2.7), (8.2.9), (8.2.10), (8.2.11).

Proof. The statements i) and ii) immediately follow from Theorem 8.2.1 if we observe that the differential equation $\mathbf{K} \eta=\lambda^{l} \mathbf{H} \eta$ depends on $\lambda^{l}$ so that we can take the asymptotic representation for $0 \leq \arg \lambda<\frac{2 \pi}{l}$ and extend it to arbitrary $\lambda$ by setting $\eta_{j}(\cdot, \lambda)=\eta_{j}\left(\cdot, \lambda \omega_{i}\right)$ for $j=1, \ldots, n_{0}$ and suitable $i$ (depending on $\lambda$ ).

For the proof of iii) we observe that (8.2.52) yields

$$
\eta_{v}^{(\mu)}(x, \lambda)=\left(\lambda \omega_{v-n_{0}}\right)^{\mu}\left\{\sum_{r=0}^{\tilde{k}}\left(\lambda \omega_{v-n_{0}}\right)^{-r} u_{\mu r}(x)+\left\{o\left(\lambda^{-\tilde{k}}\right)\right\}_{\infty}\right\} e^{\lambda \omega_{v-n_{0}}(x-a)}
$$

where the $u_{\mu r}$ have the stated properties. To prove (8.2.56) and (8.2.57) we have to show that

$$
\omega_{v-n_{0}}^{\mu-r} u_{\mu r}=e_{\mu+1}^{\top}\binom{\Phi_{12}^{[r]}}{\Phi_{22}^{[r]}} \varepsilon_{v-n_{0}}
$$

holds for $\mu=0, \ldots, n-1, v=n_{0}, \ldots, n$, and $r=0, \ldots, \tilde{k}$. But this follows immediately from

$$
\binom{\Phi_{12}^{[r]}}{\Phi_{22}^{[r]}}=\operatorname{diag}\left(u_{0 r}, \ldots, u_{n-1, r}\right) \widetilde{V} \Omega_{l}^{-r}
$$

where

$$
\tilde{V}=\binom{\widehat{V}}{V \Omega_{l}^{n_{0}}}=\left(\begin{array}{ccccc}
1 & \cdot & \cdot & \cdot & 1  \tag{8.2.59}\\
\omega_{1} & \cdot & \cdot & \cdot & \omega_{l} \\
\vdots & & & & \vdots \\
\omega_{1}^{n-1} & . & . & . & \omega_{l}^{n-1}
\end{array}\right)
$$

Since the differential equation $\mathbf{K} \eta=\lambda^{l} \mathbf{H} \eta$ depends on $\lambda^{l}$, it is clear that the functions $\hat{\eta}_{n_{0}+j}(\cdot, \lambda):=\eta_{n_{0}+1}\left(\cdot, \lambda \omega_{j}\right)$ for $j=2, \ldots, l$ are solutions of it. But since $\hat{\eta}_{n_{0}+j}$ and $\eta_{n_{0}+j}$ only differ by $o$-terms in (8.2.4), the above statements also hold if we suppose that $\hat{\eta}_{n_{0}+j}=\eta_{n_{0}+j}$ for $j=2, \ldots, n$. Then (8.2.58) immediately follows.

Taking only the leading terms, we obtain
Corollary 8.2.5. Let the assumptions of Theorem 8.2 .4 be satisfied. Let $\Phi_{11}^{[0]}$ be a fundamental matrix of $\mathbf{H} \eta=0$ if $n_{0}>0$. Then, for sufficiently large $\lambda$, $\mathbf{K} \eta=\lambda^{l} \mathbf{H} \eta$ has a fundamental matrix function of the form

$$
Y(\cdot, \lambda)=\left(\begin{array}{cc}
{\left[\Phi_{11}^{[0]}\right]_{\infty}} & \pi_{0} \Xi_{n_{0}}(\lambda)[\widehat{V}]_{\infty} \\
{\left[\Phi_{21}^{00}\right]_{\infty}} & \varphi_{0} \lambda^{n_{0} \Xi_{l}(\lambda)\left[V \Omega_{l}^{\left.n_{0}\right]_{\infty}}\right.}
\end{array}\right) E(\cdot, \lambda),
$$

where $\varphi_{0}$ is invertible.

### 8.3. The asymptotic fundamental system in the general case

In our investigations in Section 8.2 we have assumed that the coefficients of the highest derivatives of $\mathbf{K}$ and $\mathbf{H}$ are 1. In the following we shall suppose that the leading coefficients are bounded and bounded away from zero. Since we can divide the differential equation by the coefficient of the highest derivative of $\mathbf{K}$, it is no restriction to suppose that this coefficient is 1 . Now we suppose additionally that the coefficient of the highest derivative of $\mathbf{H}$ is the product of a nonzero complex number $\alpha$ and a positive function. Replacing the eigenvalue parameter $\lambda$ by $\lambda \alpha^{-1}$ we thus have the assumptions as required at the beginning of Section 8.1, where we impose the regularity conditions stated there; additionally, we require $h_{n_{0}} \in C^{\infty}[a, b]$ in order to avoid too complicated regularity considerations.

Now let

$$
\begin{equation*}
u(x)=\int_{a}^{x}\left(h_{n_{0}}(\xi)\right)^{1 / l} \mathrm{~d} \xi \quad(x \in[a, b]) \tag{8.3.1}
\end{equation*}
$$

and $\beta=u(b)$. We define the differential operator $L_{u}$ on $[0, \beta]$ by

$$
\begin{equation*}
L_{u} f=\left[h_{n_{0}}^{-n / l} L(f \circ u)\right] \circ u^{-1} \quad\left(f \in W_{p}^{n}(0, \beta)\right), \tag{8.3.2}
\end{equation*}
$$

where $u^{-1}$ is the inverse of $u$. Then

$$
\begin{equation*}
L_{u}=\mathbf{K}_{u}-\lambda \mathbf{H}_{u}, \tag{8.3.3}
\end{equation*}
$$

where $\mathbf{K}_{u}$ is an $n$-th order differential operator and $\mathbf{H}_{u}$ is an $n_{0}$-th order differential operator. Since

$$
(f \circ u)^{(j)}=\left(u^{\prime}\right)^{j} f^{(j)} \circ u+\text { lower order derivatives in } f
$$

and $u^{\prime}=h_{n_{0}}^{1 / l}$, we infer that the coefficient of the highest derivative is 1 for both $\mathbf{K}$ and $\mathbf{H}$. Also, the coefficients of $\mathbf{K}_{u}$ and $\mathbf{H}_{u}$ have the same regularity properties as those of $\mathbf{K}$ and $\mathbf{H}$. Hence $L_{u}$ satisfies the assumptions of Section 8.2. Then $L_{u} f=0$ has a fundamental matrix $Y_{u}(\cdot, \lambda)$ as stated in Theorem 8.2.1. Since $L_{u} f=0$ if and only if $L(f \circ u)=0$, we infer that $e_{1}^{\top} Y_{u}(\cdot, \lambda) \circ u$ is a fundamental system of $L f=0$. Define $Y(\cdot, \lambda)$ by

$$
e_{\nu}^{\top} Y(\cdot, \lambda):=\left(e_{1}^{\top} Y_{u}(\cdot, \lambda) \circ u\right)^{(v-1)} \quad(v=1, \ldots, n)
$$

Then $Y(\cdot, \lambda)$ is a fundamental matrix of $\mathbf{K} \eta-\lambda \mathbf{H} \eta=0$, which satisfies the same asymptotic estimates as $Y_{u}(\cdot, \lambda)$ in view of Remark 2.8.10 since

$$
\begin{equation*}
e_{\nu}^{\top} Y(\cdot, \lambda)=\sum_{\mu=1}^{v} c_{v \mu} e_{\mu}^{\top} Y_{u}(\cdot, \lambda) \circ u \quad(v=1, \ldots, n) \tag{8.3.4}
\end{equation*}
$$

The coefficients $c_{v \mu}$ are linear combinations of products of derivatives of $u$ and thus belong to $C^{\infty}[a, b]$. The elements $c_{v v}$ are powers of $u^{\prime}$ and thus are invertible.

In this case (8.2.1) and (8.2.2) are also true if $\mu=0$ since $\left\{\pi_{1}, \ldots, \pi_{n_{0}}\right\}$ is a fundamental system of $\mathbf{H} f=0$ if and only if $\left\{\pi_{1} \circ u^{-1}, \ldots, \pi_{n_{0}} \circ u^{-1}\right\}$ is a fundamental system of $\mathbf{H}_{u} f=0$.

In part ii) of Theorem 8.2 .1 some changes are necessary. First, the terms $e^{\lambda \omega_{\nu-n_{0}}(x-a)}$ in (8.2.4) have to be replaced by $e^{\lambda \omega_{v-n_{0}} u(x)}$ (note that $a$ corresponds to the left endpoint of the interval $[0, \beta]$ ). Since the functions $\eta_{v}^{(\mu)}(\cdot, \lambda)$ have the same asymptotics as in (8.2.1) and (8.2.2), a term-by-term differentiation shows that these representations also hold here. And of course, $\varphi_{r}$ corresponds to $\varphi_{u, r} \circ u$, where $\varphi_{u, 0}$ is the solution of

$$
\varphi_{u, 0}^{\prime}-\frac{1}{l}\left(h_{u, n_{0}-1}-k_{u, n-1}\right) \varphi_{u, 0}=0, \quad \varphi_{u, 0}=1
$$

and $h_{u, n_{0}-1}, k_{u, n-1}$ are the corresponding coefficients of the differential equation $L_{u} f=0$. We can write down the corresponding differential equation for $\varphi_{0}$ in terms of the coefficients of the given differential equation. But since we do not need to know $\varphi_{0}$ explicitly, we are not going to find this differential equation.

Therefore, the results of Section 8.2 can be generalized to the case that $h_{n_{0}}$ is not necessarily 1 . This will be summarized in the following three corollaries.
Corollary 8.3.1. Suppose that $h_{n_{0}} \in C^{\infty}[a, b], h_{n_{0}}>0$, and $h_{n_{0}}^{-1} \in L_{\infty}(a, b)$. Set $l=n-n_{0}$, let $k \in \mathbb{N}$, and suppose that $k \geq \max \left\{l, n_{0}-1\right\}$ if $n_{0}>0$. Suppose that a) $k_{j} \in L_{p^{\prime}}(a, b)$ for $j=0, \ldots, n-1-k$ and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ for
$j=0, \ldots, \min \{k-1, n-1\}$ if $n_{0}=0$,
乃) $h_{0}, \ldots, h_{n_{0}-1} \in W_{p^{\prime}}^{k}(a, b), k_{0}, \ldots, k_{n_{0}-1} \in W_{p^{\prime}}^{k-l}(a, b)$ and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ $(j=0, \ldots, l-1)$ if $n_{0}>0$. Let $\left\{\pi_{1}, \ldots, \pi_{n_{0}}\right\} \subset W_{p^{\prime}}^{k+n_{0}}(a, b)$ be a fundamental system of $\mathbf{H} \eta=0$.
For sufficiently large $\lambda$ the differential equation $\mathbf{K} \eta=\lambda^{l} \mathbf{H} \eta$ has a fundamental system $\left\{\eta_{1}(\cdot, \lambda), \ldots, \eta_{n}(\cdot, \lambda)\right\}$ with the following properties:
i) There are functions $\pi_{v r} \in W_{p^{\prime}}^{k+n_{0}-l r}(a, b)\left(1 \leq v \leq n_{0}, 1 \leq r \leq\left[\frac{k}{l}\right]\right)$ such that

$$
\begin{align*}
& \eta_{v}^{(\mu)}(\cdot, \lambda)=\pi_{v}^{(\mu)}+\sum_{r=1}^{\left[\frac{k}{7}\right]} \lambda^{-l r} \pi_{v r}^{(\mu)}+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}  \tag{8.3.5}\\
& \quad\left(v=1, \ldots, n_{0} ; \mu=0, \ldots, n_{0}-1\right), \\
& \eta_{v}^{(\mu)}(\cdot, \lambda)=\pi_{v}^{(\mu)}+\sum_{r=1}^{\left[\frac{k-\mu n_{0}-1}{\delta}\right]} \lambda^{-l r} \pi_{v r}^{(\mu)}+\left\{o\left(\lambda^{-k+\mu-n_{0}+1}\right)\right\}_{\infty} \\
& \quad\left(v=1, \ldots, n_{0} ; \mu=n_{0}, \ldots, n-1\right),
\end{align*}
$$

ii) Set $\tilde{k}:=\min \left\{k, k+1-n_{0}\right\}$. Let $\omega_{j}=\exp \left\{\frac{2 \pi i(j-1)}{l}\right\}(j=1, \ldots, l)$ and let $u$ be given by (8.3.1). For $r=0, \ldots, \tilde{k}$ there are functions $\varphi_{r} \in W_{p^{\prime}}^{k+1-r}(a, b)$ such that $\frac{1}{\varphi_{0}} \in L_{\infty}(a, b)$ and

$$
\begin{align*}
\eta_{v}^{(\mu)}(x, \lambda)= & {\left[\frac{d^{\mu}}{d x^{\mu}}\right]\left\{\sum_{r=0}^{\tilde{k}}\left(\lambda \omega_{v-n_{0}}\right)^{-r} \varphi_{r}(x) e^{\lambda \omega_{v-n_{0}} u(x)}\right\} }  \tag{8.3.7}\\
& +\left\{o\left(\lambda^{-\tilde{k}+\mu}\right)\right\}_{\infty} e^{\lambda \omega_{v-n_{0}} u(x)} \\
& \quad\left(v=n_{0}+1, \ldots, n ; \mu=0, \ldots, n-1\right)
\end{align*}
$$

where $\left[\frac{d^{\mu}}{d x^{\dagger}}\right]$ means that we omit those terms of the Leibniz expansion which contain a function $\varphi_{r}^{(j)}$ with $j>\tilde{k}-r$.
COROLLARY 8.3.2. Suppose that $h_{n_{0}} \in C^{\infty}[a, b], h_{n_{0}}>0$, and $h_{n_{0}}^{-1} \in L_{\infty}(a, b)$. Set $l=n-n_{0}$, let $k \in \mathbb{N}$, and suppose that $k \geq \max \left\{l, n_{0}-1\right\}$ if $n_{0}>0$. Suppose that a) $k_{j} \in L_{p^{\prime}}(a, b)$ for $j=0, \ldots, n-1-k$ and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ for $j=0, \ldots, \min \{k-1, n-1\}$ if $n_{0}=0$,
乃) $h_{0}, \ldots, h_{n_{0}-1} \in W_{p^{\prime}}^{k}(a, b), k_{0}, \ldots, k_{n_{0}-1} \in W_{p^{\prime}}^{k-l}(a, b)$ and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ $(j=0, \ldots, l-1)$ if $n_{0}>0$. Let $\Phi_{11}^{[0]} \in M_{n_{0}}\left(W_{p^{\prime}}^{k+1}(a, b)\right)$ be a fundamental matrix of $\mathbf{H} \eta=0$.
For sufficiently large $\lambda$ the differential equation $\mathbf{K} \eta=\lambda^{l} \mathbf{H} \eta$ has a fundamental matrix function

$$
Y(\cdot, \lambda)=\left(\begin{array}{ll}
\Phi_{11}(\cdot, \lambda) & \Phi_{12}(\cdot, \lambda)  \tag{8.3.8}\\
\Phi_{21}(\cdot, \lambda) & \Phi_{22}(\cdot, \lambda)
\end{array}\right) E(\cdot, \lambda)
$$

where

$$
E(x, \lambda)=\operatorname{diag}\left(1, \ldots, 1, e^{\lambda \omega_{1} u(x)}, \ldots, e^{\lambda \omega_{l} u(x)}\right)
$$

$\omega_{j}=\exp \left\{\frac{2 \pi i(j-1)}{l}\right\}(j=1, \ldots, l)$, and $u$ is given by (8.3.1), with the following properties:
i) There are $n_{0} \times n_{0}$ matrix functions $\Phi_{11}^{[r]}\left(r=0, \ldots,\left[\frac{k}{l}\right]\right)$ with $\epsilon_{\mu+1}^{\top} \Phi_{11}^{[r]}$ belonging to $M_{1, n_{0}}\left(W_{p^{\prime}}^{k+n_{0}-l r-\mu}(a, b)\right)$ for $r=0, \ldots,\left[\frac{k}{l}\right]$ and $\mu=0, \ldots, n_{0}-1$ such that

$$
\begin{equation*}
\Phi_{11}(\cdot, \lambda)=\sum_{r=0}^{\left[\frac{k}{l}\right]} \lambda^{-l r} \Phi_{11}^{[r]}+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}, \Phi_{11}\left(\cdot, \lambda \omega_{l}\right)=\Phi_{11}(\cdot, \lambda) \tag{8.3.9}
\end{equation*}
$$

ii) There are $l \times n_{0}$ matrix functions $\Phi_{21}^{[r]}\left(r=0, \ldots,\left[\frac{k-1}{l}\right]\right)$ with $\varepsilon_{j}^{\top} \Phi_{21}^{[r]}$ belonging to $M_{1, n_{0}}\left(W_{p^{\prime}}^{k-l r-j+1}(a, b)\right)$ for $r=0, \ldots,\left[\frac{k-1}{l}\right]$ and $j=1, \ldots, \min \{l, k-l r\}$ and $\varepsilon_{j}^{\top} \Phi_{21}^{[r]}=0$ for $r=0, \ldots,\left[\frac{k-1}{l}\right]$ and $j=k-l r+1, \ldots, n$ such that (8.3.10)

$$
\Phi_{21}(\cdot, \lambda)=\sum_{r=0}^{\left[\frac{k-1}{-}\right]} \lambda^{-l r} \Phi_{21}^{[r]}+\lambda \Xi_{l}(\lambda)\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}, \Phi_{21}\left(\cdot, \lambda \omega_{l}\right)=\Phi_{21}(\cdot, \lambda) .
$$

iii) Set $\tilde{k}:=\min \left\{k, k+1-n_{0}\right\}$. For $r=0, \ldots, \tilde{k}$ and $\mu=0, \ldots, n-1$ there are functions $u_{\mu r} \in W_{p^{\prime}}^{k+1-r}(a, b)$, where $\frac{1}{u_{\mu 0}} \in L_{\infty}(a, b)$ and $u_{\mu 0}=h_{n_{0}}^{\mu / l} u_{00}$ for $\mu=$ $0, \ldots, n-1$, such that, with

$$
\begin{aligned}
& \Phi_{12}^{[r]}=\operatorname{diag}\left(u_{0 r}, \ldots, u_{n_{0}-1, r}\right) \widehat{V} \Omega_{l}^{-r} \\
& \widehat{V}=\left(\begin{array}{cccc}
1 & \cdot & \cdot & \cdot \\
\omega_{1} & \cdot & \cdot & \cdot \\
\vdots & & & \omega_{l} \\
\omega_{1}^{n_{0}-1} & \cdot & \cdot & \cdot \\
\omega_{l}^{n_{0}-1}
\end{array}\right) \\
& \Phi_{22}^{[r]}=\operatorname{diag}\left(u_{n_{0} r}, \ldots, u_{n-1, r}\right) V \Omega_{l}^{n_{0}-r}
\end{aligned}
$$

for $r=0, \ldots, \tilde{k}$, the representations

$$
\begin{gather*}
\Phi_{12}(\cdot, \lambda)=\Xi_{n_{0}}(\lambda)\left\{\sum_{r=0}^{\tilde{k}} \lambda^{-r} \Phi_{12}^{[r]}+\left\{o\left(\lambda^{-\tilde{k}}\right)\right\}_{\infty}\right\},  \tag{8.3.11}\\
\Phi_{22}(\cdot, \lambda)=\lambda^{n_{0}} \Xi_{l}(\lambda)\left\{\sum_{r=0}^{\tilde{k}} \lambda^{-r} \Phi_{22}^{[r]}+\left\{o\left(\lambda^{-\tilde{k}}\right)\right\}_{\infty}\right\}, \tag{8.3.12}
\end{gather*}
$$

and

$$
\begin{equation*}
\Phi_{j 2}\left(\cdot, \lambda \omega_{l}\right)=\Phi_{j 2}(\cdot, \lambda)\left(J_{l}+\varepsilon_{l} \varepsilon_{1}^{\top}\right) \quad(j=1,2) \tag{8.3.13}
\end{equation*}
$$

hold. We recall that $J_{r}, \Omega_{l}, \Xi_{r}, V$ are defined in (8.2.7), (8.2.9), (8.2.10), (8.2.11).

COROLLARY 8.3.3. Let the assumptions of Corollary 8.3.2 be satisfied. Let $\Phi_{11}^{[0]}$ be a fundamental matrix of $\mathbf{H} \eta=0$ if $n_{0}>0$. Then, for sufficiently large $\lambda$, $\mathbf{K} \eta=\lambda^{l} \mathbf{H} \eta$ has a fundamental matrix function of the form

$$
Y(\cdot, \lambda)=\left(\begin{array}{cc}
{\left[\Phi_{11}^{[0]}\right]_{\infty}} & \pi_{0} \Xi_{n_{0}}\left(\lambda h_{n_{0}}^{1 / l}\right)[\widehat{V}]_{\infty} \\
{\left[\Phi_{21}^{[0]}\right]_{\infty}} & \varphi_{0} \lambda^{n_{0}} h_{n_{0}}^{n_{0} / l} \Xi_{l}\left(\lambda h_{n_{0}}^{1 / l}\right)\left[V \Omega_{l}^{\left.n_{0}\right]_{\infty}}\right.
\end{array}\right) E(\cdot, \lambda)
$$

where $\varphi_{0}$ is invertible,

$$
E(x, \lambda)=\operatorname{diag}\left(1, \ldots, 1, e^{\lambda \omega_{1} u(x)}, \ldots, e^{\lambda \omega_{l} u(x)}\right)
$$

$\omega_{j}=\exp \left\{\frac{2 \pi i(j-1)}{l}\right\}(j=1, \ldots, l)$, and $u$ is given by (8.3.1).

### 8.4. The inverse of the asymptotic fundamental matrix

THEOREM 8.4.1. Suppose that $h_{n_{0}} \in C^{\infty}[a, b], h_{n_{0}}>0$, and $h_{n_{0}}^{-1} \in L_{\infty}(a, b)$. Set $l=n-n_{0}$, let $k \in \mathbb{N}$ and suppose that $k \geq \max \left\{l, n_{0}-1\right\}$ if $n_{0}>0$. Suppose that a) $k_{j} \in L_{p^{\prime}}(a, b)$ for $j=0, \ldots, n-1-k$ and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ for $j=0, \ldots, \min \{k-1, n-1\}$ if $n_{0}=0$,
B) $h_{0}, \ldots, h_{n_{0}-1} \in W_{p^{\prime}}^{k}(a, b), k_{0}, \ldots, k_{n_{0}-1} \in W_{p^{\prime}}^{k-l}(a, b)$ and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ $(j=0, \ldots, l-1)$ if $n_{0}>0$.
Let $Y(\cdot, \lambda)$ be the fundamental matrix function of $\mathbf{K} \eta=\lambda^{l} \mathbf{H} \eta$ given as in Corollary 8.3.2. We recall that $J_{r}, \Omega_{l}, \Xi_{r}, V$ are defined in (8.2.7), (8.2.9), (8.2.10), (8.2.11), that $\varepsilon_{j}$ is the $j$-th unit vector in $\mathbb{C}$, and $\epsilon_{j}$ is the $j$-th unit vector in $\mathbb{C}^{n_{0}}$. Then, for sufficiently large $\lambda$,

$$
Y(\cdot, \lambda)^{-1}=E(\cdot,-\lambda)\left(\begin{array}{ll}
\Psi_{11}(\cdot, \lambda) & \Psi_{12}(\cdot, \lambda)  \tag{8.4.1}\\
\Psi_{21}(\cdot, \lambda) & \Psi_{22}(\cdot, \lambda)
\end{array}\right)
$$

where

$$
E(x, \lambda)=\operatorname{diag}\left(1, \ldots, 1, e^{\lambda \omega_{1} u(x)}, \ldots, e^{\lambda \omega_{l} u(x)}\right)
$$

$\omega_{j}=\exp \left\{\frac{2 \pi i(j-1)}{l}\right\}(j=.1, \ldots, l)$, $u$ is given by (8.3.1), and the $\Psi_{i j}$ have the following properties:
i) For $r=0, \ldots,\left[\frac{k}{l}\right]$ there are $\Psi_{11}^{[r]} \in M_{n_{0}, n_{0}}\left(W_{p^{\prime}}^{k+1-l r}(a, b)\right)$ such that

$$
\begin{equation*}
\Psi_{11}(\cdot, \lambda)=\sum_{r=0}^{\left[\frac{k}{1}\right]} \lambda^{-l r} \Psi[r]+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty} \tag{8.4.2}
\end{equation*}
$$

ii) For $r=0, \ldots,\left[\frac{k}{l}\right]$ there are $n_{0} \times l$ matrix functions $\Psi_{12}^{[r]}$ with $\Psi_{12}^{[r]} \varepsilon_{j}$ belonging to $\left(W_{p^{\prime}}^{k+1-l(r+1)+j}(a, b)\right)^{n_{0}}$ for $r=0, \ldots,\left[\frac{k}{l}\right]$ and $j=1, \ldots, l$ such that

$$
\begin{equation*}
\Psi_{12}(\cdot, \lambda)=\lambda^{-l}\left(\sum_{r=0}^{\left[\frac{k}{l}\right]} \lambda^{-l r} \Psi_{12}^{[r]}+\left\{o\left(\lambda^{-k+l-1}\right)\right\}_{\infty} \Xi_{l}(\lambda)^{-1}\right) \tag{8.4.3}
\end{equation*}
$$

iii) For $r=0, \ldots, k$ there are $\Psi_{21}^{[r]} \in M_{l \times n_{0}}\left(W_{p^{\prime}}^{k+1-r}(a, b)\right)$ such that

$$
\begin{equation*}
\Psi_{21}(\cdot, \lambda)=\lambda^{-n_{0}} \sum_{r=0}^{k} \lambda^{-r} \Psi_{21}^{[r]}+\left\{o\left(\lambda^{-k+1-n_{0}}\right)\right\}_{\infty} \tag{8.4.4}
\end{equation*}
$$

and

$$
\Psi_{21}\left(\cdot, \lambda \omega_{l}\right)=\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right) \Psi_{21}(\cdot, \lambda)
$$

iv) For $r=0, \ldots, k$ there are $\Psi_{22}^{[r]} \in M_{l}\left(W_{p^{\prime}}^{k+1-r}(a, b)\right)$ such that

$$
\begin{equation*}
\Psi_{22}(\cdot, \lambda)=\left\{\sum_{r=0}^{k} \lambda^{-r} \Psi_{22}^{[r]}+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}\right\} \lambda^{-n_{0}} \Xi_{l}(\lambda)^{-1} \tag{8.4.5}
\end{equation*}
$$

and

$$
\Psi_{22}\left(\cdot, \lambda \omega_{l}\right)=\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right) \Psi_{22}(\cdot, \lambda)
$$

v) If $n_{0}>0$ then

$$
\Psi_{12}^{[0]} \varepsilon_{l}=-h_{n_{0}}^{-1} \Phi_{11}^{[0]^{-1}} \epsilon_{n_{0}} .
$$

vi) We have

$$
\Psi_{22}^{[0]}=\Phi_{22}^{[0]^{-1}}=\varphi_{0}^{-1} h_{n_{0}}^{-n_{0} / l} \Omega_{l}^{-n_{0} V^{-1} \Xi_{l}\left(h_{n_{0}}^{-1 / l}\right) . . . . .}
$$

Proof. First let us consider the differential operator $L_{u}$ defined in (8.3.2). Let $\widetilde{Y}_{u}(\cdot, \lambda)$ be a fundamental matrix of $L_{u} f=0$ as given by (8.2.22). According to Theorem 2.8.2 and the Neumann series expansion we have

$$
\widetilde{Y}_{u}(\cdot, \lambda)^{-1}=\widetilde{E}(\cdot,-\lambda)\left(\begin{array}{cc}
\widehat{Y}_{11}(\cdot, \lambda) & \widehat{Y}_{12}(\cdot, \lambda) \\
\widehat{Y}_{21}(\cdot, \lambda) & \widehat{Y}_{22}(\cdot, \lambda)
\end{array}\right)
$$

where $\widetilde{E}$ corresponds to the matrix function $E$ considered in Section 8.2,

$$
\widehat{Y}_{i j}(\cdot, \lambda)=\sum_{r=0}^{k} \lambda^{-r} \widehat{Y}_{i j}^{[r]}+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}
$$

and the components of $\widehat{Y}_{i j}^{[r]}$ belong to $W_{p^{\prime}}^{k+1-r}(a, b)$. Also observe that $\widehat{Y}_{21}^{[0]}=0$ in view of (2.8.17). Writing

$$
Y_{u}(\cdot, \lambda)^{-1}=\widetilde{E}(\cdot,-\lambda)\left(\begin{array}{cc}
\Psi_{11}^{u}(\cdot, \lambda) & \Psi_{12}^{u}(\cdot, \lambda) \\
\Psi_{21}^{u}(\cdot, \lambda) & \Psi_{22}^{u}(\cdot, \lambda)
\end{array}\right)
$$

we infer from (8.2.23) and (8.2.16) that

$$
\begin{aligned}
& \Psi_{11}^{u}(\cdot, \lambda)=D^{-1} \widehat{Y}_{11}(\cdot, \lambda) \\
& \Psi_{21}^{u}(\cdot, \lambda)=\lambda^{1-n_{0}} \Omega_{l}^{-n_{0}} \widehat{Y}_{21}(\cdot, \lambda) \\
& \Psi_{12}^{u}(\cdot, \lambda)=D^{-1}\left(-\widehat{Y}_{11}(\cdot, \lambda) \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1}+\widehat{Y}_{12}(\cdot, \lambda)\right) \lambda^{-1} V^{-1} \Xi_{l}(\lambda)^{-1} \\
& \Psi_{22}^{u}(\cdot, \lambda)=\lambda^{1-n_{0}} \Omega_{l}^{-n_{0}}\left(-\widehat{Y}_{21}(\cdot, \lambda) \epsilon_{n_{0}} \varepsilon^{\top} \Omega_{l}^{-1}+\widehat{Y}_{22}(\cdot, \lambda)\right) \lambda^{-1} V^{-1} \Xi_{l}(\lambda)^{-1}
\end{aligned}
$$

In view of (8.3.4) the stated asymptotics and the regularity of the coefficients follow since $Y(\cdot, \lambda)^{-1}$ is obtained from $Y_{u}(u(\cdot), \lambda)^{-1}$ by multiplication from the right by a lower triangular matrix whose coefficients are in $C^{\infty}(a, b)$ and do not depend on $\lambda$.

We still have to prove the particular shapes of the $\Psi_{i j}^{[r]}$. In view of (8.3.9), (8.3.10), and (8.3.13) we have

$$
Y\left(\cdot, \lambda \omega_{l}\right) E\left(\cdot, \lambda \omega_{l}\right)^{-1}=Y(\cdot, \lambda) E(\cdot, \lambda)^{-1}\left(\begin{array}{cc}
I_{n_{0}} & 0 \\
0 & J_{l}+\varepsilon_{l} \varepsilon_{1}^{\top}
\end{array}\right)
$$

Hence

$$
E\left(\cdot, \lambda \omega_{l}\right) Y\left(\cdot, \lambda \omega_{l}\right)^{-1}=\left(\begin{array}{cc}
I_{n_{0}} & 0 \\
0 & J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}
\end{array}\right) E(\cdot, \lambda) Y(\cdot, \lambda)^{-1} .
$$

For $\Phi_{11}$ and $\Phi_{12}$ we infer that the asymptotic polynomials are invariant under the transformation $\lambda \mapsto \lambda \omega_{l}$. Hence the asymptotic polynomials are actually asymptotic polynomials in $\lambda^{l}$. Since the highest possible $\lambda$-power of $\Psi_{12}(\cdot, \lambda)$ is $\lambda^{-1}$ by the representation given above, this completes the proof of parts i)-iv).

In order to prove v) and vi) we first observe that $\Phi_{11}(\cdot, \lambda)$ and $\Phi_{22}(\cdot, \lambda)$ are invertible for sufficiently large $\lambda$. This follows immediately from Corollary 8.3.3. Using the Schur factorization (1.3.4), the corresponding factorization with indices 1 and 2 interchanged, and the fact that a fundamental matrix is invertible, we also obtain that

$$
\Phi_{22}-\Phi_{21} \Phi_{11}^{-1} \Phi_{12} \quad \text { and } \quad \Phi_{11}-\Phi_{12} \Phi_{22}^{-1} \Phi_{21}
$$

are invertible. Furthermore, taking the inverses in (1.3.4) and multiplying out yields

$$
\begin{align*}
& \Psi_{11}=\left(\Phi_{11}-\Phi_{12} \Phi_{22}^{-1} \Phi_{21}\right)^{-1}  \tag{8.4.6}\\
& \Psi_{12}=-\Phi_{11}^{-1} \Phi_{12}\left(\Phi_{22}-\Phi_{21} \Phi_{11}^{-1} \Phi_{12}\right)^{-1}  \tag{8.4.7}\\
& \Psi_{21}=-\Phi_{22}^{-1} \Phi_{21}\left(\Phi_{11}-\Phi_{12} \Phi_{22}^{-1} \Phi_{21}\right)^{-1}  \tag{8.4.8}\\
& \Psi_{22}=\left(\Phi_{22}-\Phi_{21} \Phi_{11}^{-1} \Phi_{12}\right)^{-1} \tag{8.4.9}
\end{align*}
$$

Here we are interested in $\Psi_{12}$ and $\Psi_{22}$. From Corollary 8.3 .2 we infer

$$
\begin{aligned}
\Phi_{22}(\cdot, \lambda) & -\Phi_{21}(\cdot, \lambda) \Phi_{11}(\cdot, \lambda)^{-1} \Phi_{12}(\cdot, \lambda) \\
& =\lambda^{n_{0}} \Xi_{l}(\lambda)\left[\Phi_{22}^{[0]}\right]_{\infty}-\left[\Phi_{21}^{[0]}\right]_{\infty}\left[\Phi_{11}^{[0]-1}\right]_{\infty} \Xi_{n_{0}}(\lambda)\left[\Phi_{12}^{[0]}\right]_{\infty} \\
& =\lambda^{n_{0}} \Xi_{l}(\lambda)\left[\Phi_{22}^{[0]}\right]_{\infty} .
\end{aligned}
$$

Hence

$$
\Psi_{22}(\cdot, \lambda)=\left[\Phi_{22}^{[0]^{-1}}\right]_{\infty} \lambda^{-n_{0}} \Xi_{l}(\lambda)^{-1}
$$

which proves vi) in view of Corollary 8.3.3.

We have

$$
\Phi_{11}(\cdot, \lambda)^{-1} \Phi_{12}(\cdot, \lambda)=\left[\Phi_{11}^{[0]^{-1}}\right]_{\infty} \varphi_{0} \Xi_{n_{0}}\left(\lambda h_{n_{0}}^{1 / l}\right)[\widehat{V}]_{\infty}
$$

which yields

$$
\Psi_{12}(\cdot, \lambda)=-\left[\Phi_{11}^{[0]-1}\right]_{\infty} \Xi_{n_{0}}\left(\lambda h_{n_{0}}^{1 / l}\right)\left[\widehat{V} \Omega_{l}^{-n_{0}} V^{-1}\right]_{\infty} \lambda^{-n_{0}} h_{n_{0}}^{-n_{0} / l} \Xi_{l}\left(\lambda h_{n_{0}}^{1 / l}\right)^{-1}
$$

With the aid of (8.2.13) and (8.2.12) we infer

$$
\widehat{V} \Omega_{l}^{-n_{0}} V^{-1} \varepsilon_{l}=\frac{1}{l} \sum_{i=1}^{n_{0}} \epsilon_{i} \varepsilon^{\top} \Omega_{l}^{i-n_{0}} \varepsilon=\sum_{\substack{i=1 \\ n_{0}-i \in l \mathbb{Z}}}^{n_{0}} \epsilon_{i}
$$

This implies

$$
\Xi_{n_{0}}\left(\lambda h_{n_{0}}^{1 / l}\right)\left[\widehat{V} \Omega_{l}^{-n_{0}} V^{-1} \varepsilon_{l}\right]_{\infty}=\lambda^{n_{0}-1} h_{n_{0}}^{\left(n_{0}-1\right) / l}\left[\epsilon_{n_{0}}\right]_{\infty},
$$

whence

$$
\Psi_{12}(\cdot, \lambda) \varepsilon_{l}=-\lambda^{-l} h_{n_{0}}^{-1}\left[\Phi_{11}^{[0]-1} \epsilon_{n_{0}}\right]_{\infty}
$$

This proves part v).
Together with $\mathbf{H}$ and $\mathbf{K}$ we consider their formally adjoints $\mathbf{H}^{+}$and $\mathbf{K}^{+}$, respectively, given by

$$
\begin{aligned}
& \mathbf{H}^{+} \zeta=\sum_{i=0}^{n_{0}}(-1)^{i}\left(h_{i} \zeta\right)^{(i)} \quad\left(\zeta \in W_{p^{\prime}}^{n_{0}}(a, b)\right) \\
& \mathbf{K}^{+} \zeta=(-1)^{n} \zeta^{(n)}+\sum_{i=0}^{n-1}(-1)^{i}\left(k_{i} \zeta\right)^{(i)} \quad\left(\zeta \in W_{p^{\prime}}^{n}(a, b)\right),
\end{aligned}
$$

see (8.1.11).
THEOREM 8.4.2. Suppose that $h_{n_{0}} \in C^{\infty}[a, b], h_{n_{0}}>0$, and $h_{n_{0}}^{-1} \in L_{\infty}(a, b)$. Let $k \in \mathbb{N}$ and suppose that $k \geq \max \left\{l, n_{0}-1\right\}$ if $n_{0}>0$. Suppose that $k_{j} \in W_{p^{\prime}}^{j}(a, b)$ for $j=0, \ldots, n-1$ and that
ג) $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ for $j=0, \ldots, n-1$ if $n_{0}=0$ and $k \geq n$,
乃) $h_{0}, \ldots, h_{n_{0}-1} \in W_{p^{\prime}}^{k}(a, b), k_{0}, \ldots, k_{n_{0}-1} \in W_{p^{\prime}}^{k-l}(a, b)$, and $k_{n-1-j} \in W_{p^{\prime}}^{k-j}(a, b)$ $(j=0, \ldots, l-1)$ if $n_{0}>0$.
Let $\left\{\eta_{1}(\cdot, \lambda), \ldots, \eta_{n}(\cdot, \lambda)\right\}$ be the fundamental system of $\mathbf{K} \eta-\lambda^{l} \mathbf{H} \eta=0$ as considered in Corollary 8.3.1, and let $Y(\cdot, \lambda)=\left(\eta_{v}^{(\mu-1)}(\cdot, \lambda)\right)_{v, \mu=1}^{n}$. Set

$$
\begin{equation*}
\zeta_{v}(\cdot, \lambda)=e_{V}^{\top} Y(\cdot, \lambda)^{-1} e_{n} \quad(v=1, \ldots, n) \tag{8.4.10}
\end{equation*}
$$

Then, for sufficiently large $\lambda,\left\{\zeta_{1}(\cdot, \lambda), \ldots, \zeta_{n}(\cdot, \lambda)\right\}$ is a fundamental system of the differential equation $\mathbf{K}^{+} \zeta-\lambda^{l} \mathbf{H}^{+} \zeta=0$ with the following properties:
i) There are a fundamental system $\left\{\kappa_{1}, \ldots, \kappa_{n_{0}}\right\} \subset W_{p^{\prime}}^{k+1}(a, b)$ of $\mathbf{H}^{+} \zeta=0$ and functions $\kappa_{v r} \in W_{p^{\prime}}^{k+1-l r}(a, b)\left(1 \leq v \leq n_{0}, 1 \leq r \leq\left[\frac{k}{l}\right]\right)$ such that

$$
\begin{equation*}
\zeta_{v}^{(\mu)}(\cdot, \lambda)=\lambda^{-l}\left(\kappa_{v}^{(\mu)}+\sum_{r=1}^{\left[\frac{k-\mu}{\hbar}\right]} \lambda^{-l r} \kappa_{v r}^{(\mu)}+\left\{o\left(\lambda^{-k+\mu}\right)\right\}_{\infty}\right) \tag{8.4.11}
\end{equation*}
$$

for $v=1, \ldots, n_{0}$ and $\mu=0, \ldots, n-1$.
ii) For $r=0, \ldots$, , there are functions $\psi_{r} \in W_{p^{\prime}}^{k+1-r}(a, b)$ such that $\psi_{0}^{-1}$ exists and is bounded, and

$$
\begin{align*}
\zeta_{v}^{(\mu)}(x, \lambda)= & \left(\lambda \omega_{v-n_{0}}\right)^{1-n}\left\{\left[\frac{d^{\mu}}{d x^{\mu}}\right]\left\{\sum_{r=0}^{k}\left(\lambda \omega_{v-n_{0}}\right)^{-r} \psi_{r}(x) e^{-\lambda \omega_{v-n_{0}} u(x)}\right\}\right.  \tag{8.4.12}\\
& \left.+\left\{o\left(\lambda^{-k+\mu}\right)\right\}_{\infty} e^{-\lambda \omega_{v-n_{0}} u(x)}\right\}
\end{align*}
$$

for $v=n_{0}+1, \ldots, n$ and $\mu=0, \ldots, n-1$, where $u$ is given by (8.3.1) and $\left[\frac{d^{\mu}}{d x^{\mu}}\right]$ means that we omit those terms of the Leibniz expansion which contain a function $\psi_{r}^{(j)}$ with $j>k-r$.
If $h_{n_{0}}=1$, then $\psi_{0}$ is the solution of the initial value problem

$$
\begin{equation*}
\psi_{0}^{\prime}+\frac{1}{l}\left(h_{n_{0}-1}-k_{n-1}\right) \psi_{0}=0, \quad \psi_{0}(a)=\frac{1}{l} . \tag{8.4.13}
\end{equation*}
$$

Proof. From (8.1.17) we immediately infer by recursive substitution that

$$
\zeta_{V}^{(n)}=(-1)^{i}\left(e_{V}^{\top} Y^{-1} e_{n-i}\right)^{(n-i)}+\sum_{j=1}^{i}(-1)^{j-1}\left(p_{n-j} \zeta_{v}\right)^{(n-j)}
$$

for $i=0, \ldots, n-1$. If we observe that (8.1.17) also holds for $k=1$ with $e_{0}=0$, then the above identity is also true for $i=n$, which shows that the $\zeta_{\nu}(\cdot, \lambda)$ satisfy the differential equation $\mathbf{K}^{+} \zeta-\lambda^{l} \mathbf{H}^{+} \zeta=0$. And if the $\zeta_{\nu}(\cdot, \lambda)$ would be linearly dependent, then again (8.1.17) would yield that $e_{1}^{T} Y(\cdot, \lambda)^{-1}, \ldots, e_{n}^{\tau} Y(\cdot, \lambda)^{-1}$ were linearly dependent which is impossible. Hence $\left\{\zeta_{1}(\cdot, \lambda), \ldots, \zeta_{n}(\cdot, \lambda)\right\}$ is a fundamental system of the differential equation $\mathbf{K}^{+} \zeta-\lambda^{l} \mathbf{H}^{+} \zeta=0$.
i) We know from Lemma (8.1.3) and Theorem 8.4.1 ii) that

$$
\begin{align*}
\zeta_{\nu}^{(\mu)}(\cdot, \lambda) & =\sum_{i=0}^{\mu} q_{\mu, i} e_{v}^{\top} Y(\cdot, \lambda)^{-1} e_{n-i}  \tag{8.4.14}\\
& =\sum_{i=0}^{\mu} q_{\mu, i} \epsilon_{v}^{\top} \Psi_{12}(\cdot, \lambda) \varepsilon_{l-i} \\
& =\lambda^{-1}\left(\sum_{r=0}^{\left[\frac{k}{\vee}\right]} \lambda^{-l r} \psi_{\nu \mu r}+\lambda^{-k+\mu} \tilde{\psi}_{v \mu}(\cdot, \lambda)\right)
\end{align*}
$$

for $v=1, \ldots, n_{0}$ and $\mu=0, \ldots, l-1$ with $\psi_{v \mu r} \in W_{p^{\prime}}^{k+1-l r-\mu}(a, b)$ and $\tilde{\psi}_{v \mu}(\cdot, \lambda)=$ $\{o(1)\}_{\infty}$. Here we have used that the $q_{\mu, i}$ do not depend on $\lambda$ for $\mu=0, \ldots, l-1$ and belong to $W_{p^{\prime}}^{k+1-\mu}(a, b)$.

For $\mu=0$, the representation (8.4.11) follows. Furthermore, since $\Phi_{11}^{[0]}$ is a fundamental matrix of $\mathbf{H} \eta=0$ by Corollary 8.3.2, it is also a fundamental matrix of $\frac{1}{h_{n}} \mathbf{H} \eta=0$. Then the same argument as at the beginning of this proof shows that $\left\{\epsilon_{v}^{\top} \Phi_{11}^{[0]} \epsilon_{n_{0}}^{-1}: v=1, \ldots, n_{0}\right\}$ is a fundamental system of $\left(\frac{1}{h_{n_{0}}} \mathbf{H}\right)^{+} \zeta=0$. Since $\kappa_{v}:=\psi_{v 00}=-h_{n_{0}}^{-1} \epsilon_{v}^{\top} \Phi_{11}^{[0]^{-1}} \epsilon_{n_{0}}$ by Theorem 8.4.1 v), it follows that $\left\{\kappa_{1}, \ldots, \kappa_{n_{0}}\right\}$ is a fundamental system of $\mathbf{H}^{+} \zeta=0$.

From the considerations at the beginning of the proof of Theorem 8.4.1 we infer that the $\tilde{\psi}_{v \mu}(\cdot, \lambda)$ are linear combinations of products of polynomials in $\lambda^{-1}$ and $o$-functions having the properties stated in Theorem 2.8.2. Thus not only $\tilde{\psi}_{v \mu}(\cdot, \lambda)=\{o(1)\}_{\infty}$ but also $\frac{1}{\lambda} \tilde{\psi}_{v \mu}^{\prime}(\cdot, \lambda) \in\{o(1)\}_{p^{\prime}}$ holds. Hence differentiating and comparing coefficients we obtain

$$
\psi_{v \mu r}^{\prime}=\psi_{v, \mu+1, r}
$$

for $1 \leq v \leq n_{0}, 0 \leq \mu \leq l-2,0 \leq r \leq\left[\frac{k-\mu-1}{l}\right]$. This proves i) for $\mu=0, \ldots, l-1$.
For $v=1, \ldots, n_{0}$ and $\mu=l, \ldots, n-1$ we have in view of Lemma 8.1.3 and Theorem 8.4.1 that

$$
\begin{aligned}
\zeta_{v}^{(\mu)}(\cdot, \lambda) & =\sum_{i=0}^{\mu} q_{\mu, i}(\cdot, \lambda) e_{v}^{\top} Y(\cdot, \lambda)^{-1} e_{n-i} \\
& =\sum_{i=0}^{l-1} q_{\mu, i}(\cdot, \lambda) \epsilon_{v}^{\top} \Psi_{12}(\cdot, \lambda) \varepsilon_{l-i}+\sum_{i=l}^{\mu} q_{\mu, i}(\cdot, \lambda) \epsilon_{v}^{\top} \Psi_{11}(\cdot, \lambda) \epsilon_{n-i} \\
& =\lambda^{-l}\left(\sum_{r=-\left[\frac{\mu}{l}\right]}^{\left[\frac{k}{l}\right]} \lambda^{-l r} \psi_{v \mu r}+\lambda^{-k+\mu} \tilde{\Psi}_{v \mu}(\cdot, \lambda)\right),
\end{aligned}
$$

where $\tilde{\psi}_{v \mu}(\cdot, \lambda)=\{o(1)\}_{\infty}$ and $\frac{1}{\lambda} \tilde{\psi}_{v \mu}^{\prime}(\cdot, \lambda)=\{o(1)\}_{p^{\prime}}$. To verify the $\lambda$-exponent in the asymptotic representation we have used the statement on the degree of $q_{v, i}$ in Lemma 8.1.3. Differentiation of $\zeta_{\nu}^{(\mu)}$ for $\mu=n_{0}-1, \ldots, n-1$ and comparison with the above representation of $\zeta_{V}^{(\mu)}$ completes the proof of part i).
ii) This proof is similar to the proof of part i). First we consider $v=n_{0}+1$. From Lemma 8.1.3 and Theorem 8.4.1 iv) we know that

$$
\begin{aligned}
\zeta_{n_{0}+1}^{(\mu)}(\cdot, \lambda) & =\sum_{i=0}^{\mu} q_{\mu, i} e_{n_{0}+1}^{\top} Y(\cdot, \lambda)^{-1} e_{n-i}=\sum_{i=0}^{\mu} q_{\mu, i} e^{-\lambda u} \varepsilon_{1}^{\top} \Psi_{22}(\cdot, \lambda) \varepsilon_{l-i} \\
& =\lambda^{-n+1+\mu}\left\{\sum_{r=0}^{k} \lambda^{-r} \Psi_{n_{0}+1, \mu, r}+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}\right\} e^{-\lambda u}
\end{aligned}
$$

for $\mu=0, \ldots, l-1$, where $\psi_{n_{0}+1, \mu, r} \in W_{p^{\prime}}^{k+1-r}(a, b)$. With the aid of Theorem 8.4.1 iii) this asymptotic representation can be extended to $\mu=l, \ldots, n-1$. Proceeding as in the proof of part i), the representation (8.4.12) for $v=n_{0}+1$ follows.

From Theorem 8.4.1 vi) and (8.2.13) we infer

$$
\begin{equation*}
\psi_{0}=\varepsilon_{1}^{\top} \Psi_{22}^{[0]} \varepsilon_{l}=\varphi_{0}^{-1} h_{n_{0}}^{(1-n) / l} \varepsilon_{1}^{\top} \Omega_{l}^{-n_{0} V^{-1} \varepsilon_{l}=\frac{1}{l} \varphi_{0}^{-1} h_{n_{0}}^{(1-n) / l}, ~ . ~} \tag{8.4.15}
\end{equation*}
$$

which completes the proof of part ii) for $v=n_{0}+1$ in view of (8.2.3).
Now let $v \in\left\{n_{0}+2, \ldots, n\right\}$. Then we infer from Theorem 8.4.1 iv) that

$$
\begin{aligned}
\zeta_{v}(x, \lambda) & =e^{-\lambda \omega_{v-n_{0}} u(x)} \varepsilon_{v-n_{0}}^{\top} \Psi_{22}(x, \lambda) \varepsilon_{l} \\
& =e^{-\lambda \omega_{v-n_{0}} u(x)} \varepsilon_{v-1-n_{0}}^{\top} \Psi_{22}\left(x, \lambda \omega_{l}^{-1}\right) \varepsilon_{l} \\
& =e^{-\lambda \omega_{v-n_{0}} u(x)} \zeta_{v-1}\left(x, \lambda \omega_{l}^{-1}\right) e^{\lambda \omega_{v-1-n_{0}} u(x)} \\
& =e^{-\lambda \omega_{l}^{-1} u(x)} \zeta_{v-1}\left(x, \lambda \omega_{l}^{-1}\right)
\end{aligned}
$$

From $\omega_{l}^{-j}=\omega_{j+1}$ we infer that

$$
\zeta_{v}(x, \lambda)=\zeta_{n_{0}+1}\left(x, \lambda \omega_{v-n_{0}}\right)
$$

for $v \in\left\{n_{0}+2, \ldots, n\right\}$. Since we have already shown that (8.4.12) holds for $v=$ $n_{0}+1$, it therefore holds for all $v=n_{0}+1, \ldots, n$. Finally, (8.4.13) immediately follows from (8.4.15) and (8.2.3).

REMARK 8.4.3. i) In general, it is not very useful to have estimates where the $o$-terms dominate all of the other terms. So (8.4.11) is most useful if $-k+\mu \leq 0$, i. e., if $\mu \leq k$ (note that we suppose that $k \geq l$ if $n_{0}>0$ ).
ii) If we differentiate in (8.4.12) we obtain

$$
\begin{align*}
\zeta_{v}^{(\mu)}(x, \lambda)= & \left(\lambda \omega_{v-n_{0}}\right)^{1 \sim n+\mu}\left\{\sum_{r=0}^{k}\left(\lambda \omega_{v-n_{0}}\right)^{-r} \psi_{\mu, r}(x) e^{-\lambda \omega_{v-n_{0}} u(x)}\right.  \tag{8.4.16}\\
& \left.+\left\{o\left(\lambda^{-k}\right)\right\}_{\infty} e^{-\lambda \omega_{v-n_{0}} u(x)}\right\}
\end{align*}
$$

for $v=n_{0}+1, \ldots, n$ and $\mu=0, \ldots, n-1$, where $\psi_{\mu, r} \in W_{p^{\prime}}^{k+1-r}(a, b)$ and $\psi_{\mu, 0}=$ $\left(-h_{n_{0}}^{1 / l}\right)^{\mu} \psi_{0}$. Since $\zeta_{v}(\cdot, \lambda)$ is a solution of $\left(\mathbf{K}^{+}-\lambda^{l} \mathbf{H}^{+}\right) \zeta_{v}(\cdot, \lambda)=0$, it follows that (8.4.16) also holds in case $\mu=n$.
iii) In Theorems 8.2.1, 8.2.4, 8.4.1, 8.4.2 and in Corollaries 8.3.1, 8.3.2 the asymptotic estimates $\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}$ can be replaced with the estimates $\left\{O\left(\lambda^{-k} \tau_{p^{\prime}}(\lambda)\right)\right\}_{\infty}$ or $\left\{O\left(\lambda^{-k} \tau_{\infty}(\lambda)\right)\right\}_{p^{\prime}}$, where the latter estimate holds if $k>0$ or $p<3$. In case $k=0$ and $p \geq 3$, which can only occur if $n_{0}=0$, we have $k_{n-1} \in W_{p^{\prime}}^{1}(a, b)$ since $n \geq 2$, and then the estimate (2.8.16) holds, see (6.4.10). This follows from the corresponding proofs if we take the estimates (2.8.12) or (2.8.13), respectively,
instead of (2.8.11). Also, these considerations apply to expressions $[\cdot]$ considered below, e.g. we can replace $[c]_{\infty}$ by $c+\left\{O\left(\tau_{p^{\prime}}(\lambda)\right)\right\}_{\infty}$. Furthermore, in the estimates $\{o(\cdot)\}_{\infty}$ and $\{O(\cdot)\}_{\infty}$, the functions considered are continuous (even in $\left.W_{p^{\prime}}^{1}(a, b)\right)$, so that these estimates hold at each point in the interval $[a, b]$. Finally, by using (2.8.14), we can differentiate $\zeta_{v}^{(\mu)}$ term by term if $\mu \leq n-1$, where $\left\{o\left(\lambda^{-k}\right)\right\}_{\infty}$ has to be replaced by $\left\{o\left(\lambda^{-k+1}\right)\right\}_{p^{\prime}}$.

### 8.5. Almost Birkhoff regular boundary eigenvalue problems

In order to define Birkhoff regular and almost Birkhoff regular problems we first introduce some notations. For $v=1, \ldots, n$ let

$$
\begin{equation*}
l_{v}=\operatorname{deg}\left[e_{v}^{\top}\left(W^{(0)}\left(\lambda^{l}\right) \Xi_{n}(\lambda), W^{(1)}\left(\lambda^{l}\right) \Xi_{n}(\lambda)\right)\right] \tag{8.5.1}
\end{equation*}
$$

where $W^{(j)}\left(\lambda^{l}\right)$ and $\Xi_{n}(\lambda)$ have been defined in (8.1.6) and (8.2.10). Then we have

$$
\operatorname{diag}\left(\lambda^{-l_{1}}, \ldots, \lambda^{-l_{n}}\right) W^{(j)}\left(\lambda^{l}\right) \Xi_{n}(\lambda)=W_{0}^{(j)}+O\left(\lambda^{-1}\right)
$$

for $j=0,1$. We suppose that

$$
\operatorname{rank}\left(W^{(0)}, W^{(1)}\right)=n
$$

If this condition should not hold, then it might be achieved by taking suitable linear combinations of the boundary conditions. This is similar to the method in Section 5.1. We leave the details to the reader.

Let $\hat{l}_{v} \in\{0, \ldots, l-1\}$ such that

$$
\begin{equation*}
l_{v}=\hat{l}_{v} \bmod (l) \quad(v=1, \ldots, n) \tag{8.5.2}
\end{equation*}
$$

We have

$$
\begin{equation*}
e_{\nu}^{\top} W^{(j)}\left(\lambda^{l}\right) \Xi_{n}(\lambda)=\lambda^{l_{\nu}}\left[e_{\nu}^{\top} W_{0}^{(j)}\right] \tag{8.5.3}
\end{equation*}
$$

for $v=1, \ldots, n$ and $j=0,1$. Since $W^{(0)}$ and $W^{(1)}$ depend on $\lambda^{l}$, only those entries of $e_{v}^{\top} W_{0}^{(j)} e_{\tau+1}$ are different from zero for which $\tau=\hat{l}_{v} \bmod (l)$. We can write these $\tau$ as $\tau=\hat{l}_{v}+t l$ for $t=0, \ldots, L$ where

$$
\begin{equation*}
L=\left[\frac{n-1}{l}\right] . \tag{8.5.4}
\end{equation*}
$$

It might be that the $\tau$ for $t=L$ is already larger than $n-1$. In this case, all terms corresponding to this $t$ are tacitly understood to be zero. For $v=1, \ldots, n$ and $j=0,1$ let

$$
\begin{equation*}
\alpha_{v t}^{(j)}:=e_{v}^{\top} W_{0}^{(j)} e_{\hat{l}_{v}+l l+1} \quad(t=0, \ldots, L) \tag{8.5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{v}^{(j)}=\sum_{t=0}^{L} h_{n_{0}}^{\hat{l}_{v} / l+t}\left(a_{j}\right) \alpha_{v t}^{(j)} \tag{8.5.6}
\end{equation*}
$$

where $a_{0}:=a$ and $a_{1}:=b$.
For $v=1, \ldots, n$ let $q_{v}^{\prime}$ be the degree of $e_{V}^{\top}\left(W^{(0)}(\lambda), W^{(1)}(\lambda)\right)$ as a polynomial in $\lambda$. For $v=1, \ldots, n$ there are integers $q_{v} \leq q_{v}^{\prime}$ such that

$$
\begin{equation*}
e_{v}^{\top}\left(W^{(0)}\left(\lambda^{l}\right) Y(a, \lambda)\left(I_{n}-\Delta_{0}\right), W^{(1)}\left(\lambda^{l}\right) Y(b, \lambda)\left(I_{n}-\Delta_{0}\right)\right)=O\left(\lambda^{q_{v} l}\right) \tag{8.5.7}
\end{equation*}
$$

Here we can choose the exponent to be a multiple of $l$ since $Y(\cdot, \lambda)\left(I_{n}-\Delta_{0}\right)$ is a function of $\lambda^{l}$. We can write

$$
\begin{equation*}
e_{v}^{\top} M(\lambda) e_{j}=: \lambda^{q_{v}} l\left[u_{v, j}\right] \tag{8.5.8}
\end{equation*}
$$

for $v=1, \ldots, n$ and $j=1, \ldots, n_{0}$, where $M(\lambda)$ is the characteristic matrix given by (8.1.14).

Now let $\vartheta \subset\{1, \ldots, n\}$. Writing $\vartheta=\left\{\vartheta_{1}, \ldots, \vartheta_{j}\right\}$ we shall use the notations $\vartheta^{\prime}:=\{1, \ldots, n\} \backslash \vartheta=:\left\{\vartheta_{1}^{\prime}, \ldots, \vartheta_{n-j}^{\prime}\right\}$. Let $\operatorname{sgn} \vartheta$ be the signum of the permutation given by $\left\{\vartheta_{1}^{\prime}, \ldots, \vartheta_{n-j}^{\prime}, \vartheta_{1}, \ldots, \vartheta_{j}\right\}$. Also, let

$$
\begin{equation*}
l_{\vartheta}=l \sum_{i=1}^{n-j} q_{\vartheta_{i}^{\prime}}+\sum_{i=1}^{j} l_{\vartheta_{i}} \tag{8.5.9}
\end{equation*}
$$

Let $\Theta_{n, m}$ be the set of all subsets of $\{1, \ldots, n\}$ with $m$ elements. We set

$$
\begin{align*}
& l^{(0)}=\max \left\{l_{\vartheta}: \vartheta \in \Theta_{n, l}\right\} \\
& l^{(1)}=\max \left\{l_{\vartheta}: \vartheta \in \Theta_{n, l+1}\right\} \text { if } n_{0}>0  \tag{8.5.10}\\
& l^{(2)}=\max \left\{l_{\vartheta}: \vartheta \in \Theta_{n, l-1}\right\}
\end{align*}
$$

For $j=0, \ldots, l$ we define

$$
\begin{equation*}
b_{j}^{(0)}=\sum_{\substack{v \in \Theta_{n \cdot l} \\ l_{\vartheta}=l^{(0)}}} \operatorname{sgn} \vartheta u_{\vartheta} v_{\vartheta, j} \tag{8.5.11}
\end{equation*}
$$

where

$$
\begin{align*}
u_{\vartheta} & =\left|\begin{array}{ccc}
u_{\vartheta_{1}^{\prime}, 1} & \ldots & u_{\vartheta_{1}^{\prime}, n_{0}} \\
\vdots & & \vdots \\
u_{\vartheta_{n_{0}}^{\prime}, l} & \ldots & u_{\vartheta_{n_{0}}^{\prime}, n_{0}}
\end{array}\right| \text { if } \vartheta \neq\{1, \ldots, n\}, u_{\vartheta}=1 \text { else },  \tag{8.5.12}\\
v_{\vartheta, j} & =\left|\begin{array}{cccccc}
\hat{l}_{\vartheta_{1}} \\
\omega_{1}^{(0)} & \alpha_{\vartheta_{1}}^{(0)} & \ldots & \omega_{j}^{\hat{l}_{\vartheta_{l}}} \alpha_{\vartheta_{1}}^{(0)} & \omega_{j+1}^{\hat{l}_{\vartheta_{1}}} \alpha_{\vartheta_{1}}^{(1)} & \ldots \\
\vdots & & \vdots & \vdots & \omega_{l}^{\hat{l}_{\vartheta_{1}}} \alpha_{\vartheta_{1}}^{(1)} \\
\hat{l}_{\vartheta_{l}} \\
\omega_{1}^{(0)} \alpha_{\vartheta_{l}}^{(0)} & \ldots & \omega_{j}^{\hat{l}_{l}} \alpha_{\vartheta_{l}}^{(0)} & \omega_{j+1}^{\hat{l}_{v_{l}}} \alpha_{\vartheta_{l}}^{(1)} & \ldots & \omega_{l}^{\hat{l}_{\vartheta_{l}}} \alpha_{\vartheta_{l}}^{(1)}
\end{array}\right| . \tag{8.5.13}
\end{align*}
$$

From the definitions of $q_{v}, q_{v}^{\prime}$, and $l_{v}$ it immediately follows that $l q_{v} \leq l_{v}$, whence $l_{\vartheta} \leq l_{\tilde{\vartheta}}$ if $\vartheta \subset \tilde{\vartheta}$. Therefore

$$
\begin{equation*}
l^{(2)} \leq l^{(0)} \leq l^{(1)} \tag{8.5.14}
\end{equation*}
$$

DEFINITION 8.5.1. Let $r=l^{(1)}-l^{(0)}$ if $n_{0}>0$. Suppose that $b_{j}^{(0)} \neq 0$ for $j=\frac{l}{2}$ if $l$ is even and for $j=\frac{l-1}{2}$ and $j=\frac{l+1}{2}$ if $l$ is odd.
i) If $n_{0}=0$ or $n_{0}>0$ and $r=0$, then the boundary eigenvalue problem (8.1.1), (8.1.5) is called Birkhoff regular.
ii) If $n_{0}>0$ and $r>0$, then the boundary eigenvalue problem (8.1.1), (8.1.5) is called almost Birkhoff regular of order $r$.
REMARK 8.5.2. In order to simplify the notations we shall call the problem (8.1.1), (8.1.5) almost Birkhoff regular of order zero if it is Birkhoff regular.

Together with almost Birkhoff regular problems we have to consider some auxiliary boundary conditions. In order to define them, some further notations are needed. For $\kappa=1, \ldots, n$ we write

$$
\begin{equation*}
\kappa=\hat{l}_{v}+t l-m+1 \tag{8.5.15}
\end{equation*}
$$

where $0 \leq t \leq L+1$ and $0 \leq m \leq l-1$. This representation of $\kappa$ in terms of $l$ and $m$ is unique. We shall consider numbers $\kappa$ given by this formula for $0 \leq t \leq L+1$ and $0 \leq m \leq l-1$. Several of these numbers may lie outside the admissible set $\{1, \ldots, n\}$ for $\kappa$. But we shall avoid imposing unhandy restrictions on $m$ and $t$. Rather, it is always to be silently understood that all numbers, functions, etc., considered for those $t$ and $m$ for which $\hat{l}_{v}+t l-m+1 \notin\{1, \ldots, n\}$ are zero. From the definition of $l_{v}$ we infer the representation

$$
\begin{equation*}
\lambda^{-l_{v}} e_{v}^{\top} W^{(l)}\left(\lambda^{l}\right) \Xi_{n}(\lambda) e_{\hat{l}_{v}+l l-m+1}=\lambda^{-m}\left(\alpha_{v t m}^{(l)}+O\left(\lambda^{-l}\right)\right) \tag{8.5.16}
\end{equation*}
$$

for $v=1, \ldots, n, t=0,1, t$ and $m$ as above, where $\alpha_{v t m}^{(t)} \in \mathbb{C}$.
For $j=0, \ldots, n-1$ and $v=0, \ldots, j$ define $s_{j ; v}=\left[\frac{j-v}{l}\right]$ and $\delta_{\alpha}^{\prime}=1$ if $\alpha$ is not a multiple of $l$ and $\delta_{\alpha}^{\prime}=0$ if $\alpha$ is a multiple of $l$. Then $q_{j, v, 0} \in W_{1}^{n+v-j}(a, b)$ is defined recursively with respect to $j$ by

$$
\begin{aligned}
& q_{j, j, 0}=(-1)^{j} \quad(j=0, \ldots, n-1), \\
& q_{j, j-1,0}=-q_{j-1, j-2,0} \quad(j=2, \ldots, n-1), \\
& q_{j, v, 0}=\delta_{j-v}^{\prime} q_{j-1, v, 0}^{\prime}-q_{j-1, v-1,0} \cdot(j=3, \ldots, n-1 ; v=1, \ldots, j-2), \\
& q_{j, \overline{0,0}}=q_{j-1,0,0}^{\prime}+\sum_{v=0}^{j-1} k_{n-v-1} q_{j-1, v, 0} \quad(j=1, \ldots, l-1), \\
& q_{j, 0,0}=\delta_{j}^{\prime}\left(q_{j-1,0,0}^{\prime}+\sum_{v=0}^{j-1-l s_{j, 0}} \cdot k_{n-v-1} q_{j-1, v, 0}\right)-\sum_{v=0}^{j-l s_{j, 0}} h_{n_{0}-v} q_{j-1, v+l-1,0} \\
& \quad(j=l, \ldots, n-1) .
\end{aligned}
$$

For $\kappa=0, \ldots, l-1$ and $t=1, \ldots, L$ such that $\kappa+t l \leq n$ we define

$$
\begin{equation*}
\sigma_{n-\kappa-t l, 0}=\sum_{j=n_{0}-\kappa}^{n_{0}} \sum_{i=j}^{n_{0}}(-1)^{i}\binom{i}{j} h_{i}^{(i-j)} q_{j, n-\kappa-t l, 0} \tag{8.5.17}
\end{equation*}
$$

Furthermore, we set $\sigma_{j, 0}:=0$ if $j<0$. For $m=0, \ldots, l-1, i=0, \ldots, m$, and $t=0, \ldots, L$ we define

$$
\gamma_{i, m}^{t}=\left\{\begin{array}{l}
1 \text { if } i=m \text { and } t=0,  \tag{8.5.18}\\
0 \text { if } i<m \text { and } t=0, \\
\sum_{\tau=0}^{m-i-1}\binom{i+\tau}{\tau} \sigma_{n-m+i+\tau-t l, 0}^{(\tau)}+\binom{m}{i}\left(h_{n_{0}}^{t}\right)^{(m-i)} \text { if } t \geq 1
\end{array}\right.
$$

DEFINITION 8.5.3. For $v=1, \ldots, n$ the asymptotic boundary conditions are defined by

$$
\begin{equation*}
U_{v} f:=\sum_{i=0}^{\hat{l}_{v}} \sum_{t=0}^{L} \sum_{m=0}^{\hat{l}_{v}-i} \alpha_{v t m}^{(0)} \gamma_{i, \hat{l}_{v}-m}^{i^{\prime}}(a) f^{(i)}(a)+\sum_{i=0}^{\hat{l}_{v}} \sum_{t=0}^{L} \sum_{m=0}^{\hat{l}_{v}-i} \alpha_{v t m}^{(1)} \gamma_{i, \hat{l}_{v}-m}(b) f^{(i)}(b)=0 \tag{8.5.19}
\end{equation*}
$$

In the above definition, $f$ is a suitable function on $[a, b]$. The actual assumptions on $f$ will be formulated later. Also the regularity conditions on the coefficients will be given later to ensure that all quantities considered above are well-defined.

If $h_{n_{0}}=1$ then $h_{i}^{(i-j)}=0$ for $i=n_{0}$ and $i>j$. Hence we obtain
REMARK 8.5.4. If $h_{n_{0}}=1$, then we have

$$
\sigma_{n-\kappa-t l, 0}=(-1)^{n_{0}} q_{n_{0}, n-\kappa-t l, 0}+\sum_{j=n_{0}-\kappa}^{n_{0}-1} \sum_{i=j}^{n_{0}-1}(-1)^{i}\binom{i}{j} h_{i}^{(i-j)} q_{j, n-\kappa-t l, 0}
$$

The asymptotic boundary conditions can be calculated explicitly. But this calculation with multiple sums and recursions is very involved. So we are going to consider some special cases in which these conditions are relatively easy.
REMARK 8.5.5. i) In case $L=0$, i. e., $n_{0}=0$, the asymptotic boundary conditions are

$$
U_{v} f=\sum_{i=0}^{\hat{l}_{v}} \alpha_{v, 0, \hat{l}_{v}-i}^{(0)} f^{(i)}(a)+\sum_{i=0}^{\hat{l}_{v}} \alpha_{v, 0, \hat{l}_{v}-i}^{(1)} f^{(i)}(b)=0
$$

for $v=1, \ldots, n$.
ii) In case $L=1$, i. e., $1 \leq n_{0} \leq \frac{n}{2}$, we obtain $\gamma_{0,0}^{t}=\gamma_{1,1}^{t}=h_{n_{0}}^{t}$ for $t=0,1, \gamma_{0,1}^{0}=0$, and, if $l \geq 2$,

$$
\gamma_{0,1}^{1}=h_{n_{0}-1}-h_{n_{0}} k_{n-1}+\left(1-n_{0}\right) h_{n_{0}}^{\prime} .
$$

iii) In case $L=1$ and $\hat{l}_{v} \leq 1$ we have

$$
U_{v} f=\sum_{i=0}^{\hat{l}_{v}} \delta_{v i}^{(0)} f^{(i)}(a)+\sum_{i=0}^{\hat{l}_{v}} \delta_{v i}^{(1)} f^{(i)}(b)
$$

where

$$
\delta_{v i}^{(l)}=\left\{\right.
$$

Proof. i) is clear by Definition 8.5.3.
ii) All but the formula for $\gamma_{0,1}^{1}$ immediately follows from Definition 8.5.3. For $\gamma_{0,1}^{1}$ we calculate

$$
\begin{aligned}
\gamma_{0,1}^{1}= & \sigma_{n_{0}-1,0}+h_{n_{0}}^{\prime} \\
= & \sum_{j=n_{0}-1}^{n_{0}} \sum_{i=j}^{n_{0}}(-1)^{i}\binom{i}{j} h_{i}^{(i-j)} q_{j, n_{0}-1,0}+h_{n_{0}}^{\prime} \\
= & (-1)^{n_{0}-1} h_{n_{0}-1} q_{n_{0}-1, n_{0}-1,0}+(-1)^{n_{0}} n_{0} h_{n_{0}}^{\prime} q_{n_{0}-1, n_{0}-1,0} \\
& +(-1)^{n_{0}} h_{n_{0}} q_{n_{0}, n_{0}-1,0}+h_{n_{0}}^{\prime} \\
= & h_{n_{0}-1}-h_{n_{0}} k_{n-1}+\left(1-n_{0}\right) h_{n_{0}}^{\prime}
\end{aligned}
$$

iii) This follows from part ii) and

$$
\begin{aligned}
\delta_{v i}^{(\imath)} & =\sum_{t=0}^{1} \sum_{m=0}^{\hat{l}_{v}-i} \alpha_{v t m}^{(\imath)} \gamma_{i, \hat{l}_{v}-m}^{t}\left(a_{t}\right) \\
& =\alpha_{v, 0, \hat{l}_{v}-i}^{(i)}+\sum_{m=0}^{\hat{l}_{v}-i} \alpha_{v l m}^{(l)} \gamma_{i, \hat{l}_{v}-m}^{1}\left(a_{t}\right)
\end{aligned}
$$

Remark 8.5.6. Here we suppose that $h_{n_{0}}=1$.
i) In case $L=1$, i. e., $1 \leq n_{0} \leq \frac{n}{2}$, we obtain $\gamma_{i, i}^{1}=1$ for $i=0, \ldots, l-1$ and, if $l \geq 2$,

$$
\gamma_{i, i+1}^{1}=h_{n_{0}-1}-k_{n-1}
$$

for $i=0, \ldots, l-2$.
ii) If $l \geq 3$ (only in this case $\hat{l}_{v} \geq 2$ can occur) and $n_{0} \geq 2$, then we have

$$
\gamma_{i, i+2}^{1}=\left(n_{0}-i-2\right)\left(k_{n-1}^{\prime}-h_{n_{0}-1}^{\prime}\right)+\left(k_{n-1}-h_{n_{0}-1}\right) k_{n-1}+h_{n_{0}-2}-k_{n-2}
$$

for $i=0, \ldots, l-3$.
iii) In case $L=1, n_{0} \geq 2$, and $\hat{l}_{v} \leq 2$, the asymptoticboundary conditions are

$$
U_{v} f=\sum_{i=0}^{i_{v}} \delta_{v i}^{(0)} f^{(i)}(a)+\sum_{i=0}^{i_{v}} \delta_{v i}^{(1)} f^{(i)}(b)=0,
$$

where

$$
\delta_{v i}^{(l)}=\left\{\right.
$$

Proof. i) We calculate

$$
\begin{aligned}
\gamma_{i, i+1}^{1} & =\sigma_{n_{0}-1,0}=(-1)^{n_{0}-1} h_{n_{0}-1} q_{n_{0}-1, n_{0}-1,0}+(-1)^{n_{0}} q_{n_{0}, n_{0}-1,0} \\
& =h_{n_{0}-1}-k_{n-1} .
\end{aligned}
$$

ii) We have

$$
\begin{aligned}
\gamma_{i, i+2}^{1}= & \sigma_{n_{0}-2,0}+(i+1) \sigma_{n_{0}-1,0}^{\prime} \\
= & (-1)^{n_{0}} q_{n_{0}, n_{0}-2,0}+(-1)^{n_{0}} h_{n_{0}-2} q_{n_{0}-2, n_{0}-2,0} \\
& +(-1)^{n_{0}-1}\left(n_{0}-1\right) h_{n_{0}-1}^{\prime} q_{n_{0}-2, n_{0}-2,0} \\
& +(-1)^{n_{0}-1} h_{n_{0}-1} q_{n_{0}-1, n_{0}-2,0}+(i+1) \sigma_{n_{0}-1,0}^{\prime} .
\end{aligned}
$$

A recursive application of the formulæ defining the $q_{j, i, m}$ yields

$$
q_{n_{0}, n_{0}-2,0}=(-1)^{j-1} j q_{n_{0}-j, n_{0}-j-1,0}^{\prime}+(-1)^{j} q_{n_{0}-j, n_{0}-j-2,0}
$$

for $j=0, \ldots, n_{0}-2$, where we have used $l \geq 3$. Another application of these formulas yields

$$
q_{n_{0}, n_{0}-2,0}=(-1)^{n_{0}}\left(n_{0}-1\right) q_{1,0,0}^{\prime}+(-1)^{n_{0}} k_{n-1} q_{1,0,0}+(-1)^{n_{0}} k_{n-2} q_{1,1,0} .
$$

In the proof of part i) we have already calculated $\sigma_{n_{0}-1,0}$. Altogether we infer

$$
\begin{aligned}
\gamma_{i, i+2}^{1}= & \left(n_{0}-1\right) k_{n-1}^{\prime}+k_{n-1}^{2}-k_{n-2}+h_{n_{0}-2} \\
& -\left(n_{0}-1\right) h_{n_{0}-1}^{\prime}-h_{n_{0}-1} k_{n-1}+(i+1)\left(h_{n_{0}-1}^{\prime}-k_{n-1}^{\prime}\right) \\
= & \left(n_{0}-i-2\right)\left(k_{n-1}^{\prime}-h_{n_{0}-1}^{\prime}\right)+\left(k_{n-1}-h_{n_{0}-1}\right) k_{n-1}+h_{n_{0}-2}-k_{n-2} .
\end{aligned}
$$

iii) We have

$$
\begin{aligned}
\delta_{v i}^{(l)} & =\sum_{t=0}^{1} \sum_{m=0}^{\hat{l}_{v}-i} \alpha_{v t m}^{(\imath)} \gamma_{i, \hat{l}_{v}-m}^{t}\left(a_{\imath}\right) \\
& =\alpha_{v, 0, \hat{l}_{v}-i}^{(l)}+\sum_{m=0}^{\hat{l}_{v}-i} \alpha_{v 1 m}^{(i)} \gamma_{i, \hat{l}_{v}-m}^{1}\left(a_{\imath}\right)
\end{aligned}
$$

Now the result follows from parts i) and ii).

### 8.6. Estimates of the characteristic determinant

In this section we suppose that the assumptions of Theorem 8.4.2 are satisfied and that additionally $\tilde{k}>0$ and

$$
\begin{equation*}
k>l \max _{v=1}^{n}\left(q_{v}^{\prime}-q_{v}+1\right) \text { if } n_{0}>0 \tag{8.6.1}
\end{equation*}
$$

Then the estimates [•] which were obtained in the previous section can be replaced by $+O\left(\lambda^{-1}\right)$, where Corollary 8.3 .2 has been used.

The determinant of the characteristic matrix $M(\lambda)$ given by (8.1.14) is an exponential sum in the sense of Section A.2. Here we use the fundamental matrix $Y(\cdot, \lambda)$ as derived in Corollary 8.3.2. Let $\Theta$ be the set of all subsets of $\{1, \ldots, l\}$ and set

$$
\theta \omega=\sum_{j \in \theta} \omega_{j}
$$

for $\theta \in \Theta$. We consider the set

$$
\mathscr{E}:=\{\theta \omega: \theta \in \Theta\}
$$

for which the set $\widetilde{\mathscr{E}}$ of the vertices of the convex hull of $\mathscr{E}$ has been derived in Theorem A.1.7.
Lemma 8.6.1. Suppose that $b_{j}^{(0)} \neq 0$ for $j=\frac{l}{2}$ if $l$ is even and for $j=\frac{l-1}{2}$ and $j=\frac{l+1}{2}$ if $l$ is odd, where $b_{j}^{(0)}$ is defined in (8.5.11). Then there are a sequence of circles $\Gamma_{v}(v \in \mathbb{N})$ with centre 0 and radii tending to infinity, real numbers $\chi_{1}<\chi_{2}<\cdots<\chi_{t+1}=\chi_{1}+2 \pi, c_{1}, \ldots, c_{t} \in \widetilde{\mathscr{E}}$, and $\gamma_{1}, \ldots, \gamma_{t} \in \mathbb{C} \backslash\{0\}$ such that the estimates

$$
\Re\left(\left(c-c_{j}\right) \lambda\right) \leq 0
$$

and

$$
\operatorname{det} M(\lambda)^{-1}=\lambda^{-l^{(0)}} \exp \left\{-c_{j} \lambda\right\}\left(\gamma_{j}+O\left(\tau_{\infty}(\lambda)\right)\right.
$$

hold for $j=1, \ldots, t$ and $\lambda \in \bigcup_{v \in \mathbb{N}} \Gamma_{v}$ with $\chi_{j} \leq \arg \lambda \leq \chi_{j+1}$ and for all $c$ in the convex hull of $\mathscr{E}$, where $\tau_{\infty}$ is defined in (A.3.1).

Proof. We have

$$
\operatorname{det} M(\lambda)=\sum_{\theta \in \Theta} b_{\theta}(\lambda) e^{\theta \omega u(b)}
$$

where the coefficient functions $b_{\theta}(\lambda)$ of $M(\lambda)$ are obtained in the following way: For $\theta \in \Theta$ let

$$
\begin{aligned}
& \Lambda_{\theta}^{0}:=\operatorname{diag}\{0, \ldots, 0,1-\theta(1), \ldots, 1-\theta(l)\} \\
& \Lambda_{\theta}^{1}:=\operatorname{diag}\{0, \ldots, 0, \theta(1), \ldots, \theta(l)\}
\end{aligned}
$$

where $\theta(j)=0$ if $j \notin \theta$ and $\theta(j)=1$ if $j \in \theta$. Then

$$
b_{\theta}(\lambda)=\operatorname{det} M_{\theta}(\lambda)
$$

where

$$
M_{\theta}(\lambda)=M(\lambda)\left(I_{n}-\Delta_{0}\right)+W^{(0)}\left(\lambda^{l}\right) P(a, \lambda) \Lambda_{\theta}^{0}+W^{(1)}\left(\lambda^{l}\right) P(b, \lambda) \Lambda_{\theta}^{1}
$$

and $P(\cdot, \lambda)=Y(\cdot, \lambda) E(\cdot, \lambda)^{-1}$. Note that $\Delta_{0}=\Lambda_{\theta}^{0}+\Lambda_{\theta}^{1}$.
Together with $\theta \in \Theta$ we shall consider $\theta^{s} \in \Theta$ given by $\theta^{s}=(\theta+s) \bmod (l)$ for $s \in \mathbb{Z}$. Note that

$$
\left(\begin{array}{cc}
I_{n_{0}} & 0 \\
0 & \left(J_{l}+\varepsilon_{l} \varepsilon_{1}^{\top}\right)^{s}
\end{array}\right) \Lambda_{\theta^{s}}^{j}\left(\begin{array}{cc}
I_{n_{0}} & 0 \\
0 & \left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)^{s}
\end{array}\right)=\Lambda_{\theta}^{j}
$$

for all $\theta \in \Theta, s \in \mathbb{Z}$ and $j=0,1$. Then we infer in view of (8.3.9), (8.3.10), and (8.3.13) that

$$
\begin{equation*}
b_{\theta^{s}}(\lambda)=(-1)^{(l-1) s} b_{\theta}\left(\lambda \omega_{l}^{-s}\right) \tag{8.6.2}
\end{equation*}
$$

From (8.5.3), (8.5.5), (8.5.6), and Corollary 8.3.3 it follows for $v=1, \ldots, n$, $\mu=n_{0}+1, \ldots, n$, and $j=0,1$ that

$$
\lambda^{-l_{v}} e_{\nu}^{\top} W^{(j)}\left(\lambda^{l}\right) P\left(a_{j}, \lambda\right) e_{\mu}=\left(\varphi_{0}\left(a_{j}\right)+O\left(\lambda^{-1}\right)\right) \alpha_{v}^{(j)} \omega_{\mu-n_{0}}^{\hat{l}_{\nu}}
$$

Therefore we obtain for $j=0, \ldots, l$ that

$$
b_{\theta_{j}}(\lambda)=\lambda^{l(0)} \varphi_{0}(a)^{j} \varphi_{0}(b)^{l-j}\left(b_{j}^{(0)}+O\left(\lambda^{-1}\right)\right)
$$

where $\theta_{j}=\{j+1, \ldots, l\}$. From Theorem A. 1.7 we know that $\theta \omega \in \widetilde{E}$ if and only if $\theta=\theta_{j}^{s}$ for $s \in \mathbb{N}$ and $j=\frac{l}{2}$ if $l$ is even or $j=\frac{l-1}{2}$ or $j=\frac{l+1}{2}$ if $l$ is odd. It follows for $\theta \omega \in \widetilde{\mathscr{E}}$ that $b_{\theta}(\lambda)=\lambda^{(0)}\left[b_{\theta}^{(0)}\right]$, where $b_{\theta}^{(0)} \neq 0$. An application of Theorem A.3.1 completes the proof.

LEMMA 8.6.2. Let $m$ and $k$ be positive integers. Let $M=\left(m_{1}, \ldots, m_{k}\right) \in M_{k}(\mathbb{C})$ be invertible and let $A=\left(a_{1}, \ldots, a_{m}\right) \in M_{k, m}(\mathbb{C})$. Then

$$
(\operatorname{det} M) M^{-1} A=\left(\operatorname{det} M_{v \mu}^{A}\right)_{v, \mu=1}^{k, m}
$$

where $M_{v \mu}^{A}:=\left(m_{1}, \ldots, m_{v-1}, a_{\mu}, m_{v+1}, \ldots, m_{k}\right)$.

Proof. It is well-known that

$$
(\operatorname{det} M) M^{-1}=\left(\operatorname{det} M_{v \mu}\right)_{v, \mu=1}^{k}
$$

where $M_{v \mu}:=\operatorname{det}\left(m_{1}, \ldots, m_{v-1}, e_{\mu}, m_{v+1}, \ldots, m_{k}\right)$. Write $A=\left(a_{v \mu}\right)_{v, \mu=1}^{k, m}$. Then

$$
\begin{aligned}
(\operatorname{det} M) M^{-1} A & =\left(\sum_{j=1}^{k}\left(\operatorname{det} M_{v j}\right) a_{j \mu}\right)_{v, \mu=1}^{k, m} \\
& =\operatorname{det}\left(m_{1}, \ldots, m_{v-1}, \sum_{j=1}^{k} a_{j \mu} e_{j}, m_{v+1}, \ldots, m_{k}\right)_{v, \mu=1}^{k, m} \\
& =\operatorname{det}\left(m_{1}, \ldots, m_{v-1}, a_{\mu}, m_{v+1}, \ldots, m_{k}\right)_{v, \mu=1}^{k, m} .
\end{aligned}
$$

Now we consider $M^{-1}(\lambda) W^{(j)}\left(\lambda^{l}\right) Y\left(a_{j}, \lambda\right)$. In case $n_{0}=0$ we have in view of Corollaries 8.3.2 and 8.3.3 that

$$
Y(\cdot, \lambda)=\Xi_{n}(\lambda)\left(\Phi^{[0]}+\left\{O\left(\lambda^{-1}\right\}_{\infty}\right) E(\cdot, \lambda)\right.
$$

with invertible $\Phi^{[0]}$. This is no longer possible if $n_{0}>0$, and a separate consideration of $M^{-1}(\lambda)$ and $W^{(j)}\left(\lambda^{l}\right) Y\left(a_{j}, \lambda\right)$ as done in the previous chapters is not appropriate.

We recall that the matrices $\Delta_{0}$ and $\Delta(\lambda), \lambda \neq 0$, defined in Section 4.1 are given by

$$
\begin{aligned}
\Delta_{0} & =\left(\begin{array}{ll}
0 & 0 \\
0 & I_{l}
\end{array}\right) \in M_{n}(\mathbb{C}) \\
\Delta(\lambda) & =\left(\delta_{1}(\lambda), \ldots, \delta_{1}(\lambda), \delta_{2}(\lambda), \ldots, \delta_{l}(\lambda)\right) \in M_{n}(\mathbb{C}),
\end{aligned}
$$

where

$$
\delta_{v}(\lambda):= \begin{cases}0 & \text { if } \mathfrak{R}\left(\lambda e^{i \omega_{v}}\right)<0 \\ 1 & \text { if } \Re\left(\lambda e^{i \omega_{v}}\right)>0 \\ 0 & \text { if } \mathfrak{R}\left(\lambda e^{i \omega_{v}}\right)=0 \text { and } \mathfrak{I}\left(\lambda e^{i \omega_{v}}\right)>0 \\ 1 & \text { if } \Re\left(\lambda e^{i \omega_{v}}\right)=0 \text { and } \mathfrak{I}\left(\lambda e^{i \omega_{v}}\right)<0\end{cases}
$$

Lemma 8.6.3. Let the assumptions be as in Corollary 8.3.1 and suppose additionally that (8.6.1) holds.
i) If the boundary eigenvalue problem (8.1.1), (8.1.5) is Birkhoff regular in the sense of Definition 8.5.1, then there are circles $\Gamma_{v}(v \in \mathbb{N})$ with radii tending to infinity such that

$$
\begin{aligned}
& M(\lambda)^{-1} W^{(j)}\left(\lambda^{l}\right) Y\left(a_{j}, \lambda\right) E\left(a_{j}, \lambda\right)^{-1} \\
& \quad=\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right)\left(V_{0, j}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)\right)
\end{aligned}
$$

on $\bigcup_{v \in \mathbb{N}} \Gamma_{v}$ for $j=0,1$, where $\mathbb{C} \backslash\{0\}$ is subdivided into finitely many sectors on each of which $V_{0, j}$ is constant.
ii) If the boundary eigenvalue problem (8.1.1), (8.1.5) is almost Birkhoff regular of order $r(>0)$, then there are circles $\Gamma_{\nu}(\nu \in \mathbb{N})$ with radii tending to infinity such that

$$
\begin{aligned}
& M(\lambda)^{-1} W^{(j)}\left(\lambda^{l}\right) Y\left(a_{j}, \lambda\right)\left(I_{n}-\Delta_{0}\right) \\
& \quad=\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right)\left(V_{1, j}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)\right) \\
& \Delta_{0} M(\lambda)^{-1} W^{(j)}\left(\lambda^{l}\right) Y\left(a_{j}, \lambda\right) E\left(a_{j}, \lambda\right)^{-1} \Delta_{0} \\
& \quad=\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right)\left(V_{2, j}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)\right) \\
& \left(I_{n}-\Delta_{0}\right) M(\lambda)^{-1} W^{(j)}\left(\lambda^{l}\right) Y\left(a_{j}, \lambda\right) E\left(a_{j}, \lambda\right)^{-1} \Delta_{0} \\
& \quad=\lambda^{r}\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right)\left(V_{3, j}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)\right)
\end{aligned}
$$

on $\bigcup_{V \in \mathbb{N}} \Gamma_{V}$ for $j=0,1$, where $\mathbb{C} \backslash\{0\}$ is subdivided into finitely many sectors on each of which $V_{1, j}, V_{2, j}, V_{3, j}$ are constant.

Proof. We shall prove ii) where also the cases $r=0$ and $n_{0}=0$ are included. Then i) is a special case of this.

Write $Y(\cdot, \lambda) E(\cdot, \lambda)^{-1}=P(\cdot, \lambda)$. Let $j=0$ or $j=1$ and

$$
\begin{aligned}
& \operatorname{det}(M(\lambda)) M(\lambda)^{-1} W^{(j)}\left(\lambda^{l}\right) P\left(a_{j}, \lambda\right)=:\left(c_{v \mu}(\lambda)\right)_{v, \mu=1}^{n} \\
& M(\lambda)^{-1} W^{(j)}\left(\lambda^{l}\right) P\left(a_{j}, \lambda\right)=:\left(d_{v \mu}(\lambda)\right)_{v, \mu=1}^{n}
\end{aligned}
$$

We shall use Lemmas 8.6.1 and 8.6.2 to estimate $c_{v \mu}$. Also, $\lambda$ is always a complex number in $\bigcup_{v \in \mathbb{N}} \Gamma_{v}$.

If $v \leq n_{0}$ and $\mu \leq n_{0}$, then $c_{\nu \mu}(\lambda)$ has the same form as $\operatorname{det} M(\lambda)$, i. e., the same exponential terms occur, and also the same asymptotics hold. Also note that we have $\exp \left\{\left(c-c_{j}\right) \lambda\right\}=O\left(\lambda^{-1}\right)$ for $c \in \mathscr{E} \backslash\left\{c_{j}\right\}$ and $\lambda$ in the corresponding sector. Hence

$$
\left(I_{n}-\Delta_{0}\right) M(\lambda)^{-1} W^{(j)}\left(\lambda^{l}\right) Y\left(a_{j}, \lambda\right)\left(I_{n}-\Delta_{0}\right)=\tilde{V}_{1, j}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)
$$

follows in view of Lemma 8.6.1, where $\widetilde{V}_{1, j}(\lambda)$ is constant on sectors.
If $v>n_{0}$ but $\mu \leq n_{0}$, then the column containing the exponential terms $e^{\lambda \omega_{v-n_{0}} u\left(a_{1}\right)}$ for $l=0,1$ is substituted by a column without exponential terms. Thus, if we multiply $c_{v \mu}(\lambda)$ with $e^{\lambda \omega_{v-n_{0}} u\left(a_{i}\right)}$, then the exponentials occuring in this expressions still lie in the convex hull of $\mathscr{E}$ for $i=0,1$. The maximal occuring $\lambda$-power in this case is $\lambda^{l^{(2)}}$. Since $l^{(2)} \leq l^{(0)}$, we infer that $e^{\lambda \omega_{v-n_{0}} u\left(a_{i}\right)} d_{\nu \mu}(\lambda)=$ $\tilde{d}_{\nu \mu}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)$, where $i$ is chosen such that $e^{-\lambda \omega_{v-n_{0}} u\left(a_{i}\right)}$ is the $v$-th diagonal element of $I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)$ and where $\tilde{d}_{v \mu}(\lambda)$ is constant on sectors.

In case $v>n_{0}$ and $\mu>n_{0}$, again the exponential terms $e^{\lambda \omega_{v-n} u\left(a_{0}\right)}$ do not occur. Here the maximal occuring $\lambda$-power in $c_{\nu \mu}(\lambda)$ is $\lambda^{\lambda^{(0)}}$. Hence

$$
e^{\lambda \omega_{v-n_{0}} u\left(a_{i}\right)} d_{v \mu}(\lambda)=\tilde{d}_{v \mu}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)
$$

where $a_{i}$ is chosen as in the case $\mu \leq n_{0}$ and $\tilde{d}_{\nu \mu}(\lambda)$ is constant on sectors.
In case $v \leq n_{0}$ and $\mu>n_{0}$, a column without exponential terms is substituted. Here the maximal occuring $\lambda$-power in $c_{\nu \mu}(\lambda)$ is $\lambda^{(1)}$.
Lemma 8.6.4. Under the assumptions of Lemma 8.6 .3 we obtain

$$
\begin{aligned}
& \Delta_{0} M(\lambda)^{-1} \operatorname{diag}\left(\lambda^{l_{1}}, \ldots, \lambda^{l_{n}}\right) \\
& =\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right)\left(V_{4}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)\right), \\
& \left(I_{n}-\Delta_{0}\right) M(\lambda)^{-1} \operatorname{diag}\left(\lambda^{l_{1}}, \ldots, \lambda^{l_{n}}\right) \\
& =\lambda^{r}\left(I_{n}-\Delta(\lambda)+E(b, \lambda)^{-1} \Delta(\lambda)\right)\left(V_{5}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)\right),
\end{aligned}
$$

on $\bigcup_{v \in \mathbb{N}} \Gamma_{v}$, where $\mathbb{C} \backslash\{0\}$ is subdivided into finitely many sectors, on each of which $V_{4}$ and $V_{5}$ are constant.
Proof. The considerations are essentially the same as in Lemma 8.6.3. We only have to note that the case $\mu>n_{0}$ in Lemma 8.6.3 has to be applied to all $\mu$ in Corollary 8.6.4.

### 8.7. Asymptotic estimates of the Green's function

In this section we assume that the assumptions of Theorem 8.4.2 and (8.6.1) hold and that $k \geq n$ if $n_{0} \neq 0$. Throughout this section we suppose that the boundary eigenvalue problem (8.1.1), (8.1.5) is almost Birkhoff regular of order $r$.

The operators $Q_{v}$ defined in (8.1.13) can be written as

$$
\begin{aligned}
\left(Q_{v} f\right)(x) & =-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \int_{a}^{b} \lambda^{l-1}\left(\mathbf{H}^{+} G\left(x, \cdot, \lambda^{l}\right)\right)(\xi) f(\xi) \mathrm{d} \xi \mathrm{~d} \lambda \quad(x \in[a, b]) \\
& =-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{l-1}\left(S\left(\lambda^{l}\right) f\right)(x) \mathrm{d} \lambda
\end{aligned}
$$

where the $\Gamma_{v}$ are circles centred at 0 and the radius of $\gamma_{v}$ is the $l$-th power of the radius of $\Gamma_{v}$. We also have that

$$
\left(Q_{v} f\right)^{(\mu)}(x)=-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{l-1}\left(S\left(\lambda^{l}\right) f\right)^{(\mu)}(x)
$$

for $\mu=0, \ldots, l-1$, where

$$
\left(S\left(\lambda^{l}\right) f\right)^{(\mu)}(x)=\int_{a}^{b}\left(\mathbf{H}^{+} e_{\mu+1}^{\top} G_{T}(x, \cdot, \lambda) e_{n}\right)(\xi) f(\xi) \mathrm{d} \xi
$$

in view of the derivatives obtained in the proof of Lemma 8.1.1.

For $j=0,1$ and $\mu=0, \ldots, l-1$ we define

$$
\begin{aligned}
G_{j, 0, \mu}(x, \xi, \lambda)= & e_{\mu+1}^{\top} Y(x, \lambda) M^{-1}(\lambda) W^{(j)}\left(\lambda^{l}\right) Y\left(a_{j}, \lambda\right) \times \\
& \times\left(I_{n}-\Delta_{0}\right)\left(\mathbf{H}^{+} Y(\cdot, \lambda)^{-1} e_{n}\right)(\xi) \\
G_{j, 1, \mu}(x, \xi, \lambda)= & e_{\mu+1}^{\top} Y(x, \lambda) M^{-1}(\lambda) W^{(j)}\left(\lambda^{l}\right) Y\left(a_{j}, \lambda\right) \times \\
& \times \Delta_{0}\left(\mathbf{H}^{+} Y(\cdot, \lambda)^{-1} e_{n}\right)(\xi)
\end{aligned}
$$

Then

$$
\begin{aligned}
\left(S\left(\lambda^{l}\right) f\right)^{(\mu)}(x) & =\int_{a}^{x}\left(G_{0,0, \mu}(x, \xi, \lambda)+G_{0,1, \mu}(x, \xi, \lambda)\right) f(\xi) \mathrm{d} \xi \\
& -\int_{x}^{b}\left(G_{1,0, \mu}(x, \xi, \lambda)+G_{1,1, \mu}(x, \xi, \lambda)\right) f(\xi) \mathrm{d} \xi
\end{aligned}
$$

PROPOSITION 8.7.1. We have $G_{j, 0, \mu}(x, \xi, \lambda)=O\left(\lambda^{-l-1}\right)$ uniformly for $j=0,1$, $\mu=0, \ldots, l-1, x, \xi \in[a, b]$, and $\lambda \in \bigcup_{v \in \mathbb{N}} \Gamma_{v}$.

Proof. Theorem 8.4.2 yields

$$
\left(I_{n}-\Delta_{0}\right) \mathbf{H}^{+}\left(Y(\cdot, \lambda)^{-1} e_{n}\right)=\left\{O\left(\lambda^{-2 l}\right)\right\}_{\infty}
$$

and Corollary 8.3.2 yields

$$
e_{\mu+1}^{\top} Y(\cdot, \lambda) E(\cdot, \lambda)^{-1}=\left\{O\left(\lambda^{\mu}\right)\right\}_{\infty}
$$

Since

$$
E(\cdot, \lambda)\left(I_{n}-\Delta(\lambda)+\Delta(\lambda) E(b, \lambda)^{-1}\right)=\{O(1)\}_{\infty}
$$

by Proposition 4.3.3 i),ii) and since

$$
\left(I_{n}-\Delta(\lambda)+\Delta(\lambda) E(b, \lambda)\right) M(\lambda)^{-1} W^{(j)}\left(\lambda^{l}\right) Y\left(a_{j}, \lambda\right)\left(I_{n}-\Delta_{0}\right)=O(1)
$$

by Lemma 8.6 .3 ii ), the statement of the proposition follows.
To estimate $G_{j, 1, \mu}$ for $j=0,1$ and $\mu=0, \ldots, l-1$ we define

$$
\begin{gathered}
\widehat{Y}(\cdot, \lambda)=\binom{\Phi_{12}(\cdot, \lambda)}{\Phi_{22}(\cdot, \lambda)}=\left(\eta_{q}^{(j-1)}(\cdot, \lambda)\right)_{j=1, q=n_{0}+1}^{n} \widehat{E}(\cdot, \lambda)^{-1} \\
y_{\mu}(\cdot, \lambda)=e_{\mu+1}^{\top} \widehat{Y}(\cdot, \lambda)
\end{gathered}
$$

and

$$
z(\cdot, \lambda)=\widehat{E}(\cdot, \lambda)\left(\mathbf{H}^{+} \zeta_{v}(\cdot, \lambda)\right)_{v=n_{0}+1}^{n}
$$

where

$$
\widehat{E}(x, \lambda)=\operatorname{diag}\left(e^{\lambda \omega_{1} u(x)}, \ldots, e^{\lambda \omega_{l} u(x)}\right)
$$

and the (matrix) functions $\Phi_{12}, \Phi_{22}, \eta_{v}, \zeta_{v}$, and $u$ are defined in Corollary 8.3.2, Corollary 8.3.1, Theorem 8.4.2, and (8.3.1).

PROPOSITION 8.7.2. We have

$$
\mathbf{H}^{+}\left(Y^{-1} e_{n}\right)=\sum_{v=0}^{n_{0}} \sigma_{v} Y^{-1} e_{n-v}
$$

where

$$
\sigma_{v}=\sum_{j=v}^{n_{0}} \sum_{i=j}^{n_{0}}(-1)^{i}\binom{i}{j} h_{i}^{(i-j)} q_{j, v} \quad\left(v=0, \ldots, n_{0}\right)
$$

and the $q_{j, v}$ are defined in Lemma 8.1.3.
Proof. From Lemma 8.1.3 we know that

$$
\begin{aligned}
\mathbf{H}^{+}\left(Y^{-1} e_{n}\right) & =\sum_{i=0}^{n_{0}}(-1)^{i} \sum_{j=0}^{i}\binom{i}{j} h_{i}^{(i-j)}\left(Y^{-1} e_{n}\right)^{(j)} \\
& =\sum_{i=0}^{n_{0}}(-1)^{i} \sum_{j=0}^{i}\binom{i}{j} h_{i}^{(i-j)} \sum_{v=0}^{j} q_{j, v} Y^{-1} e_{n-v}
\end{aligned}
$$

If we additionally suppose that $h_{i} \in W_{p^{\prime}}^{i+s}(a, b)$ for $i=0, \ldots, n_{0}-1$ and $s \leq l$, then the $\sigma_{v}$ are in $W_{p^{\prime}}^{s}(a, b)$. Hence the following considerations make sense under this additional assumption. For $j=0,1, \mu=0, \ldots, l-1, s=0, \ldots, l$, and $f \in W_{p}^{s}(a, b)$ let

$$
\begin{gathered}
\left(\widehat{G}_{j, \mu, s} f\right)(x, \xi, \lambda)=e_{\mu+1}^{\top} Y(x, \lambda) M^{-1}(\lambda) W^{(j)}\left(\lambda^{l}\right) \widehat{Y}\left(a_{j}, \lambda\right) \widehat{E}\left(a_{j}, \lambda\right) \times \\
\times \lambda^{-s} \Omega_{l}^{-s} \widehat{E}(\xi, \lambda)^{-1} D^{s}(z(\cdot, \lambda) f)(\xi)
\end{gathered}
$$

where

$$
D f:=\left(h_{n_{0}}^{-1 / l} f\right)^{\prime}
$$

We suppose that $f \in W_{p}^{s}(a, b)$. For $c, d \in[a, b]$ integration by parts leads to

$$
\begin{aligned}
& \int_{c}^{d} \widehat{E}(\xi, \lambda)^{-1} z(\xi, \lambda) f(\xi) \mathrm{d} \xi \\
&=-\left.\sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} \widehat{E}(\xi, \lambda)^{-1} h_{n_{0}}^{-1 / l}(\xi) D^{j}(z(\cdot, \lambda) f)(\xi)\right|_{c} ^{d} \\
&+\int_{c}^{d} \lambda^{-s} \Omega_{l}^{-s} \widehat{E}(\xi, \lambda)^{-1} D^{s}(z(\cdot, \lambda) f)(\xi) \mathrm{d} \xi
\end{aligned}
$$

This yields

$$
\begin{align*}
& \int_{a}^{x} G_{0,1, \mu}(x, \xi, \lambda) f(\xi) \mathrm{d} \xi-\int_{x}^{b} G_{1,1, \mu}(x, \xi, \lambda) f(\xi) \mathrm{d} \xi  \tag{8.7.1}\\
& =-y_{\mu}(x, \lambda) \sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}(x) D^{j}(z(\cdot, \lambda) f)(x) \\
& +e_{\mu+1}^{\top} Y(x, \lambda) M^{-1}(\lambda) W^{(0)}\left(\lambda^{l}\right) \widehat{Y}(a, \lambda) \times \\
& \quad \times \sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}(a) D^{j}(z(\cdot, \lambda) f)(a) \\
& +e_{\mu+1}^{\top} Y(x, \lambda) M^{-1}(\lambda) W^{(1)}\left(\lambda^{l}\right) \widehat{Y}(b, \lambda) \times \\
& \quad \times \sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}(b) D^{j}(z(\cdot, \lambda) f)(b) \\
& +\int_{a}^{x}\left(\widehat{G}_{0, \mu, s} f\right)(x, \xi, \lambda) \mathrm{d} \xi-\int_{x}^{b}\left(\widehat{G}_{1, \mu, s} f\right)(x, \xi, \lambda) \mathrm{d} \xi .
\end{align*}
$$

Proposition 8.7.3. Let $j \in\{0, \ldots, l\}$ and suppose that $k \geq j$ and $h_{i}$ belongs to $W_{p^{\prime}}^{i+j+1}(a, b)$ for $i=0, \ldots, n_{0}-1$. Then

$$
\begin{equation*}
z(\cdot, \lambda)^{(j)}=\lambda^{1-l} \Omega_{l}\left\{\left(h_{n_{0}}^{n / l} \psi_{0}\right)^{(j)} \varepsilon+\sum_{r=1}^{k-j} \lambda^{-r} \tilde{\Psi}_{j, r}+\left\{o\left(\lambda^{-k+j}\right)\right\}_{\infty}\right\}, \tag{8.7.2}
\end{equation*}
$$

where $\tilde{\Psi}_{j, r} \in W_{p^{\prime}}^{1}(a, b)$.
Proof. From (8.4.16) we immediately infer that

$$
z(\cdot, \lambda)^{(\mu)}=\lambda^{1-l} \Omega_{l}^{1-l}\left\{\sum_{r=-\mu}^{k-\mu} \lambda^{-r} \tilde{\Psi}_{\mu, r}+\left\{o\left(\lambda^{-k+\mu}\right)\right\}_{\infty}\right\}
$$

for $\mu=0, \ldots, j$. By Remark 8.4 .3 we can differentiate term by term if $\mu<j$, and it follows that $\tilde{\psi}_{\mu, r}=0$ if $1 \leq \mu \leq j$ and $r>0$. Finally,

$$
\begin{aligned}
z(\cdot, \lambda) & =\left((-1)^{n_{0}} h_{n_{0}}\left(\lambda \omega_{v-n_{0}}\right)^{1-l} \Psi_{n_{0}, 0}\right)_{v=n_{0}+1}^{n}+\left\{o\left(\lambda^{1-l}\right)\right\}_{\infty} \\
& =h_{n_{0}}^{n / l} \lambda^{1-l} \Omega_{l} \varepsilon \psi_{0}+\left\{o\left(\lambda^{1-l}\right)\right\}_{\infty}
\end{aligned}
$$

gives the stated representation of $\tilde{\psi}_{j, 0}$.
Proposition 8.7.4. Let $j \in\{0, \ldots, l\}$ and suppose that $k \geq j$ and $h_{i}$ belongs to $W_{p^{\prime}}^{i+j+1}(a, b)$ for $i=0, \ldots, n_{0}-1$. Then it follows for $\mu=0, \ldots, n-1$ that $y_{\mu}(\cdot, \lambda) \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l} D^{j}(z(\cdot, \lambda) f)$ is the sum of a polynomial in $\lambda^{l}$ and an asymptotic polynomial in $\lambda^{-1}$. The highest possible $\lambda$-power has the exponent $\left(\left[\frac{\mu-j}{l}\right]-1\right) l$.

Proof. From (8.3.13) and Theorem 8.4.1 we infer immediately that the above vector function is invariant under the transformation $\lambda \mapsto \lambda \omega_{l}$, which proves that it only depends on $\lambda^{l}$. Indeed, this is trivial if $l=1$, and if $l>1$, then

$$
y_{\mu}\left(\cdot, \lambda \omega_{l}\right)=y_{\mu}(\cdot, \lambda)\left(J_{l}+\varepsilon_{l} \varepsilon_{1}^{\top}\right)
$$

and

$$
\left(J_{l}+\varepsilon_{l} \varepsilon_{1}^{\top}\right) \widehat{E}\left(\cdot, \lambda \omega_{l}\right)\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)=\widehat{E}(\cdot, \lambda)
$$

shows that

$$
\begin{aligned}
z\left(\cdot, \lambda \omega_{l}\right) & =\widehat{E}\left(\cdot, \lambda \omega_{l}\right)\left(\mathbf{H}^{+} \zeta_{v}\left(\cdot, \lambda \omega_{l}\right)\right)_{v=n_{0}+1}^{n} \\
& =\widehat{E}\left(\cdot, \lambda \omega_{l}\right) \mathbf{H}^{+} \widehat{E}\left(\cdot,-\lambda \omega_{l}\right) \Psi_{22}\left(\cdot, \lambda \omega_{l}\right) \varepsilon_{l} \\
& =\widehat{E}\left(\cdot, \lambda \omega_{l}\right) \mathbf{H}^{+} \widehat{E}\left(\cdot,-\lambda \omega_{l}\right)\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right) \Psi_{22}(\cdot, \lambda) \varepsilon_{l} \\
& =\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right) \widehat{E}(\cdot, \lambda) \mathbf{H}^{+} \widehat{E}(\cdot,-\lambda) \Psi_{22}(\cdot, \lambda) \varepsilon_{l} \\
& =\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right) z(\cdot, \lambda)
\end{aligned}
$$

Finally, (8.2.42) yields

$$
\left(J_{l}+\varepsilon_{l} \varepsilon_{1}^{\top}\right)\left(\lambda \omega_{l}\right)^{-j-1} \Omega_{l}^{-j-1}\left(J_{l}^{\top}+\varepsilon_{1} \varepsilon_{l}^{\top}\right)=\lambda^{-j-1} \Omega_{l}^{-j-1}
$$

since $\omega_{l} \omega_{2}=1$. The remaining statements follow from Proposition 8.7.3.
PROPOSITION 8.7.5. Let $1 \leq s \leq l, k \geq s-1$, and suppose that $\tilde{k} \geq l-1$ and $h_{i} \in W_{p^{\prime}}^{i+s}(a, b)$ for $i=0, \ldots, n_{0}-1$. Then

$$
y_{\mu}(\cdot, \lambda) \sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l} D^{j}(z(\cdot, \lambda) f)=\left\{O\left(\lambda^{-l}\right)\right\}_{\infty}|f|_{p, s-1}
$$

for $\mu=0, \ldots, l-1$ and $f \in W_{p}^{s}(a, b)$.
Proof. The statement immediately follows from Proposition 8.7.4.
Now let us consider the two remaining sums. First we have by Proposition 8.7.4 that

$$
W^{(l)}\left(\lambda^{l}\right) \widehat{Y}\left(a_{t}, \lambda\right) \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}\left(a_{l}\right) D^{j}(z(\cdot, \lambda) f)\left(a_{l}\right)
$$

$(j=0, \ldots, s-1 ; \imath=0,1)$ is a function of $\lambda^{l}$. On the other hand, (8.7.3)

$$
\operatorname{diag}\left(\lambda^{-l_{1}}, \ldots, \lambda^{-l_{n}}\right) W^{(l)}\left(\lambda^{l}\right) \widehat{Y}\left(a_{l}, \lambda\right) \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}\left(a_{l}\right) D^{j}(z(\cdot, \lambda) f)\left(a_{l}\right)
$$

satisfies the estimate $O\left(\lambda^{-j-l}\right)$ in view of (8.3.11), (8.3.12), the definition of $l_{v}$ in (8.5.1), and (8.7.2). If we suppose that $\tilde{k} \geq s$, then the above considerations yield

$$
\begin{align*}
& \operatorname{diag}\left(\lambda^{-l_{1}}, \ldots, \lambda^{-l_{n}}\right) W^{(l)}\left(\lambda^{l}\right) \widehat{Y}\left(a_{l}, \lambda\right) \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}\left(a_{l}\right) D^{j}(z(\cdot, \lambda) f)\left(a_{l}\right)  \tag{8.7.4}\\
& =\lambda^{-j-l}\left(\beta_{j}^{(l)}(\lambda)+O\left(\lambda^{j-s}\right)\right)
\end{align*}
$$

where $\beta_{j}^{(t)}$ is a polynomial in $\lambda^{-1}$ of order less than $s-j$. We write

$$
\beta^{(t)}(\lambda)=\sum_{j=0}^{s-1} \lambda^{-j} \beta_{j}^{(t)}(\lambda) .
$$

Then $\beta^{(2)}$ is a polynomial in $\lambda^{-1}$ of order less than $s$. If $s \geq r$ we obtain

$$
\begin{aligned}
& e_{\mu+1}^{\top} Y(\cdot, \lambda) M^{-1}(\lambda) W^{(l)}\left(\lambda^{l}\right) \widehat{Y}\left(a_{l}, \lambda\right) \sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}\left(a_{l}\right) D^{j}(z(\cdot, \lambda) f)\left(a_{l}\right) \\
& =e_{\mu+1}^{\top} Y(\cdot, \lambda) M^{-1}(\lambda) \operatorname{diag}\left(\lambda^{l_{1}}, \ldots, \lambda^{l_{n}}\right) \lambda^{-l} \beta^{(l)}(\lambda)+\left\{O\left(\lambda^{-l}\right)\right\}_{\infty}
\end{aligned}
$$

for $\mu=0, \ldots, \min \{s, l-1\}$, where we have used Lemma 8.6.4 and the fact that $e_{\mu+1}^{\top} Y(\cdot, \lambda) E(\cdot, \lambda)^{-1} \Delta_{0}=\left\{O\left(\lambda^{\mu}\right)\right\}_{\infty}$ and $e_{\mu+1}^{\top} Y(\cdot, \lambda)\left(I_{n}-\Delta_{0}\right)=\{O(1)\}_{\infty}$ in view of Corollary 8.3.1.

Hence the two remaining sums in (8.7.1) are of order $O\left(\lambda^{-l}\right)$ if we require

$$
\beta^{(0)}(\lambda)+\beta^{(1)}(\lambda)=0 .
$$

For later use we note that we can substitute $O\left(\lambda^{-l}\right)$ by $O\left(\lambda^{-l-1}\right)$ if $s>\max \{r, \mu\}$. Again from Proposition 8.7.4 and $s \leq l$ we infer that only those terms occur in $\lambda^{-j} \beta_{j}^{(1)}(\lambda)$ for which we take the highest possible $\lambda$-power. For the element in the $v$-th row this is a number $-l_{v} \bmod (l)$, i. e., $-\hat{l}_{v}$. That is,

$$
e_{v}^{\top} \beta^{(2)}(\lambda)=\lambda^{-i_{v}} c_{v}^{(l)} .
$$

Of course, only terms with $\hat{l}_{v}<s$ must be considered since $e_{v}^{\top} \beta^{l}(\lambda)=0$ otherwise.

Proposition 8.7.6. Let $0 \leq s \leq l, k \geq n-1$ if $n_{0}=0, k \geq n$ if $n_{0}>0$, and $h_{i} \in W_{p^{\prime}}^{i+s}(a, b)$ for $i=0, \ldots, n_{0}-1$. For $\mu=0, \ldots, \min \{s, l-1\}$ and $f \in W_{p}^{s}(a, b)$ we have

$$
\begin{aligned}
& e_{\mu+1}^{\top} Y(\cdot, \lambda) M^{-1}(\lambda) W^{(0)}\left(\lambda^{l}\right) \widehat{Y}(a, \lambda) \sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}(a) D^{j}(z(\cdot, \lambda) f)(a) \\
& +e_{\mu+1}^{\top} Y(\cdot, \lambda) M^{-1}(\lambda) W^{(1)}\left(\lambda^{l}\right) \widehat{Y}(b, \lambda) \sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}(b) D^{j}(z(\cdot, \lambda) f)(b) \\
& =\left\{O\left(\lambda^{-l}\right)\right\}_{\infty}|f|_{p, s-1}
\end{aligned}
$$

if $f$ satisfies the boundary conditions $U_{v} f=0$ for $v=1, \ldots, n$ with $\hat{l}_{v}<s$.
To prove Proposition 8.7.6 we have to show that $U_{v} f=c_{v}^{(0)}+c_{v}^{(1)}$. For this we need some preparations.

We see that $c_{v}^{(l)}$ is the coefficient of $\lambda^{l_{v}-\hat{l}_{v}-l}$ in

$$
\begin{equation*}
e_{V}^{\top} W^{(l)}\left(\lambda^{l}\right) \widehat{Y}\left(a_{l}, \lambda\right) \sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}\left(a_{\imath}\right) D^{j}(z(\cdot, \lambda) f)\left(a_{l}\right) \tag{8.7.5}
\end{equation*}
$$

To find this coefficient, we write (8.7.5) as the sum with respect to $\kappa=1, \ldots, n$ of the products of the two terms

$$
\begin{equation*}
\lambda^{-l_{v}} e_{V}^{\top} W^{(l)}\left(\lambda^{l}\right) \Xi_{n}(\lambda) e_{\kappa} \tag{8.7.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda^{l_{v}} e_{\kappa}^{\top} \Xi_{n}(\lambda)^{-1} \widehat{Y}\left(a_{1}, \lambda\right) \sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}\left(a_{1}\right) D^{j}(z(\cdot, \lambda) f)\left(a_{1}\right) \tag{8.7.7}
\end{equation*}
$$

We have already obtained an asymptotic representation of (8.7.6) in (8.5.16), where $\kappa$ is written as in (8.5.15). To find the coefficient of $\lambda^{l_{v}-\hat{l}_{v}-l}$ in (8.7.5) we thus have to find the coefficient of $\lambda^{l_{v}-\hat{l}_{v}-l+m}$ in (8.7.7) (note that we are looking for the term with the highest possible $\lambda$-power in (8.7.5)). That means, we have to find the coefficient $d_{v t m}^{(t)}$ of $\lambda^{(t-1) l}$ in

$$
\begin{equation*}
y_{\hat{l}_{v}+t l-m}\left(a_{\imath}, \lambda\right) \sum_{j=0}^{s-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l}\left(a_{\imath}\right) D^{j}(z(\cdot, \lambda) f)\left(a_{\imath}\right) \tag{8.7.8}
\end{equation*}
$$

Then we can write

$$
c_{v}^{(t)}=\sum_{t=0}^{L+1} \sum_{m=0}^{l-1} \alpha_{v t m}^{(t)} d_{v t m}^{(t)}
$$

From Proposition 8.7 .4 we infer that only $m+j \leq \hat{l}_{v}$ gives a contribution in (8.7.8). In this case, any number $\kappa \in\{1, \ldots, n\}$ has a representation (8.5.15) with $l \leq L$. So we have that

$$
\begin{equation*}
c_{v}^{(l)}=\sum_{t=0}^{L} \sum_{m=0}^{\hat{l}_{v}} \alpha_{v t m}^{(t)} d_{v t m}^{(t)} \tag{8.7.9}
\end{equation*}
$$

For $m=0, \ldots, l-1$ and $t=0, \ldots, L$ such that $m+t l \leq n-1$ we define

$$
\begin{equation*}
K_{m}^{t}(\cdot, \lambda) f=y_{m+t l}(\cdot, \lambda) \sum_{j=0}^{m} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l} D^{j}(z(\cdot, \lambda) f) \tag{8.7.10}
\end{equation*}
$$

where $f$ is a dummy function. For $m=0, \ldots, l-1, i=0, \ldots, m$ and $t=0, \ldots, L$ let $\tilde{\gamma}_{i, m}^{t}$ be the coefficient of $\lambda^{(t-1) l} f^{(i)}$ in $K_{m}^{l}(\cdot, \lambda)$. Then

$$
\begin{equation*}
d_{v t m}^{(i)}=\sum_{i=0}^{\hat{l}_{v}-m} \tilde{\gamma}_{i, \hat{l}_{v}-m}\left(a_{\imath}\right) f^{(i)}\left(a_{\imath}\right) \tag{8.7.11}
\end{equation*}
$$

Next we shall show that $\gamma_{i, m}^{\prime}=\tilde{\gamma}_{i, m}$. We extend the definition of $\tilde{\gamma}_{i, m}^{z}$ to the cases $i=m+1$ and $i=-1$. Let $m \in\{0, \ldots, l-1\}$. For $i=m+1$, we take
formally the same definition as in (8.7.10), which gives $\tilde{\gamma}_{i, m}^{\prime}(\cdot, \lambda)=0$, and we take $\tilde{\gamma}_{-1, m}$ to be the coefficient of $\lambda^{(t-1) l}$ in $y_{m+l l}(\cdot, \lambda) z(\cdot, \lambda)$.
Proposition 8.7.7. For $m=1, \ldots, l-1, i=0, \ldots, m$, and $t=0, \ldots, L$ such that $m+t l \leq n-1$ we have

$$
\tilde{\gamma}_{i, m}=\left(\tilde{\gamma}_{i, m-1}\right)^{\prime}+\tilde{\gamma}_{i-1, m-1}^{\prime},
$$

where $\tilde{\gamma}_{i, m-1}^{\prime}=0$ if $m=i$.
Proof. We first note that $\widehat{Y}(\cdot, \lambda)=Y(\cdot, \lambda) E(\cdot, \lambda)^{-1}\binom{0}{I_{l}}$ implies

$$
y_{m-1+l l}(\cdot, \lambda)^{\prime}=y_{m+l l}(\cdot, \lambda)-y_{m-1+l l}(\cdot, \lambda) \lambda \Omega_{l} h_{n_{0}}^{1 / l} .
$$

Since the coefficient of $\lambda^{(t-1) t}$ in $K_{m-1}^{t}(\cdot, \lambda)$ is $\sum_{i=0}^{m-1} \tilde{\gamma}_{i, m-1}^{t} f^{(i)}$, it follows that the coefficient of $\lambda^{(t-1) l} f^{(i)}$ in $\left(K_{m-1}^{t}(\cdot, \lambda) f\right)^{\prime}+y_{m-1+l l}(\cdot, \lambda) z(\cdot, \lambda) f$ is the function $\left(\tilde{\gamma}_{i, m-1}\right)^{\prime}+\tilde{\gamma}_{i-1, m-1} \lambda^{(i-1}$. We calculate

$$
\begin{aligned}
&\left(K_{m-1}^{t}(\cdot, \lambda) f\right)^{\prime}+y_{m-1+l l}(\cdot, \lambda) z(\cdot, \lambda) f \\
&= y_{m+l l}(\cdot, \lambda) \sum_{j=0}^{m-1} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l} D^{j}(z(\cdot, \lambda) f) \\
& \quad-y_{m-1+l l}(\cdot, \lambda) \sum_{j=1}^{m-1} \lambda^{-j} \Omega_{l}^{-j} D^{j}(z(\cdot, \lambda) f) \\
& \quad+y_{m-1+l l}(\cdot, \lambda) \sum_{j=0}^{m-1} \lambda^{-j-1} \Omega_{l}^{-j-1} D^{j+1}(z(\cdot, \lambda) f) \\
&= K_{m}^{t}(\cdot, \lambda)-y_{m+l l}(\cdot, \lambda) \lambda^{-m-1} \Omega_{l}^{-m-1} h_{n_{0}}^{-1 / l} D^{m}(z(\cdot, \lambda) f) \\
& \quad+y_{m-1+l l}(\cdot, \lambda) \lambda^{-m} \Omega_{l}^{-m} D^{m}(z(\cdot, \lambda) f) \\
&= K_{m}^{t}(\cdot, \lambda)-y_{m-1+l l}(\cdot, \lambda)^{\prime} \lambda^{-m-1} \Omega_{l}^{-m-1} h_{n_{0}}^{-1 / l} D^{m l}(z(\cdot, \lambda) f) .
\end{aligned}
$$

Now the result follows if we observe that

$$
y_{m-1+t l}(\cdot, \lambda)^{\prime}=\left\{O\left(\lambda^{m-1+l l}\right)\right\}_{\infty} \quad \text { and } \quad D^{m}(z(\cdot, \lambda) f)=\left\{O\left(\lambda^{1-l}\right)\right\}_{\infty} .
$$

Proposition 8.7.8. For $0 \leq i \leq m \leq l-1$ and $t=0, \ldots, L$ with $m+t l \leq n-1$ we have

$$
\tilde{\gamma}_{i, m}=\sum_{\tau=0}^{m-i-1}\binom{i+\tau}{\tau}\left(\tilde{\gamma}_{-1, m-1-i-\tau}\right)^{(\tau)}+\binom{m}{i}\left(h_{n_{0}}^{t}\right)^{(m-i)} .
$$

Proof. First let $m=0$. In this case, $\tilde{\gamma}_{0,0}$ is the coefficient of $\lambda^{(t-1) l}$ in

$$
y_{t l}(\cdot, \lambda) \lambda^{-1} \Omega_{l}^{-1} h_{n_{0}}^{-1 / l} z(\cdot, \lambda)
$$

In view of (8.7.2) we have

$$
z(\cdot, \lambda)=\lambda^{1-l} \Omega_{l} h_{n_{0}}^{n / l} \psi_{0}[\varepsilon],
$$

and from (8.3.7) we know that

$$
y_{t l}(\cdot, \lambda)=\lambda^{\prime \prime} h_{n_{0}}^{t} \varphi_{0}\left[\varepsilon^{\top}\right] .
$$

Then (8.4.15) leads to

$$
\begin{aligned}
\gamma_{0,0} & =h_{n_{0}}^{t} \varphi_{0} \varepsilon^{\top} h_{n_{0}}^{-1 / l} h_{n_{0}}^{n / / l} \psi_{0} \varepsilon \\
& =h_{n_{0}}^{t+(n-1) / l} l \varphi_{0} \psi_{0}=h_{n_{0}}^{t} .
\end{aligned}
$$

Now let $m \geq 1$ and suppose that the statement holds for $m-1$. Then, if $i \geq 1$, we infer from Proposition 8.7.7

$$
\begin{aligned}
\tilde{\gamma}_{i, m}^{\prime}= & \left(\tilde{\gamma}_{i, m-1}\right)^{\prime}+\tilde{\gamma}_{i-1, m-1}^{\prime} \\
= & \sum_{\tau=0}^{m-i-2}\binom{i+\tau}{\tau}\left(\tilde{\gamma}_{-1, m-2-i-\tau}\right)^{(\tau+1)}+\binom{m-1}{i}\left(h_{n_{0}}^{t}\right)^{(m-i)} \\
& +\sum_{\tau=0}^{m-i-1}\binom{i-1+\tau}{\tau}\left(\tilde{\gamma}_{-1, m-1-i-\tau}^{t}\right)^{(\tau)}+\binom{m-1}{i-1}\left(h_{n_{0}}^{t}\right)^{(m-i)} \\
= & \sum_{\tau=0}^{m-i-1}\binom{i+\tau}{\tau}\left(\tilde{\gamma}_{-1, m-1-i-\tau}^{\prime}\right)^{(\tau)}+\binom{m}{i}\left(h_{n_{0}}^{t}\right)^{(m-i)} .
\end{aligned}
$$

With obvious changes in the above calculation, the result also holds for $i=0$.
We immediately infer from Proposition 8.7.2
Proposition 8.7.9. For $\kappa=0, \ldots, l-1$ and $t=0, \ldots, L$ such that $1 \leq \kappa+t l \leq n$ we have

$$
e_{\kappa+t l}^{\top} Y \mathbf{H}^{+}\left(Y^{-1} e_{n}\right)= \begin{cases}0 & \text { if } t=0 \\ \sigma_{n_{0}-\kappa-(t-1) l} & \text { if } t>0\end{cases}
$$

The $q_{j, v}$ defined in Lemma 8.1.3 are polynomials in $\lambda$. Now we shall give an estimate for the order of the highest $\lambda$-power and determine the "leading" coefficient. We do not require that the leading coefficient is different from zero.
Proposition 8.7.10. Let $j \in\{0, \ldots, n-1\}$ and $v \in\{0, \ldots, j\}$. Let $s_{j, v}$ and $q_{j, v, 0}$ be definied as in Section 8.5. Then

$$
q_{j, v}(\cdot, \lambda)=\lambda^{l s_{j, v}}\left[q_{j, v, 0}\right] .
$$

Proof. For $v=j$ the statement follows from the definition of $q_{j, j}$ in Lemma 8.1.3. Now let $0<j \leq n-1$ and suppose that the proposition holds for $j-1$. Then the statement for $0<v \leq j-1$ follows from the definition of $q_{j, v}$. If $v=0$ we first observe that $p_{n-i-1}(\cdot, \lambda)=k_{n-i-1}$ if $i \leq l-2$ and $p_{n-i-1}(\cdot, \lambda)=-\lambda^{l}\left[h_{n-i-1}\right]$ if $i \geq l-1$. Now the statement for $v=0$ easily follows.

Proposition 8.7.11. For $\kappa=0, \ldots, l-1$ and $t=1, \ldots, L$ such that $\kappa+t l \leq n$ we have

$$
e_{\kappa+t l}^{\top} Y(\cdot, \lambda) \mathbf{H}^{+}\left(Y(\cdot, \lambda)^{-1} e_{n}\right)=\lambda^{(t-1) l}\left[\sigma_{n_{0}-\kappa-(t-1) l, 0}\right],
$$

where the $\sigma_{i, 0}$ are defined in (8.5.16).
Proof. We have

$$
\sigma_{n_{0}-\kappa-(t-1) l}(\cdot, \lambda)=\sum_{j=n_{0}-\kappa-(t-1) l i=j}^{n_{0}} \sum_{i=j}^{n_{0}}(-1)^{i}\binom{i}{j} h_{i}^{(i-j)} q_{j, n_{0}-\kappa-(t-1) l}(\cdot, \lambda) .
$$

By Proposition 8.7.10, the largest $\lambda$-exponent is obtained for the largest $j$, and it is $\left[\frac{n_{0}-\left(n_{0}-\kappa-(t-1) l\right)}{l}\right] l=t-1$. And since $\left[\frac{j-\left(n_{0}-\kappa-(t-1) l\right)}{l}\right] \geq t-1$ if and only if $j \geq n_{0}-\kappa$, an application of Proposition 8.7.9 and 8.7.10 completes the proof.

Proposition 8.7.12. i) For $m=0, \ldots, l-2$ we have $\tilde{\gamma}_{-1, m}^{0}=0$.
ii) For $m=0, \ldots, l-2$ and $1 \leq t \leq L$ we have

$$
\tilde{\gamma}_{-1, m}^{\prime}=\sigma_{n_{0}-m-1-(t-1) l, 0} .
$$

Proof. By definition, $\tilde{\gamma}_{-1, m}$ is the coefficient of $\lambda^{(t-1) l}$ in $y_{m+t l} z(\cdot, \lambda)$. Since $Y(\cdot, \lambda)\left(I_{n}-\Delta_{0}\right) \mathbf{H}^{+}\left(Y(\cdot, \lambda)^{-1} e_{n}\right)=\left\{O\left(\lambda^{-2 l}\right)\right\}_{\infty}$ by Theorem 8.4.2 and Corollary 8.3.2, $\tilde{\gamma}_{-1, m}$ is the coefficient of $\lambda^{(t-1) l}$ in $e_{m+1+l l} Y(\cdot, \lambda) \mathbf{H}^{+}\left(Y(\cdot, \lambda)^{-1} e_{n}\right)$. Part i) now immediately follows from Proposition 8.7.9. And part ii) follows from Proposition 8.7.11.

Proof of Proposition 8.7.6. From Propositions 8.7.8 and 8.7.12 we infer $\gamma_{i, m}^{2}=\tilde{\gamma}_{i, m}^{*}$ for $m=0, \ldots, l-1, i=0, \ldots, m$, and $t=0, \ldots, L$ such that $m+t l \leq n-1$. Now the statement of Proposition 8.7.6 follows in view of (8.7.9) and (8.7.11).

We write the two remaining integrals on the right hand side of (8.7.1) as in (4.4.4) and obtain

$$
\int_{a}^{x}\left(\widehat{G}_{0, \mu, s} f\right)(x, \xi, \lambda) \mathrm{d} \xi-\int_{x}^{b}\left(\widehat{G}_{1, \mu, s} f\right)(x, \xi, \lambda) \mathrm{d} \xi=I_{1, \mu, s}(x, f, \lambda)+I_{2, \mu, s}(x, f, \lambda)
$$

where

$$
\begin{aligned}
& I_{1, \mu, s}(x, f, \lambda) \\
& =\quad \lambda^{-s} y_{\mu}(x, \lambda)\left(I_{l}-\widehat{\Delta}(\lambda)\right) \Omega_{l}^{-s} \widehat{E}(x, \lambda) \int_{a}^{x} \widehat{E}(\xi, \lambda)^{-1} D^{s}(z(\cdot, \lambda) f)(\xi) \mathrm{d} \xi \\
& \quad-\lambda^{-s} y_{\mu}(x, \lambda) \widehat{\Delta}(\lambda) \Omega_{l}^{-s} \widehat{E}(x, \lambda) \int_{x}^{b} \widehat{E}(\xi, \lambda)^{-1} D^{s}(z(\cdot, \lambda) f)(\xi) \mathrm{d} \xi,
\end{aligned}
$$

$$
\begin{aligned}
& I_{2, \mu, s}(x, f, \lambda)=-\lambda^{-s} e_{\mu+1}^{\top} Y(x, \lambda) M^{-1}(\lambda) W^{(1)}\left(\lambda^{l}\right) \widehat{Y}(b, \lambda) \times \\
& \times \int_{a}^{b}\left(I_{l}-\widehat{\Delta}(\lambda)\right) \widehat{E}(b, \lambda) \widehat{E}(\xi, \lambda)^{-1} \Omega_{l}^{-s} D^{s}(z(\cdot, \lambda) f)(\xi) \mathrm{d} \xi \\
&+ \lambda^{-s} e_{\mu+1}^{\top} Y(x, \lambda) M^{-1}(\lambda) W^{(0)}\left(\lambda^{l} \widehat{Y}(a, \lambda) \times\right. \\
& \times \int_{a}^{b} \widehat{\Delta}(\lambda) \widehat{E}(a, \lambda) \widehat{E}(\xi, \lambda)^{-1} \Omega_{l}^{-s} D^{s}(z(\cdot, \lambda) f)(\xi) \mathrm{d} \xi \\
& \widehat{\Delta}(\lambda)=\operatorname{diag}\left(\delta_{1}(\lambda), \ldots, \delta_{l}(\lambda)\right) .
\end{aligned}
$$

Proposition 8.7.13. Let $0 \leq s \leq l$. Suppose that $h_{n_{0}} \in C^{\infty}[a, b], h_{n_{0}}>0$ and $h_{n_{0}}^{-1} \in L_{\infty}(a, b)$, and that $k_{i} \in W_{p^{\prime}}^{i}(a, b)$ for $i=0, \ldots, n-1$. If $n_{0}>0$, then we additionally suppose that $k_{i} \in W_{p^{\prime}}^{n_{0}}(a, b)$ for $i=0, \ldots, n_{0}-1, k_{i} \in W_{p^{\prime}}^{i+1}(a, b)$ for $i=n_{0}, \ldots, n-1$, and $h_{i} \in W_{p^{\prime}}^{n}(a, b)$ for $i=0, \ldots, n_{0}-1$.
i) Let $1<p<\infty$. For $f \in W_{p}^{s}(a, b)$ and $\mu=0, \ldots, \min \{s, l-1\}$ we obtain

$$
\left|\oint_{\Gamma_{m}} \lambda^{l-1} I_{1, \mu, s}(\cdot, f, \lambda) \mathrm{d} \lambda\right|_{p}=O(1)|f|_{p, s} \text { as } m \rightarrow \infty
$$

ii) Here let $p<\infty$, i.e. $p^{\prime}>1$ if $n_{0}=0$ and $\mu=n-1$, and let $p=\infty$ otherwise. For $f \in C^{s}[a, b]$ with $f^{(s)} \in B V[a, b]$ and $\mu=0, \ldots, \min \{s, l-1\}$ we have

$$
\left|\oint_{\Gamma_{m}} \lambda^{l-1} I_{1, \mu, s}(\cdot, f, \lambda) \mathrm{d} \lambda\right|_{\infty}=O(1)|f| \text { as } m \rightarrow \infty
$$

where $|f|=|f|_{(s)}+\left|f^{(s)}\right|_{B V[a, b]}$.
Proof. The assumptions of Corollary 8.3.1 and Proposition 8.7 .3 are satisfied with $k=n-1$ if $n_{0}=0$ and $k=n$ if $n_{0}>0$. Here we note that Proposition 8.7.3 also holds in case $k=j-1$, where the $o$-term dominates. We have

$$
\lambda^{-\mu} y_{\mu}(\cdot, \lambda)=\Omega_{l}^{\mu} \varepsilon h_{n_{0}}^{\mu / l} \varphi_{0}+\left\{O\left(\lambda^{-1}\right)\right\}_{\infty}
$$

by Corollary 8.3.1 and

$$
\begin{aligned}
& D^{s}(z(\cdot, \lambda) f) \\
& \quad=\lambda^{l-l} \Omega_{l}\left\{D^{s}\left(\left(h_{n_{0}}^{n / l} \psi_{0}\right)^{(j)} f\right) \varepsilon+\left\{O\left(\lambda^{-1}\right)+O\left(\lambda^{-k+s} \tau_{p^{\prime}}(\lambda)\right)\right\}_{\infty}|f|_{p, s}\right\}
\end{aligned}
$$

by Proposition 8.7.3, where we have made use of Remark 8.4.3. If $\mu<s<n$ or $\mu<s-1$ and $s=n$, then the above representations and Proposition 4.3.3 yield $I_{1, \mu, s}(\cdot, f, \lambda)=\left\{O\left(\lambda^{-l}\right)\right\}_{\infty}$, and the result follows. If $\mu=s<n$ or $\mu+1=s=n$, the part coming from $\left\{O\left(\lambda^{-1}\right)\right\}_{\infty}$ in $\lambda^{-\mu} y_{\mu}(\cdot, \lambda)$ can be estimated as above. Therefore we still have to estimate

$$
\begin{align*}
& \tilde{y}(x)\left(I_{l}-\widehat{\Delta}(\lambda)\right) \widehat{E}(x, \lambda) \int_{a}^{x} \widehat{E}(\xi, \lambda)^{-1} D^{s}(\tilde{z} f)(\xi) \mathrm{d} \xi  \tag{8.7.12}\\
& -\tilde{y}(x) \widehat{\Delta}(\lambda) \widehat{E}(x, \lambda) \int_{x}^{b} \widehat{E}(\xi, \lambda)^{-1} D^{s}(\tilde{z} f)(\xi) \mathrm{d} \xi
\end{align*}
$$

and

$$
\begin{align*}
& \tilde{y}(x)\left(I_{l}-\widehat{\Delta}(\lambda)\right) \widehat{E}(x, \lambda) \int_{a}^{x} \widehat{E}(\xi, \lambda)^{-1}\left\{O\left(\tau_{p^{\prime}}(\lambda)\right\}_{\infty}(\xi) \mathrm{d} \xi|f|_{p, s}\right.  \tag{8.7.13}\\
& -\tilde{y}(x) \widehat{\Delta}(\lambda) \widehat{E}(x, \lambda) \int_{x}^{b} \widehat{E}(\xi, \lambda)^{-1}\left\{O\left(\tau_{p^{\prime}}(\lambda)\right\}_{\infty}(\xi) \mathrm{d} \xi|f|_{p, s}\right.
\end{align*}
$$

where $\tilde{y}$ and $\tilde{z}$ are vector functions in suitable Sobolev spaces (in case $s=n$ we have $\tilde{z}=0$ ). Now the desired estimate of (8.7.12) follows from Propositions 4.6 .5 and 4.7.2, respectively, whereas the estimate of (8.7.13) follows from Propositions 4.3.5 and 4.6.4. For part ii) we have to observe that $\left\{O\left(\tau_{p^{\prime}}(\lambda)\right)\right\}_{\infty}$ can be replaced by $\left\{O\left(\lambda^{-1}\right)\right\}_{\infty}$ if $\mu<k$. In the remaining case, i. e. $n_{0}=0$ and $\mu=n-1$, we have $p^{\prime}>1$, so that the above proof also holds here.

Proposition 8.7.14. Suppose that the assumptions of Proposition 8.7.13 are satisfied and that (8.6.1) holds. Suppose that the boundary eigenvalue problem (8.1.1), (8.1.5) is almost Birkhoff regular of order $r<l$.
ii) Let $r<s \leq l$. In case $n_{0}=0$ we can even take $s=r$. Let $1<p<\infty$. For $f \in W_{p}^{s}(a, b)$ and $\mu=0, \ldots, \min \{s, l-1\}$ we obtain

$$
\left|\oint_{\Gamma_{m}} \lambda^{l-1} I_{2, \mu, s}(\cdot, f, \lambda) \mathrm{d} \lambda\right|_{p}=O(1)|f|_{p, s} \text { as } m \rightarrow \infty .
$$

ii) Let $r \leq s \leq l$. For $f \in C^{s}[a, b]$ with $f^{(s)} \in B V[a, b]$ and $\mu=0, \ldots, s$ we have

$$
\left|\oint_{\Gamma_{m}} \lambda^{l-1} I_{2, \mu, s}(\cdot, f, \lambda) \mathrm{d} \lambda\right|_{\infty}=O(1)|f| \text { as } m \rightarrow \infty,
$$

where $|f|=|f|_{(s)}+\left|f^{(s)}\right|_{B V[a, b]}$.
Proof. In view of Lemma 8.6.3 we have that

$$
\begin{aligned}
& \lambda^{-s} e_{\mu+1}^{\top} Y(x, \lambda) M^{-1}(\lambda) W^{(j)}(\lambda) \widehat{Y}\left(a_{j}, \lambda\right) \\
& =\lambda^{-s} y_{\mu}(x, \lambda) \widehat{E}(x, \lambda)\left(I_{n}-\widehat{\Delta}(\lambda)+\widehat{E}(b, \lambda)^{-1} \widehat{\Delta}(\lambda)\right)\left(v_{\mu, j}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)\right) \\
& \quad+\lambda^{r-s} e_{\mu+1}^{\top} Y(x, \lambda)\left(I_{n}-\Delta_{0}\right)\left(\tilde{v}_{\mu, j}(\lambda)+O\left(\tau_{\infty}(\lambda)\right)\right)
\end{aligned}
$$

where $\lambda^{-s} y_{\mu}(\cdot, \lambda)$ and $\lambda^{r-s} e_{\mu+1}^{\top} Y(\cdot, \lambda)$ are of the form $v+\left\{O\left(\lambda^{-1}\right)\right\}_{\infty}$, the coefficients of $v$ belong to $L_{\infty}(a, b)$, and $v_{\mu, j}(\lambda)$ and $\tilde{v}_{\mu, j}(\lambda)$ are constant on sectors. Now the terms containing $O\left(\tau_{\infty}(\lambda)\right), \lambda^{r-s}$ if $r<s$, or $\left\{O\left(\tau_{p^{\prime}}(\lambda)\right)\right\}_{\infty}$ (from $D^{s}(z(\cdot, \lambda) f)$ ) and terms with $\mu<s$ are easily estimated as in Proposition 8.7.13. Since terms with $\lambda^{r-s}$ do not occur if $n_{0}=0$, we do not need any restriction with
respect to $r$ in this case. The remaining terms coming from $y_{\mu}(\cdot, \lambda)$ are of the form a considered in Propositions 4.6 .3 and 4.7.1, respectively. In part ii) we still have to estimate terms where the exponential terms in the variable $x$ are missing. But this corresponds to $x=a$ in the case with full exponential terms. Since the estimates in Proposition 4.7.1 are uniformly on $[a, b]$, they extend to this case.

From Propositions 8.7.1, 8.7.5, 8.7.6, 8.7.13, and 8.7.14 we obtain
LEMmA 8.7.15. Let the assumptions be as in Proposition 8.7.14. Suppose that the boundary eigenvalue problem (8.1.1), (8.1.5) is almost Birkhoff regular of order $r<l$.
i) Let $1<p<\infty, s \in\{r, \ldots, l-1\}$ if $n_{0}=0, s \in\{r+1, \ldots, l-1\}$ if $n_{0}>0$, and let $F$ be the Banach space

$$
F=\left\{f \in W_{p}^{s}(a, b): U_{v} f=0, v=1, \ldots, n, \hat{l}_{v}<s\right\}
$$

Then $\left\{Q_{m} J_{F}: m \in \mathbb{N}\right\}$ is bounded in $L\left(F, W_{p}^{s}(a, b)\right)$, where $J_{F}$ is the canonical inclusion map from $F$ into $W_{p}^{s}(a, b)$.
ii) Let $s \in\{r, \ldots, l-1\}$ and let $F$ be the Banach space

$$
F=\left\{f \in C^{s}[a, b]: f^{(s)} \in B V[a, b], U_{v} f=0, v=1, \ldots, n, \hat{l}_{v}<s\right\}
$$

Then $\left\{Q_{m} J_{F}: m \in \mathbb{N}\right\}$ is bounded in $L\left(F, C^{s}[a, b]\right)$, where $J_{F}$ is the canonical inclusion map from $F$ into $C^{S}[a, b]$.

### 8.8. Expansion theorems

Proposition 8.8.1. Suppose that the assumptions of Proposition 8.7.14 are satisfied. Suppose that the boundary eigenvalue problem (8.1.1), (8.1.5) is almost Birkhoff regular of order $r<l$.
i) Let $1<p<\infty, s \in\{r, \ldots, l-1\}$ if $n_{0}=0, s \in\{r+1, \ldots, l-1\}$ if $n_{0}>0$, and let $H$ be the set

$$
H=\left\{f \in W_{p}^{s+1}(a, b): U_{v} f=0, v=1, \ldots, n, \hat{l}_{v}<s\right\}
$$

Then $Q_{m} f \rightarrow f$ in $W_{p}^{s}(a, b)$ as $m \rightarrow \infty$ for all $f \in H$.
ii) Let $s \in\{r, \ldots, l-1\}$ and let $H$ be the set

$$
H=\left\{f \in C^{s+1}[a, b]: f^{(s+1)} \in B V[a, b], U_{v} f=0, v=1, \ldots, n, \hat{l}_{v} \leq s\right\}
$$

Then $Q_{m} f \rightarrow f$ in $C^{s}[a, b]$ as $m \rightarrow \infty$ for all $f \in H$.
Proof. We use the representation of $Q_{m}$ as obtained in Section 8.7 and follow the steps which were used to prove Lemma 8.7.15. Let $f \in W_{p}^{s+1}(a, b)$ with $s$ as in i) or ii). Then we can iterate one step further in (8.7.1), i. e., we replace $s$ by $s+1$. Then Proposition 8.7.3 holds with $s+1$ instead of $s$ since $i+s+1 \leq n$ for $i \leq n_{0}-1$ shows that its assumptions are satisfied. Therefore we have for $\mu=0, \ldots, s$ that

$$
\frac{1}{2 \pi i} \oint_{\Gamma_{n}} \lambda^{l-1} y_{\mu}(\cdot, \lambda) \sum_{j=0}^{s} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l} D^{j}(z(\cdot, \lambda) f) \mathrm{d} \lambda
$$

is the sum of the coefficient of $\lambda^{-l}$ of the asymptotic polynomial

$$
\begin{equation*}
y_{\mu}(\cdot, \lambda) \sum_{j=0}^{s} \lambda^{-j-1} \Omega_{l}^{-j-1} h_{n_{0}}^{-1 / l} D^{j}(z(\cdot, \lambda) f) \tag{8.8.1}
\end{equation*}
$$

and an $o$-term. In view of Proposition 8.7.4 the coefficient of $\lambda^{-l}$ of (8.8.1) coincides with the coefficient of $\lambda^{-l}$ on the right-hand side of (8.7.10) with $\mu=m$ and $t=0$. By definition of $\tilde{\gamma}_{i, m}^{0}$ and the fact that $\gamma_{i, m}^{0}=\tilde{\gamma}_{i, m}^{0}$, the above integral can be written as

$$
\sum_{i=0}^{\mu} \gamma_{i, \mu}^{0} f^{(i)}+\{o(1)\}_{\infty}=f^{(\mu)}+\{o(1)\}_{\infty}
$$

Now we want to show that the integral over $\Gamma_{m}$ of the second and third summands in (8.7.1) multiplied by $\lambda^{l-1}$ (with $s-1$ replaced by $s$ ) tends to 0 in $L_{p}(a, b)$ as $m \rightarrow \infty$ for $\mu=1, \ldots, s$, where $p=\infty$ in part ii). In part ii) this immediately follows from Proposition 8.7 .6 and the considerations preceding it since $U_{v} f=0$ for $v=1, \ldots, n$ with $\hat{l}_{v} \leq s$. In part i$)$, the coefficient of $\lambda^{-s}$ in $\beta^{(0)}(\lambda)+\beta^{(1)}(\lambda)$ will be different from 0 in general, and therefore we still have to show that

$$
\oint_{\Gamma_{m}} e_{\mu+1}^{\top} Y(\cdot, \lambda) M^{-1}(\lambda) \operatorname{diag}\left(\lambda^{l_{1}}, \ldots, \lambda^{l_{n}}\right) \lambda^{-s-1} \mathrm{~d} \lambda
$$

tends to 0 in $L_{\infty}(a, b)$ as $m \rightarrow \infty$ for $\mu=1, \ldots, s$. In view of the assumption $s>r$ in case $n_{0} \neq 0$ we infer from Lemma 8.6.4 and $Y(\cdot, \lambda)\left(I_{n}-\Delta_{0}\right)=O(1)$ that only the integral

$$
\oint_{\Gamma_{m}} \lambda^{-s-1} e_{\mu+1}^{\top} Y(\cdot, \lambda) \Delta_{0} M^{-1}(\lambda) \operatorname{diag}\left(\lambda^{l_{1}}, \ldots, \lambda^{l_{n}}\right) \mathrm{d} \lambda
$$

has to be considered. From Corollary 8.3.2 we infer that

$$
\lambda^{-s} e_{\mu+1}^{\top} Y(\cdot, \lambda) \Delta_{0}=\lambda^{\mu-s}\left(h_{n_{0}}^{\mu / l} \varphi_{0} \varepsilon^{\top} \Omega_{l}^{\mu}+\left\{O\left(\lambda^{-1}\right)\right\}_{\infty}\right) E(\cdot, \lambda) \Delta_{0}
$$

This representation and Lemmas 8.6 .4 and 2.7 .2 ii) show that there is a constant $C>0$ such that, for $h \in\left(L_{p^{\prime}}(a, b)\right)^{n}$,

$$
\begin{aligned}
& \left|\int_{a}^{b} \oint_{\Gamma_{m}} \lambda^{-s-1} e_{\mu+1}^{\top} Y(x, \lambda) \Delta_{0} M^{-1}(\lambda) \operatorname{diag}\left(\lambda^{l_{1}}, \ldots, \lambda^{l_{n}}\right) \mathrm{d} \lambda h(x) \mathrm{d} x\right| \\
& \leq C|h|_{p^{\prime}} \oint_{\Gamma_{m}}|\lambda|^{-1}(1+|\Re(\lambda)|)^{-1 / p}|d \lambda|=C|h|_{p^{\prime}} \oint_{|\lambda|=1}\left(1+\rho_{m}|\Re(\lambda)|\right)^{-1 / p}|d \lambda|
\end{aligned}
$$

where $\rho_{m}$ is the radius of $\Gamma_{n}$. By Lebesgue's dominated convergence theorem, the integral tends to 0 as $m \rightarrow \infty$, and

$$
\left|\oint_{\Gamma_{m}} \lambda^{-s-1} e_{\mu+1}^{\top} Y(x, \lambda) \Delta_{0} M^{-1}(\lambda) \operatorname{diag}\left(\lambda^{l_{1}}, \ldots, \lambda^{l_{n}}\right) \mathrm{d} \lambda\right|_{p} \rightarrow 0
$$

as $m \rightarrow \infty$ is shown.

Finally, also the two remaining integrals are of the form $\{o(1)\}_{\infty}$. To see this we observe that we know from the proof of Proposition 8.7.14 that

$$
\lambda^{-s} e_{\mu+1}^{\top} Y(\cdot, \lambda) M^{-1}(\lambda) W^{(j)}(\lambda) \widehat{Y}\left(a_{j}, \lambda\right)=\{O(1)\}_{\infty}
$$

on $\bigcup_{m \in \mathbb{N}} \Gamma_{m}$ and that Lemma 2.7.2 gives

$$
\begin{aligned}
& \int_{a}^{b}\left(I_{l}-\widehat{\Delta}_{l}(\lambda)\right) \widehat{E}(b-\xi, \lambda) \Omega_{l}^{-s-1} D^{s+1}(z(\cdot, \lambda) f)(\xi) \mathrm{d} \xi=o(1) \\
& \int_{a}^{b} \widehat{\Delta}_{l}(\lambda) \widehat{E}(a-\xi, \lambda) \Omega_{l}^{-s-1} D^{s+1}(z(\cdot, \lambda) f)(\xi) \mathrm{d} \xi=o(1)
\end{aligned}
$$

Since the linear functionals $U_{v}$ for $v=1, \ldots, n$ with $l_{v} \leq s$ are continuous on the space $F$ considered in Proposition 8.7 .15 ii) and since it follows as in the proof of Theorem 4.7 .5 that $H$ considered in Proposition 8.8.1 ii) is dense in $F$ defined in Lemma 8.7.15 ii), Lemma 8.7.15 ii), Proposition 8.8.1 ii) and Lemma 4.6 .8 yield

THEOREM 8.8.2. Suppose that the boundary eigenvalue problem (8.1.1), (8.1.5) is almost Birkhoff regular of order $r<l$. Let $s \in\{r, \ldots, l-1\}$ and suppose that $h_{n_{0}} \in C^{\infty}[a, b], h_{n_{0}}>0, h_{n_{0}}^{-1} \in L_{\infty}(a, b)$, and $k_{i} \in W_{1}^{i}(a, b)$ for $i=0, \ldots, n-1$. If $s=n-1$, then we suppose that $k_{i} \in W_{p}^{i}(a, b)$ for some $p>1$ and $i=0, \ldots, n-1$. If $n_{0}>0$, then we additionally suppose that $k_{i} \in W_{1}^{n_{0}}(a, b)$ for $i=0, \ldots, n_{0}-1$, $k_{i} \in W_{1}^{i+1}(a, b)$ for $i=n_{0}, \ldots, n-1$, and $h_{i} \in W_{1}^{n}(a, b)$ for $i=0, \ldots, n_{0}-1$. Then $Q_{m} f \rightarrow f$ as $m \rightarrow \infty$ in $C^{s}[a, b]$ for each $f \in C^{s}[a, b]$ with $f^{(s)} \in B V[a, b]$ which satisfies the boundary conditions $U_{v} f=0$ for $v=1, \ldots, n$ with $\hat{l}_{v} \leq s$.

Similarly, we obtain
THEOREM 8.8.3. Suppose that the boundary eigenvalue problem (8.1.1), (8.1.5) is almost Birkhoff regular of order $r<l$. Let $1<p<\infty, s \in\{r, \ldots, l-1\}$ if $n_{0}=0$, $s \in\{r+1, \ldots, l-1\}$ if $n_{0}>0$, and suppose that $h_{n_{0}} \in C^{\infty}[a, b], h_{n_{0}}>0, h_{n_{0}}^{-1} \in$ $L_{\infty}(a, b)$, and $k_{i} \in W_{p^{\prime}}^{i}(a, b)$ for $i=0, \ldots, n-1$. If $n_{0}>0$, then we additionally suppose that $k_{i} \in W_{p^{\prime}}^{n_{0}}(a, b)$ for $i=0, \ldots, n_{0}-1, k_{i} \in W_{p^{\prime}}^{i+1}(a, b)$ for $i=n_{0}, \ldots, n-$ 1 , and $h_{i} \in W_{p^{\prime}}^{n}(a, b)$ for $i=0, \ldots, n_{0}-1$. Then $Q_{m} f \rightarrow f$ as $m \rightarrow \infty$ in $W_{p}^{s}(a, b)$ for each $f \in W_{p}^{s}(a, b)$ which satisfies the boundary conditions $U_{v} f=0$ for $v=1, \ldots, n$ with $\hat{l}_{v}<s$.
REMARK 8.8.4. The convergence in the previous theorems can be written as the convergence of a series in eigenvectors and associated vectors as in Section 7.4. For this let $L$ be the differential operator associated with the boundary eigenvalue problem (8.1.1), (8.1.5), and let $L^{*}$ be its adjoint. Let $\lambda_{0}, \lambda_{1}, \ldots$ be the eigenvalues of $L$ and let

$$
\left\{\eta_{\kappa, h}^{(j)}: j=1, \ldots, r\left(\lambda_{\kappa}\right) ; h=0, \ldots, m_{\kappa, j}-1\right\}
$$

and

$$
\left\{\left(u_{\kappa, h}^{(j)}, d_{\kappa, h}^{(j)}\right): j=1, \ldots, r\left(\lambda_{\kappa}\right) ; h=0, \ldots, m_{\kappa, j}-1\right\}
$$

be biorthogonal CSEAVs of $L$ and $L^{*}$ at $\lambda_{\kappa}$, respectively. Then the statement $Q_{m} f \rightarrow f$ in the above theorems can be written as

$$
f^{(\mu)}=\lim _{m \rightarrow \infty} \sum_{\substack{\kappa \in \mathbb{N} \\ \lambda_{\kappa}<\rho_{m}}}\left(\sum_{j=1}^{r\left(\lambda_{\kappa}\right)} \sum_{h=0}^{m_{\kappa, j}-1}\left(\eta_{\kappa, h}^{(j)}\right)^{(\mu)} \int_{a}^{b}\left(\mathbf{H}^{+} u_{\kappa, m_{\kappa, j}-1-h}^{(j)}\right)(x) f(x) \mathrm{d} x\right)
$$

in $L_{p}(a, b)$ for $\mu=0, \ldots, s$ for a suitable sequence of positive numbers $\rho_{m} \rightarrow \infty$, where we have used the representation of the Green's function given in Theorem 6.7.8.

### 8.9. The differential equation $\eta^{(4)}-\alpha \eta^{\prime \prime \prime}=\lambda \eta^{\prime \prime}$

In this section we consider a boundary eigenvalue problem for a differential equation of the form (8.1.1) with $h_{n_{0}}=1$ where the boundary conditions which must be satisfied for the expansion theorems depend on the coefficients of the differential equation. For this we must have $\hat{l}_{v}$ at least 1, i. e., $l$ at least 2 , and a corresponding $\alpha_{v 10}^{(i)} \neq 0$. By (8.5.16) this means that $e_{4}$ must be defined, and we therefore need that $n$ is at least 4 . Here we consider a differential equation were these numbers are minimal, namely

$$
\eta^{(4)}-\alpha \eta^{\prime \prime \prime}-\lambda \eta^{\prime \prime}=0 \quad(\alpha \in \mathbb{C})
$$

together with the boundary conditions

$$
\eta(1)=0, \eta^{\prime}(0)=0, \eta^{\prime \prime}(1)=0, \eta^{\prime \prime \prime}(0)=0
$$

Therefore $\mathbf{H} \eta=\eta^{\prime \prime}$, and a fundamental system of $\mathbf{H} \eta=0$ is $\{1, x\}$. Hence the fundamental matrix considered in Theorem 8.2.1 satisfies

$$
Y(x, \lambda)\left(I_{n}-\Delta_{0}\right)=\left(\begin{array}{cccc}
1 & x & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)+\left\{O\left(\lambda^{-2}\right)\right\}_{\infty}
$$

For the boundary matrices defined in (8.1.6) we infer

$$
W^{(0)}\left(\lambda^{2}\right)\left(\begin{array}{ll}
1 & 0  \tag{8.9.1}\\
0 & 1 \\
0 & 0 \\
0 & 0
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{array}\right), \quad W^{(1)}\left(\lambda^{2}\right)\left(\begin{array}{ll}
1 & 1 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{array}\right)=\left(\begin{array}{ll}
1 & 1 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right)
$$

According to the requirement (8.5.7) we can take

$$
q_{1}=q_{2}=0, q_{3}=q_{4}=-1
$$

Also, we obviously have that the numbers defined in (8.5.1) are

$$
l_{1}=0, l_{2}=1, l_{3}=2, l_{4}=3
$$

We infer

$$
l^{(0)}=5, l^{(1)}=6
$$

see (8.5.10). By Definition 8.5 .1 the problem is almost Birkhoff regular of order 1 if we show that $u_{\{3,4\}} \neq 0$ and $v_{\{3,4\}, 1} \neq 0$ for the numbers defined in (8.5.12) and (8.5.13). By definition, $u_{\{3,4\}}$ is the determinant of the matrix obtained by summing up the two matrices in (8.9.1) and taking their first two columns. So $u_{\{3,4\}} \neq 0$. Also, by definition (note that $\omega_{1}=1, \omega_{2}=-1$ ),

$$
v_{\{3,4\}, 1}=\left|\begin{array}{cc}
\alpha_{3}^{(0)} & \alpha_{3}^{(1)} \\
\alpha_{4}^{(0)} & -\alpha_{4}^{(1)}
\end{array}\right|
$$

where the $\alpha_{v}^{(j)}$ are defined in (8.5.6). Now $\alpha_{3}^{(0)}=0$ and $\alpha_{4}^{(1)}=0$ since the third boundary condition only contains terms at 1 and the fourth boundary condition only contains terms at 0 . Obviously,

$$
\alpha_{3}^{(1)}=\sum_{t=0}^{1} \alpha_{3 t}^{(1)}=1, \alpha_{4}^{(0)}=\sum_{t=0}^{1} \alpha_{4 t}^{(0)}=1
$$

which shows that $u_{\{3,4\}} \neq 0$.
Hence we can apply Theorem 8.8 .2 for $s=1$. For the numbers defined in (8.5.16) we have $\alpha_{100}^{(1)}=1, \alpha_{200}^{(0)}=1, \alpha_{310}^{(1)}=1, \alpha_{410}^{(0)}=1$, and all other $\alpha_{v t m}^{(L)}$ are zero. Hence, in view of Remark 8.5 .6 iii), the boundary terms $U_{v} f=0$ are

$$
U_{1} f=f(1), U_{2} f=f^{\prime}(0), U_{3} f=f(1), U_{4} f=\alpha f(0)+f^{\prime}(0)
$$

If $\alpha \neq 0$, we thus have the three asymptotic boundary conditions

$$
f(1)=0, f(0)=0, f^{\prime}(0)=0
$$

If $\alpha=0$, we only have two asymptotic boundary conditions

$$
f(1)=0, f^{\prime}(0)=0
$$

### 8.10. The differential equation $\eta^{(4)}+K \eta=\lambda \mathbf{H} \eta$

In this section we consider the differential equation

$$
\eta^{(4)}+K \eta-\lambda \mathbf{H} \eta=0
$$

with the boundary conditions

$$
\eta(0)=0, \eta^{\prime}(0)=0, \eta^{\prime \prime}(1)=0, \beta(\lambda) \eta^{\prime \prime \prime}(1)+\alpha(\lambda) \eta(1)=0
$$

where $K$ is a function,

$$
\begin{aligned}
& \alpha(\lambda)=\alpha_{3} \lambda^{3}+\alpha_{2} \lambda^{2}+\alpha_{1} \lambda \\
& \beta(\lambda)=\beta_{2} \lambda^{2}+\beta_{1} \lambda
\end{aligned}
$$

with $\alpha_{3}>0$ and $\beta_{2}>0$, and
A. $\mathbf{H} \eta=\eta$,
B. $\mathbf{H} \eta=\eta^{\prime}+G_{1} \eta$,
C. $\mathbf{H} \eta=\eta^{\prime \prime}+G_{1} \eta^{\prime}+G_{2} \eta$,
with functions $G_{1}$ and $G_{2}$. We suppose that the functions $K, G_{1}, G_{2}$ satisfy the assumptions of Theorems 8.8 .2 or 8.8 .3 . A sufficient condition is that these three functions belong to $W_{\infty}^{4}(0,1)$. The differential equation is of the form (8.1.1).
Case A. Here $n_{0}=0$ and

$$
l_{1}=0, l_{2}=1, l_{3}=2, l_{4}=12
$$

By Definition 8.5.1 the problem is Birkhoff regular if $v_{\{1,2,3,4\}, 2} \neq 0$, where this number is defined in (8.5.13). We have, if we observe that $\alpha_{v}^{(0)}=0$ if $v=3,4$ and $\alpha_{v}^{(\mathrm{I})}=0$ if $v=1,2$,

$$
\begin{aligned}
v_{\{1,2,3,4\}, 2} & =\left|\begin{array}{cccc}
\alpha_{1}^{(0)} & \alpha_{1}^{(0)} & 0 & 0 \\
\alpha_{2}^{(0)} & i \alpha_{2}^{(0)} & 0 & 0 \\
0 & 0 & \alpha_{3}^{(1)} & -\alpha_{3}^{(1)} \\
0 & 0 & \alpha_{4}^{(1)} & \alpha_{4}^{(1)}
\end{array}\right| \\
& =2(i-1) \alpha_{1}^{(0)} \alpha_{2}^{(0)} \alpha_{3}^{(1)} \alpha_{4}^{(1)} \\
& =2(i-1) \alpha_{100}^{(0)} \alpha_{200}^{(0)} \alpha_{300}^{(1)} \alpha_{400}^{(1)} \neq 0
\end{aligned}
$$

since

$$
\alpha_{100}^{(0)}=1, \alpha_{200}^{(0)}=1, \alpha_{300}^{(1)}=1, \alpha_{400}^{(1)}=\alpha_{3} .
$$

For the boundary conditions we need further

$$
\alpha_{201}^{(0)}=0, \alpha_{301}^{(0)}=0, \alpha_{302}^{(1)}=0
$$

Hence we have

$$
U_{1} f=f(0), U_{2} f=f^{\prime}(0), U_{3} f=f^{\prime \prime}(1), U_{4} f=f(1)
$$

Therefore the asymptotic boundary conditions are

$$
f(0)=0, f^{\prime}(0)=0, f(1)=0, f^{\prime \prime}(1)=0
$$

Which of these conditions are actually needed in the corresponding expansion theorems in Section 8.8 depends on $s$ and $p$. Of course, this also holds for the cases $\mathbf{B}$ and $\mathbf{C}$ below.

Case B. Here $n_{0}=1$ and

$$
l_{1}=0, l_{2}=1, l_{3}=2, l_{4}=9 .
$$

Choosing $q_{v}=q_{v}^{\prime}$, we have

$$
q_{1}=0, q_{2}=0, q_{3}=0, q_{4}=3 .
$$

Then

$$
l^{(0)}=12, l^{(1)}=12 .
$$

Hence the problem is Birkhoff regular if

$$
b_{1}^{(0)} \neq 0 \quad \text { and } \quad b_{2}^{(0)} \neq 0
$$

We have

$$
b_{j}^{(0)}=-u_{\{1,2,3\}} v_{\{1,2,3\}, j}+u_{\{2,3,4\}} v_{\{2,3,4\}, j} .
$$

Since the first two boundary conditions are taken at 0 and the last two at 1 , we infer

$$
\begin{aligned}
& v_{\{1,2,3\}, 1}=\left|\begin{array}{ccc}
* & 0 & 0 \\
* & 0 & 0 \\
0 & * & *
\end{array}\right|=0, \\
& v_{\{2,3,4\}, 2}=\left|\begin{array}{lll}
* & * & 0 \\
0 & 0 & * \\
0 & 0 & *
\end{array}\right|=0 .
\end{aligned}
$$

Also,

$$
u_{\{1,2,3\}}=\alpha_{3} \pi_{1}(1), u_{\{2,3,4\}}=\pi_{1}(0),
$$

where $\pi_{1}$ is a nontrivial solution of $\mathbf{H} \eta=0$. Since $\mathbf{H} \eta=0$ is a first order differential equation, the nontrivial solution $\pi_{1}$ does not have zeros, and

$$
u_{\{1,2,3\}} \neq 0 \quad \text { and } \quad u_{\{2,3,4\}} \neq 0
$$

follows. So we must show that

$$
v_{\{1,2,3\}, 2} \neq 0 \quad \text { and } \quad v_{\{2,3,4\}, 1} \neq 0 .
$$

We have

$$
\begin{aligned}
& v_{\{1,2,3\}, 2}=\left|\begin{array}{ccc}
\alpha_{1}^{(0)} & \alpha_{1}^{(0)} & 0 \\
\omega_{1} \alpha_{2}^{(0)} & \omega_{2} \alpha_{2}^{(0)} & 0 \\
0 & 0 & \omega_{3}^{2} \alpha_{3}^{(1)}
\end{array}\right|=\left(\omega_{2}-\omega_{1}\right) \omega_{3}^{2} \alpha_{1}^{(0)} \alpha_{2}^{(0)} \alpha_{3}^{(1)}, \\
& v_{\{2,3,4\}, 1}=\left|\begin{array}{ccc}
\omega_{1} \alpha_{2}^{(0)} & 0 & 0 \\
0 & \omega_{2}^{2} \alpha_{3}^{(1)} & \omega_{3}^{2} \alpha_{3}^{(1)} \\
0 & \alpha_{4}^{(1)} & \alpha_{4}^{(1)}
\end{array}\right|=\omega_{1}\left(\omega_{2}^{2}-\omega_{3}^{2}\right) \alpha_{2}^{(0)} \alpha_{3}^{(1)} \alpha_{4}^{(1)},
\end{aligned}
$$

where $\omega_{1}, \omega_{2}, \omega_{3}$ are the distinct third unit roots. In view of (8.5.6) we must show that

$$
\alpha_{v 00}^{(j)}+\alpha_{v 10}^{(j)} \neq 0 \text { for } v=1,2, j=0 \text { and } v=3,4, j=1
$$

where we have used that $\alpha_{v t}^{(j)}=\alpha_{v t 0}^{(j)}$. We have

$$
\alpha_{100}^{(0)}=1, \alpha_{200}^{(0)}=1, \alpha_{300}^{(1)}=1, \alpha_{400}^{(1)}=\alpha_{3}, \alpha_{410}^{(1)}=\beta_{2}
$$

and all the other $\alpha_{v t m}^{(j)}$ are zero. Since $\alpha_{3}$ and $\beta_{2}$ are positive, the Birkhoff regularity of the problem follows. From Remark 8.5 .5 iii) we infer

$$
\begin{aligned}
& \delta_{10}^{(0)}=1 \\
& \delta_{20}^{(0)}=0, \delta_{21}^{(0)}=1 \\
& \delta_{40}^{(1)}=\alpha_{3}+\beta_{2}
\end{aligned}
$$

which implies

$$
U_{1} f=f(0), U_{2} f=f^{\prime}(0), U_{4} f=\left(\alpha_{3}+\beta_{2}\right) f(1)
$$

For the remaining boundary condition a direct calculation yields

$$
U_{3} f=\sum_{i=0}^{2} \gamma_{i, 2}^{0}(1) f^{(i)}(1)=f^{\prime \prime}(1)
$$

This leads to the asymptotic boundary conditions

$$
f(0)=0, f^{\prime}(0)=0, f(1)=0, f^{\prime \prime}(1)=0
$$

Case C. Here $n_{0}=2$ and

$$
l_{1}=0, l_{2}=1, l_{3}=2, l_{4}=7
$$

Choosing $q_{v}=q_{v}^{\prime}$, we have

$$
q_{1}=0, q_{2}=0, q_{3}=0, q_{4}=3
$$

Then

$$
l^{(0)}=9, l^{(1)}=10
$$

and

$$
b_{1}^{(0)}=u_{\{3,4\}} v_{\{3,4\}, 1}+u_{\{2,3\}} v_{\{2,3\}, 1}=u_{\{2,3\}} v_{\{2,3\}, 1}
$$

since $v_{\{3,4\}, 1}=0$ as the third and fourth boundary conditions do not contain terms at 0 . First observe that

$$
u_{\{2,3\}}=\alpha_{3}\left|\begin{array}{ll}
\pi_{1}(0) & \pi_{2}(0) \\
\pi_{1}(1) & \pi_{2}(1)
\end{array}\right|,
$$

where $\left\{\pi_{1}, \pi_{2}\right\}$ is a fundamental system of $\mathbf{H} \eta=0$. Since the condition $u_{\{2,3\}} \neq 0$ is independent of the choice of the fundamental system, we may choose $\pi_{1}(0)=0$. Since $\pi_{2}(0) \neq 0$ in this case, $u_{\{2,3\}} \neq 0$ if and only if the boundary value problem

$$
\begin{equation*}
\mathbf{H} \eta=0, \eta(0)=0, \eta(1)=0 \tag{8.10.1}
\end{equation*}
$$

has only the trivial solution.
We have

$$
v_{\{2,3\}, 1}=\left|\begin{array}{cc}
\alpha_{2}^{(0)} & -\alpha_{2}^{(1)} \\
\alpha_{3}^{(0)} & \alpha_{3}^{(1)}
\end{array}\right|=\alpha_{2}^{(0)} \alpha_{3}^{(1)}=1
$$

since, in this case,

$$
\alpha_{100}^{(0)}=1, \alpha_{200}^{(0)}=1, \alpha_{310}^{(1)}=1, \alpha_{410}^{(1)}=\beta_{2}, \alpha_{401}^{(1)}=\alpha_{3}
$$

and all the other $\alpha_{v t r}^{(i)}$ are zero. Hence, if the boundary eigenvalue problem (8.10.1) has only the trivial solution, then the problem is almost Birkhoff regular of order 1 . From Remark 8.5.5 iii) we infer

$$
\begin{aligned}
& \delta_{10}^{(0)}=1 \\
& \delta_{20}^{(0)}=0, \delta_{21}^{(0)}=1 \\
& \delta_{30}^{(1)}=1 \\
& \delta_{40}^{(1)}=\alpha_{3}+\beta_{2} G_{1}(1), \delta_{41}^{(1)}=\beta_{2} .
\end{aligned}
$$

It follows that

$$
U_{1} f=f(0), U_{2} f=f^{\prime}(0), U_{3} f=f(1), U_{4} f=\left(\alpha_{3}+\beta_{2} G_{1}(1)\right) f(1)+\beta_{2} f^{\prime}(1)
$$

and the asymptotic boundary conditions are

$$
f(0)=0, f^{\prime}(0)=0, f(1)=0, f^{\prime}(1)=0
$$

### 8.11. A boundary eigenvalue problem with associated functions at each eigenvalue

Here we consider the boundary eigenvalue problem

$$
y^{(4)}-\lambda y^{\prime \prime}=0 ; \quad y(1)=0, y^{\prime}(0)=0, y^{\prime}(1)=0, y^{\prime \prime}(1)=0 .
$$

This is an example from [KF, p.79]. Kaufmann calculated the eigenvectors of the given problem and its adjoint. He realized that they are not biorthogonal and could not get an expansion theorem. According to our results, we immediately know that to every eigenfunction there must be an associated function.

We shall investigate the regularity of the problem and calculate its eigenfunctions and associated functions as well as those of the adjoint problem.

First let us consider regularity. We use the notations of Section 8.5. Obviously, $n_{0}=2$ and

$$
\begin{aligned}
& l_{1}=0, l_{2}=1, l_{3}=1, l_{4}=2 \\
& q_{1}=q_{2}=q_{3}=q_{4}=0
\end{aligned}
$$

This gives

$$
l^{(0)}=3, l^{(1)}=4,
$$

and

$$
b_{1}^{(0)}=u_{\{3,4\}} v_{\{3,4\}, 1}-u_{\{2,4\}} v_{\{2,4\}, 1} .
$$

As the third and the fourth boundary conditions only have terms at $1, v_{\{3,4\}, 1}=0$. Also, $\{1, x\}$ is a fundamental system of $y^{\prime \prime}=0$ whence

$$
u_{\{2,4\}}=\left|\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right| \neq 0 .
$$

Finally,

$$
v_{\{2,4\}, 1}=\left|\begin{array}{cc}
\alpha_{2}^{(0)} & -\alpha_{2}^{(1)} \\
\alpha_{4}^{(0)} & \alpha_{4}^{(1)}
\end{array}\right|=\alpha_{2}^{(0)} \alpha_{4}^{(1)}=1 .
$$

Hence the problem is almost Birkhoff regular of order 1 .
It is easy to see that

$$
\alpha_{100}^{(1)}=1, \alpha_{200}^{(0)}=1, \alpha_{300}^{(1)}=1, \alpha_{410}^{(1)}=0,
$$

and that all other $\alpha_{v t m}^{(i)}$ are zero. By Remark 8.5 .5 iii ) we obtain

$$
U_{1} f=f(1), U_{2} f=f^{\prime}(0), U_{3}(f)=f^{\prime}(1), U_{4}(f)=f(1) .
$$

Therefore the asymptotic boundary conditions are

$$
f(1)=0, f^{\prime}(0)=0, f^{\prime}(1)=0 .
$$

In order to find the eigenfunctions and associated functions, it is convenient to introduce the new eigenvalue parameter $\rho=-i \sqrt{\lambda}, \Re(\rho) \geq 0$, where we also note for later use that $\frac{\mathrm{d} \rho}{\mathrm{d} \lambda}=-\frac{1}{2 \rho}$. Then a fundamental matrix of the given differential equation for $\lambda \neq 0$ is

$$
Y(x, \lambda)=\left(\begin{array}{cccc}
1 & x & \cos (\rho x) & \sin (\rho x) \\
0 & 1 & -\rho \sin (\rho x) & \rho \cos (\rho x) \\
0 & 0 & -\rho^{2} \cos (\rho x) & -\rho^{2} \sin (\rho x) \\
0 & 0 & \rho^{3} \sin (\rho x) & -\rho^{3} \cos (\rho x)
\end{array}\right) .
$$

The characteristic matrix is

$$
M(\lambda)=\left(\begin{array}{cccc}
1 & 1 & \cos \rho & \sin \rho \\
0 & 1 & 0 & \rho \\
0 & 1 & -\rho \sin \rho & \rho \cos \rho \\
0 & 0 & -\rho^{2} \cos \rho & -\rho^{2} \sin \rho
\end{array}\right),
$$

and its determinant is

$$
\begin{aligned}
\operatorname{det} M(\lambda) & =\left|\begin{array}{ccc}
1 & 0 & \rho \\
1 & -\rho \sin \rho & \rho \cos \rho \\
0 & -\rho^{2} \cos \rho & -\rho^{2} \sin \rho
\end{array}\right|=\left|\begin{array}{cc}
-\rho \sin \rho & \rho(\cos \rho-1) \\
-\rho^{2} \cos \rho & -\rho^{2} \sin \rho
\end{array}\right| \\
& =\rho^{3}(1-\cos \rho) .
\end{aligned}
$$

Clearly, $M(0)$ is invertible if we take the fundamental system $\left\{1, x, x^{2}, x^{3}\right\}$ at 0 . Hence the eigenvalues with respect to $\rho$ are the numbers $2 k \pi, k \in \mathbb{Z} \backslash\{0\}$, and the spectrum of the given problem consists of the numbers $\lambda_{k}=-4 k^{2} \pi^{2}, k \in \mathbb{N} \backslash\{0\}$. Since $\rho \mapsto 1-\cos \rho$ has a double zero at these numbers, the total multiplicity of each eigenvectors is 2 .

Now let us calculate the eigenvectors of $M\left(\lambda_{k}\right)$. We have

$$
M\left(\lambda_{k}\right)=\left(\begin{array}{cccc}
1 & 1 & 1 & 0 \\
0 & 1 & 0 & 2 k \pi \\
0 & 1 & 0 & 2 k \pi \\
0 & 0 & -4 k^{2} \pi^{2} & 0
\end{array}\right)
$$

which has rank 3 . Hence the dimension of the eigenspace is 1 , and there must be an associated vector.

So each eigenvalue $\lambda_{k}$ of $M$ has a root function $c_{k}$ of order 1 . To find it we have to solve

$$
M\left(\lambda_{k}\right) c_{k}\left(\lambda_{k}\right)=0, M\left(\lambda_{k}\right) c_{k}^{\prime}\left(\lambda_{k}\right)=-M^{\prime}\left(\lambda_{k}\right) c_{k}\left(\lambda_{k}\right) .
$$

Obviously, we can choose

$$
c_{k}\left(\lambda_{k}\right)=\left(\begin{array}{c}
2 k \pi \\
-2 k \pi \\
0 \\
1
\end{array}\right)
$$

In view of Theorem 6.3.4 this means that an eigenfunction of the boundary eigenvalue problem at $\lambda_{k}$ is given by

$$
\eta_{k}(x)=\sin (2 k \pi x)-2 k \pi x+2 k \pi
$$

With

$$
M^{\prime}\left(\lambda_{k}\right)=-\frac{1}{4 k \pi}\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & -2 k \pi & 1 \\
0 & 0 & -4 k \pi & -4 k^{2} \pi^{2}
\end{array}\right)
$$

we infer that $c_{k}^{\prime}\left(\lambda_{k}\right)$ is found from

$$
\left(\begin{array}{cccc}
1 & 1 & 1 & 0 \\
0 & 1 & 0 & 2 k \pi \\
0 & 1 & 0 & 2 k \pi \\
0 & 0 & -4 k^{2} \pi^{2} & 0
\end{array}\right) c_{k}^{\prime}\left(\lambda_{k}\right)=\frac{1}{4 k \pi}\left(\begin{array}{c}
1 \\
1 \\
1 \\
-4 k^{2} \pi^{2}
\end{array}\right)
$$

This shows that we can take

$$
c_{k}^{\prime}\left(\lambda_{k}\right)=\frac{1}{4 k \pi}\left(\begin{array}{c}
-1 \\
1 \\
1 \\
0
\end{array}\right)
$$

Since $e_{1}^{\top} Y c_{k}$ is a root function of the eigenvalue problem at $\lambda_{k}$, we have that

$$
\eta_{k, 1}(x)=e_{1}^{\top} \frac{\partial}{\partial \lambda} Y\left(x, \lambda_{k}\right) c_{k}\left(\lambda_{k}\right)+e_{1}^{\top} Y\left(x, \lambda_{k}\right) c_{k}^{\prime}\left(\lambda_{k}\right)
$$

is an associated function of the eigenvalue problem at $\lambda_{k}$. We calculate

$$
\begin{aligned}
\eta_{k, 1}(x)= & \left(0,0, \frac{x}{4 k \pi} \sin (2 k \pi x),-\frac{x}{4 k \pi} \cos (2 k \pi x)\right)\left(\begin{array}{c}
2 k \pi \\
-2 k \pi \\
0 \\
1
\end{array}\right) \\
& +\frac{1}{4 k \pi}(1, x, \cos (2 k \pi x), \sin (2 k \pi x))\left(\begin{array}{c}
-1 \\
1 \\
1 \\
0
\end{array}\right) \\
= & \frac{1-x}{4 k \pi}(\cos (2 k \pi x)-1) .
\end{aligned}
$$

Now we shall find the root functions of $M^{*}$ at $\lambda_{k}$. We have

$$
M^{*}\left(\lambda_{k}\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 \\
1 & 0 & 0 & -4 k^{2} \pi^{2} \\
0 & 2 k \pi & 2 k \pi & 0
\end{array}\right)
$$

and an eigenvector is

$$
\hat{d}_{k}=\left(\begin{array}{c}
0 \\
1 \\
-1 \\
0
\end{array}\right)
$$

We have

$$
M^{\prime *}\left(\lambda_{k}\right)=-\frac{1}{4 k \pi}\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -2 k \pi & -4 k \pi \\
1 & 1 & 1 & -4 k^{2} \pi^{2}
\end{array}\right)
$$

and an associated vector $\hat{d}_{k, 1}$ is given by

$$
\begin{aligned}
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 \\
1 & 0 & 0 & -4 k^{2} \pi^{2} \\
0 & 2 k \pi & 2 k \pi & 0
\end{array}\right) \hat{d}_{k, 1} & =\frac{1}{4 k \pi}\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -2 k \pi & -4 k \pi \\
1 & 1 & 1 & -4 k^{2} \pi^{2}
\end{array}\right)\left(\begin{array}{c}
0 \\
1 \\
-1 \\
0
\end{array}\right) \\
& =\left(\begin{array}{c}
0 \\
0 \\
\frac{1}{2} \\
0
\end{array}\right)
\end{aligned}
$$

Hence we can choose

$$
\hat{d}_{k, 1}=\left(\begin{array}{c}
0 \\
0 \\
0 \\
-\frac{1}{8 k^{2} \pi^{2}}
\end{array}\right)
$$

To establish biorthogonal root functions, we must find $\alpha \neq 0$ and $\beta$ such that, with

$$
d_{k}(\lambda)=\left(\alpha+\beta\left(\lambda-\lambda_{k}\right)\right) \hat{d}_{k}+\alpha\left(\lambda-\lambda_{k}\right) \hat{d}_{k, 1}
$$

the relation

$$
d_{k}^{*}(\lambda) M(\lambda) c_{k}(\lambda)=\left(\lambda-\lambda_{k}\right)^{2}\left(1+O\left(\lambda-\lambda_{k}\right)^{2}\right)
$$

holds, where

$$
c_{k}(\lambda)=\left(\begin{array}{c}
2 k \pi-\frac{1}{4 k \pi}\left(\lambda-\lambda_{k}\right) \\
-2 k \pi+\frac{1}{4 k \pi}\left(\lambda-\lambda_{k}\right) \\
\frac{1}{4 k \pi}\left(\lambda-\lambda_{k}\right) \\
1
\end{array}\right)
$$

A straightforward calculation yields

$$
\begin{aligned}
d_{k}^{*}(\lambda) M(\lambda) c_{k}(\lambda) & =\left(\alpha+\beta\left(\lambda-\lambda_{k}\right)\right) \frac{1}{4 k \pi}\left(\lambda-\lambda_{k}\right) \rho \sin \rho \\
& +\frac{\alpha}{32 k^{3} \pi^{3}}\left(\lambda-\lambda_{k}\right)^{2} \rho^{2} \cos \rho \\
& +\left(\alpha+\beta\left(\lambda-\lambda_{k}\right)\right) \rho(1-\cos \rho)+\frac{\alpha}{8 k^{2} \pi^{2}}\left(\lambda-\lambda_{k}\right) \rho^{2} \sin \rho
\end{aligned}
$$

Using the Taylor expansions

$$
\begin{aligned}
\rho \sin \rho & =-\frac{1}{2}\left(\lambda-\lambda_{k}\right)+\frac{1}{32 k^{2} \pi^{2}}\left(\lambda-\lambda_{k}\right)^{2}+O\left(\left(\lambda-\lambda_{k}\right)^{3}\right), \\
\rho^{2} \cos \rho & =4 k^{2} \pi^{2}-\left(\lambda-\lambda_{k}\right)+O\left(\left(\lambda-\lambda_{k}\right)^{2}\right), \\
\rho(1-\cos \rho) & =\frac{1}{16 k \pi}\left(\lambda-\lambda_{k}\right)^{2}+O\left(\left(\lambda-\lambda_{k}\right)^{4}\right), \\
\rho^{2} \sin \rho & =-k \pi\left(\lambda-\lambda_{k}\right)+\frac{3}{16 k \pi}\left(\lambda-\lambda_{k}\right)^{2}+O\left(\left(\lambda-\lambda_{k}\right)^{3}\right)
\end{aligned}
$$

we infer

$$
\begin{aligned}
& d_{k}^{*}(\lambda) M(\lambda) c_{k}(\lambda)=-\frac{\alpha}{8 k \pi}\left(\lambda-\lambda_{k}\right)^{2}+\frac{\alpha}{128 k^{3} \pi^{3}}\left(\lambda-\lambda_{k}\right)^{3}-\frac{\beta}{8 k \pi}\left(\lambda-\lambda_{k}\right)^{3} \\
& +\frac{\alpha}{8 k \pi}\left(\lambda-\lambda_{k}\right)^{2}-\frac{\alpha}{32 k^{3} \pi^{3}}\left(\lambda-\lambda_{k}\right)^{3}+\frac{\alpha}{16 k \pi}\left(\lambda-\lambda_{k}\right)^{2} \\
& +\frac{\beta}{16 k \pi}\left(\lambda-\lambda_{k}\right)^{3}-\frac{\alpha}{8 k \pi}\left(\lambda-\lambda_{k}\right)^{2}+\frac{3 \alpha}{128 k^{3} \pi^{3}}\left(\lambda-\lambda_{k}\right)^{3}+O\left(\left(\lambda-\lambda_{k}\right)^{4}\right) \\
& =-\frac{\alpha}{16 k \pi}\left(\lambda-\lambda_{k}\right)^{2}-\frac{\beta}{16 k \pi}\left(\lambda-\lambda_{k}\right)^{3}+O\left(\left(\lambda-\lambda_{k}\right)^{4}\right)
\end{aligned}
$$

This yields $\alpha=-16 k \pi$ and $\beta=0$, whence

$$
d_{k}(\lambda)=\left(\begin{array}{c}
0 \\
-16 k \pi \\
16 k \pi \\
-\frac{2}{k \pi}\left(\lambda-\lambda_{k}\right)
\end{array}\right) .
$$

To find the eigenfunctions and associated functions of the adjoint problem we must calculate $L^{R} U_{L}$ according to Theorem 6.3.4. In the definition (6.3.3) of $U_{L}$ we can replace the number $a$ by any other element of the interval $[a, b]$. In our case, it is best to take this value to be 1 , i.e.

$$
\left(U_{L}(\lambda) f\right)(x)=e_{1}^{\top} Y(x, \lambda) \int_{1}^{x} Y(t, \lambda)^{-1} e_{4} f(t) \mathrm{d} t
$$

Then

$$
\begin{aligned}
\left(U_{L}(\lambda) f\right)^{\prime}(x) & =e_{1}^{\top} Y^{\prime}(x, \lambda) \int_{1}^{x} Y(t, \lambda)^{-1} e_{4} f(t) \mathrm{d} t \\
& =e_{2}^{\top} Y(x, \lambda) \int_{1}^{x} Y(t, \lambda)^{-1} e_{4} f(t) \mathrm{d} t .
\end{aligned}
$$

Repeating the differentiation we infer for $j=0, \ldots, 3$ that

$$
\left(U_{L}(\lambda) f\right)^{(j)}(x)=e_{j+1}^{\top} Y(x, \lambda) \int_{1}^{x} Y(t, \lambda)^{-1} e_{4} f(t) \mathrm{d} t .
$$

Now all boundary terms at 1 are zero, and hence

$$
L^{R} U_{L}(\lambda) f=-e_{2}^{\top} Y(0, \lambda) \int_{0}^{1} Y(t, \lambda)^{-1} e_{4} f(t) \mathrm{d} t\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right) .
$$

We calculate

$$
\begin{aligned}
& \left\langle\left(L^{R} U_{L}(\lambda)\right)^{*} d_{k}(\lambda), f\right\rangle=\left\langle d_{k}(\lambda), L^{R} U_{L}(\lambda) f\right\rangle \\
& =16 k \pi e_{2}^{\top} Y(0, \lambda) \int_{0}^{1} Y(t, \lambda)^{-1} e_{4} f(t) \mathrm{d} t
\end{aligned}
$$

whence

$$
\left(\left(L^{R} U_{L}(\lambda)\right)^{*} d_{k}(\lambda)\right)(t)=16 k \pi e_{2}^{\top} Y(0, \lambda) Y(t, \lambda)^{-1} e_{4} .
$$

Since

$$
e_{2}^{\top} Y(0, \lambda)=(0,1,0, \rho),
$$

we must calculate $e_{2}^{\top} Y(t, \lambda)^{-1} e_{4}$ and $e_{4}^{\top} Y(t, \lambda)^{-1} e_{4}$. From

$$
\operatorname{det} Y(x, \lambda)=\rho^{5}
$$

and Cramer's rule we obtain

$$
e_{2}^{\top} Y(x, \lambda)^{-1} e_{4}=\rho^{-5}\left|\begin{array}{ccc}
1 & \cos (\rho x) & \sin (\rho x) \\
0 & -\rho \sin (\rho x) & \rho \cos (\rho x) \\
0 & -\rho^{2} \cos (\rho x) & -\rho^{2} \sin (\rho x)
\end{array}\right|=\rho^{-2}
$$

and

$$
e_{4}^{\top} Y(x, \lambda)^{-1} e_{4}=\rho^{-5}\left|\begin{array}{ccc}
1 & x & \cos (\rho x) \\
0 & 1 & -\rho \sin (\rho x) \\
0 & 0 & -\rho^{2} \cos (\rho x)
\end{array}\right|=-\rho^{-3} \cos (\rho x)
$$

So we have

$$
\left(\left(L^{R} U_{L}(\lambda)\right)^{*} d_{k}\right)(t)=16 k \pi \rho^{-2}(1-\cos (\rho t))
$$

From

$$
\begin{aligned}
& \rho^{-2}(1-\cos (\rho t))=\frac{1}{4 k^{2} \pi^{2}}(1-\cos (2 k \pi t)) \\
& +\frac{1}{16 k^{4} \pi^{4}}[1-\cos (2 k \pi t)-k \pi t \sin (2 k \pi t)]\left(\lambda-\lambda_{k}\right)+O\left(\left(\lambda-\lambda_{k}\right)^{2}\right)
\end{aligned}
$$

we infer

$$
\begin{aligned}
& \left(\left(L^{R} U_{L}(\lambda)\right)^{*} d_{k}\right)(t)=\frac{4}{k \pi}(1-\cos (2 k \pi t)) \\
& +\frac{1}{k^{3} \pi^{3}}[1-\cos (2 k \pi t)-k \pi t \sin (2 k \pi t)]\left(\lambda-\lambda_{k}\right)+O\left(\left(\lambda-\lambda_{k}\right)\right.
\end{aligned}
$$

Altogether we obtain from Theorem 6.3.4 that

$$
\begin{gathered}
\left\{\sin (2 k \pi x)+2 k \pi(1-x), \frac{1-x}{4 k \pi}(\cos (2 k \pi x)-1)\right\} \\
\left\{\frac{4}{k \pi}(\cos (2 k \pi x)-1), \frac{1}{k^{3} \pi^{3}}(\cos (2 k \pi x)-1+k \pi x \sin (2 k \pi x)\}\right.
\end{gathered}
$$

are biorthogonal canonical systems of eigenfunctions and associated functions of the given boundary eigenvalue problem and its formally adjoint at $-4 k^{2} \pi^{2}$.

From Theorem 6.7.8 and the definition of $Q_{m}$ we therefore obtain the expansion

$$
\begin{aligned}
f(x)= & 4 \sum_{k=1}^{\infty}\left\{[\sin (2 k \pi x)+2 k \pi(1-x)] \int_{0}^{1} t \sin (2 k \pi t) f(t) \mathrm{d} t\right. \\
& \left.+(1-x)(\cos (2 k \pi x)-1) \int_{0}^{1} \cos (2 k \pi t) f(t) \mathrm{d} t\right\}
\end{aligned}
$$

where $f \in C^{1}[a, b]$ such that $f^{\prime} \in B V[a, b]$ and $f(1)=0, f^{\prime}(0)=0, f^{\prime}(1)=0$, and the series converges in $C^{1}[a, b]$, see Theorem 8.8.2.

### 8.12. Notes

The results in this chapter are essentially due to TRETTER [TR2], [TR3]. Whereas Tretter uses the classical asymptotic expansion of the fundamental system, we use first order systems and matrix representation as much as possible, which, in our opinion, shortens and clarifies proofs. Also, we have given special attention to the case $h_{n_{0}} \neq 1$. Although it is in principle easy to transform this
problem to the case $h_{n_{0}}=1$, this transformation is cumbersome and timeconsuming, so that we feel that it is very helpful to have formulas which allow us to check directly for Birkhoff or almost Birkhoff regularity.

Further results on boundary eigenvalue problems for the differential equation $\mathbf{K} \eta=\lambda \mathbf{H} \eta$ with $\lambda$-independent boundary conditions, in particular concerning completeness, minimality and basisness of the corresponding eigenfunctions and associated functions can be found in the publications [SHTR1], [SHTR2] of Shkalikov and Tretter. Only very recently Tretter succeeded to extend these results to the case of $\lambda$-polynomial boundary conditions in [TR6], [TR10]. As in the case of first order systems, see the notes in Section 5.8, the proofs of the minimality and basisness properties are based on TRETTER'S new linearization method in [TR7], Tretter's theory of linear pencils $A-\lambda B$ in [TR9] and sharp asymptotic estimates of the Green's function as published in [MM5] and newly presented in Section 8.7 of this monograph.

Kamke was the first who systematically studied boundary eigenvalue problems for the differential equation $\mathbf{K} \eta=\lambda \mathbf{H} \eta$ with $\lambda$-independent boundary conditions in the self-adjoint case, see the monograph [KK2]. In a series of papers Eberhard [EB4], [EB5], [EB6] and Eberhard and Freiling [EF2], [EF3] treated the non-self-adjoint case for the differential eqaution $\mathbf{K} \eta=\lambda \mathbf{H} \eta$ together with $\lambda$-polynomial boundary conditions. According to their expansion theorems, the class of the expandable functions is relatively small: apart from fulfilling the usual smoothness conditions these functions and their derivatives up to a certain order have to vanish at both endpoints of the underlying interval.

The Orr-Sommerfeld equation is an important special case of a differential equation of type $\mathbf{K} \eta=\lambda \mathbf{H} \eta$ and will be paid a particular consideration in Chapter X.

## Chapter IX

## $n$-TH ORDER DIFFERENTIAL EQUATIONS AND $n$-FOLD EXPANSIONS

In general, for $n$-th order differential equations there are too many eigenvectors and associated vectors in the sense that expansions are not unique. This non-uniqueness is due to the fact that the eigenvalue parameter occurs nonlinearly. In this chapter we study boundary eigenvalue problems for $n$-th order scalar differential equations together with two-point boundary conditions, both with $\lambda$-polynomial coefficients, which have been investigated by SHKALIKOV in [SH5]. Following his approach the corresponding operator function $L(\lambda)=$ $\left(L^{D}(\lambda), L^{R}(\lambda)\right)$ is linearized with respect to $\lambda$ in a product of Sobolev spaces (Theorem 9.1.3). It is shown that an $n$-fold eigenfunction expansion holds if the original boundary eigenvalue problem is Birkhoff regular (Theorem 9.3.3).

### 9.1. Shkalikov's linearization

Let $n \in \mathbb{N}, n \geq 2$, and $1 \leq p \leq \infty$. Consider the differential operator

$$
\begin{equation*}
L^{D}(\lambda)=\sum_{i=0}^{n} \lambda^{i} \mathscr{H}_{i} \tag{9.1.1}
\end{equation*}
$$

where $\lambda \in \mathbb{C}$,

$$
\mathscr{H}_{i} \eta= \begin{cases}\eta^{(n)}+\sum_{k=0}^{n-1} \pi_{n-k, 0} \eta^{(k)} & \text { if } i=0 \\ \sum_{k=0}^{n-i} \pi_{n-k, i} \eta^{(k)} & \text { if } i=1, \ldots, n\end{cases}
$$

all the coefficient functions $\pi_{n-k, i}$ belong to $L_{p}(a, b), \pi_{i, i}$ for $i=1, \ldots, n$ and $\pi_{n, n}^{-1}$ belong to $L_{\infty}(a, b)$, and $\eta \in W_{p}^{n}(a, b)$, see (7.6.1). With this differential equation, $\lambda$-polynomial two-point boundary conditions are associated:

$$
\begin{equation*}
L^{R}(\lambda) \eta=\sum_{v=0}^{m} \lambda^{v} U^{v} \eta=0 \tag{9.1.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
L(\lambda)=\left(L^{D}(\lambda), L^{R}(\lambda)\right): W_{p}^{n}(a, b) \rightarrow L_{p}(a, b) \times \mathbb{C}^{n} \tag{9.1.3}
\end{equation*}
$$

is a continuous operator and depends holomorphically on $\lambda$. We write

$$
U^{v} \eta=\sum_{j=0}^{n-1} U^{v, j} \eta^{(j)}
$$

where

$$
e_{k}^{\top} U^{v, j} \eta^{(j)}=\alpha_{v, k, j} \eta^{(j)}(a)+\beta_{v, k, j} \eta^{(j)}(b) \quad(k=1, \ldots, n)
$$

with complex numbers $\alpha_{v, k, j}$ and $\beta_{v, k, j}$.
By the substitution

$$
\begin{equation*}
y_{1}:=\eta, y_{2}:=\lambda y_{1}=\lambda \eta, \ldots, y_{n}:=\lambda y_{n-1}=\lambda^{n-1} \eta \tag{9.1.4}
\end{equation*}
$$

we obtain the identity

$$
L^{D}(\lambda) \eta=\lambda \pi_{n, n} y_{n}+\sum_{i=0}^{n-1} \mathscr{H}_{i} y_{i+1},
$$

whence the equation $L^{D}(\lambda) \eta=0$ becomes equivalent to

$$
H^{D} y=\lambda y
$$

where

$$
H^{D} y=\left(\begin{array}{c}
y_{2} \\
\vdots \\
y_{n} \\
-\pi_{n, n}^{-1} \sum_{i=0}^{n-1} \mathscr{H}_{i} y_{i+1}
\end{array}\right), y=\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{n}
\end{array}\right) .
$$

To make $H^{D}$ a proper operator, we have to define its domain and range spaces. To this end let $r, k \in \mathbb{N}$ and set

$$
\begin{equation*}
\mathscr{W}_{p}^{r, k}(a, b):=W_{p}^{r+k-1}(a, b) \oplus W_{p}^{r+k-2}(a, b) \oplus \cdots \oplus W_{p}^{r}(a, b) \tag{9.1.5}
\end{equation*}
$$

Then $H^{D}: \mathscr{W}_{p}^{1, n}(a, b) \rightarrow \mathscr{W}_{p}^{0, n}(a, b)$ is a continuous operator and can be written in the matrix form

$$
H^{D}=\left(\begin{array}{cccc}
0 & 1 & &  \tag{9.1.6}\\
& & \ddots & \\
& \pi_{n, n}^{-1} \mathscr{H}_{0} & . & .
\end{array}{-\pi_{n, n}^{-1} \mathscr{H}_{n-1}}^{-1} .\right.
$$

The substitution also yields

$$
\begin{cases}\lambda^{v} U^{v, j} \eta^{(j)}=U^{v, j} y_{v+1}^{(j)} & \text { if } j+v<n, \\ \lambda^{v} U^{v, j} \eta^{(j)}=\lambda^{v-n+j+1} U^{v, j} y_{n-j}^{(j)} & \text { if } j+v \geq n,\end{cases}
$$

whence

$$
\begin{equation*}
L^{R}(\lambda) \eta=\sum_{j=0}^{m} \lambda^{j} U_{j} \tilde{y} \tag{9.1.7}
\end{equation*}
$$

where

$$
\begin{align*}
& U_{0}=\left(U^{0,0} \ldots U^{0, n-1}, U^{1,0} \ldots U^{1, n-2}, \ldots, U^{n-1,0}\right)  \tag{9.1.8}\\
& U_{j}=\left(0 \ldots 0 U^{j, n-1}, 0 \ldots 0 U^{j+1, n-2}, 0 \ldots 0, U^{j+n-1,0}\right)
\end{align*}
$$

for $j=1, \ldots, m, U^{k, r}=0$ if $k>m$,

$$
\begin{aligned}
& \tilde{y}^{\top}=\left(\tilde{y}_{1}^{\top}, \ldots, \tilde{y}_{n}^{\top}\right) \\
& \tilde{y}_{j}^{\top}=\left(y_{j}, \ldots, y_{j}^{(n-j)}\right) \quad(j=1, \ldots, n)
\end{aligned}
$$

Here, in $U_{j}$ for $j>0, U^{j+k, n-1-k}$ is applied to the function $y_{k+1}^{(n-1-k)}$.
Define the boundary operator

$$
\widetilde{H}^{R}(\lambda): \mathscr{W}_{p}^{1, n}(a, b) \rightarrow \mathbb{C}^{n}
$$

by

$$
\begin{equation*}
\tilde{H}^{R}(\lambda) y:=\sum_{j=0}^{m} \lambda^{j} U_{j} \tilde{y} \tag{9.1.9}
\end{equation*}
$$

and the operator

$$
\tilde{H}(\lambda): \mathscr{W}_{p}^{1, n}(a, b) \rightarrow \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{n}
$$

by

$$
\begin{equation*}
\widetilde{H}(\lambda)=\binom{H^{D}-\lambda}{\widetilde{H}^{R}(\lambda)} \tag{9.1.10}
\end{equation*}
$$

Proposition 9.1.1. The operator function $\widetilde{H}$ is globally equivalent to a canonical extension of $L$.
Proof. Define the multiplication operator $\widetilde{D}(\lambda): \mathscr{W}_{p}^{1, n}(a, b) \rightarrow \mathscr{W}_{p}^{1, n}(a, b)$ by

$$
\widetilde{D}(\lambda):=\left(\begin{array}{cccc}
1 & & &  \tag{9.1.11}\\
\lambda & 1 & & 0 \\
\vdots & & \ddots & \\
\lambda^{n-1} & 0 & & 1
\end{array}\right)
$$

Obviously, $\widetilde{D}$ is holomorphic, and $\widetilde{D}(\lambda)$ is invertible for each $\lambda \in \mathbb{C}$. Define $\widetilde{C}(\lambda): \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{n} \rightarrow\left(L_{p}(a, b) \oplus \mathscr{W}_{p}^{1, n-1}(a, b)\right) \oplus \mathbb{C}^{n}$ by

$$
\widetilde{C}(\lambda):=\left(\begin{array}{cc}
\widetilde{C}_{11}(\lambda) & 0 \\
\widetilde{C}_{21}(\lambda) & I_{n}
\end{array}\right)
$$

where

$$
\widetilde{C}_{11}(\lambda):=\left(\begin{array}{cc}
\mathscr{H}_{1, n-1}(\lambda) B(\lambda)^{-1} & -\pi_{n, n}  \tag{9.1.12}\\
-B(\lambda)^{-1} & 0
\end{array}\right)
$$

with the invertible $(n-1) \times(n-1)$ matrix

$$
B(\lambda):=\left(\begin{array}{cccc}
-1 & & &  \tag{9.1.13}\\
\lambda & -1 & & 0 \\
& \cdot & \dot{2} & \\
0 & & \lambda & -1
\end{array}\right)
$$

and

$$
\widetilde{C}_{21}(\lambda):=\widetilde{H}^{R}(\lambda)\left(\begin{array}{cc}
0 & 0  \tag{9.1.15}\\
B(\lambda)^{-1} & 0
\end{array}\right)
$$

It is easy to see that $\widetilde{C}$ depends holomorphically on $\lambda$ and that $\widetilde{C}(\lambda)$ is invertible for each $\lambda \in \mathbb{C}$. With

$$
v(\lambda)=\left(\begin{array}{c}
\lambda \\
\vdots \\
\lambda^{n-1}
\end{array}\right)
$$

we have

$$
\left(\begin{array}{c}
\lambda \\
0 \\
\vdots \\
0
\end{array}\right)=-B(\lambda) v(\lambda)
$$

and therefore

$$
\begin{aligned}
\left(H^{D}-\lambda\right) \widetilde{D}(\lambda) & -\left(\begin{array}{cc}
-B(\lambda) v(\lambda) & B(\lambda) \\
\pi_{n, n}^{-1} \mathscr{H}_{0} & \pi_{n, n}^{-1} \mathscr{H}_{1, n-1}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
v(\lambda) & I_{n-1}
\end{array}\right) \\
& =-\left(\begin{array}{cc}
0 & B(\lambda) \\
\pi_{n, n}^{-1} L^{D}(\lambda) & \pi_{n, n}^{-1} \mathscr{H}_{1, n-1}(\lambda)
\end{array}\right),
\end{aligned}
$$

whence

$$
\widetilde{C}_{11}(\lambda)\left(H^{D}-\lambda\right) \widetilde{D}(\lambda)=\left(\begin{array}{cc}
L^{D}(\lambda) & 0 \\
0 & \mathrm{id}_{\mathscr{W}_{p}^{1, n-1}(a, b)}
\end{array}\right) .
$$

Since

$$
\widetilde{C}_{21}(\lambda)=-\widetilde{H}^{R}(\lambda)\left(\begin{array}{cc}
0 & 0 \\
0 & I_{n-1}
\end{array}\right) \widetilde{C}_{11}(\lambda)
$$

we infer that

$$
\widetilde{C}_{21}(\lambda)\left(H^{D}-\lambda\right) \widetilde{D}(\lambda)=-\widetilde{H}^{R}(\lambda)\left(\begin{array}{cc}
0 & 0 \\
0 & \mathrm{id}_{\mathscr{W}_{p}^{1, n-1}(a, b)}
\end{array}\right) .
$$

Therefore, in view of (9.1.4), (9.1.7), and (9.1.9),

$$
\left(\tilde{C}_{21}(\lambda)\left(H^{D}-\lambda\right) \widetilde{D}(\lambda)+\tilde{H}^{R}(\lambda) \widetilde{D}(\lambda)\right) y=\tilde{H}^{R}(\lambda)\left(\begin{array}{c}
1 \\
\lambda \\
\vdots \\
\lambda^{n-1}
\end{array}\right) y_{1}=L^{R}(\lambda) y_{1}
$$

and it follows that

$$
\widetilde{C}(\lambda) \widetilde{H}(\lambda) \widetilde{D}(\lambda)=\left(\begin{array}{cc}
L^{D}(\lambda) & 0  \tag{9.1.16}\\
0 & \mathrm{id}_{\mathscr{W}_{p}^{\prime \cdot n-1}(a, b)} \\
L^{R}(\lambda) & 0
\end{array}\right)
$$

If $\widetilde{H}^{R}(\lambda)$ is linear in $\lambda$, then the above proposition yields a linearization of $L$. Otherwise we still have to linearize the boundary operator. In [LM] it was shown that a canonical extension of $\widetilde{H}^{R}(\lambda)$ is equivalent on $\mathbb{C} \backslash\{0\}$ to a colligation (linear system). Since we want equivalence on all of $\mathbb{C}$, we have to modify the construction. Essentially, we have to introduce an additional permutation, which makes the result slightly more complicated than that in [LM].

For $i=1, \ldots, n$ let $v_{i}$ be the degree of the operator polynomial $e_{i}^{\top} \sum_{j=0}^{m} \lambda^{j} U_{j}$. Let

$$
\begin{equation*}
N:=\sum_{i=1}^{n} v_{i} . \tag{9.1.17}
\end{equation*}
$$

Without loss of generality we may assume that $v_{1} \geq v_{2} \geq \cdots \geq v_{n}$. Let $q:=0$ if $v_{1}=0$ and $q:=\max \left\{j: v_{j}>0\right\}$ otherwise. Define

$$
H^{R, 0}: \mathscr{W}_{p}^{1, n}(a, b) \rightarrow \mathbb{C}^{n}
$$

by

$$
H^{R, 0} y:=\left(\begin{array}{c}
e_{1}^{\top} U_{v_{1}} \\
\vdots \\
e_{n}^{\top} U_{v_{n}}
\end{array}\right) \tilde{y},
$$

and

$$
H^{R, 1}: \mathscr{W}_{p}^{1, n}(a, b) \rightarrow \mathbb{C}^{\mathbb{N}}
$$

by

$$
H^{R, 1} y=\left(\begin{array}{c}
e_{1}^{\top} U_{v_{1}-1} \\
\vdots \\
e_{1}^{\top} U_{0} \\
e_{2}^{\top} U_{v_{2}-1} \\
\vdots \\
e_{2}^{\top} U_{0} \\
\vdots \\
e_{q}^{\top} U_{v_{q}-1} \\
\vdots \\
e_{q}^{\top} U_{0}
\end{array}\right) \tilde{y} .
$$

Let $A=\operatorname{diag}\left(A^{(1)}, \ldots, A^{(q)}\right)$, where $A^{(j)}$ is the $v_{j} \times v_{j}$ matrix

$$
A^{(j)}=\left(\delta_{i+1, k}\right)_{i, k=1}^{v_{j}}=\left(\begin{array}{cccc}
0 & 1 & 0 & \\
& & \ddots & \\
& & & 1 \\
0 & . & . & 0
\end{array}\right) .
$$

For $j=1, \ldots, q+1$ let $k_{j}:=\sum_{l=1}^{j-1} v_{l}$. Let $G$ be the $n \times N$ matrix whose entries in the $j$-th row and the $k_{j}+1$-th column are 1 for $j=1, \ldots, q$ and whose other entries are zero. Define

$$
H^{R}: \mathscr{W}_{p}^{1, n}(a, b) \oplus \mathbb{C}^{N} \rightarrow \mathbb{C}^{n} \oplus \mathbb{C}^{N}
$$

by

$$
H^{R}=\left(\begin{array}{ll}
H^{R, 0} & G \\
H^{R, 1} & A
\end{array}\right)
$$

and set

$$
\widehat{H}^{R}(\lambda)=\left(\begin{array}{cc}
H^{R, 0} & G \\
H^{R, 1} & A-\lambda I_{N}
\end{array}\right)
$$

Define an $n+N$ dimensional permutation matrix $J$ which permutes the rows of $\widehat{H}^{R}(\lambda)$ as follows: For $j=1, \ldots, q$, the $j$-th row becomes the $n+k_{j}+1$-th row. The rows numbered $n+k_{j}+1$ to $n+k_{j}+v_{j}-1$ are shifted one row down, and the $n+k_{j}+v_{j}$-th row becomes the $j$-th row. Then we have

$$
J \widehat{H}^{R}(\lambda)=\left(\begin{array}{cc}
\widehat{H}^{R, 0} & -\lambda \widehat{G}  \tag{9.1.18}\\
\widehat{H}^{R, 1} & I_{N}-\lambda A^{\top}
\end{array}\right),
$$

where

$$
\begin{aligned}
\widehat{H}^{R, 0} y & =U_{0} \tilde{y}, \\
\widehat{H}^{R, 1} y & =\left(\begin{array}{c}
e_{1}^{\top} U_{v_{1}} \\
\vdots \\
e_{1}^{\top} U_{1} \\
e_{2}^{\top} U_{v_{2}} \\
\vdots \\
e_{2}^{\top} U_{1} \\
\vdots \\
e_{q}^{\top} U_{v_{q}} \\
\vdots \\
e_{q}^{\top} U_{1}
\end{array}\right) \tilde{y},
\end{aligned}
$$

and $\widehat{G}$ is the $n \times N$ matrix whose entries in the $j$-th row and $k_{j+1}$-th column are 1 for $j=1, \ldots, q$ and whose other entries are zero. Since $I_{N}-\lambda A^{\top}$ is invertible for all $\lambda \in \mathbb{C}$, we have

$$
\begin{align*}
& \left(\begin{array}{cc}
\widehat{H}^{R, 0}+\lambda \widehat{G}\left(I_{N}-\lambda A^{\top}\right)^{-1} \widehat{H}^{R, 1} & 0 \\
0 & I_{N}
\end{array}\right)=\left(\begin{array}{cc}
I_{n} & \lambda \widehat{G}\left(I_{N}-\lambda A^{\top}\right)^{-1} \\
0 & I_{N}
\end{array}\right) \times  \tag{9.1.19}\\
& \times\left(\begin{array}{cc}
\widehat{H}^{R, 0} & -\lambda \widehat{G} \\
\widehat{H}^{R, 1} & I_{N}-\lambda A^{\top}
\end{array}\right)\left(\begin{array}{cc}
1, n(a, b) & 0 \\
-\left(I_{N}-\lambda A^{\top}\right)^{-1} \widehat{H}^{R, 1} & \left(I_{N}-\lambda A^{\top}\right)^{-1}
\end{array}\right)
\end{align*}
$$

Proposition 9.1.2. The $\mathbb{C}^{N}$-extension of $\widetilde{H}^{R}$ is globally equivalent to $\widehat{H}^{R}$.
Proof. In view of the preceding observations it it sufficient to show that

$$
\begin{equation*}
\widehat{\hat{H}}^{R}(\lambda):=\widehat{H}^{R, 0}+\lambda \widehat{G}\left(I_{N}-\lambda A^{\top}\right)^{-1} \widehat{H}^{R, 1}=\widetilde{H}^{R}(\lambda) \tag{9.1.20}
\end{equation*}
$$

For $j>q$ we have $e_{j}^{\top} \widehat{G}=0$ whence

$$
e_{j}^{\top} \widehat{\hat{H}^{R}}(\lambda)=e_{j}^{\top} \widehat{H}^{R, 0}=e_{j}^{\top} \widetilde{H}^{R}(\lambda)
$$

For $j \leq q$ we have

$$
\begin{aligned}
e_{j}^{\top} \widehat{\hat{H}^{R}}(\lambda) y & =e_{j}^{\top} U_{0} \tilde{y}+\lambda e_{v_{j}}^{\top} \sum_{k=0}^{v_{j}-1} \lambda^{k}\left(A^{(j)^{\top}}\right)^{k}\left(\begin{array}{c}
e_{j}^{\top} U_{v_{j}} \\
\vdots \\
e_{j}^{\top} U_{1}
\end{array}\right) \tilde{y} \\
& =e_{j}^{\top} U_{0} \tilde{y}+\sum_{k=0}^{v_{j}-1} \lambda^{k+1} e_{j}^{\top} U_{k+1} \tilde{y}=e_{j}^{\top} \widetilde{H}^{R}(\lambda) y,
\end{aligned}
$$

where the last identity follows from (9.1.7) and (9.1.9).

We define

$$
\mathscr{H}: \mathscr{W}_{p}^{1, n}(a, b) \oplus \mathbb{C}^{N} \rightarrow \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{n} \oplus \mathbb{C}^{N}
$$

by the block operator representation

$$
\mathscr{H}=\left(\begin{array}{cc}
H^{D} & 0  \tag{9.1.21}\\
H^{R, 0} & G \\
H^{R, 1} & A
\end{array}\right) .
$$

Let $\widetilde{I}: \mathscr{W}_{p}^{1, n}(a, b) \oplus \mathbb{C}^{N} \rightarrow \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{n} \oplus \mathbb{C}^{N}$ be the canonical embedding. From Propositions 9.1.1 and 9.1.2 we immediately infer
Theorem 9.1.3. The canonical $\mathscr{W}_{p}^{1, n-1}(a, b) \oplus \mathbb{C}^{N}$ extension of $L(\lambda)$ is globally equivalent on $\mathbb{C}$ to $\mathscr{H}-\lambda \tilde{I}$.

Propositions 9.1.1 and 9.1.2 also give this equivalence explicitly. But the permutation matrix $J$ makes the representation cumbersome. Therefore, we consider instead

$$
\widehat{\mathscr{H}}(\lambda):=\left(\begin{array}{cc}
\operatorname{id}_{\mathscr{W}_{p}^{0 . n}(a, b)} & 0  \tag{9.1.22}\\
0 & J
\end{array}\right)(\mathscr{H}-\lambda \widetilde{I}) .
$$

Corollary 9.1.4. Let

$$
C(\lambda): \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{n} \oplus \mathbb{C}^{N} \rightarrow\left(L_{p}(a, b) \oplus \mathscr{W}_{p}^{1, n-1}(a, b)\right) \oplus \mathbb{C}^{n} \oplus \mathbb{C}^{N}
$$

be given by

$$
C(\lambda):=\left(\begin{array}{ccc}
\widetilde{C}_{11}(\lambda) & 0 & 0 \\
\widetilde{C}_{21}(\lambda) & I_{n} & \lambda \widehat{G}\left(I_{N}-\lambda A^{\top}\right)^{-1} \\
0 & 0 & I_{N}
\end{array}\right)
$$

and $D(\lambda): \mathscr{W}_{p}^{1, n}(a, b) \oplus \mathbb{C}^{N} \rightarrow \mathscr{W}_{p}^{1, n}(a, b) \oplus \mathbb{C}^{N}$ be given by

$$
D(\lambda):=\left(\begin{array}{cc}
\widetilde{D}(\lambda) & 0 \\
-\left(I_{N}-\lambda A^{\top}\right)^{-1} \widehat{H}^{R, I} \widetilde{D}(\lambda) & \left(I_{N}-\lambda A^{\top}\right)^{-1}
\end{array}\right),
$$

where $\widetilde{D}(\lambda), \widetilde{C}_{11}(\lambda)$ and $\widetilde{C}_{21}(\lambda)$ are given by (9.1.11), (9.1.12) and (9.1.15), respectively. Then

$$
\left(\begin{array}{ccc}
L^{D}(\lambda) & 0 & 0 \\
0 & \mathrm{id}_{\mathscr{W}_{p}^{1 \cdot n-1}(a, b)} & 0 \\
L^{R}(\lambda) & 0 & 0 \\
0 & 0 & I_{N}
\end{array}\right)=C(\lambda) \widehat{\mathscr{H}}(\lambda) D(\lambda) .
$$

Proof. In view of Propositions 9.1.1 and 9.1.2 and the representations (9.1.16), (9.1.19), and (9.1.20) this follows from

$$
C(\lambda)=\left(\begin{array}{ccc}
\widetilde{C}_{11}(\lambda) & 0 & 0 \\
\widetilde{C}_{21}(\lambda) & I_{n} & 0 \\
0 & 0 & I_{N}
\end{array}\right)\left(\begin{array}{ccc}
\mathrm{id}_{\mathscr{W}_{p}^{0 . n}(a, b)} & 0 & 0 \\
0 & I_{n} & \lambda \widehat{G}\left(I_{N}-\lambda A^{\top}\right)^{-1} \\
0 & 0 & I_{N}
\end{array}\right)
$$

and

$$
D(\lambda)=\left(\begin{array}{cc}
\operatorname{id}_{\mathscr{W}_{R}^{1, n}(a, b)} & 0 \\
-\left(I_{N}-\lambda A^{\top}\right)^{-1} \hat{H}^{R, 1} & \left(I_{N}-\lambda A^{\top}\right)^{-1}
\end{array}\right)\left(\begin{array}{cc}
\widetilde{D}(\lambda) & 0 \\
0 & I_{N}
\end{array}\right) .
$$

The linearization $\mathscr{H}-\lambda \tilde{I}$ essentially coincides with the linearization obtained in [SH5, p. 1321]; Shkalikov considers a restriction of this operator to a domain of finite codimension, see Section 9.3.

### 9.2. A first convergence result

In this section let $\mathrm{l}<p<\infty$. Furthermore, we suppose that the assumptions of Theorem 7.2.4 are satisfied, that $\pi_{1,0} \in L_{p^{\prime}}(a, b), 1 / p+1 / p^{\prime}=1$, and that one of the conditions II), III), IV) or V) considered in Proposition 7.2 .5 holds. We set

$$
\tilde{C}_{21}^{0}(\lambda)=\binom{0}{B(\lambda)^{-1}} \quad \text { and } \quad H_{j}^{R, 1} y=\left(\begin{array}{c}
e_{j}^{\top} U_{v_{j}-1} \\
\vdots \\
e_{j}^{\top} U_{0}
\end{array}\right) \tilde{y} \quad(j=1, \ldots, q) .
$$

Proposition 9.2.1. Suppose that the problem (9.1.1), (9.1.2), i. e. $L(\lambda) \eta=0$, is Birkhoff regular. Let $\binom{f}{c} \in\left(W_{p}^{n}(a, b)\right)^{n} \oplus \mathbb{C}^{N}$. We write

$$
c=\left(c_{11} \ldots c_{1 v_{1}} \ldots c_{q 1} \ldots c_{q v_{q}}\right)^{\top}
$$

Suppose that

$$
\begin{align*}
& C_{2}(\lambda)^{-1}\left(\sum _ { k = 1 } ^ { n } \sum _ { j = 0 } ^ { k - 1 } \lambda ^ { j - k } \left\{\sum_{l=0}^{n-1-j} U^{j, l}\left(e_{k}^{\top} f\right)^{(l)}\right.\right.  \tag{9.2.1}\\
& \left.\left.+\sum_{l=1}^{m} \lambda^{l} U^{l+j, n-1-j}\left(e_{k}^{\top} f\right)^{(n-1-j)}\right\}+\sum_{j=1}^{q} \sum_{r=1}^{v_{j}} \lambda^{v_{j}-r} e_{j} c_{j r}\right)=O\left(\lambda^{-n}\right)
\end{align*}
$$

Then there is a sequence of positive numbers $\left(\rho_{v}\right)_{v \in \mathbb{N}}$ with $\rho_{v} \rightarrow 0$ as $v \rightarrow \infty$ such that, for $\Gamma_{v}=\left\{\lambda:|\lambda|=\rho_{\nu}\right\}$,

$$
\begin{equation*}
-\frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(\mathscr{H}-\lambda \widetilde{I}^{-1} \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda \rightarrow\binom{f}{c}\right. \tag{9.2.2}
\end{equation*}
$$

in $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{\mathbb{N}}$ as $v \rightarrow \infty$.

Proof. From the definition of $\mathscr{H}$ in (9.1.21) it follows that

$$
\mathscr{H}-\lambda \widetilde{I}=:\left(\begin{array}{cc}
\widetilde{\mathscr{H}^{0}}(\lambda) & \widetilde{G} \\
H^{R, 1} & A-\lambda I_{N}
\end{array}\right)
$$

with

$$
\widetilde{\mathscr{H}^{0}}(\lambda)=\binom{H^{D}-\lambda \widehat{I}}{H^{R, 0}}, \widetilde{G}=\binom{0}{G},
$$

where $\widehat{I}: \mathscr{W}_{p}^{1, n}(a, b) \rightarrow \mathscr{W}_{p}^{0, n}(a, b)$ is the canonical embedding. In an analogous manner to formula (1.3.4) one can see that the inverse operator

$$
\widetilde{\mathscr{H}}_{0}^{0}(\lambda):=\left(\widetilde{\mathscr{H}^{0}}(\lambda)-\widetilde{G}\left(A-\lambda I_{N}\right)^{-1} H^{R, 1}\right)^{-1}
$$

exists for $\lambda \in \rho(A) \cap \rho(\mathscr{H})$. With the notation

$$
\widetilde{\mathscr{H}_{1}^{0}}(\lambda):=\left(\begin{array}{ll}
\widetilde{\mathscr{H}_{0}^{0}}(\lambda) & -\widetilde{\mathscr{H}_{0}^{0}}(\lambda) \widetilde{G}\left(A-\lambda I_{N}\right)^{-1} \tag{9.2.3}
\end{array}\right)
$$

we obtain that

$$
(\mathscr{H}-\lambda \widetilde{I})^{-1}=\left(\begin{array}{c}
\widetilde{\mathscr{H}}_{1}^{0}(\lambda)  \tag{9.2.4}\\
-\left(A-\lambda I_{N}\right)^{-1} H^{R, 1} \widetilde{\mathscr{H}}_{1}^{0} \\
(\lambda)
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
0 & \left(A-\lambda I_{N}\right)^{-1}
\end{array}\right)
$$

for $\lambda \in \rho(A) \cap \rho(\mathscr{H})$. With

$$
\widetilde{\mathscr{H}}_{2}^{0}(\lambda):=\widetilde{\mathscr{H}}_{1}^{0}(\lambda)+\left(\widetilde{C}_{21}^{0}(\lambda) \quad 0 \quad 0 \quad 0\right)
$$

we first shall prove

$$
\begin{equation*}
-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widetilde{\mathscr{H}}_{2}^{0}(\lambda) \tilde{I}\binom{f}{c} \mathrm{~d} \lambda \rightarrow f \tag{9.2.5}
\end{equation*}
$$

in $\mathscr{W}_{p}^{0, n}(a, b)$ as $v \rightarrow \infty$.
We shall use $\widehat{\mathscr{H}}(\lambda)^{-1}$ to find a representation of $\widetilde{\mathscr{H}}_{2}^{0}(\lambda)$. For this we write $L^{-1}=\left(K_{1}, K_{2}\right)$, see Section 6.4. Then

$$
\left(\begin{array}{ccc}
L^{D}(\lambda) & 0 & 0 \\
0 & \mathrm{id}_{\mathscr{W}_{p}^{1 . n-1}(a, b)} & 0 \\
L^{R}(\lambda) & 0 & 0 \\
0 & 0 & I_{N}
\end{array}\right)^{-1}=\left(\begin{array}{cccc}
K_{1}(\lambda) & 0 & K_{2}(\lambda) & 0 \\
0 & \mathrm{id}_{\mathscr{W}_{p}^{1 . n-1}(a, b)} & 0 & 0 \\
0 & 0 & 0 & I_{N}
\end{array}\right) .
$$

With the aid of (9.2.4), (9.1.22) and Corollary 9.1.4, a straightforward calculation shows that

$$
\begin{align*}
& \widetilde{\mathscr{H}_{2}^{0}}(\lambda)\left(\begin{array}{cc}
\mathrm{id}_{\mathscr{H}_{0}^{0, n}} & 0 \\
0 & J^{-1}
\end{array}\right)=\left(\begin{array}{c}
1 \\
\lambda \\
\vdots \\
\lambda^{n-1}
\end{array}\right)\left(\begin{array}{ll}
K_{1}(\lambda) & \left.K_{2}(\lambda)\right) \times ~
\end{array}\right.  \tag{9.2.6}\\
& \times\left(\begin{array}{cccc}
\mathscr{H}_{1, n-1}(\lambda) B(\lambda)^{-1} & -\pi_{n, n} & 0 & 0 \\
\widetilde{H}^{R}(\lambda) \widetilde{C}_{21}^{0}(\lambda) & 0 & I_{n} & \lambda \widehat{G}\left(I_{N}-\lambda A^{\top}\right)^{-1}
\end{array}\right) .
\end{align*}
$$

## Writing

$$
\widetilde{\mathscr{H}}_{2}^{0}(\lambda)=\left(\begin{array}{ll}
\widetilde{\mathscr{H}_{21}^{0}}(\lambda) & \widetilde{\mathscr{H}_{22}^{0}}(\lambda) \tag{9.2.7}
\end{array}\right)
$$

with $\widetilde{\mathscr{H}}_{21}^{0}(\lambda): \mathscr{W}_{p}^{0, n}(a, b) \rightarrow \mathscr{W}_{p}^{1, n}(a, b)$ and $\widetilde{\mathscr{H}}_{22}^{0}(\lambda): \mathbb{C}^{n+N} \rightarrow \mathscr{W}_{p}^{1, n}(a, b)$ gives (9.2.8) $\quad \widetilde{\mathscr{H}}_{21}^{0}(\lambda)=\left(\begin{array}{c}1 \\ \lambda \\ \vdots \\ \lambda^{n-1}\end{array}\right)\left(K_{1}(\lambda) \quad K_{2}(\lambda)\right)\left(\begin{array}{cc}\mathscr{H}_{1, n-1}(\lambda) B(\lambda)^{-1} & -\pi_{n, n} \\ \widetilde{H}^{R}(\lambda) \widetilde{C}_{21}^{0}(\lambda) & 0\end{array}\right)$,

$$
\widetilde{\mathscr{H}}_{22}^{0}(\lambda)=\left(\begin{array}{c}
1 \\
\lambda \\
\vdots \\
\lambda^{n-1}
\end{array}\right) K_{2}(\lambda)\left(\begin{array}{ll}
I_{n} & \left.\lambda \widehat{G}\left(I_{N}-\lambda A^{\top}\right)^{-1}\right) J
\end{array}\right.
$$

In view of

$$
J=\sum_{j=1}^{q} e_{n+k_{j}+1} e_{j}^{\top}+\sum_{j=q+1}^{n} e_{j} e_{j}^{\top}+\sum_{j=1}^{q} \sum_{k=n+k_{j}+1}^{n+k_{j+1}^{-1}} e_{k+1} e_{k}^{\top}+\sum_{j=1}^{q} e_{j} e_{n+k_{j+1}^{\top}}^{\top},
$$

a straightforward calculation yields

$$
\widetilde{\mathscr{H}}_{22}^{0}(\lambda)=\left(\begin{array}{c}
1  \tag{9.2.9}\\
\lambda \\
\vdots \\
\lambda^{n-1}
\end{array}\right) K_{2}(\lambda)\left\{\sum_{j=1}^{n} \lambda^{v_{j}} e_{j} e_{j}^{\top}+\sum_{j=1}^{q} \sum_{r=1}^{v_{j}} \lambda^{v_{j}-r} e_{j} e_{n+k_{j}+r}^{\top}\right\}
$$

Observe that we obtain similar to (7.4.4) that

$$
\left(K_{1}(\lambda) h\right)^{(\mu)}=\lambda^{\mu-n+1} e_{\mu+1}^{\top} C_{1} \widetilde{T}^{-1}(\lambda)\left(C_{1}^{-1} e_{n} h, 0\right) \quad(\mu=0, \ldots, n-1)
$$

for $h \in L_{p}(a, b)$, where $\widetilde{T}$ is given by (7.4.3) and $C_{1}$ is as in Theorem 7.2.4. Here $n_{0}=0$, and in both cases (7.2.17) and (7.2.18) we have $C_{1}=\left(r_{k}^{i-1}\right)_{i, k=1}^{n}$, where $r_{1}, \ldots, r_{n}$ are the zeros of the characteristic function (7.1.4). Since we assume that the problem (9.1.1), (9.1.2) is Birkhoff regular, the problem $\widetilde{T}(\lambda) y=0$ is Birkhoff regular, see Definition 7.3.1. Let $\rho_{v}$ be the radii as assigned for these Birkhoff regular problems. Then

$$
\begin{equation*}
\oint_{\Gamma_{v}}\left(K_{1}(\lambda) h(\lambda)\right)^{(\mu)} \mathrm{d} \lambda \rightarrow 0 \quad \text { in } L_{p}(a, b) \text { as } v \rightarrow \infty \tag{9.2.10}
\end{equation*}
$$

follows for $\mu=0, \ldots, n-1$ and $h(\lambda)=O\left(\lambda^{n-2-\mu}\right)$ in $L_{p}(a, b)$ as $\lambda \rightarrow \infty$, see Theorem 4.4.11 ii). And for $h \in L_{p}(a, b)$ and $\mu=0, \ldots, n-1$ we infer in view of (7.4.5) and Theorem 4.6 .9 that
(9.2.11) $\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{n-1-\mu}\left(K_{1}(\lambda) h\right)^{(\mu)} \mathrm{d} \lambda=e_{\mu+1}^{\top} C_{1} P_{v} C_{1}^{-1} e_{1} \pi_{n, n}^{-1} h \rightarrow \delta_{\mu, 0} \pi_{n, n}^{-1} h$
in $L_{p}(a, b)$ as $v \rightarrow \infty$. From (7.4.2) and (7.4.3) it follows that

$$
\left(K_{2}(\lambda) c\right)^{(\mu)}=\lambda^{\mu} e_{\mu+1}^{\top} C_{1} \widetilde{T}(\lambda)^{-1}\left(0, C_{2}(\lambda)^{-1} c\right)
$$

and Theorem 4.4.11 ii) yields that

$$
\begin{equation*}
\oint_{\Gamma_{v}}\left(K_{2}(\lambda) c(\lambda)\right)^{(\mu)} \mathrm{d} \lambda \rightarrow 0 \quad \text { in } L_{p}(a, b) \text { as } v \rightarrow \infty \tag{9.2.12}
\end{equation*}
$$

holds for $\mu=0, \ldots, n-1$ and each vector function $c$ with coefficients in $\mathbb{C}^{n}$ such that $C_{2}(\lambda)^{-1} c(\lambda)=O\left(\lambda^{-\mu-1}\right)$.

For $k=1, \ldots, n-1$ we have

$$
\begin{equation*}
B(\lambda)^{-1} e_{k}=-\sum_{j=k}^{n-1} \lambda^{j-k} e_{j} \tag{9.2.13}
\end{equation*}
$$

and therefore

$$
\mathscr{H}_{1, n-1}(\lambda) B(\lambda)^{-1} e_{k}=-\sum_{j=k}^{n} \lambda^{j-k} \mathscr{H}_{j}
$$

Here and in the following, $e_{k}$ is the $k$-th unit vector in $\mathbb{C}^{n-1}$ or $\mathbb{C}^{n}$, where it is clear from the context which space is taken. For $f=:\binom{f_{1}}{f_{2}} \in\left(W_{p}^{n}(a, b)\right)^{n-1} \oplus W_{p}^{n}(a, b)$ we obtain

$$
\begin{align*}
& -K_{1}(\lambda) \mathscr{H}_{1, n-1}(\lambda) B(\lambda)^{-1} e_{k} e_{k}^{\top} f_{1}  \tag{9.2.14}\\
& \quad=K_{1}(\lambda) L^{D}(\lambda) \lambda^{-k} e_{k}^{\top} f-\sum_{j=0}^{k-1} \lambda^{j-k} K_{1}(\lambda) \mathscr{H}_{j} e_{k}^{\top} f
\end{align*}
$$

and

$$
\begin{equation*}
K_{1}(\lambda) \pi_{n, n} f_{2}=K_{1}(\lambda) L^{D}(\lambda) \lambda^{-n} e_{n}^{\top} f-\sum_{j=0}^{n-1} \lambda^{j-n} K_{1}(\lambda) \mathscr{H}_{j} e_{n}^{\top} f \tag{9.2.15}
\end{equation*}
$$

For $s+\mu \leq n-1$ and $k=1, \ldots, n-1$ it follows from (9.2.10) that

$$
\begin{align*}
& -\frac{1}{2 \pi i}\left(\oint_{\Gamma_{v}} \lambda^{s} K_{1}(\lambda) \mathscr{H}_{1, n-1}(\lambda) B(\lambda)^{-1} e_{k} e_{k}^{\top} f_{1} \mathrm{~d} \lambda\right)^{(\mu)}  \tag{9.2.16}\\
& \\
& \quad=\frac{1}{2 \pi i}\left(\oint_{\Gamma_{v}} \lambda^{-k+s} K_{1}(\lambda) L^{D}(\lambda) e_{k}^{\top} f \mathrm{~d} \lambda\right)^{(\mu)}+o(1)
\end{align*}
$$

and

$$
\begin{align*}
\frac{1}{2 \pi i} & \left(\oint_{\Gamma_{v}} \lambda^{s} K_{1}(\lambda) \pi_{n, n} f_{2} \mathrm{~d} \lambda\right)^{(\mu)}  \tag{9.2.17}\\
& =\frac{1}{2 \pi i}\left(\oint_{\Gamma_{v}} \lambda^{-n+s} K_{1}(\lambda) L^{D}(\lambda) e_{n}^{\top} f \mathrm{~d} \lambda\right)^{(\mu)}+o(1)
\end{align*}
$$

in $L_{p}(a, b)$ as $v \rightarrow \infty$. For $h \in W_{p}^{n}(a, b)$ we have

$$
K_{1}(\lambda) L^{D}(\lambda) h=h-K_{2}(\lambda) L^{R}(\lambda) h
$$

by definition of $K_{1}(\lambda)$ and $K_{2}(\lambda)$. Therefore, for $k=1, \ldots, n$,

$$
\begin{align*}
& \frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-k+s} K_{1}(\lambda) L^{D}(\lambda) e_{k}^{\top} f \mathrm{~d} \lambda  \tag{9.2.18}\\
& \quad=\delta_{k, s+1} e_{k}^{\top} f-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-k+s} K_{2}(\lambda) L^{R}(\lambda) e_{k}^{\top} f \mathrm{~d} \lambda
\end{align*}
$$

Altogether, we obtain for $s=0, \ldots, n-1$ and $\mu=0, \ldots, n-1-s$ in view of (9.2.6), (9.2.7), (9.2.8), (9.2.9), (9.2.16), (9.2.17), and (9.2.18) that
(9.2.19)

$$
\begin{aligned}
- & \frac{1}{2 \pi i}\left(\oint_{\Gamma_{v}} e_{s+1}^{\top} \widetilde{\mathscr{H}}_{2}^{0}(\lambda) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda\right)^{(\mu)} \\
= & -\frac{1}{2 \pi i}\left(\oint_{\Gamma_{v}} \lambda^{s} K_{1}(\lambda)\left(\mathscr{H}_{1, n-1}(\lambda) B(\lambda)^{-1} f_{1}-\pi_{n, n} f_{2}\right) \mathrm{d} \lambda\right)^{(\mu)} \mathrm{d} \lambda \\
& -\frac{1}{2 \pi i}\left(\oint_{\Gamma_{v}} \lambda^{s} K_{2}(\lambda) \widetilde{H}^{R}(\lambda) \widetilde{C}_{21}^{(0)}(\lambda) f_{1} \mathrm{~d} \lambda\right)^{(\mu)} \\
& -\frac{1}{2 \pi i}\left(\oint_{\Gamma_{v}} \lambda^{s} K_{2}(\lambda) \sum_{j=1}^{q} \sum_{r=1}^{v_{j}} \lambda^{v_{j}-r} e_{j} c_{j r} \mathrm{~d} \lambda\right)^{(\mu)} \\
= & e_{s+1}^{\top} f^{(\mu)}-\frac{1}{2 \pi i}\left(\oint _ { \Gamma _ { v } } \lambda ^ { s } K _ { 2 } ( \lambda ) \left\{\sum_{k=1}^{n} \lambda^{-k} L^{R}(\lambda) e_{k}^{\top} f\right.\right. \\
& \left.\left.+\widetilde{H}^{R}(\lambda) \widetilde{C}_{21}^{(0)}(\lambda) f_{1}+\sum_{j=1}^{q} \sum_{r=1}^{v_{j}} \lambda^{v_{j}-r} e_{j} c_{j r}\right\} \mathrm{~d} \lambda\right)^{(\mu)}+o(1)
\end{aligned}
$$

in $L_{p}(a, b)$ as $v \rightarrow \infty$. From (9.2.13) we infer that

$$
\begin{equation*}
\widetilde{C}_{21}^{0}(\lambda) f_{1}=-\sum_{k=1}^{n-1} \sum_{j=k}^{n-1} \lambda^{j-k} e_{j+1} e_{k}^{\top} f \tag{9.2.20}
\end{equation*}
$$

and therefore, in view of (9.1.7), (9.1.9), and (9.1.8),

$$
\begin{aligned}
& \sum_{k=1}^{n} \lambda^{-k} L^{R}(\lambda) e_{k}^{\top} f+\widetilde{H}^{R}(\lambda) \widetilde{C}_{21}^{0}(\lambda) f_{1} \\
& =\sum_{k=1}^{n} \lambda^{-k}\left(L^{R}(\lambda)-\sum_{j=k}^{n-1} \widetilde{H}^{R}(\lambda) \lambda^{j} e_{j+1}\right) e_{k}^{\top} f \\
& =\sum_{k=1}^{n} \sum_{j=0}^{k-1} \lambda^{j-k} \widetilde{H}^{R}(\lambda) e_{j+1} e_{k}^{\top} f \\
& =\sum_{k=1}^{n} \sum_{j=0}^{k-1} \lambda^{j-k}\left\{\sum_{l=0}^{n-1-j} U^{j, l}\left(e_{k}^{\top} f\right)^{(l)}+\sum_{l=1}^{m} \lambda^{l} U^{l+j, n-1-j}\left(e_{k}^{\top} f\right)^{(n-1-j)}\right\}
\end{aligned}
$$

Hence (9.2.5) follows in view of (9.2.1) and (9.2.12).
In view of (9.2.4) this proves the convergence for the components belonging to $\mathscr{W}_{p}^{0, n}(a, b)$ in (9.2.2). Here we have to note that in (9.2.5) the operator function $\widetilde{\mathscr{H}}_{2}^{0}(\lambda)$ can be replaced by $\widetilde{\mathscr{H}}_{1}^{0}(\lambda)$ since $\widetilde{C}_{21}^{0}(\lambda)$ depends polynomially on $\lambda$. Since

$$
-\frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(A-\lambda I_{N}\right)^{-1} c \mathrm{~d} \lambda=c
$$

the proof of (9.2.2) will be complete if we show that

$$
\begin{aligned}
& \frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(A-\lambda I_{N}\right)^{-1} H^{R, 1} \widetilde{\mathscr{H}}_{1}^{0}(\lambda) \tilde{I}\binom{f}{c} \mathrm{~d} \lambda \\
& \quad=-\sum_{s=0}^{v_{1}-1} A^{s} H^{R, 1} \frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-s-1} \widetilde{\mathscr{H}_{1}^{0}}(\lambda) \tilde{I}\binom{f}{c} \mathrm{~d} \lambda
\end{aligned}
$$

tends to 0 as $v \rightarrow \infty$ for all $\binom{f}{c}$ satisfying (9.2.1). For this it is sufficient to prove for $s \in \mathbb{N}$ that

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-s-1} \widetilde{\mathscr{H}}_{1}^{0}(\lambda) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda \rightarrow 0 \tag{9.2.21}
\end{equation*}
$$

in $\mathscr{W}_{1}^{1, n}(a, b)$ as $v \rightarrow \infty$.
We have by (9.2.20) that

$$
\begin{aligned}
& -\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-s-1}\left(\widetilde{C}_{21}^{0}(\lambda) \quad 0 \quad 0 \quad 0\right) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda \\
& =\sum_{k=1}^{n-1} \sum_{j=k}^{n-1} \frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-s-1+j-k} e_{j+1} e_{k}^{\top} f \mathrm{~d} \lambda=\sum_{k=1}^{n-1-s} e_{s+k+1} e_{k}^{\top} f .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\frac{1}{2 \pi i} & \oint_{\Gamma_{v}} \lambda^{-s-1} \widetilde{\mathscr{H}}_{2}^{0}(\lambda) \tilde{I}\binom{f}{c} \mathrm{~d} \lambda \\
= & \sum_{j=0}^{\min \{n-1, s\}} \frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-s-1} e_{j+1} e_{j+1}^{\top} \widetilde{\mathscr{H}_{2}^{0}}(\lambda) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda \\
& +\sum_{j=s+1}^{n-1} e_{j+1} \frac{1}{2 \pi i} \oint_{\Gamma_{v}} e_{j-s}^{\top} \widetilde{\mathscr{H}_{2}^{0}}(\lambda) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda
\end{aligned}
$$

where we have used that the definition of $\widetilde{\mathscr{H}_{2}^{0}}(\lambda)$ immediately gives the identity $\lambda^{-s-1} e_{j+1}^{\top} \widetilde{\mathscr{H}}_{2}^{0}(\lambda)=e_{j-s}^{\top} \widetilde{\mathscr{H}}_{2}^{0}(\lambda)$. From (9.2.5) we know that

$$
\frac{1}{2 \pi i} \oint_{\Gamma_{v}} e_{j-s}^{\top} \widetilde{\mathscr{H}_{2}^{0}}(\lambda) \tilde{I}\binom{f}{c} \mathrm{~d} \lambda \rightarrow-e_{j-s}^{\top} f
$$

in $W_{p}^{n-(j-s)+1}(a, b)$ for $j=s+1, \ldots, n-1$. Therefore we still have to show that

$$
\oint_{\Gamma_{v}} \lambda^{-s-1} e_{j+1}^{\top} \overline{\mathscr{H}_{2}^{0}}(\lambda) \tilde{I}\binom{f}{c} \mathrm{~d} \lambda \rightarrow 0
$$

in $W_{1}^{n-j}(a, b)$ as $v \rightarrow \infty$ for $s \in \mathbb{N}$ and $j=0, \ldots, \min \{n-1, s\}$. From (9.2.1) and an estimate as in (9.2.19) we infer for $j=1, \ldots, \min \{n-1, s\}$ and $\mu=0, \ldots, n-j$ that

$$
\begin{align*}
& \left(\oint_{\Gamma_{v}} \lambda^{-s-1} e_{j+1}^{\top} \widetilde{\mathscr{H}_{2}^{0}}(\lambda) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda\right)^{(\mu)}  \tag{9.2.22}\\
& =\left(\oint_{\Gamma_{v}} \lambda^{-s} e_{j}^{\top} \widetilde{\mathscr{H}_{2}^{0}}(\lambda) \tilde{I}\binom{f}{c} \mathrm{~d} \lambda\right)^{(\mu)}=o(1)
\end{align*}
$$

holds in $L_{p}(a, b)$ as $v \rightarrow \infty$. In the same way, the estimate

$$
\begin{equation*}
\left(\oint_{\Gamma_{v}} \lambda^{-s-1} e_{1}^{\top} \widetilde{\mathscr{H}}_{2}^{0}(\lambda) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda\right)^{(\mu)}=o(1) \tag{9.2.23}
\end{equation*}
$$

in $L_{p}(a, b)$ as $v \rightarrow \infty$ holds for $\mu=0, \ldots, n-1$. We still have to consider the latter integral for $\mu=n$. For this we note that

$$
\widetilde{\mathscr{H}}_{2}^{0}(\lambda) \widetilde{I}\binom{f}{c}=\left(\begin{array}{c}
1 \\
\lambda \\
\vdots \\
\lambda^{n-1}
\end{array}\right) L^{-1}(\lambda) g(\lambda)
$$

where $g(\lambda)$ is a certain polynomial vector function in $\lambda$. We have

$$
\left(L^{-1}(\lambda) g(\lambda)\right)^{(n)}=\left(L^{D}(\lambda)-\mathscr{L}^{D}(\lambda)\right) L^{-1}(\lambda) g(\lambda)
$$

where

$$
\mathscr{L}^{D}(\lambda) \eta=\sum_{k=0}^{n-1} \pi_{n-k, 0} \eta^{(k)}+\sum_{i=1}^{n} \lambda^{i} \mathscr{H}_{i} \eta
$$

Since $g(\lambda)$ depends polynomially on $\lambda$, we infer that

$$
\begin{aligned}
& \left(\oint_{\Gamma_{v}} \lambda^{-s-1} e_{1}^{\top} \widetilde{\mathscr{H}}_{2}^{0}(\lambda) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda\right)^{(n)}=-\oint_{\Gamma_{v}} \lambda^{-s-1} \mathscr{L}^{D}(\lambda) e_{1}^{\top} \widetilde{\mathscr{H}}_{2}^{0}(\lambda) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda \\
& =-\sum_{k=0}^{n-1} \pi_{n-k, 0}\left(\oint_{\Gamma_{v}} \lambda^{-s-1} e_{1}^{\top} \widetilde{\mathscr{H}_{2}^{0}}(\lambda) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda\right)^{(k)} \\
& \quad-\sum_{i=1}^{n} \mathscr{H}_{i}\left(\oint_{\Gamma_{v}} \lambda^{-s} e_{i}^{\top} \widetilde{\mathscr{H}_{2}^{0}}(\lambda) \widetilde{I}\binom{f}{c} \mathrm{~d} \lambda\right)
\end{aligned}
$$

which is of the form $o(1)$ in $L_{1}(a, b)$ as $v \rightarrow \infty$ by (9.2.22), (9.2.23) and $\pi_{1,0} \in$ $L_{p^{\prime}}(a, b)$. This completes the proof of (9.2.21).

### 9.3. The expansion theorem

In this section we shall show that the convergence holds for a larger class of functions than established in Proposition 9.2.1. For this we suppose that the conditions posed at the beginning of the previous section are satisfied. Additionally, we assume that the boundary conditions are normalized. Thus we can take $C_{2}(\lambda)=\operatorname{diag}\left(\lambda^{\gamma_{1}}, \ldots, \lambda^{\gamma_{n}}\right)$, where $\gamma_{i}$ is the degree of the operator polynomial

$$
e_{i}^{\top} \sum_{v=0}^{m} \lambda^{v}\left(U^{v, 0}, \lambda U^{v, 1}, \ldots, \lambda^{n-1} U^{v, n-1}\right)
$$

Then $\gamma_{i}=\max \left\{l+j: e_{i}^{\top} U^{j, l} \neq 0\right\}$, and therefore $\gamma_{i}=v_{i}+n-1$ for $i=1, \ldots, q$ and

$$
\gamma_{i}=\max \left\{l+j \leq n-1: e_{i}^{\top} U^{j, l} \neq 0\right\} \quad(i=q+1, \ldots, n)
$$

Proposition 9.3.1. Assume that the boundary conditions are normalized. Then (9.2.1) is equivalent to

$$
\begin{equation*}
\sum_{k=0}^{\gamma_{i}} e_{i}^{\top} U^{k}\left(e_{k+j}^{\top} f\right)=0 \quad\left(i=q+1, \ldots, n ; j=1, \ldots, n-1-\gamma_{i}\right) \tag{9.3.1}
\end{equation*}
$$

Proof. For $i=1, \ldots, q$, the $i$-th component of the left-hand side in (9.2.1) satisfies the estimate $O\left(\lambda^{-n}\right)$. For $i=q+1, \ldots, n$, the $i$-th component of the left-hand side of (9.2.1) is

$$
\lambda^{-\gamma_{i}} \sum_{j=1}^{n} \lambda^{-j} \sum_{k=j}^{n} \sum_{l=0}^{n-1-k+j} e_{i}^{\top} U^{k-j, l}\left(e_{k}^{\top} f\right)^{(l)}
$$

Condition (9.2.1) means that for $j=1, \ldots, n-1-\gamma_{i}$ the coefficient of $\lambda^{-\gamma_{i}-j}$ is zero. Finally, we replace $k-j$ by $k$ and observe that $e_{i}^{\top} U^{k, l}=0$ if $l>\gamma_{i}-k$.

We define the operators $\widetilde{Q}_{v}: \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N} \rightarrow \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ by

$$
\widetilde{Q}_{v}:=-\frac{1}{2 \pi i} \oint_{\Gamma_{v}}(\mathscr{H}-\lambda \widetilde{I})^{-1} \widetilde{I} \mathrm{~d} \lambda \quad(v \in \mathbb{N})
$$

where, in this case, $\tilde{I}$ is the canonical embedding from $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ into $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{n} \oplus \mathbb{C}^{N}$.
PROPOSITION 9.3.2. Assume that the boundary conditions are normalized. Let $F_{0}$ be the set of all $\binom{f}{c} \in\left(W_{p}^{n}(a, b)\right)^{n} \oplus \mathbb{C}^{N}$ satisfying the conditions (9.3.1), and let $F$ be the closure of $F_{0}$ in $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$. Then $\left\{\left.\widetilde{Q}_{v}\right|_{F}: v \in \mathbb{N}\right\}$ is a bounded subset of $L\left(F, \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}\right)$.
Proof. Since the operators $\tilde{Q}_{v}$ are continuous, it is sufficient to show that $\left\{\left.\tilde{Q}_{v}\right|_{F_{0}}\right\}$ is a bounded subset of $L\left(F_{0}, \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}\right)$, where $F_{0}$ is equipped with the relative topology induced by $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$.

In view of Theorem 4.4 .11 ii) we have that the integrals (9.2.10) and (9.2.12) satisfy the estimates $o(1)$ in $L_{p}(a, b)$ as $v \rightarrow \infty$ uniformly for $h(\lambda)=O\left(\lambda^{n-2-\mu}\right)$ in $L_{p}(a, b)$ as $\lambda \rightarrow \infty$ and $C_{2}(\lambda)^{-1} c(\lambda)=O\left(\lambda^{-\mu-1}\right)$, respectively. Using Lemma 4.6.7 in (9.2.11), that integral satisfies $O(1)|h|_{p}$. Redoing the proof of Proposition 9.2.1 with these estimates completes the proof of Proposition 9.3.2.

THEOREM 9.3.3. Let $1<p<\infty$. Consider the boundary eigenvalue problem (9.1.1), (9.1.2), and assume that it is Birkhoff regular and that the boundary conditions are normalized. For the coefficients of the differential equation (9.1.1) we suppose that they belong to $L_{p}(a, b)$ and that, additionally, $\pi_{i, i} \in W_{p}^{1}(a, b)$ for $i=1, \ldots, n, \pi_{n, n}^{-1} \in L_{\infty}(a, b), \pi_{1,0} \in L_{p^{\prime}}(a, b), 1 / p+1 / p^{\prime}=1$. Let

$$
\pi(\cdot, \rho)=\rho^{n}+\sum_{i=0}^{n-1} \rho^{i} \pi_{n-i, n-i}
$$

be the characteristic function of the differential equation (9.1.1) and assume that either
i) there is a number $\alpha \in \mathbb{C} \backslash\{0\}$ such that for all $x \in[a, b]$ the roots of $\pi(x, \alpha \rho)=0$ are real, simple and different from 0 ,
or
ii) there are a real-valued function $r \in W_{p}^{1}(a, b)$ such that $r(x) \neq 0$ for all $x \in[a, b]$ and $\beta_{j} \in \mathbb{C}(j=1, \ldots, n)$ such that $\pi_{j, j}(x)=\beta_{j} r(x)^{j}$ for $j=1, \ldots, n$ and $x \in(a, b)$ and $\rho^{n}+\sum_{j=1}^{n} \beta_{j} \rho^{n-j}=0$ has only simple roots.
Let $F$ be the finite-codimensional closed subspace of $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ which consists of those elements $\binom{f}{c}$ satisfying

$$
\begin{equation*}
\sum_{k=0}^{\gamma_{i}} e_{i}^{\top} U^{k}\left(e_{k+j}^{\top} f\right)=0 \quad\left(i=q+1, \ldots, n ; j=1, \ldots, n-1-\gamma_{i}\right) \tag{9.3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{i}=\max \left\{l+j \leq n-1: e_{i}^{\top} U^{j, l} \neq 0\right\} \quad(i=q+1, \ldots, n) \tag{9.3.3}
\end{equation*}
$$

Then

$$
\begin{equation*}
\binom{f}{c}=-\lim _{v \rightarrow \infty} \oint_{\Gamma_{v}}(\mathscr{H}-\lambda \widetilde{I})^{-1} \tilde{I}\binom{f}{c} \mathrm{~d} \lambda \tag{9.3.4}
\end{equation*}
$$

for $\binom{f}{c} \in F$, i. e., the elements $\binom{f}{c}$ are expandable into a series of eigenvectors and associated vectors of $\mathscr{H}-\lambda \tilde{I}$ which converges in $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$. Here we have used the same symbol $\widetilde{l}$ for the canonical embeddings from $\mathscr{W}_{p}^{1, n}(a, b) \oplus \mathbb{C}^{N}$ and $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ into $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{n} \oplus \mathbb{C}^{N}$.

Proof. From Propositions 9.3.2, 9.3.1 and 9.2.1 and Lemma 4.6 .8 the stated result follows for $F$ as defined in Proposition 9.3.2. We still have to show that the space $F$ as defined in Theorem 9.3.3 is the closure of $F_{0}$ defined in Proposition 9.3.2. $F_{0} \subset F$ is obvious, and $F$ is closed since the linear functionals on the left-hand side of (9.3.2) are continuous on $\mathscr{W}_{p}^{0, n}(a, b)$. To prove that $F_{0}$ is dense in $F$ let $u$ be a continuous linear functional on $F$ such that $\left.u\right|_{F_{0}}=0$. We must show that $u=0$. Let $v$ be a continuous linear extension of $u$ to $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ and $w$ the restriction of $v$ to $\left(W_{p}^{n}(a, b)\right)^{n} \oplus \mathbb{C}^{N}$. Since $\left.w\right|_{F_{0}}=\left.u\right|_{F_{0}}=0, w$ is a linear combination of the linear functionals given by (9.3.2). Since $\left(W_{p}^{n}(a, b)\right)^{n} \oplus \mathbb{C}^{N}$ is dense in $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$, also $v$ can be written as this linear combination of the linear functionals given by (9.3.2). But this implies $u=\left.v\right|_{F}=0$.

Now let us compare our results with those of Shkalikov. He considers minimality, completeness and basis property for the eigenvectors and associated vectors for $p=2$. A system of vectors in a Banach space $E$ is said to be complete if their linear span is dense in $E$. Shkalikov only requires that the coefficients belong to $L_{1}(a, b)$, but he always assumes that the $\pi_{i, i}$ are constant. In [SH5, Theorem 3.1], it is shown that the eigenvectors and associated vectors of the operator [SH5, (1.36), (1.37)] form a Riesz basis in parenthesis. The operator [SH5, (1.36)] is

$$
\left(\begin{array}{cc}
H^{D} & 0 \\
-H^{R, 1} & A
\end{array}\right)
$$

and its domain is the set of all $\binom{y}{c} \in \mathscr{W}_{p}^{1, n}(a, b) \oplus \mathbb{C}^{N}$ which satisfy (9.3.1) and

$$
H^{R, 0} y=G c .
$$

Of course, we can replace $L^{R}$ by $-L^{R}$ without changing the problem under consideration. Then this operator coincides with a restriction of the operator $\mathscr{H}$ defined in (9.1.21).

The space for which Shkalikov shows that the Riesz basis property holds coincides with the space for which we obtained expandability in Theorem 9.3.3.

We note that Shkalikov also proved the basis property in certain subspaces of $\mathscr{W}_{p}^{r, n}(a, b) \oplus \mathbb{C}^{N}$ for $r>0$, where the coefficients have to be in $W_{1}^{r}(a, b)$. Since we did not consider expansions of this form in our general exposition, we shall not dwell on this.

Finally, we are going to show that our expansion result in Theorem 9.3.3 yields completeness and minimality. Expandability and completeness imply basisness but not Riesz basisness.

Let $\mathscr{W}_{p, U}^{j, n}(a, b)$ denote the set of all elements in $\mathscr{W}_{p}^{j, n}(a, b)$ satisfying the boundary conditions (9.3.2), where $j \in \mathbb{N}$.

Proposition 9.3.4. Assume that $\rho(\mathscr{H}) \neq \emptyset$ and let $\binom{f}{c} \in \mathscr{W}_{p}^{1, n}(a, b) \oplus \mathbb{C}^{N}$ be an eigenvector or associated vector of $\mathscr{H}-\lambda \tilde{I}$ at $\mu \in \sigma(\mathscr{H})$. Then $f$ belongs to $\mathscr{W}_{p, U}^{1, n}(a, b)$.

Proof. In view of Proposition 1.10 .2 we have

$$
(\mathscr{H}-\mu \widetilde{I})\binom{f}{c}=\left(\begin{array}{l}
g \\
0 \\
c
\end{array}\right)
$$

where $\binom{g}{c}$ is either zero or an eigenvector or associated vector of $\mathscr{H}-\lambda \widetilde{I}$ at $\mu$. Using a proof by induction, we may assume that $g \in \mathscr{W}_{p, U}^{1, n}(a, b)$. Then, by definition of $\mathscr{H}$ in (9.1.21),

$$
H^{D} f-\mu f=g
$$

and therefore

$$
\begin{equation*}
f_{l+1}-\mu f_{l}=g_{l} \tag{9.3.5}
\end{equation*}
$$

for $l=1, \ldots, n-1$. From $e_{i}^{\top} G=0$ for $i=q+1, \ldots, n$ we infer

$$
0=e_{i}^{\top}\left(H^{R, 0} f+G c\right)=\sum_{k=0}^{\gamma_{i}} e_{i}^{\top} U^{k} e_{k+1}^{\top} f
$$

which proves (9.3.2) for $i=q+1, \ldots, n$ and $j+1$. For $j=2, \ldots, n-1-\gamma_{i}$ we use induction. Assume (9.3.2) holds for $j-1$. Then (9.3.5) and $g \in \mathscr{W}_{p, U}^{1, n}(a, b)$ imply

$$
\sum_{k=0}^{\gamma_{i}} e_{i}^{\top} U^{k} e_{k+j}^{\top} f=\mu \sum_{k=0}^{\gamma_{i}} e_{i}^{\top} U^{k} e_{k+j-1}^{\top} f+\sum_{k=0}^{\gamma_{i}} e_{i}^{\top} U^{k} e_{k+j-1}^{\top} g=0
$$

TheOrem 9.3.5. Let the assumptions of Theorem 9.3.3 be satisfied. Then every element $\binom{f}{c} \in \mathscr{W}_{p, U}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ is expandable into a series of eigenvectors and associated vectors of the operator function $\mathscr{H}-\lambda \tilde{I}$ which converges in $\mathscr{W}_{p, U}^{0, n}(a, b) \oplus \mathbb{C}^{N}$, and the set of eigenvectors and associated vectors of $\mathscr{H}-\lambda \widetilde{I}$ is complete and minimal in $\mathscr{W}_{p, U}^{0, n}(a, b) \oplus \mathbb{C}^{N}$.

Proof. Since the problem is Birkhoff regular, we have $\rho(\mathscr{H}) \neq \emptyset$. From Theorem 9.3.3 and Proposition 9.3 .4 we know that every element $\binom{f}{c} \in \mathscr{W}_{p, U}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ is expandable into a series of eigenvectors and associated vectors of the operator function $\mathscr{H}-\lambda \widetilde{I}$ which converges in $\mathscr{W}_{p, U}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ since all the terms of the
expansion belong to $\mathscr{W}_{p, U}^{1, n}(a, b) \oplus \mathbb{C}^{N}$. This also shows that the system of eigenvectors and associated vectors of $\mathscr{H}-\lambda \tilde{I}$ is complete in $\mathscr{W}_{p, U}^{0, n}(a, b) \oplus \mathbb{C}^{N}$. We shall use Proposition 1.10.6 to show that the system of eigenvectors and associated vectors of $\mathscr{H}-\lambda \tilde{I}$ is minimal. The operator $\tilde{I}$ is the product of the embeddings $W_{p}^{k+1}(a, b) \hookrightarrow W_{p}^{k}(a, b)(k=0, \ldots, n-1)$, which are compact by Theorem 2.4.2. Hence $\widetilde{I}$ is compact. Since the embedding $\mathscr{W}_{p, U}^{1, n}(a, b) \oplus \mathbb{C}^{N} \hookrightarrow \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ is continuous, the system of eigenvectors and associated vectors of $\mathscr{H}-\lambda \widetilde{I}$ is minimal in $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ and therefore also in $\mathscr{W}_{p, U}^{0, n}(a, b) \oplus \mathbb{C}^{N}$.
REMARK 9.3.6. From Theorem 9.3 .5 and Proposition 9.3 .4 it is immediately clear that $\binom{f}{c} \in \mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ is expandable into a series of eigenvectors and associated vectors of the operator function $\mathscr{H}-\lambda \widetilde{I}$ which converges in $\mathscr{W}_{p}^{0, n}(a, b) \oplus \mathbb{C}^{N}$ if and only if $f \in \mathscr{W}_{p, U}^{0, n}(a, b)$.

### 9.4. Notes

In this chapter we followed the linearization procedure $y_{1}=\eta, y_{2}=\lambda \eta, \ldots$, $y_{n}=\lambda^{n-1} \eta$. This type of linearization has been frequently used in connection with the investigation of $\lambda$-polynomial operator matrices, see e.g. GOHBERG and Krein [GK, Section V.9], Markus [MA4, Chapter 2] and the references in the monographs. A different linearization method can be used for the differential operator $L^{D}(\lambda)$ by simultaneously transforming this operator to a first order system and linearizing it with respect to $\lambda$, see [KRI], [LMM1], [LMM2]. A rather particular type of linearization method was used in [LMMS] and [MÖ5].

## Chapter X

## APPLICATIONS

In this chapter we apply our results to some spectral problems which have been considered in the literature. In particular, we investigate whether these problems are Birkhoff or Stone regular. Sections 10.1-10.4 deal with problems occurring in mechanics. In Section 10.5, a problem from meteorology is discussed. The wellknown Orr-Sommerfeld equation is studied in Section 10.6. Finally, Sections 10.7-10.9 deal with problems from hydrodynamics and magnetohydrodynamics.

### 10.1. The clamped-free elastic bar

HaUGER and Leonhard [HL1, HL2] have investigated the equation of motion of a clamped-free elastic bar. Separation of variables leads to the eigenvalue problem

$$
\begin{align*}
& \eta^{(4)}-\lambda \frac{(1+\kappa)^{2}}{(1+\kappa \cdot)^{2}} \eta^{\prime \prime}-\Omega^{2} \eta=0  \tag{10.1.1}\\
& \eta(0)=0, \eta^{\prime}(0)=0, \eta^{\prime \prime}(1)=0, \eta^{\prime \prime \prime}(1)-\lambda(1-\gamma) \eta^{\prime}(1)=0 \tag{10.1.2}
\end{align*}
$$

where $\kappa, \Omega, \gamma$ are constants and $\kappa>-1, \Omega>0$. The differential equation is of the form (8.1.1) with $n=4, n_{0}=2$,

$$
h_{n_{0}}(x)=\frac{(1+\kappa)^{2}}{(1+\kappa x)^{2}}
$$

$\mathbf{H} \eta=h_{n_{0}} \eta^{\prime \prime}$, and a fundamental system of $\mathbf{H} \eta=0$ is $\{1, x\}$. By Theorem 8.2.1 there is a fundamental matrix $Y(\cdot, \lambda)$ of (10.1.1) such that

$$
Y(x, \lambda)\left(I_{n}-\Delta_{0}\right)=\left(\begin{array}{cccc}
1 & x & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)+\left\{O\left(\lambda^{-1}\right)\right\}_{\infty}
$$

where $\Lambda_{0}=\operatorname{diag}(0,0,1,1)$. For the boundary matrices defined in (8.1.6) we obtain

$$
W^{(0)}(\lambda)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{10.1.3}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad W^{(1)}(\lambda)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & -\lambda(1-\gamma) & 0 & 1
\end{array}\right)
$$

According to the requirement (8.5.7) we can take

$$
q_{1}=q_{2}=0, q_{3}=-1, q_{4}=1 .
$$

Also, we obviously have that the numbers defined in (8.5.1) are

$$
l_{1}=0, l_{2}=1, l_{3}=2, l_{4}=3 .
$$

We infer

$$
l^{(0)}=5, l^{(1)}=6,
$$

see (8.5.10). We have

$$
\alpha_{100}^{(0)}=1, \alpha_{200}^{(0)}=1, \alpha_{310}^{(1)}=0, \alpha_{400}^{(1)}=\gamma-1, \alpha_{410}^{(1)}=1
$$

see (8.5.16), and all the other $\alpha_{v i m}^{(j)}$ are zero. Note that $\alpha_{v i 0}^{(j)}=\alpha_{v t}^{(j)}$. We want to show that

$$
b_{1}^{(0)}=u_{\{2,3\}} v_{\{2,3\}, 1}+u_{\{3,4\}} \nu_{\{3,4\}, 1} \neq 0,
$$

see (8.5.12) and (8.5.13) for the definition of these numbers. Then the problem is almost Birkhoff regular of order 1 by Definition 8.5.1. Here $u_{\{2,3\}}$ and $u_{\{3,4\}}$ are the determinants of the matrices built by taking the rows number 1,4 and 1,2 , respectively, of

$$
\left(\begin{array}{cc}
1 & 0 \\
0 & 1 \\
* & * \\
0 & \gamma-1
\end{array}\right) .
$$

Hence

$$
u_{\{2,3\}}=\gamma-1 \neq 0, u_{\{3,4\}}=1 \neq 0,
$$

and

$$
\begin{aligned}
& v_{\{2,3\}, 1}=\left|\begin{array}{cc}
\alpha_{2}^{(0)} & \alpha_{2}^{(1)} \\
\alpha_{3}^{(0)} & -\alpha_{3}^{(1)}
\end{array}\right|=-\alpha_{2}^{(0)} \alpha_{3}^{(1)}=-h_{n_{0}}^{1 / 2}(0) h_{n_{0}}(1) \neq 0, \\
& v_{\{3,4\}, 1}=\left|\begin{array}{cc}
\alpha_{3}^{(0)} & \alpha_{3}^{(1)} \\
\omega_{1} \alpha_{4}^{(0)} & \omega_{2} \alpha_{4}^{(1)}
\end{array}\right|=0
\end{aligned}
$$

since $\alpha_{3}^{(0)}=\alpha_{4}^{(0)}=0$. This shows that $b_{1}^{(0)} \neq 0$.
To calculate the boundary conditions $U_{v} f=0$ we use Remark 8.5 .5 iii). We need only $\delta_{10}^{(0)}, \delta_{20}^{(0)}, \delta_{21}^{(0)}, \delta_{30}^{(1)}, \delta_{40}^{(1)}, \delta_{41}^{(1)}$, since $\delta_{v i}^{(0)}=0$ if $v=3,4$ and $\delta_{v i}^{(1)}=0$ if $v=1,2$. With

$$
\begin{aligned}
& h_{n_{0}-1}=0, k_{n-1}=0, \\
& h_{n_{0}}(1)=1, h_{n_{0}}^{\prime}(x)=-2 \kappa \frac{(1+\kappa)^{2}}{(1+\kappa x)^{3}}, h_{n_{0}}^{\prime}(1)=-\frac{2 \kappa}{1+\kappa}
\end{aligned}
$$

we infer

$$
\delta_{10}^{(0)}=1, \delta_{20}^{(0)}=0, \delta_{21}^{(0)}=1, \delta_{30}^{(1)}=1, \delta_{40}^{(1)}=\frac{2 \kappa}{1+\kappa}, \delta_{41}^{(1)}=\gamma-1+1=\gamma .
$$

Hence the boundary conditions $U_{v} f=0$ are given by

$$
U_{1} f=f(0), U_{2} f=f^{\prime}(0), U_{3} f=f(1), U_{4} f=\frac{2 \kappa}{1+\kappa} f(1)+\gamma f^{\prime}(1)
$$

which can be rewritten as

$$
f(0)=0, f^{\prime}(0)=0, f(1)=0, \gamma f^{\prime}(1)=0 .
$$

By Theorem 8.8.2 we obtain an expansion into eigenfunctions and associated functions in the space $C^{1}[0,1]$ of the problem (10.1.1), (10.1.2) for all $f \in C^{1}[0,1]$ with $f^{\prime} \in B V[0,1]$ which satisfy these boundary conditions. This expansion theorem was obtained by TRETTER in [TR2], [TR3].

### 10.2. Control of beams

In this section we consider one beam ( $\mathrm{N}=1$ ) or $N(>1)$ beams connected by joints, see [CDKP] for more details. The problem is governed by the partial differential equation

$$
m_{j} \frac{\partial^{2} y}{\partial t^{2}}+E_{j} I_{j} \frac{\partial^{4} y}{\partial x^{4}}=0, \quad \text { on }\left(a_{j-1}, a_{j}\right) \text { for } j=1, \ldots, N,
$$

initial conditions, and the boundary conditions

$$
\begin{array}{r}
y(0, t)=0, \quad \frac{\partial y}{\partial x}(0, t)=0 \\
y\left(a_{j}^{-}, t\right)=y\left(a_{j}^{+}, t\right), \quad \frac{\partial y}{\partial x}\left(a_{j}^{-}, t\right)=\frac{\partial y}{\partial x}\left(a_{j}^{+}, t\right), \\
E_{j} I_{j} \frac{\partial^{3} y}{\partial x^{3}}\left(a_{j}^{-}, t\right)-E_{j+1} I_{j+1} \frac{\partial^{3} y}{\partial x^{3}}\left(a_{j}^{+}, t\right)=u_{0 j}(t), \\
-\left[E_{j} I_{j} \frac{\partial^{2} y}{\partial x^{2}}\left(a_{j}^{-}, t\right)-E_{j+1} I_{j+1} \frac{\partial^{2} y}{\partial x^{2}}\left(a_{j}^{+}, t\right)\right]=u_{1 j}(t), \\
E_{N} I_{N} \frac{\partial^{3} y}{\partial x^{3}}(L, t)=u_{0 N}(t) \\
-E_{N} I_{N} \frac{\partial^{2} y}{\partial x^{2}}(L, t)=u_{0 N}(t)
\end{array}
$$

Here the joints, if any, are at $a_{1}<a_{2}<\cdots<a_{N-1}$. For convenience, we have set $a_{0}:=0$ and $a_{N}:=L$. In the control problem, the functions $u_{l j}(l=1,2,1 \leq j \leq N)$ are connected with the unknown function. Here we consider the case

$$
u_{0 j}(t)=k_{0 j} \frac{\partial y}{\partial t}\left(a_{j}, t\right), \quad u_{1 j}(t)=k_{1 j} \frac{\partial^{2} y}{\partial x \partial t}\left(a_{j}, t\right),
$$

where $k_{0 j}, k_{1 j}$ are positive constants (for $j=1, \ldots, N-1$ we might also allow them to be zero). Using the separation of variables technique,

$$
y(x, t)=\psi(t) \eta(x)
$$

this leads to the differential equations

$$
\psi^{\prime \prime}+\lambda^{2} \psi=0
$$

$$
\begin{equation*}
E_{j} I_{j} \eta^{(4)}-\lambda^{2} m_{j} \eta=0 \quad \text { on }\left(a_{j-1}, a_{j}\right) \text { for } j=1, \ldots, N \tag{10.2.1}
\end{equation*}
$$

where $\lambda$ is the eigenvalue parameter coming from the separation. Taking the solution $\psi(t)=e^{i \lambda t}$ (the case $\psi(t)=e^{-i \lambda t}$ is similar), the boundary conditions can be written as

$$
\begin{array}{r}
\eta(0)=0, \quad \eta^{\prime}(0)=0 \\
\eta\left(a_{j}^{-}\right)=\eta\left(a_{j}^{+}\right), \quad \eta^{\prime}\left(a_{j}^{-}\right)=\eta^{\prime}\left(a_{j}^{+}\right) \\
E_{j} I_{j} \eta^{\prime \prime \prime}\left(a_{j}^{-}\right)-E_{j+1} I_{j+1} \eta^{\prime \prime \prime}\left(a_{j}^{+}\right)=k_{0 j} i \lambda \eta\left(a_{j}\right), \\
-\left[E_{j} I_{j} \eta^{\prime \prime}\left(a_{j}^{-}\right)-E_{j+1} I_{j+1} \eta^{\prime \prime}\left(a_{j}^{+}\right)\right]=k_{1 j} i \lambda \eta^{\prime}\left(a_{j}\right) \\
E_{N} I_{N} \eta^{\prime \prime \prime}(L)=k_{0 N} i \lambda \eta(L) \\
-E_{N} I_{N} \eta^{\prime \prime}(L)=k_{1 N} i \lambda \eta^{\prime}(L)
\end{array}
$$

Of course, in case $N>1$, the solutions of the eigenvalue problem do not belong to $H^{4}(0, L)$ in general. But we can consider the differential equation on the intervals $\left(a_{j-1}, a_{j}\right)$ separately. Therefore we arrive at a system of ordinary differential equations. In Section 10.3 we shall consider the case $N=1$ and in Section 10.4 the case $N>1$.

### 10.3. Control of one beam

In [KR12] A. M. Krall considered the case $N=1$. He mentions that by results of COLE and LANGER an eigenfunction expansion holds. Here we shall show that this is indeed true by showing that the problem is Birkhoff regular. Replacing $\lambda$ by $\lambda^{2}$ we have according to Theorem 7.2 .4 that the transformation matrix is $C(\lambda)=\operatorname{diag}\left(1, \lambda, \lambda^{2}, \lambda^{3}\right) V$ where

$$
V=\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
\beta & i \beta & -\beta & -i \beta \\
\beta^{2} & -\beta^{2} & \beta^{2} & -\beta^{2} \\
\beta^{3} & -i \beta^{3} & -\beta^{3} & i \beta^{3}
\end{array}\right)
$$

and $\beta=\sqrt[4]{m_{1}\left(E_{1} I_{1}\right)^{-1}}$. Therefore, the boundary matrices defined in (7.3.1) are

$$
W^{(0)}(\lambda)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \lambda & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) V
$$

$$
W^{(1)}(\lambda)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-k_{0 N} i \lambda^{2} & 0 & 0 & E_{N} I_{N} \lambda^{3} \\
0 & -k_{1 N} i \lambda^{3} & -E_{N} I_{N} \lambda^{2} & 0
\end{array}\right) V,
$$

and we obtain according to Theorem 7.3.2 that

$$
W_{0}^{(0)}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) V, \quad W_{0}^{(1)}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & E_{N} I_{N} \\
0 & -k_{1 N} i & 0 & 0
\end{array}\right) V .
$$

Altogether, there are 4 Birkhoff matrices, the first one being

$$
W_{0}^{(0)}\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{10.3.1}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)+W_{0}^{(1)}\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right),
$$

and the other ones are obtained by a cyclic permutations of the zeros and ones in the diagonals of the diagonal matrices in the previous formula, see Proposition 4.1.7. The Birkhoff matrix (10.3.1) is invertible,

$$
\left(\begin{array}{cccc}
1 & 1 & 0 & 0 \\
\beta & i \beta & 0 & 0 \\
0 & 0 & -E_{N} I_{N} \beta^{3} & i E_{N} I_{N} \beta^{3} \\
0 & 0 & k_{1 N} i \beta & -k_{1 N} \beta
\end{array}\right) \text {, }
$$

and also the other three Birkhoff matrices are invertible. Therefore the problem is Birkhoff regular, and by Theorem 7.4.3 every function $f \in L_{p}(a, b)(1<p<\infty)$ can be expanded into a series of eigenfunctions and associated functions of (10.2.1) for $N=1$ with the corresponding boundary conditions.

### 10.4. Control of multiple beams

This problem has to be transformed to one for which our results apply. We define

$$
\eta_{j}(x):=\eta\left(a_{j-1}+\left(a_{j}-a_{j-1}\right) x\right) \quad(x \in(0,1), j=1, \ldots, N) .
$$

We abbreviate $\alpha_{j, r}:=\left(a_{j}-a_{j-1}\right)^{r} E_{j} I_{j}$. Then the differential equation (10.2.1) can be written as a system

$$
\alpha_{j, 4} \eta_{j}^{(4)}-\lambda^{2} m_{j} \eta_{j}=0 \text { on }(0,1) \text { for } j=1, \ldots, N,
$$

and the boundary conditions are

$$
\eta_{1}(0)=0, \quad \eta_{1}^{\prime}(0)=0
$$

$$
\left.\begin{array}{r}
\eta_{j}(1)=\eta_{j+1}(0), \\
\left(a_{j}-a_{j-1}\right) \eta_{j}^{\prime}(1)=\left(a_{j+1}-a_{j}\right) \eta_{j+1}^{\prime}(0), \\
\alpha_{j, 3} \eta_{j}^{\prime \prime \prime}(1)-\alpha_{j+1,3} \eta_{j+1}^{\prime \prime \prime}(0)=k_{0 j} i \lambda \eta_{j}(1), \\
-\left[\alpha_{j, 2} \eta_{j}^{\prime \prime}(1)-\alpha_{j+1,2} \eta_{j+1}^{\prime \prime}(0)\right]=\tilde{k}_{1 j} i \lambda \eta_{j}^{\prime}(1),
\end{array}\right\} \quad(j=1, \ldots, N-1),
$$

where $\tilde{k}_{1 j}=\left(a_{j}-a_{j-1}\right) k_{1 j}$.
We again replace $\lambda$ by $\lambda^{2}$ and set $\beta_{j}:=\sqrt[4]{m_{j} \alpha_{j, 4}^{-1}}$. Defining $V_{j}$ as we defined $V$ in Section 10.3 with $\beta$ replaced by $\beta_{j}$ it follows that

$$
\operatorname{diag}\left(1, \lambda, \lambda^{2}, \lambda^{3}\right) V_{j} y_{j}=\left(\eta_{j}, \eta_{j}^{\prime}, \eta_{j}^{\prime \prime}, \eta_{j}^{\prime \prime \prime}\right)^{\top}
$$

transforms the differential equations into the first order systems

$$
y_{j}^{\prime}=\lambda \beta_{j} \Omega y_{j},
$$

where $\Omega=\operatorname{diag}(1, i,-1,-i)$. Therefore, the system of fourth order differential equations is transformed into a $4 N \times 4 N$ system of first order differential equations. The boundary matrices are, see (7.3.1),

$$
\begin{aligned}
W^{(0)}(\lambda) & =\left(\begin{array}{cccc}
B_{1}^{(0)}(\lambda) & & & \\
& B_{2}^{(0)}(\lambda) & & 0 \\
& & \ddots & \\
& 0 & & B_{N}^{(0)}(\lambda) \\
& & & D
\end{array}\right), \\
W^{(1)}(\lambda) & =\left(\begin{array}{cccc}
D & & & 0 \\
B_{1}^{(1)}(\lambda) & & & \\
& B_{2}^{(1)}(\lambda) & & \\
& & \ddots & \\
& 0 & & B_{N}^{(1)}(\lambda)
\end{array}\right),
\end{aligned}
$$

where $D$ is the $2 \times 4$ zero matrix, the matrices $B_{1}^{(0)}(\lambda)$ and $B_{N}^{(1)}(\lambda)$ are $2 \times 4$ matrices, and all the other matrices $B_{j}^{(k)}(\lambda)$ are $4 \times 4$ matrices. The $B_{j}^{(k)}(\lambda)$ are given by

$$
\begin{gathered}
B_{1}^{(0)}(\lambda)=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & \lambda & 0 & 0
\end{array}\right) V_{1}, \\
B_{N}^{(1)}(\lambda)=\left(\begin{array}{cccc}
k_{0 N} i \lambda^{2} & 0 & 0 & -\alpha_{N, 3} \lambda^{3} \\
0 & -\tilde{k}_{1 N^{2}} i \lambda^{3} & -\alpha_{N, 2} \lambda^{2} & 0
\end{array}\right) V_{N},
\end{gathered}
$$

$$
\begin{aligned}
& B_{j}^{(0)}(\lambda)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \left(a_{j}-a_{j-1}\right) \lambda & 0 & 0 \\
0 & 0 & 0 & \alpha_{j, 3} \lambda^{3} \\
0 & 0 & \alpha_{j, 2} \lambda^{2} & 0
\end{array}\right) V_{j}(j=2, \ldots, N), \\
& B_{j}^{(1)}(\lambda)=\left(\begin{array}{cccc}
-1 & 0 & 0 & 0 \\
0 & -\left(a_{j}-a_{j-1}\right) \lambda & 0 & 0 \\
k_{0 j j} \lambda^{2} & 0 & 0 & -\alpha_{j, 3} \lambda^{3} \\
0 & -\tilde{k}_{1 j} i^{3} & -\alpha_{j, 2} \lambda^{2} & 0
\end{array}\right) V_{j} \\
&(j=1, \ldots, N-1) .
\end{aligned}
$$

Therefore we have

$$
\begin{gathered}
W_{0}^{(0)}=\left(\begin{array}{cccc}
B_{1,0}^{(0)} & & & \\
& B_{2,0}^{(0)} & & 0 \\
& & \ddots & \\
& 0 & & B_{N, 0}^{(0)} \\
& & & D
\end{array}\right), \\
W_{0}^{(1)}=\left(\begin{array}{cccc}
D & & & \\
B_{1,0}^{(1)} & & & 0 \\
& B_{2,0}^{(1)}(\lambda) & & \\
& & \ddots & \\
& 0 & & B_{N, 0}^{(1)}
\end{array}\right),
\end{gathered}
$$

where in case all $k_{1 j}$ are different from zero we have

$$
\begin{gathered}
B_{1,0}^{(0)}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right) V_{1}, \quad B_{N, 0}^{(1)}=\left(\begin{array}{cccc}
0 & 0 & 0 & -\alpha_{N, 3} \\
0 & -\tilde{k}_{1 N} i & 0 & 0
\end{array}\right) V_{N}, \\
B_{j, 0}^{(0)}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & a_{j}-a_{j-1} & 0 & 0 \\
0 & 0 & 0 & \alpha_{j, 3} \\
0 & 0 & 0 & 0
\end{array}\right) V_{j} \quad(j=2, \ldots, N), \\
B_{j, 0}^{(1)}=\left(\begin{array}{cccc}
-1 & 0 & 0 & 0 \\
0 & -\left(a_{j}-a_{j-1}\right) & 0 & 0 \\
0 & 0 & 0 & -\alpha_{j, 3} \\
0 & -\tilde{k}_{1 j} i & 0 & 0
\end{array}\right) V_{j} \quad(j=1, \ldots, N-1) .
\end{gathered}
$$

As in the case of one beam we have four Birkhoff matrices. The first Birkhoff matrix is obtained by taking the first and second column from $W_{0}^{(0)}$, the third and fourth column from $W_{0}^{(1)}$, and so on. This matrix has the form

$$
\left(\begin{array}{ccccccccc}
C_{1}^{(0)} & & & & & & & & \\
& C_{1}^{(1)} & C_{2}^{(0)} & & & & 0 & & \\
& & & C_{2}^{(1)} & C_{3}^{(0)} & & & & \\
& & & & & \ddots & & & \\
& & 0 & & & & C_{N-1}^{(1)} & C_{N}^{(0)} & \\
& & & & & & & & C_{N}^{(1)}
\end{array}\right)
$$

where $C_{1}^{(0)}$ and $C_{N}^{(1)}$ are $2 \times 2$ matrices and the other $C_{j}^{(k)}$ are $4 \times 2$ matrices. These matrices are

$$
\begin{gathered}
C_{1}^{(0)}=\left(\begin{array}{cc}
1 & 1 \\
\beta_{1} & i \beta_{1}
\end{array}\right), \quad C_{N}^{(1)}=\left(\begin{array}{cc}
\alpha_{N, 3} \beta_{N}^{3} & -\alpha_{N, 3} i \beta_{N}^{3} \\
\tilde{k}_{1 N} i \beta_{N} & -\tilde{k}_{1 N} \beta_{N}
\end{array}\right), \\
C_{j}^{(0)}=\left(\begin{array}{cc}
\left(a_{j}-a_{j-1}\right) \beta_{j} & i\left(a_{j}-a_{j-1}\right) \beta_{j} \\
\alpha_{j, 3} \beta_{j}^{3} & -i \alpha_{j, 3}^{3} \beta_{j}^{3} \\
0 & 0
\end{array}\right) \quad(j=2, \ldots, N), \\
C_{j}^{(1)}=\left(\begin{array}{cc}
\left(a_{j}-1\right. & -1 \\
\left.a_{j-1}\right) \beta_{j} & i\left(a_{j}-a_{j-1}\right) \beta_{j} \\
\alpha_{j, 3}^{3} & -\alpha_{j, 3}^{3} i \beta_{j}^{3} \\
k_{1 j} i \beta_{j} & -\vec{k}_{1 j} \beta_{j}
\end{array}\right) \quad(j=1, \ldots, N-1) .
\end{gathered}
$$

Since the matrices $C_{1}^{(0)}$ and $C_{N}^{(1)}$ are invertible if $k_{1 N} \neq 0$, the problem is Birkhoff regular if and only if the matrices $\left(C_{j}^{(1)} \quad C_{j+1}^{(0)}\right)(j=1, \ldots, N-1)$ are invertible. But

$$
\operatorname{det}\left(\begin{array}{ll}
C_{j}^{(1)} & C_{j+1}^{(0)}
\end{array}\right)=2(1-i)\left(a_{j+1}-a_{j}\right) \beta_{j+1} \beta_{j} \tilde{k}_{1 j}\left(\alpha_{j+1,3} \beta_{j+1}^{3}+\alpha_{j, 3} \beta_{j}^{3}\right) \neq 0
$$

since the $k_{1, j} \neq 0, \alpha_{j, 3}$ and $\beta_{j}$ are positive.
The other Birkhoff matrices have-after a permutation of their columns--the same shape as the above one, where now the matrices $C_{j}^{(k)}$ are formed by different rows of the $B_{j, 0}^{(k)}$. In the same way as above we see that these Birkhoff matrices are invertible.

This shows that the first order system is Birkhoff regular if the constants $k_{1, j}$ are nonzero for all $j=1, \ldots, N$. Also in case not all of the $k_{1, j}$ are zero it can be shown that the problem is Birkhoff regular.

Now it is easy to see that one can apply the methods of Section 7.4 to show that every function in $L_{p}(0, L)(1<p<\infty)$ can be expanded into a series of eigenfunctions and associated functions of (10.2.1) for $N>1$ with the corresponding boundary conditions.

### 10.5. An example from meteorology

Proudman and Doodson [PRD] investigated the effect of atmospheric conditions to the sea-level. This led to an eigenvalue problem. The corresponding expansion in eigenvectors and associated vectors has been discussed by ProudMAN [PR].

The boundary eigenvalue problem is given by

$$
\begin{align*}
& \left(\eta v^{\prime}\right)^{\prime}+\lambda v=-1  \tag{10.5.1}\\
& v^{\prime}(0)=0, v(1)=0, \int_{0}^{1} v(x) \mathrm{d} x-\alpha \lambda=0 \tag{10.5.2}
\end{align*}
$$

where $\eta$ is a real continuously differentiable function on $(0,1)$ greater than a positive number, and $\alpha$ is a real nonzero constant.

Proudman showed that there are numbers $A_{s}$ such that

$$
\begin{align*}
\sum_{s} A_{s} v_{s} & =0  \tag{10.5.3}\\
\sum_{s} A_{s} & =1
\end{align*}
$$

holds, where $\left\{v_{s}\right\}$ is the sequence of the eigenvectors. Furthermore, he proved an expansion

$$
\begin{align*}
\sum_{s} B_{s} v_{s} & =f  \tag{10.5.5}\\
\sum_{s} B_{s} & =0 \tag{10.5.6}
\end{align*}
$$

for functions having Sturm-Liouville expansions. The proof is done by considering the initial value problem

$$
\begin{gathered}
\left(\eta V^{\prime}\right)^{\prime}+\lambda V=0 \\
V(0)=1, V^{\prime}(0)=0
\end{gathered}
$$

and the homogeneous boundary eigenvalue problem

$$
\begin{gathered}
\left(\eta V^{\prime}\right)^{\prime}+\lambda V=0 \\
V^{\prime}(0)=0, V(1)=0
\end{gathered}
$$

Here we use a different approach to transform the problem into a homogeneous one. For this we observe that we may consider the value -1 on the righthand side of the differential equation as a constant function $(\neq 0)$; the special
value only means a normalization of the eigenfunction. Thus we can replace -1 by a function $-y_{3}$ with $y_{3}^{\prime}=0$. We set $y_{1}:=v$ and $y_{2}:=\eta \nu^{\prime}$. Then the boundary value problem (10.5.1), (10.5.2) can be written as

$$
\begin{gathered}
y_{2}^{\prime}+\lambda y_{1}+y_{3}=0, \quad y_{1}^{\prime}-\frac{1}{\eta} y_{2}=0, \quad y_{3}^{\prime}=0 \\
y_{2}(0)=0, \quad y_{1}(1)=0, \quad \int_{0}^{1} y_{1}(x) \mathrm{d} x-\alpha \lambda y_{3}(0)=0
\end{gathered}
$$

where the case $y_{3}=0$ has to be excluded; indeed, below we shall show that $y_{3} \neq 0$ for every nontrivial solution of this boundary eigenvalue problem.

$$
\text { With } y:=\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right) \text { this boundary eigenvalue problem has the form }
$$

$$
y^{\prime}-\left(\begin{array}{ccc}
0 & \eta^{-1} & 0  \tag{10.5.7}\\
-\lambda & 0 & -1 \\
0 & 0 & 0
\end{array}\right) y=0
$$

$$
\left(\begin{array}{ccc}
0 & 1 & 0  \tag{10.5.8}\\
0 & 0 & 0 \\
0 & 0 & -\lambda \alpha
\end{array}\right) y(0)+\left(\begin{array}{ccc}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) y(1)+\int_{0}^{1}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) y(x) \mathrm{d} x=0
$$

In the following, we make the substitution $\lambda=\rho^{2}$.
We consider the transformation matrix

$$
C(\cdot, \rho)=\left(\begin{array}{ccc}
i & -i & 1 \\
\rho \sqrt{\eta} & \rho \sqrt{\eta} & 0 \\
0 & 0 & -\rho^{2}
\end{array}\right)
$$

which has the inverse

$$
C^{-1}(\cdot, \rho)=\frac{1}{2}\left(\begin{array}{ccc}
-i & (\rho \sqrt{\eta})^{-1} & -i \rho^{-2} \\
i & (\rho \sqrt{\eta})^{-1} & i \rho^{-2} \\
0 & 0 & -2 \rho^{-2}
\end{array}\right)
$$

Then we obtain the following differential system

$$
0=C^{-1}(\cdot, \rho)\left\{(C(\cdot, \rho) y)^{\prime}-\left(\begin{array}{ccc}
0 & \eta^{-1} & 0  \tag{10.5.9}\\
-\rho^{2} & 0 & -1 \\
0 & 0 & 0
\end{array}\right) C(\cdot, \rho) y\right\}
$$

$$
\left.\begin{array}{l}
=y^{\prime}+C^{-1}(\cdot, \rho)\left\{C^{\prime}(\cdot, \rho) y-\left(\begin{array}{ccc}
0 & \eta^{-1} & 0 \\
-\rho^{2} & 0 & -1 \\
0 & 0 & 0
\end{array}\right) C(\cdot, \rho)\right\} y \\
=y^{\prime}-\frac{1}{2}\left(\begin{array}{ccc}
-i & (\rho \sqrt{\eta})^{-1} & -i \rho^{-2} \\
i & (\rho \sqrt{\eta})^{-1} & i \rho^{-2} \\
0 & 0 & -2 \rho^{-2}
\end{array}\right)\left(\begin{array}{cc}
\frac{\rho}{\sqrt{\eta}} & \frac{\rho}{\sqrt{\eta}} \\
-i \rho^{2}-\frac{1}{2} \frac{\rho \eta^{\prime}}{\sqrt{\eta}} & i \rho^{2}-\frac{1}{2} \frac{\rho \eta^{\prime}}{\sqrt{\eta}} \\
0 & 0 \\
0 & 0
\end{array} 0\right.
\end{array}\right) y .
$$

We set

$$
C_{2}(\rho):=\left(\begin{array}{ccc}
\rho \sqrt{\eta(0)} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \rho^{4}
\end{array}\right)
$$

Denoting the boundary operator given in (10.5.8) by $T^{R}(\lambda)$ we obtain the following boundary conditions:

$$
\begin{align*}
& 0=C_{2}^{-1}(\rho) T^{R}\left(\rho^{2}\right)(C(\cdot, \rho) y)=\left(\begin{array}{ccc}
1 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & \alpha
\end{array}\right) y(0)  \tag{10.5.10}\\
& +\left(\begin{array}{ccc}
0 & 0 & 0 \\
i & -i & 1 \\
0 & 0 & 0
\end{array}\right) y(1)+\rho^{-4} \int_{0}^{1}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
i & -i & 1
\end{array}\right) y(x) \mathrm{d} x .
\end{align*}
$$

Now we shall prove that the boundary value problem is Birkhoff regular in the sense of Definition 4.1.2. For this we calculate

$$
\begin{gathered}
\Delta_{0}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right), \\
W_{0}^{(0)}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & \alpha
\end{array}\right), \quad W_{0}^{(1)}\left(\begin{array}{ccc}
0 & 0 & 0 \\
i & -i & 1 \\
0 & 0 & 0
\end{array}\right), \\
\Delta(\lambda)=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad \text { or } \Delta(\lambda)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right) .
\end{gathered}
$$

From $P^{[0]}=\operatorname{diag}\left(\eta(0)^{\frac{1}{4}} \eta^{-\frac{1}{4}}, \eta(0)^{\frac{1}{4}} \eta^{-\frac{1}{4}}, 1\right)$, see (2.8.17), (2.8.18), we infer

$$
\tilde{M}_{2}\left(I_{n}-\Delta_{0}\right)=\left(W_{0}^{(0)}+W_{0}^{(1)} P^{[0]}(1)\right)\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & \alpha
\end{array}\right)
$$

Now the two matrices

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -i & 1 \\
0 & 0 & \alpha
\end{array}\right), \quad\left(\begin{array}{ccc}
0 & 1 & 0 \\
i & 0 & 1 \\
0 & 0 & \alpha
\end{array}\right)
$$

are invertible which proves that the problem is Birkhoff regular.
We are interested in expansions into eigenfunctions of the problem (10.5.1), (10.5.2). By construction, an eigenfunction of (10.5.1), (10.5.2) is the first component of an eigenfunction of (10.5.7), (10.5.8) whose third component is 1 . We shall show that $y_{3} \neq 0$ for each eigenfunction $y$ of (10.5.7), (10.5.8); hence, after normalization, the first component of each eigenfunction of (10.5.7), (10.5.8) is an eigenfunction of (10.5.1), (10.5.2). Indeed, assumie that $\left(\begin{array}{c}y_{1} \\ y_{2} \\ 0\end{array}\right)$ is an eigenfunction of (10.5.7), (10.5.8) for some eigenvalue $\lambda$. Using $y_{2}^{\prime}+\lambda y_{1}=0$ and the boundary conditions, we infer

$$
y_{2}(1)=-\lambda \int_{0}^{1} y_{1}(x) \mathrm{d} x=0 .
$$

Therefore, $\binom{y_{1}}{y_{2}}$ is a solution of a first order system satisfying the initial conditions $y_{1}(1)=0, y_{2}(1)=0$, and $y_{1}=0, y_{2}=0$ follows.

Note that the eigenspaces are one-dimensional. Indeed, if there were two linearly independent eigenfunctions of (10.5.1), (10.5.2) for some eigenvalue, then the problem (10.5.7), (10.5.8) would have the same property. Taking a suitable linear combination, we would obtain an eigenfunction of (10.5.7), (10.5.8) whose third component is zero. But this is impossible as we have seen in the previous paragraph.

Also observe that 0 is no eigenvalue of (10.5.1), (10.5.2). Indeed, if 0 were an eigenvalue and $\left(\begin{array}{c}y_{1} \\ y_{2} \\ 1\end{array}\right)$ an eigenfunction of (10.5.7), (10.5.8), then $y_{2}(x)=-x$ and

$$
y_{\mathrm{I}}(x)=\int_{x}^{1} \frac{t}{\eta(t)} \mathrm{d} t .
$$

But since $\eta>0$, this contradicts the boundary condition $\int_{0}^{1} y_{1}(x) \mathrm{d} x=0$.
We denote the eigenvalues of (10.5.9), (10.5.10) by $\rho_{j}(j \in \mathbb{N})$ and the corresponding chains of eigenfunctions and associated functions by $w_{j, 0}, \ldots, w_{j, r_{j}-1}$. Here we multiply the last boundary condition in (10.5.10) by $\rho^{4}$ in order to have
polynomial dependence on $\rho$. Let $\widehat{P}: \mathbb{C}^{3} \rightarrow \mathbb{C}^{2}$ be the projection onto the first two components. Let $1<p<\infty$. From Theorem 5.3.2 we know that the expansion

$$
\begin{equation*}
\binom{f_{1}}{f_{2}}=\sum_{j \in \mathbb{N}} \sum_{k=0}^{r_{j}-1} c_{j, k}\left(f_{1}, f_{2}\right) \widehat{P} w_{j, k} \tag{10.5.11}
\end{equation*}
$$

holds for all $f_{1}, f_{2} \in L_{p}(0,1)$, where the series converges (in parenthesis) in the space $\left(L_{p}(0,1)\right)^{2}$.

Also, if $f_{1}, f_{2} \in C[a, b] \cap \mathrm{BV}[a, b]$ and $f_{1}(0)+f_{2}(0)=0, f_{1}(1)=f_{2}(1)$, then the expansion (10.5.11) holds in $\left(L_{\infty}(a, b)\right)^{2}$. This follows from Theorem 5.3.3. Here we have to verify the boundary conditions $B(\lambda)\left(f_{1}, f_{2}, 0\right)=0$. By Remark 4.7.7 it is sufficient to consider $B_{0}(\lambda)\left(f_{1}, f_{2}, 0\right)$. Since $P^{[0]}$ is a diagonal matrix function, it is easy to see that $\left(I_{n}-\Delta_{0}\right) P^{[0]^{-1}} A_{0}=0$. Hence the condition is

$$
W_{0}^{(0)}\left(\begin{array}{c}
f_{1}(0) \\
f_{2}(0) \\
0
\end{array}\right)+W_{0}^{(1)}\left(\begin{array}{c}
f_{1}(1) \\
f_{2}(1) \\
0
\end{array}\right)=0
$$

and the above conditions follow.
Finally let us note that 0 is an eigenvalue. A corresponding eigenfunction is $\left(\begin{array}{c}-1 \\ 1 \\ 2 i\end{array}\right)$. And there is also an associated function.

Now we consider (10.5.7), (10.5.8). Let $\lambda_{j}(j \in \mathbb{N})$ be its eigenvalues. Obviously, $\left\{\lambda_{j}: j \in \mathbb{N}\right\} \cup\{0\}=\left\{\rho_{j}^{2}: j \in \mathbb{N}\right\}$. Let $\rho$ be a nonzero eigenvalue of (10.5.9), (10.5.10). Then we we have an eigenfunction

$$
w=C(\cdot, \rho)^{-1}\left(\begin{array}{l}
y_{1} \\
y_{2} \\
1
\end{array}\right)
$$

where $\left(\begin{array}{l}y_{1} \\ y_{2} \\ 1\end{array}\right)$ is the (unique normalized) eigenfunction of (10.5.7), (10.5.8) corresponding to the eigenvalue $\lambda=\rho^{2}$. Then

$$
w^{-}:=C(\cdot,-\rho)^{-1}\left(\begin{array}{c}
y_{1} \\
y_{2} \\
1
\end{array}\right)
$$

is an eigenfunction of $(10.5 .9),(10.5 .10)$ for the eigenvalue $-\rho$. This shows that to each eigenvalue $\lambda_{j}$ there correspond two eigenvalues $\rho_{k}, \rho_{l}$.

Assuming that (10.5.7), (10.5.8) has no associated vectors, the expansion (10.5.11) can be written as

$$
\binom{f_{1}}{f_{2}}=\sum_{j \in \mathbb{N}}\left(c_{j}^{+}\left(f_{1}, f_{2}\right) \widehat{P} C\left(\cdot, \sqrt{\lambda_{j}}\right)^{-1}+c_{j}^{-}\left(f_{1}, f_{2}\right) \widehat{P} C\left(\cdot,-\sqrt{\lambda_{j}}\right)^{-1}\right)\left(\begin{array}{c}
y_{1, j} \\
y_{2, j} \\
1
\end{array}\right)+w,
$$

where $\left(\begin{array}{c}y_{1, j} \\ y_{2, j} \\ 1\end{array}\right)$ is an eigenfunction of (10.5.7), (10.5.8) for the eigenvalue $\lambda_{j}$, say $0 \leq \arg \sqrt{\lambda_{j}}<\pi$ for definiteness, and $w$ is the term corresponding to the eigenvalue 0 of (10.5.9), (10.5.10).

We consider the contour integral leading to the above expansion. Let us denote the operator associated with the problem (10.5.7), (10.5.8) by $T(\lambda)$, and the operator associated with $(10.5 .9),(10.5 .10)$ by $\widetilde{T}(\rho)$. Since

$$
\widetilde{T}(\rho)=\left(\begin{array}{cc}
C^{-1}(\cdot, \rho) & 0 \\
0 & C_{2}^{-1}(\rho)
\end{array}\right) T\left(\rho^{2}\right) C(\cdot, \rho)
$$

we can write (10.5.11) as

$$
\begin{aligned}
\binom{f_{1}}{f_{2}} & =-\lim _{v \rightarrow \infty} \frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widehat{P} \tilde{T}^{-1}(\rho)\left(A\left(\begin{array}{l}
f_{1} \\
f_{2} \\
0
\end{array}\right), 0\right) \mathrm{d} \rho \\
& =-\lim _{v \rightarrow \infty} \frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widehat{P} C(\cdot, \rho)^{-1} T^{-1}\left(\rho^{2}\right)\left(C(\cdot, \rho) A\left(\begin{array}{l}
f_{1} \\
f_{2} \\
0
\end{array}\right), 0\right) \mathrm{d} \rho
\end{aligned}
$$

where $A$ is the coefficient of $\rho$ in (10.5.9) and $\Gamma_{\nu}$ is a circle with centre 0 and radius $r_{v}$. We have

$$
\begin{aligned}
C(\cdot, \rho) A\left(\begin{array}{l}
f_{1} \\
f_{2} \\
0
\end{array}\right) & =\left(\begin{array}{ccc}
i & -i & 1 \\
\rho \sqrt{\eta} & \rho \sqrt{\eta} & 0 \\
0 & 0 & -\rho^{2}
\end{array}\right)\left(\begin{array}{ccc}
\frac{-i}{\sqrt{\eta}} & 0 & 0 \\
0 & \frac{i}{\sqrt{\eta}} & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
f_{1} \\
f_{2} \\
0
\end{array}\right) \\
& =\left(\begin{array}{c}
\frac{f_{1}+f_{2}}{\sqrt{7}} \\
-i \rho\left(f_{1}-f_{2}\right) \\
0
\end{array}\right) .
\end{aligned}
$$

If we set $f_{2}=-f_{1}$ and subtract the second component from the first one in the above expansion, then we obtain, with $f:=f_{1}$,

$$
f=\lim _{v \rightarrow \infty} \frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(\begin{array}{lll}
1 & 0 & \rho^{-2}
\end{array}\right) T^{-1}\left(\rho^{2}\right)\left(\left(\begin{array}{c}
0 \\
\rho f \\
0
\end{array}\right), 0\right) \mathrm{d} \rho
$$

If $\gamma_{v}$ denotes the circle with centre 0 and radius $r_{v}^{2}$, then we can write

$$
f=\lim _{v \rightarrow \infty} \frac{1}{2 \pi i} \oint_{\gamma_{v}}\left(\begin{array}{lll}
1 & 0 & \lambda^{-1}
\end{array}\right) T^{-1}(\lambda)\left(\left(\begin{array}{l}
0 \\
f \\
0
\end{array}\right), 0\right) \mathrm{d} \lambda .
$$

Hence we obtain

$$
f=\left(\begin{array}{lll}
0 & 0 & 1
\end{array}\right) T^{-1}(0)\left(\left(\begin{array}{l}
0 \\
f \\
0
\end{array}\right), 0\right)+\sum_{j \in \mathbb{N}} A_{j}(f)\left(y_{1, j}+\lambda_{j}^{-1}\right) .
$$

It is easy to check that

$$
T^{-1}(0)\left(\left(\begin{array}{l}
0 \\
f \\
0
\end{array}\right), 0\right)=\left(\begin{array}{c}
c \int_{x}^{1} \frac{t}{\eta(t)} \mathrm{d} t-\int_{x}^{1} \frac{1}{\eta(\tau)} \int_{0}^{\tau} f(t) \mathrm{d} t \mathrm{~d} \tau \\
\int_{0}^{x} f(t) \mathrm{d} t-c x \\
c
\end{array}\right)
$$

where

$$
c=\int_{0}^{1} \frac{1}{\eta(\tau)} \int_{0}^{\tau} f(t) \mathrm{d} t \mathrm{~d} \tau / \int_{0}^{1} \frac{t}{\eta(t)} \mathrm{d} t
$$

Hence we obtain the expansion

$$
f=\sum_{j \in \mathbb{N}} A_{j}(f) y_{1, j}+\sum_{j \in \mathbb{N}} A_{j}(f) \lambda_{j}^{-1}+\int_{0}^{1} \frac{1}{\eta(\tau)} \int_{0}^{\tau} f(t) \mathrm{d} t \mathrm{~d} \tau / \int_{0}^{1} \frac{t}{\eta(t)} \mathrm{d} t .
$$

This holds for all $f \in L_{p}(0,1)$ if $1<p<\infty$. If $p=\infty$, we have to impose the restriction $f \in C[a, b] \cap \mathrm{BV}[a, b]$ and $f(1)=0$. Since $y_{1, j}$ is an eigenfunction of (10.5.1), (10.5.2), we have $y_{1, j}(1)=0$. Therefore, for uniform convergence, the above expansion splits into two parts:

$$
\begin{equation*}
f=\sum_{j \in \mathbb{N}} A_{j}(f) y_{1, j} \tag{10.5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j \in \mathbb{N}} A_{j}(f) \lambda_{j}^{-1}=-\int_{0}^{1} \frac{1}{\eta(\tau)} \int_{0}^{\tau} f(t) \mathrm{d} t \mathrm{~d} \tau / \int_{0}^{1} \frac{t}{\eta(t)} \mathrm{d} t \tag{10.5.13}
\end{equation*}
$$

This is not the expansion with the coefficients as obtained by Proudman. So let us consider a different transformation. We take the transformation matrix

$$
C(\cdot, \rho)=\left(\begin{array}{ccc}
i & -i & 0  \tag{10.5.14}\\
\rho \sqrt{\eta} & \rho \sqrt{\eta} & 0 \\
0 & 0 & -1
\end{array}\right) .
$$

Then

$$
C^{-1}(\cdot, \rho)=\frac{1}{2}\left(\begin{array}{ccc}
-i & (\rho \sqrt{\eta})^{-1} & 0 \\
i & (\rho \sqrt{\eta})^{-1} & 0 \\
0 & 0 & -2
\end{array}\right),
$$

and we obtain the differential system

$$
\begin{aligned}
0 & =C^{-1}(\cdot, \rho)\left\{(C(\cdot, \rho) y)^{\prime}-\left(\begin{array}{ccc}
0 & \eta^{-1} & 0 \\
-\rho^{2} & 0 & -1 \\
0 & 0 & 0
\end{array}\right) C(\cdot, \rho) y\right\} \\
& =y^{\prime}-\rho\left(\begin{array}{ccc}
-\frac{i}{\sqrt{\eta}} & 0 & 0 \\
0 & \frac{i}{\sqrt{\eta}} & 0 \\
0 & 0 & 0
\end{array}\right) y+\frac{1}{4}\left(\begin{array}{ccc}
\frac{\eta^{\prime}}{\eta} & \frac{\eta^{\prime}}{\eta} & 0 \\
\frac{\eta^{\prime}}{\eta} & \frac{\eta^{\prime}}{\eta} & 0 \\
0 & 0 & 0
\end{array}\right) y-\frac{1}{\rho}\left(\begin{array}{ccc}
0 & 0 & \frac{1}{2 \sqrt{\eta}} \\
0 & 0 & \frac{1}{2 \sqrt{\eta}} \\
0 & 0 & 0
\end{array}\right) y .
\end{aligned}
$$

We set

$$
C_{2}(\rho):=\left(\begin{array}{ccc}
\rho \sqrt{\eta(0)} & 0 & 0  \tag{10.5.15}\\
0 & i & 0 \\
0 & 0 & \rho^{2}
\end{array}\right)
$$

and obtain the following boundary conditions:

$$
\begin{gathered}
0=C_{2}^{-1}(\rho) T^{R}\left(\rho^{2}\right)(C(\cdot, \rho) y)=\left(\begin{array}{ccc}
1 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & \alpha
\end{array}\right) y(0) \\
+\left(\begin{array}{ccc}
0 & 0 & 0 \\
1 & -1 & 0 \\
0 & 0 & 0
\end{array}\right) y(1)+\rho^{-2} \int_{0}^{1}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & -1 & 0
\end{array}\right) y(x) \mathrm{d} x .
\end{gathered}
$$

Here

$$
\tilde{M}_{2}\left(I_{n}-\Delta_{0}\right)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \alpha
\end{array}\right)
$$

and the two Birkhoff matrice are

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & \alpha
\end{array}\right), \quad\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & \alpha
\end{array}\right)
$$

Since they are invertible, also this problem is Birkhoff regular in the sense of Definition 4.1.2.

Since the differential system is not holomorphic on $\mathbb{C}$, we do not obtain an expansion in terms of eigenfunctions of this system. But we are not interested in eigenfunction expansions of this system, only in the first component of it. Most important is that the Birkhoff regularity yields as in the previous case that

$$
\binom{f_{1}}{f_{2}}=-\lim _{v \rightarrow \infty} \frac{1}{2 \pi i} \oint_{\Gamma_{v}} \widehat{P} C(\cdot, \rho)^{-1} T^{-1}(\rho)\left(C(\cdot, \rho) A\left(\begin{array}{c}
f_{1} \\
f_{2} \\
0
\end{array}\right), 0\right) \mathrm{d} \rho
$$

with the same assumptions on $f_{1}, f_{2}$ as above, and where $A$ is the coefficient of $\rho$ in the differential system. We have

$$
C(\cdot, \rho) A\left(\begin{array}{c}
f_{1} \\
f_{2} \\
0
\end{array}\right)=\left(\begin{array}{c}
\frac{f_{1}+f_{2}}{\sqrt{\eta}} \\
-i \rho\left(f_{1}-f_{2}\right) \\
0
\end{array}\right)
$$

If we set $f_{2}=-f_{1}$ and subtract the second component from the first one in the above expansion, then we obtain, with $f:=f_{1}$,

$$
f=\lim _{v \rightarrow \infty} \frac{1}{2 \pi i} \oint_{\Gamma_{v}}\left(\begin{array}{lll}
1 & 0 & 0
\end{array}\right) T^{-1}\left(\rho^{2}\right)\left(\left(\begin{array}{c}
0 \\
\rho f \\
0
\end{array}\right), 0\right) \mathrm{d} \rho
$$

If $\gamma_{v}$ denotes the circle with centre 0 and radius $r_{v}^{2}$, then we can write

$$
f=\lim _{v \rightarrow \infty} \frac{1}{2 \pi i} \oint_{\gamma_{v}}\left(\begin{array}{cc}
0 & 0
\end{array}\right) T^{-1}(\lambda)\left(\left(\begin{array}{l}
0 \\
f \\
0
\end{array}\right), 0\right) \mathrm{d} \lambda
$$

Hence we obtain

$$
f=\sum_{j \in \mathbb{N}} A_{j}(f) y_{1, j}
$$

This holds for all $f \in L_{p}(0,1)$ if $1<p<\infty$. If $p=\infty$, we have to impose the restriction $f \in C[a, b] \cap \mathrm{BV}[a, b]$ and $f(1)=0$. This coincides with the first expansion (10.5.12), but we do not obtain the identity (10.5.13) here.

Now we shall use still another method. We consider the operator $T$ associated with (10.5.7), (10.5.8). As we have done for Stone regular problems, we write for $f \in\left(W_{p}^{1}(0,1)\right)^{3}$

$$
\begin{equation*}
\frac{1}{\lambda} f=T^{-1}(\lambda) T_{1} f+\frac{1}{\lambda} T^{-1}(\lambda) T_{0} f \tag{10.5.16}
\end{equation*}
$$

where $T(\lambda)=: \lambda T_{1}+T_{0}$. Now we are looking for $f^{[1]} \in\left(W_{p}^{1}(0,1)\right)^{3}$ such that

$$
\begin{equation*}
T_{0} f=T_{1} f^{[1]} \tag{10.5.17}
\end{equation*}
$$

That is, we have to satisfy

$$
\left(\begin{array}{c}
f_{1}^{\prime}-\eta^{-1} f_{2} \\
f_{2}^{\prime}-f_{3} \\
f_{3}^{\prime}
\end{array}\right)=\left(\begin{array}{c}
0 \\
f_{2}^{[1]} \\
0
\end{array}\right)
$$

and, for the boundary part,

$$
f_{1}(0)=f_{2}(1)=0, \quad-\alpha f_{3}^{[1]}(0)=\int_{0}^{1} f_{1}(x) \mathrm{d} x
$$

That means, we have to choose $f_{3}$ to be constant. Since the third components of the eigenfunctions of $T$ are constant, this is also necessary for an eigenfunction
expansion. Furthermore, we have to require that $\eta f_{1}^{\prime}=f_{2} \in W_{p}^{1}(0,1)$ and also $\left(\eta f_{1}^{\prime}\right)^{\prime}=f_{2}^{\prime}=f_{3}-f_{2}^{[1]} \in W_{p}^{1}(0,1)$, and, for the boundary part, $f_{1}(0)=f_{2}(1)=0$. The last boundary condition can always be satisfied by a suitable choice of $f_{3}^{[1]}$. Inserting (10.5.17) into ( 10.5 .16 ) yields

$$
\frac{1}{\lambda} f=T^{-1}(\lambda) T_{1} f+\frac{1}{\lambda^{2}} f^{[1]}-\frac{1}{\lambda^{2}} T^{-1}(\lambda) T_{0} f^{[1]}
$$

Integrating along $\gamma_{v}$ as defined above we obtain

$$
f=\frac{1}{2 \pi i} \oint_{\gamma_{\nu}} T^{-1}(\lambda) T_{1} f \mathrm{~d} \lambda-\frac{1}{2 \pi i} \oint_{\Gamma_{\nu}} \frac{1}{\rho^{3}} T^{-1}\left(\rho^{2}\right) T_{0} f^{[1]} \mathrm{d} \rho
$$

With the second transformation, i.e., (10.5.14) and (10.5.15), we obtain

$$
\begin{aligned}
& \frac{1}{2 \pi i} \oint_{\Gamma_{v}} \frac{1}{\rho^{3}} T^{-1}\left(\rho^{2}\right) T_{0} f^{[1]} \mathrm{d} \rho \\
& =\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \frac{1}{\rho^{2}} \rho^{-1} C(\cdot, \rho) \tilde{T}^{-1}(\rho)\binom{C^{-1}(\cdot, \rho) T_{0}^{D} f^{[1]}}{C_{2}^{-1}(\rho) T_{0}^{R} f^{(1]}} \mathrm{d} \rho
\end{aligned}
$$

Since $\rho^{-1} C(\cdot, \rho)=O(1), C^{-1}(\cdot, \rho)=O(1)$, and $C_{2}^{-1}(\rho)=O(1)$, we obtain in view of Theorem 4.4.9 ii) that

$$
f=\lim _{v \rightarrow \infty} \frac{1}{2 \pi i} \oint_{\gamma_{v}} T^{-1}(\lambda) T_{1} f \mathrm{~d} \lambda
$$

holds in $L_{p}(a, b)$ for $f=\left(f_{1}, f_{2}, f_{3}\right)^{\top}$ satisfying the above conditions.
Now assume that the problem has only simple eigenvalues. Taking $f_{1}=f_{2}=0$ and $f_{3}=1$, we obtain the expansion (10.5.3), (10.5.4) of Proudman. And taking $f_{3}=0$, we obtain the expansion (10.5.5), (10.5.6) of PROUDMAN, albeit under the stronger assumption that $\left(\eta f_{1}^{\prime}\right)^{\prime} \in W_{p}^{1}(0,1)$ and $f_{1}(0)=f_{1}^{\prime}(1)=0$. As we have seen for Stone regular problems in Section 5.7, the condition $\left(\eta f_{1}^{\prime}\right)^{\prime} \in W_{p}^{1}(0,1)$ might be weakened.

The expansions obtained by Proudman show that the coefficients of an expansion in eigenvectors of the problem (10.5.1), (10.5.2) are not unique. Taking an "intermediate" substitution

$$
\begin{aligned}
\widehat{T}^{D}\binom{y_{1}}{y_{2}}:=\binom{\left(\eta y_{1}^{\prime}\right)^{\prime}+\lambda y_{1}+y_{2}}{y_{2}^{\prime}} \\
\widehat{T}^{R}\binom{y_{1}}{y_{2}}:=\left(y_{1}^{\prime}(0), y_{1}(1),-\lambda \alpha y_{2}(0)+\int_{0}^{1} y_{1}(x) \mathrm{d} x\right)^{\top}
\end{aligned}
$$

we obtain an operator

$$
\widehat{T}(\lambda):=\left(\widehat{T}^{D}(\lambda), \widehat{T}^{R}(\lambda)\right): W_{p}^{2}(0,1) \times W_{p}^{1}(0,1) \rightarrow\left(L_{p}(0,1)\right)^{2} \times \mathbb{C}^{3}
$$

As for first order systems of differential equations and $n$-th order scalar differential equations, the operator $\widehat{T}(\lambda)$ is a Fredholm operator of index 0 . Also, writing
$\widehat{T}(\lambda)=\widehat{T}_{0}+\lambda \widehat{T}_{1}$, we see that $\widehat{T}_{1}$ is compact in view of Theorem 2.4.2. Since the eigenvalues of $\widehat{T}$ are the eigenvalues of (10.5.1), (10.5.2), we infer that $\rho(\widehat{T}) \neq \emptyset$. Therefore, Proposition 1.10.6 shows that the coefficients of an expansion

$$
\binom{f}{c}=\sum c_{j}\binom{y_{1, j}}{1}
$$

are unique for all $f \in L_{p}(0,1)$ and $c \in \mathbb{C}$ for which such an expansion holds.
In the previous results we assumed for simplicity that there are no associated functions. We have seen that this means that all eigenvalues are simple. Of course, our general results about the principal parts of inverses of Fredholm operator functions immediately give expansion theorems in case there are associated functions.

Let us show that associated functions can occur. Let $c$ be a positive constant and consider the case $\eta=c$. For $\lambda \neq 0$ and $\cos \sqrt{\frac{\lambda}{c}} \neq 0$,

$$
v(x):=\frac{\cos \left(\sqrt{\frac{\lambda}{c}} x\right)}{\lambda \cos \sqrt{\frac{\lambda}{c}}}-\frac{1}{\lambda}
$$

is the unique function satisfying (10.5.1) and the first two boundary conditions in (10.5.2). In order to satisfy the third boundary condition, we have to satisfy

$$
\begin{equation*}
\sqrt{\frac{c}{\lambda}} \tan \sqrt{\frac{\lambda}{c}}-1=\alpha \lambda^{2} . \tag{10.5.18}
\end{equation*}
$$

Then $\lambda$ is a double eigenvalue if it satisfies (10.5.18) and

$$
-\frac{1}{2} \sqrt{c} \lambda^{-\frac{3}{2}} \tan \sqrt{\frac{\lambda}{c}}+\frac{1}{2 \lambda}\left(1+\tan ^{2} \sqrt{\frac{\lambda}{c}}\right)=2 \alpha \lambda .
$$

These two equations hold if and only if (10.5.18) and

$$
-\frac{1}{4} \sqrt{\frac{c}{\lambda}} \tan \sqrt{\frac{\lambda}{c}}+\frac{1}{4}\left(1+\tan ^{2} \sqrt{\frac{\lambda}{c}}\right)=\sqrt{\frac{c}{\lambda}} \tan \sqrt{\frac{\lambda}{c}}-1
$$

are satisfied. Setting $t=\sqrt{\frac{\lambda}{c}}$ the latter equation means that we are looking for a zero of

$$
h(t)=\frac{5}{t} \tan t-5-\tan ^{2} t
$$

with $t \neq 0$. In the interval $\left(0, \frac{\pi}{2}\right)$ we have $h(t)=\frac{2}{3} t^{2}+O\left(t^{4}\right)$ near zero, i. e. $h(t)>0$ for small positive $t$. But $h(t) \rightarrow-\infty$ as $t \rightarrow \frac{\pi}{2}$, and so there must be a number $t_{0} \in\left(0, \frac{\pi}{2}\right)$ such that $h\left(t_{0}\right)=0$. With $\lambda=c t_{0}^{2}$ and $\alpha$ such that (10.5.18) is satisfied we obtain a multiple eigenvalue. Note that $\alpha>0$.

### 10.6. The Orr-Sommerfeld equation

We consider the Orr-Sommerfeld equation

$$
\begin{equation*}
\phi^{(4)}-2 \alpha^{2} \phi^{\prime \prime}+\alpha^{4} \phi-i R \alpha\left\{(u-\lambda)\left(\phi^{\prime \prime}-\alpha^{2} \phi\right)+2 \phi\right\}=0 \tag{10.6.1}
\end{equation*}
$$

on the interval $[a, b]$ subject to the boundary conditions

$$
\begin{equation*}
\phi(a)=\phi(b)=\phi^{\prime}(a)=\phi^{\prime}(b)=0, \tag{10.6.2}
\end{equation*}
$$

see [DR1, p. 156]. This differential equation results if one considers the perturbation of a given plane flow. Here the Reynolds number $R$ and the wave number $\alpha$ are given nonzero real numbers and $u$ is a given function describing an unperturbed flow. Examples for $u$ are the plane Couette flow where $u(x)=x$ and the plane Poiseuille flow where $u(x)=1-x^{2}$ on $[-1,1]$. Expansion theorems for this problem where obtained by Schenstedt [SS1] and DiPrima and Habetler [DH1]. The differential equation is as considered in Chapter VIII. Here we have $l=n-l=2$, and the numbers given by (8.5.1) and (8.5.7) are $l_{1}=l_{2}=0$, $l_{3}=l_{4}=1, q_{v}=0(v=1, \ldots, 4)$. Therefore, $l^{(0)}=l^{(1)}=2$. We have

$$
b_{1}^{(0)}=u_{\{3,4\}} v_{\{3,4\}, 1},
$$

where

$$
\begin{aligned}
& u_{\{3,4\}}=\left|\left(\begin{array}{ll}
u_{1,1} & u_{1,2} \\
u_{2,1} & u_{2,2}
\end{array}\right)\right|, \\
& v_{\{3,4\}, 1}=\left|\left(\begin{array}{ll}
\omega_{1} \alpha_{3}^{(0)} & \omega_{2} \alpha_{3}^{(1)} \\
\omega_{1} \alpha_{4}^{(0)} & \omega_{2} \alpha_{4}^{(1)}
\end{array}\right)\right|=-\alpha_{3}^{(0)} \alpha_{4}^{(1)},
\end{aligned}
$$

see (8.5.11), (8.5.12), and (8.5.13). Since $\mathbf{H} \phi=-i R \alpha\left(\phi^{\prime \prime}-\alpha^{2} \phi\right)$, a fundamental system of $\mathbf{H} \phi=0$ is given by $\{\cosh (\alpha(x-a)), \sinh (\alpha(x-a))\}$. In view of Theorem 8.2.1 and (8.5.8) it follows that

$$
\begin{aligned}
\left(\begin{array}{ll}
u_{1,1} & u_{1,2} \\
u_{2,1} & u_{2,2}
\end{array}\right) & =\left(\begin{array}{ll}
I_{2} & 0
\end{array}\right)[M(\lambda)]\binom{I_{2}}{0} \\
& =\left(\begin{array}{cc}
1 & 0 \\
\cosh (\alpha(b-a)) & \sinh (\alpha(b-a))
\end{array}\right)
\end{aligned}
$$

and therefore $u_{\{3,4\}} \neq 0$. From (8.5.5) and (8.5.6) we infer $\alpha_{30}^{(0)}=1, \alpha_{31}^{(0)}=0$, $\alpha_{40}^{(1)}=1, \alpha_{41}^{(1)}=0$, and thus $\alpha_{3}^{(0)} \neq 0, \alpha_{4}^{(1)} \neq 0$. Altogether, $b_{1}^{(0)} \neq 0$, and hence the boundary eigenvalue problem is Birkhoff regular.

Since $\alpha_{100}^{(0)}=1, \alpha_{200}^{(1)}=1, \alpha_{300}^{(0)}=1, \alpha_{400}^{(1)}=1$, and all the other $\alpha_{v t m}^{(1)}$ are zero, we obtain for the asymptotic boundary conditions by Remark 8.5 .5 iii):

$$
U_{1} f=f(a), U_{2}(f)=f(b), U_{3}(f)=f^{\prime}(a), U_{4}(f)=f^{\prime}(b) .
$$

Then Theorems 8.8 .2 and 8.8.3 yield that a function $f$ is expandable into a series of eigenfunctions and associated functions of the eigenvalue problem (10.6.1), (10.6.2) if
i) $f \in C[a, b] \cap B V[a, b]$ such that $f(a)=f(b)=0$, and the series converges in $C[a, b]$,
or
ii) $f \in C^{\mathrm{l}}[a, b]$ such that $f^{\prime} \in B V[a, b]$ and $f(a)=f^{\prime}(a)=f(b)=f^{\prime}(b)=0$, and the series converges in $C^{1}[a, b]$,
or
iii) $f \in L_{p}(a, b), 1<p<\infty$, and the series converges in $L_{p}(a, b)$,
or
iii) $f \in W_{p}^{1}(a, b), 1<p<\infty$, such that $f(a)=f(b)=0$, and the series converges in $W_{p}^{1}(a, b)$.

### 10.7. A system of differential equations in the theory of viscous fluids

In the theory of viscous fluids, the following system of differential equations occurs, see [DR, p. 155]:

$$
\begin{aligned}
\left\{D^{2}-\alpha^{2}-i \alpha R(U-c)\right\} u & =R \widetilde{U} w+i \alpha R p \\
\left\{D^{2}-\alpha^{2}-i \alpha R(U-c)\right\} w & =R D p \\
i \alpha u+D w & =0
\end{aligned}
$$

where $D=d / d x, U$ and $\tilde{U}$ are given functions, $c$ is the eigenvalue parameter, $u, w$, $p$ are the unknown functions, and $\alpha$ and $R$ are nonzero real constants. Boundary conditions are given by

$$
u(a)=u(b)=w(a)=w(b)=0
$$

Eliminating the unknowns $u$ and $p$ this leads to the Orr-Sommerfeld equation as considered in Section 10.6. Hence we obtain expansions in terms of the eigenfunction components corresponding to $w$ and $u$. For the $w$-component we obtain exactly the same expansions as in Section 10.6, whereas for the $u$-component the corresponding expansions in the spaces $L_{p}(a, b)$ and $C[a, b]$ hold, where the functions $f$ which are expanded additionally satisfy $\int_{a}^{b} f(x) \mathrm{d} x=0$.

### 10.8. Heat-conducting viscous fluid

After linearization and separation of variables, the differential equation of a heatconducting viscous fluid leads to the differential equation

$$
\left(D^{2}-a^{2}\right)\left(D^{2}-a^{2}-s\right)\left(D^{2}-a^{2}-s / P\right) \eta+a^{2} R \eta=0
$$

where $D=d / d x$ and $R$ and $P$ are the Rayleigh and the Prandtl number, respectively, and the boundary conditions

$$
\begin{array}{ll}
\eta(c)=\eta^{\prime}(c)=\eta^{(4)}-\left(2 a^{2}+s / P\right) \eta^{\prime \prime}(c)=0 \\
\eta(c)=\eta^{\prime \prime}(c)=\eta^{(4)}(c)=0 & \text { (free boundary) }
\end{array}
$$

at the endpoints $c=0,1$, see [DR1, p. 43]. Here $s$ is a certain "eigenvalue" parameter, and $a$ is a parameter occuring in the separation of variables. Therefore, we can also consider $a$ as an eigenvalue parameter. Hence we shall investigate the expansion problem with respect to the eigenvalues $s$ and $a$. Of course, this should be considered as a two-parameter problem, but we ask here what happens if we fix one of the parameters. We write the differential equation in the form

$$
\eta^{(6)}+P_{4}(a, s) \eta^{(4)}+P_{2}(a, s) \eta^{\prime \prime}+P_{0}(a, s) \eta=0
$$

where

$$
\begin{aligned}
& P_{4}(a, s)=-\left\{3 a^{2}+s(1+1 / P)\right\} \\
& P_{2}(a, s)=a^{2}\left(a^{2}+s\right)+\left(2 a^{2}+s\right)\left(a^{2}+s / P\right) \\
& P_{0}(a, s)=-a^{2}\left(a^{2}+s\right)\left(a^{2}+s / P\right)+a^{2} R
\end{aligned}
$$

Let us first take the eigenvalue parameter $\lambda=a$. Then

$$
\pi_{2,2}=-3, \pi_{4,4}=3, \pi_{6,6}=-1
$$

and $\pi_{j, j}=0$ for $j=1,3,5$. In this case we have $n_{0}=0$. The characteristic function is

$$
\rho^{6}-3 \rho^{4}+3 \rho^{2}-1=\left(\rho^{2}-1\right)^{3}
$$

The roots are not simple, and hence our expansion theorems are not applicable.
Now consider the eigenvalue parameter $\lambda^{2}=s$. Then we obtain

$$
\pi_{2,2}=-(1+1 / P), \pi_{4,4}=1 / P
$$

and $\pi_{j, j}=0$ for $j=1,3,5,6$. The results of Chapter VIII are not applicable since the differential equation contains two different powers of the eigenvalue parameter. Therefore we shall transform the boundary eigenvalue problem into one for a first order system. We are going to consider three different transformations.

Writing the differential equation in the usual way as a system for the vector function $y=\left(\eta, \eta^{\prime}, \ldots, \eta^{(5)}\right)^{\top}$, the transformation

$$
y=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
\alpha & 1 & 0 & 0 & 0 & 0 \\
a^{2} & 0 & 1 & 0 & 0 & 0 \\
\alpha a^{2} & a^{2} & \lambda & 1 & 0 & 0 \\
a^{4} & 0 & \lambda^{2}+2 a^{2} & 0 & 1 & 0 \\
\alpha a^{4} & a^{4} & \lambda^{3}+2 a^{2} \lambda & \lambda^{2}+2 a^{2} & \frac{\lambda}{\sqrt{P}} & 1
\end{array}\right) \tilde{y}
$$

yields a full linearization of the resulting system with the coefficient matrix of $\lambda$ being diagonal:

$$
\tilde{y}^{\prime}=\left(\begin{array}{cccccc}
\alpha & 1 & 0 & 0 & 0 & 0 \\
a^{2}-\alpha^{2} & -\alpha & 1 & 0 & 0 & 0 \\
0 & 0 & \lambda & 1 & 0 & 0 \\
0 & 0 & a^{2} & -\lambda & 1 & 0 \\
0 & 0 & 0 & 0 & \frac{\lambda}{\sqrt{P}} & 1 \\
-a^{2} R & 0 & 0 & 0 & a^{2} & -\frac{\lambda}{\sqrt{P}}
\end{array}\right) \tilde{y} .
$$

Here $\alpha$ is a free parameter. Note that this transformation even holds in case $P=1$ when 1 and -1 are double roots of the characteristic equation. However, due to the fact that the transformation matrix is lower triangular, the last column of each boundary matrix is zero. Indeed, it is easy to see that for the asymptotic boundary matrices, the last three columns of the leading ( $\lambda$-independent) matrix are always zero. Then this also holds for the Birkhoff matrices, and therefore this $\lambda$-linearized problem is not Birkhoff regular.

Of course, one might ask for Stone regularity. We leave this to the interested reader.

Now we are asking if the asymptotic linearizations in Theorem 7.2.4 lead to Birkhoff regular problems. Here we must suppose that $P \neq 1$. Taking first Theorem 7.2.4 A we obtain the transformation matrix

$$
C(\lambda)=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0  \tag{10.8.1}\\
0 & 1 & 0 & 0 & 0 & 0 \\
a^{2} & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & \lambda & -\lambda & \frac{\lambda}{\sqrt{P}} & -\frac{\lambda}{\sqrt{P}} \\
0 & 0 & \lambda^{2} & \lambda^{2} & \frac{\lambda^{2}}{P} & \frac{\lambda^{2}}{P} \\
0 & 0 & \lambda^{3} & -\lambda^{3} & \frac{\lambda^{3}}{P^{3 / 2}} & -\frac{\lambda^{3}}{P^{3 / 2}}
\end{array}\right) .
$$

With Theorem 7.2.4 B we have the transformation matrix

$$
C(\lambda)=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0  \tag{10.8.2}\\
0 & 1 & 1 & -1 & \sqrt{P} & -\sqrt{P} \\
0 & 0 & \lambda & \lambda & \lambda & \lambda \\
0 & 0 & \lambda^{2} & -\lambda^{2} & \frac{\lambda^{2}}{\sqrt{P}} & -\frac{\lambda^{2}}{\sqrt{P}} \\
0 & 0 & \lambda^{3} & \lambda^{3} & \frac{\lambda^{3}}{P} & \frac{\lambda^{3}}{P} \\
0 & 0 & \lambda^{4} & -\lambda^{4} & \frac{\lambda^{4}}{P^{3 / 2}} & -\frac{\lambda^{4}}{P^{3 / 2}}
\end{array}\right) .
$$

In both cases, the coefficient matrix of $\lambda$ in the transformed system is the same as in the fully linearized system. For the transformed system with the transformation
(10.8.1) we obtain that the upper left-hand $2 \times 2$ block of the $\lambda$-independent matrix is

$$
A_{0,00}=\left(\begin{array}{cc}
0 & 1 \\
a^{2} & 0
\end{array}\right)
$$

The fundamental matrix of $y_{0}^{\prime}=A_{0,00} y$ which is the identity matrix at 0 is given by

$$
\left(\begin{array}{cc}
\cosh (a x) & \frac{1}{a} \sinh (a x) \\
a \sinh (a x) & \cosh (a x)
\end{array}\right)
$$

A straightforward calculation shows that the problem is Birkhoff regular only in the case when both boundaries are free. For the transformed system with the transformation (10.8.2) we obtain that the upper left-hand $2 \times 2$ block of the $\lambda$ independent matrix is

$$
A_{0,00}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

The fundamental matrix of $y_{0}^{\prime}=A_{0,00} y$ which is the identity matrix at 0 is given by

$$
\left(\begin{array}{ll}
1 & x \\
0 & 0
\end{array}\right)
$$

Here a straightforward calculation shows that the problem is Birkhoff regular with any combination of rigid and free boundaries.

In case we use the transformation (10.8.1), the results of Section 7.9 are applicable, and we obtain that every function in $L_{p}(a, b)(1 \leq p \leq \infty)$ is expandable into a series of second order derivatives of eigenfunctions and associated functions of the given eigenvalue problem-where the series converges in paranthesis in $L_{p}(a, b)$-if both boundaries are free. Also, one can show that the adjoint problem is of the same form. Therefore, the eigenfunctions and associated functions of the given eigenvalue problem with free boundaries are complete in the reflexive space $L_{p}(a, b)$.

In case we use the transformation (10.8.2), the results of Section 7.9 are not applicable. Therefore we use a modification which works in this case. We shall first prove an abstract result.

Suppose that the general assumptions of Chapter VI are satisfied. For $j=$ $1, \ldots, n-1$ we define

$$
L_{j}^{D}(\lambda) f:=f^{(n-j)}+\sum_{i=0}^{n-1-j} p_{j+i}(\cdot, \lambda) f^{(i)} \quad\left(f \in W_{p}^{n-j}(a, b)\right)
$$

Note that

$$
L_{j}^{D}(\lambda) f=e_{n}^{\top} T^{D}(\lambda)\left(0, \ldots, 0, f, f^{\prime}, \ldots, f^{(n-j-1)}\right)^{\top}
$$

Similarly, we define

$$
L_{j}^{R}(\lambda) f=T^{R}(\lambda)\left(0, \ldots, 0, f, f^{\prime}, \ldots, f^{(n-j-1)}\right)^{\top} \quad\left(f \in W_{p}^{n-j}(a, b)\right)
$$

Proposition 10.8.1. Let $j \in\{1, \ldots, n-1\}, \lambda \in \rho(L), f_{1} \in W_{p}^{n-j}(a, b)$, and $f_{2} \in \mathbb{C}^{n}$. Then

$$
\begin{equation*}
\left[L^{-1}(\lambda)\left(L_{j}^{D}(\lambda) f_{1}, f_{2}+L_{j}^{R}(\lambda) f_{1}\right)\right]^{(k)}=e_{k+1}^{\top} T^{-1}(\lambda)\left(e_{j} f_{1}, f_{2}\right) \tag{10.8.3}
\end{equation*}
$$

for $k=0 \ldots, j$.
Proof. Let $y:=T^{-1}(\lambda)\left(e_{j} f_{1}, f_{2}\right)$. Then $T^{D}(\lambda) y=e_{j} f_{1}$, and it follows that

$$
y_{i}^{\prime}=y_{i+1}(i=1, \ldots, n-1, i \neq j), \quad y_{j}^{\prime}=y_{j+1}+f_{1}
$$

Therefore
(10.8.4)

$$
y_{i}=y_{1}^{(i-1)}(i=2, \ldots, j), \quad y_{i}=y_{1}^{(i-1)}-f_{1}^{(i-j-1)}(i=j+1, \ldots, n)
$$

Hence the last component of $T^{D}(\lambda) y=e_{j} f$ leads to

$$
L^{D}(\lambda) y_{1}-L_{j}^{D}(\lambda) f_{1}=0
$$

Then

$$
f_{2}=T^{R}(\lambda) y=L^{R}(\lambda) y_{1}-L_{j}^{R}(\lambda) f_{1}
$$

which proves altogether

$$
\left(L_{j}^{D}(\lambda) f_{1}, f_{2}+L_{j}^{R}(\lambda) f_{1}\right)=L(\lambda) y_{1}
$$

and with the aid of (10.8.4) it follows that

$$
\left[L^{-1}(\lambda)\left(L_{j}^{D}(\lambda) f_{1}, f_{2}+L_{j}^{R}(\lambda) f_{1}\right)\right]^{(k)}=y_{1}^{(k)}=y_{k+1}=e_{k+1}^{\top} T^{-1}(\lambda)\left(e_{j} f_{1}, f_{2}\right)
$$

Now we return to the transformation (10.8.2). In this case, the transformation $\widehat{A}$ is given by (7.2.24), and thus $\widehat{A} e_{4}=e_{3}$ since $\pi_{3,3}=0$. As in (7.9.4) this leads to

$$
C_{1}^{-1} e_{3}=C_{1}^{-1} \widehat{A} e_{4}=A_{1} C_{1}^{-1} e_{4}
$$

and therefore, in view of Proposition 10.8.1 and with $\widetilde{T}$ as defined in Section 7.4,

$$
\left[L^{-1}(\lambda)\left(L_{3}^{D}(\lambda) f, L_{3}^{R}(\lambda) f\right)\right]^{(3)}=\lambda e_{4}^{\top} C_{1} \widetilde{T}^{-1}(\lambda)\left(A_{1} C_{1}^{-1} e_{4} f, 0\right)
$$

for $f \in W_{p}^{2}(0,1)$. This yields that

$$
-\frac{1}{2 \pi i} \oint_{\Gamma_{v}} \lambda^{-1}\left[L^{-1}(\lambda)\left(L_{3}^{D}(\lambda) f, L_{3}^{R}(\lambda) f\right)\right]^{(3)} \mathrm{d} \lambda=e_{4}^{\top} C_{1} P_{v} C_{1}^{-1} e_{4} f \rightarrow f
$$

as $v \rightarrow \infty$ in $L_{p}(a, b)$ for all $f \in W_{p}^{2}(0,1)$, see Theorem 4.6.9. The left hand side can be expressed in terms of third derivatives of eigenfunctions and associated functions of the given problem and an additional residue at 0 . In view of the structure of $\widehat{A}$ it is impossible to avoid this additional residue, i. e., for $c \in \mathbb{C}^{n}$ such that $e_{i}^{\top} \widehat{A} c=0$ for $i<j$ and $e_{j}^{\top} \widehat{A} c \neq 0$ for $i=j$ where $j \geq 3$ we have $e_{i}^{\top} c \neq 0$ for some $i>j$.

Taking $a=0$ we obtain that a fundamental system of the differential equation at $\lambda=0$ is given by the functions $\frac{x^{j}}{j!}(j=0, \ldots, 5)$, and with any combination of rigid and free boundary conditions, the characteristic matrix is different from zero. Since the boundary eigenvalue problem depends polynomially on $a$ and $R$, it follows that the characteristic matrix depends holomorphically on $a$ and $R$. Therefore it is nonzero for almost all $a$ and $R$ (which have a physical meaning).

Therefore let us assume that $0 \in \rho(L)$. Then it follows that for each $f \in$ $W_{p}^{3}(0,1)$ the function

$$
\begin{equation*}
f+\left[L^{-1}(0)\left(L_{3}^{D}(0) f, L_{3}^{R}(0) f\right)\right]^{(3)} \tag{10.8.5}
\end{equation*}
$$

is expandable into a series of third order derivatives of eigenfunctions and associated functions of the given eigenvalue problem.

We want to determine those functions which have the representation (10.8.5). Obviously,

$$
f \mapsto f+\left[L^{-1}(0)\left(L_{3}^{D}(0) f, L_{3}^{R}(0) f\right)\right]^{(3)}
$$

is a continuous operator from $W_{p}^{3}(0,1)$ to $W_{p}^{3}(0,1)$. In order to find an estimate for the defect of this operator we first consider the case $a=0$. Let $h \in W_{p}^{3}(0,1)$. Above we have seen that the eigenvalue problem

$$
\begin{aligned}
& g^{(6)}=\frac{1}{2} h^{(3)} \\
& g(0)=g(1)=0, g^{(4)}(0)=\frac{1}{2} h^{\prime}(0), g^{(4)}(1)=\frac{1}{2} h^{\prime}(1), g^{\left(c_{c}\right)}(c)=0,
\end{aligned}
$$

for $c=0,1$, where $t_{c}=1$ if the boundary is rigid and $t_{c}=2$ if the boundary is free, has a (unique) solution $g \in W_{p}^{6}(0,1)$. With $f=h-g^{(3)} \in W_{p}^{3}(0,1)$ and

$$
v:=f+\left[L^{-1}(0)\left(L_{3}^{D}(0) f, L_{3}^{R}(0) f\right)\right]^{(3)}-h
$$

it follows in view of $L^{D}(0) \eta=\eta^{(6)}$ that

$$
\begin{aligned}
\nu^{(3)} & =f^{(3)}+L^{D}(0) L^{-1}(0)\left(L_{3}^{D}(0) f, L_{3}^{R}(0) f\right)-h^{(3)} \\
& =f^{(3)}+L_{3}^{D}(0) f-h^{(3)}=2 f^{(3)}-h^{(3)}
\end{aligned}
$$

since

$$
L_{3}^{D}(0) f=f^{(3)}-3 a^{2} f^{\prime}=f^{(3)}
$$

But

$$
2 f^{(3)}-h^{(3)}=2\left(h^{(3)}-g^{(6)}\right)-h^{(3)}=0
$$

shows that $\nu^{(3)}=0$. With

$$
w:=L^{-1}(0)\left(L_{3}^{D}(0) f, L_{3}^{R}(0) f\right)-g
$$

we have

$$
v=f+g^{(3)}+w^{(3)}-h=w^{(3)},
$$

and therefore, for $c=0,1$,

$$
v^{\prime}(c)=w^{(4)}(c)=f^{\prime}(c)-g^{(4)}(c)=h^{\prime}(c)-2 g^{(4)}(c)=0
$$

which gives altogether that $v$ is constant. And since the third derivative does not occur in the boundary part in $L(0)$, we do not know if we can find $f$ such that $v=0$. This shows that for $a=0$ the operator given by (10.8.5) has defect at most 1. Also the nullity is at most 1 . Indeed, if

$$
f+\left[L^{-1}(0)\left(L_{3}^{D}(0) f, L_{3}^{R}(0) f\right)\right]^{(3)}=0
$$

then we set

$$
g:=L^{-1}(0)\left(L_{3}^{D}(0) f, L_{3}^{R}(0) f\right)
$$

and obtain

$$
2 f^{(3)}=f^{(3)}+L_{3}^{D}(0) f=f^{(3)}+g^{(6)}=0
$$

and $2 f^{\prime}(c)=f^{\prime}(c)+g^{(4)}(c)=0$ for $c=0,1$. Therefore $f$ must be constant. Then we can find an extension of this operator which is at most one-dimensional in the domain and range spaces such that this extension is invertible. Since this operator depends holomorphically on $a$ and $R$ (for which $L(0)$ is invertible), it follows for almost all $a$ and $R$ that each function $f$ which belong to a subspace of $W_{p}^{(3)}(0,1)$ of codimension at most 1 can be expanded into a series of third order derivatives of eigenfunctions and associated functions of the given eigenvalue problem, which converges in $L_{p}(0,1)$.

Of course, if both boundaries are free, the result which we obtained from the transformation (10.8.1) is better. However, we can improve the result considerably if one boundary is rigid (say at 0 ) and the other boundary is free (say at 1). An obvious generalization of Proposition 6.6 .8 shows that all eigenfunctions and associated functions of the boundary eigenvalue problem satisfy those boundary conditions which are independent of the eigenvalue parameter. Therefore, for each function $f \in W_{p}^{6}(a, b)$ which satisfies $f(0)=0, f^{\prime}(0)=0$, and $f^{\prime \prime}(1)=0$ such that $f^{(3)}$ can be expanded into a series of third order derivatives of eigenfunctions and associated functions of the given eigenvalue problem which converges in $L_{p}(0,1)$, it follows by repeated integration that $f$ can be expanded into a series of eigenfunctions and associated functions of the given eigenvalue problem which converges in $W_{p}^{3}(0,1)$. Since these functions must also satisfy the boundary condition $f(1)=0$, the set of all $f^{(3)}$ such that $f$ satisfies these four boundary conditions has codimension 1 in $W_{p}^{(3)}(0,1)$ and must therefore coincide with the set for which we obtained the expansion into a series of third order derivatives of eigenfunctions and associated functions of the given eigenvalue problem. Hence we obtain that each function $f \in W_{p}^{6}(a, b)$ which satisfies $f(0)=f(1)=f^{\prime}(0)=f^{\prime \prime}(1)=0$ can be expanded into a series of eigenfunctions and associated functions of the given eigenvalue problem which converges in $W_{p}^{3}(0,1)$.

The expansions into second and third order derivatives is not really what we want. Even in the last case, we have to take the functions in $W_{p}^{6}(0,1)$ in order to obtain an expansion in $W_{p}^{3}(0,1)$. Appropriate expansions theorems should be obtained by generalizing the results of Chapter VIII to the case when the differential equation depends polynomially on $\lambda$.

### 10.9. Motions of an incompressible magnetized plasma

In [LI] LIFSCHITZ considered, among other problems, the Lundquist equations describing motions of an incompressible magnetized plasma of unit density. After separation of variables, this leads to the following system of ordinary differential equations

$$
\left(\begin{array}{cc}
\sigma+(\alpha-\beta) \frac{\mathrm{d}}{\mathrm{~d} \psi}+(\alpha-\beta) \mathscr{N} & (\alpha+\beta) \mathscr{N} \\
(\alpha-\beta) \mathscr{N} & \sigma+(\alpha+\beta) \frac{\mathrm{d}}{\mathrm{~d} \psi}+(\alpha+\beta) \mathscr{N}
\end{array}\right)\binom{\tilde{\mathrm{v}}_{\perp,+}}{\tilde{\mathrm{v}}_{\perp,-}}=0
$$

where $\sigma$ is the eigenvalue parameter, $\alpha$ and $\beta$ are real constants characterizing the relative magnitude of the velocity and magnetic field. The 2 -vector functions $\tilde{\mathbf{v}}_{\perp, \pm}$ are the horizontal components of $\tilde{\mathbf{v}}_{ \pm}=\mathbf{v} \pm \mathbf{b}$, where $\mathbf{v}$ is the plasma velocity and $\mathbf{b}$ is the magnetic field. The angular variable $\psi$ is the independent variable, and therefore the periodic boundary conditions

$$
\binom{\tilde{\mathbf{v}}_{1,+}}{\tilde{\mathbf{v}}_{\perp,-}}(0)=\binom{\tilde{\mathbf{v}}_{1,+}}{\tilde{\mathbf{v}}_{\perp,-}}(2 \pi)
$$

have to be imposed. Finally,

$$
\mathscr{N}=\left(\begin{array}{cc}
0 & -\frac{1-\delta^{2}}{\rho^{2}(1-\delta \cos 2 \psi)+1-\delta^{2}} \\
1 & \frac{\delta \rho^{2} \sin 2 \psi}{\rho^{2}(1-\delta \cos 2 \psi)+1-\delta^{2}}
\end{array}\right)
$$

where $\rho \in(0, \infty)$ is the radial variable, which is fixed here, and $\delta \in[0,1)$ is the ellipticity parameter of the elliptic flow. Lifschitz states that for $|\alpha| \neq|\beta|$ the spectrum is discrete but that the classical arguments of Birkhoff and Langer are not applicable to this problem since the eigenvalues are not asymptotically simple. Hence the author was not able to prove completeness of the system of corresponding eigenfunctions. Here, as with any non-self-adjoint problem, associated functions can occur, and it is very difficult to show that the eigenvalues are algebraically simple or at least that the algebraic multiplicity coincides with the geometric multiplicity, which would guarantee that there are no associated functions.

However, we shall show that the system of eigenfunctions and associated functions is complete. To this end, we introduce the vector function

$$
y=\binom{(\alpha-\beta) \tilde{\mathbf{v}}_{1,+}}{(\alpha+\beta) \tilde{\mathbf{v}}_{1,-}}
$$

and the eigenvalue problem becomes

$$
\begin{equation*}
y^{\prime}-\left(\sigma A_{1}+A_{0}\right) y=0, \quad y(0)=y(2 \pi) \tag{10.9.1}
\end{equation*}
$$

where

$$
A_{1}=-\left(\begin{array}{cc}
\frac{1}{\alpha-\beta} I_{2} & 0 \\
0 & \frac{1}{\alpha+\beta} I_{2}
\end{array}\right), \quad A_{0}=-\left(\begin{array}{cc}
\mathscr{N} & \mathscr{N} \\
\mathscr{N} & \mathscr{N}
\end{array}\right)
$$

and $A_{0}$ depends continuously on $\psi$.
The matrices $\Delta(\sigma)$ are of the form $\operatorname{diag}\left(I_{2}, 0\right)$ and $\operatorname{diag}\left(0, I_{2}\right)$ if $|\beta|>|\alpha|$ and $I_{4}$ and 0 if $|\beta|<|\alpha|$. Since $W^{(0)}=-W^{(2 \pi)}=I_{4}$ if writing the boundary conditions in the form $W^{0} y(0)+W^{2 \pi}(2 \pi)=0$, it is immediately clear that all Birkhoff matrices are invertible. Hence this problem is Birkhoff regular, and it follows from Theorem 5.3.2 that every function in $\left(L_{2}(0,2 \pi)\right)^{4}$ is expandable into eigenfunctions and associated functions of this problem.

The above result shows that the system of eigenvectors and associated vectors is complete, and from Proposition 1.10 .5 we know that it is also minimal. Hence the existence of at least one associated function would imply that the system of eigenvectors would not be complete.

Now we are going to investigate the case of circular flow, i. e., $\delta=0$, where a fundamental system and the eigenvalues can be calculated explicitly. Writing

$$
a:=\frac{1}{\alpha-\beta}, \quad b:=\frac{1}{\alpha+\beta}, \quad c:=\frac{1}{\sqrt{\rho^{2}+1}}
$$

a straightforward calculation shows that

$$
p(\sigma, \lambda)=\operatorname{det}\left(\sigma A_{1}+A_{0}-\lambda\right)=(\sigma a+\lambda)^{2}(\sigma b+\lambda)^{2}+c^{2}(\sigma(a+b)+2 \lambda)^{2}
$$

The matrix $\sigma A_{1}+A_{0}$ is similar to an upper triangular matrix, and therefore the fundamental matrix $Y(\psi)$ of (10.9.1) is similar to an upper triangular matrix with diagonal elements $\exp \left(\lambda_{1} \psi\right), \ldots, \exp \left(\lambda_{4} \psi\right)$, where $\lambda_{j}=\lambda_{j}(\sigma), j=1, \ldots, 4$, are the four zeros of $p(\sigma, \lambda)$. Hence $\sigma$ is an eigenvalue of (10.9.1) if and only if $\lambda_{j}(\sigma) \in i \mathbb{Z}$ for some $j$, i. e., $p(\sigma, i k)=0$ for at least one $k \in \mathbb{Z}$.

We want to investigate if and when there exist eigenvalues with associated functions. So let $\sigma$ be an eigenvalue of (10.9.1). Then the above considerations shows that the geometric multiplicity of $\sigma$, i. e., the defect of $Y(\sigma, 2 \pi)-Y(\sigma, 0)$, is at least as large as the number of different integers $k$ such that $p(\sigma, i k)=0$.

On the other hand, the algebraic multiplicity of the eigenvalue $\sigma$ is the multiplicity of the zero of

$$
\operatorname{det}(Y(\tau, 2 \pi)-Y(\tau, 0))=\prod_{j=1}^{4}\left(\exp \left(2 \pi \lambda_{j}(\tau)\right)-1\right)
$$

at $\tau=\sigma$. If $\exp \left(2 \pi \lambda_{j}(\sigma)\right)=1$ for some $j$, then $\lambda_{j}(\sigma)=i k$ for some integer $k$, and thus

$$
\frac{\lambda_{j}(\tau)-i k}{\exp \left(2 \pi \lambda_{j}(\tau)\right)-1} \rightarrow \frac{1}{2 \pi} \text { as } \tau \rightarrow \sigma .
$$

This shows that the algebraic multiplicity of the eigenvalue $\sigma$ equals the sum of the multiplicities of the zeros of

$$
\prod_{j=1}^{4}\left(\lambda_{j}(\tau)-i k\right)=p(\tau, i k)
$$

at $\tau=\sigma$, the summation being over all integers $k$.
Therefore, the geometric multiplicity of the eigenvalue $\sigma$ equals its algebraic multiplicity if for any $k$ for which $p(\sigma, i k)=0, \sigma$ is a simple zero. In other words, if there exist associated functions for the problem (10.9.1), there must be an integer $k$ and a complex number $\sigma$ which is a multiple zero of $p(\sigma, i k)$.

Obviously, $p(\sigma, \lambda)=0$ if and only if

$$
\begin{equation*}
(\sigma a+\lambda)(\sigma b+\lambda)=i \varepsilon_{1} c(\sigma(a+b)+2 \lambda), \varepsilon_{1}=-1,1, \tag{10.9.2}
\end{equation*}
$$

i. e., with $\lambda=i k$,

$$
\begin{equation*}
\sigma=-i \frac{a+b}{2 a b}\left(k-\varepsilon_{1} c\right) \pm \frac{i}{2 a b} \sqrt{(a-b)^{2}\left(k^{2}-2 \varepsilon_{1} c k\right)+c^{2}(a+b)^{2}} . \tag{10.9.3}
\end{equation*}
$$

Hence $p(\sigma, i k)$ has a multiple zero if and only if $\sigma$ satisfies (10.9.2) for $\varepsilon_{1}=-1$ and $\varepsilon_{1}=1$ or if $(a-b)^{2}\left(k^{2}-2 \varepsilon_{1} c k\right)+c^{2}(a+b)^{2}=0$.

The first case occurs if and only if both sides of (10.9.2) are zero, which is satisfied if and only if $\sigma=0$ and $k=0$ or $a=b$ and $\sigma=-i \frac{k}{a}, k \in \mathbb{Z}$. We observe that

$$
\begin{aligned}
p(\sigma, 0) & =a^{2} b^{2} \sigma^{4}+c^{2} \sigma^{2}(a+b)^{2} \\
& =\sigma^{2}\left(a^{2} b^{2} \sigma^{2}+c^{2}(a+b)^{2}\right) .
\end{aligned}
$$

Hence, if $a+b \neq 0$, then $\sigma=0$ is a double zero for $k=0$. But

$$
A_{0}=-\left(\begin{array}{cc}
\mathscr{N} & \mathscr{N} \\
\mathscr{N} & \mathscr{N}
\end{array}\right)=-\frac{1}{2}\left(\begin{array}{cc}
I_{2} & I_{2} \\
-I_{2} & I_{2}
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
0 & 2 \mathscr{N}
\end{array}\right)\left(\begin{array}{cc}
I_{2} & -I_{2} \\
I_{2} & I_{2}
\end{array}\right)
$$

shows that $A_{0}$ is diagonalizable since $\mathscr{N}$ is diagonalizable, and 0 is a double eigenvalue of $A_{0}$. Thus $Y(2 \pi)-Y(0)$ for $\sigma=0$ and $k=0$ has defect 2 , and therefore $\sigma=0$ has no associated functions if $a+b \neq 0$.

If $a+b=0$, then $\sigma=0$ has algebraic multiplicity 4 , but $Y(2 \pi)-Y(0)$ is similar to

$$
\operatorname{diag}(0,0, \exp (4 \pi i c)-1, \exp (4 \pi i c)-1)
$$

which has geometric multiplicity 4 if $c=\frac{1}{2}$, i. e., $\rho=\sqrt{3}$, and geometric multiplicity 2 for all other $\rho>0$. As $a+b=0$ occurs if and only if $\alpha=0$, it follows that for $\alpha=0$ and $\rho \neq \sqrt{3}$ there are associated functions.

Now let $a=b$, i. e., $\beta=0$. Then

$$
\begin{aligned}
p(\sigma, i k) & =(\sigma a+i k)^{4}+4 c^{2}(\sigma a+i k)^{2} \\
& =(\sigma a+i k)^{2}\left((\sigma a+i k)^{2}+4 c^{2}\right)
\end{aligned}
$$

i. e., $\sigma=-i \frac{k}{a}$ is a double zero. But, for $a=b$,

$$
\begin{aligned}
-i \frac{k}{a} A_{1}+A_{0} & =-\left(\begin{array}{cc}
-i k I_{2}+\mathscr{N} & \mathscr{N} \\
\mathscr{N} & -i k I_{2}+\mathscr{N}
\end{array}\right) \\
& =-\frac{1}{2}\left(\begin{array}{cc}
I_{2} & I_{2} \\
-I_{2} & I_{2}
\end{array}\right)\left(\begin{array}{cc}
-i k I_{2} & 0 \\
0 & -i k I_{2}+2 \mathscr{N}
\end{array}\right)\left(\begin{array}{cc}
I_{2} & -I_{2} \\
I_{2} & I_{2},
\end{array}\right)
\end{aligned}
$$

and it clearly follows that $Y(2 \pi)-Y(0)$ has defect (at least) 2 . Hence the algebraic and geometric multiplicities coincide.

If $(a-b)^{2}\left(k^{2}-2 \varepsilon_{1} c k\right)+c^{2}(a+b)^{2}=0$, we have already covered the case $a+b=0$ and $k=0$. For $a+b=0$, it remains the case $k=2 \epsilon_{1} c$, i. e., $c=\frac{1}{2}$ and $k=\varepsilon_{1}$. Then

$$
\begin{aligned}
p(\sigma, i k) & =p\left(\sigma, i \varepsilon_{1}\right)=\left(\sigma a+i e_{1}\right)^{2}\left(-\sigma a+i \varepsilon_{1}\right)^{2}-1 \\
& =\left(a^{2} \sigma^{2}-1\right)^{2}-1 \\
& =a^{2} \sigma^{2}\left(a^{2} \sigma^{2}-2\right)
\end{aligned}
$$

Again, $\sigma=0$ is a double eigenvalue, and we have already seen above that in this case the geometric multiplicity is at least 2 . Hence there are no associated functions in this case.

Finally, for $a+b \neq 0,(a-b)^{2}\left(k^{2}-2 \varepsilon_{1} c k\right)+c^{2}(a+b)^{2}=0$ can only be satisfied if $k=\varepsilon_{1}$, i. e.,

$$
(a-b)^{2}(1-2 c)+c^{2}(a+b)^{2}=0
$$

or

$$
\begin{equation*}
c^{2}+(1-2 c)\left(\frac{\beta}{\alpha}\right)^{2}=0 \tag{10.9.4}
\end{equation*}
$$

Since $0<c<1$, it is easy to see that this case occurs if and only if $|\beta|>|\alpha|$. From (10.9.3) we obtain that $\sigma=-i \frac{a+b}{2 a b} \varepsilon_{1}(1-c)$, and therefore, after some straightforward calculations,

$$
p(\sigma, \lambda)=\left(\lambda^{2}-2 i \lambda \varepsilon_{1} \frac{1-2 c}{1-c}-1+2 c\right)^{2}+4 c^{2}\left(-i \varepsilon_{1} \frac{1-2 c}{1-c}+\lambda\right)^{2} .
$$

In case $\varepsilon_{1}=1$ the four solutions $\lambda$ of $p(\sigma, \lambda)=0$ are $i, i\left(1-\frac{2 c^{2}}{1-c}\right), i\left(1-\frac{2 c}{1-c}\right)$, $i(2 c-1)$, and only one of them belongs to $i \mathbb{Z}$ (note that $\frac{1}{2}<c<1$ due to (10.9.4)). Hence $\sigma$ is an eigenvalue of algebraic multiplicity 2 and geometric multiplicity 1 , and associated vectors occur.

To summarize, we have shown that in case $\delta=0$ there are associated functions if and only if $|\alpha|<|\beta|$.

## Appendix A

## EXPONENTIAL SUMS

## A.1. The convex hull of sums of complex numbers

Let $n \in \mathbb{N} \backslash\{0\}$. We consider sets $\mathscr{P}_{1}, \ldots, \mathscr{P}_{n} \subset \mathbb{C}$ with the property that, for each $j \in\{1, \ldots, n\}, 0 \in \mathscr{P}_{j}$ and there is a number $c_{j} \in \mathscr{P}_{j}$ such that $c_{j} \neq 0$ and $\mathscr{P}_{j} \subset \overline{0, c_{j}}$. We set

$$
\begin{equation*}
\mathscr{E}:=\left\{\sum_{j=1}^{n} z_{j}: z_{j} \in \mathscr{P}_{j}, j=1, \ldots, n\right\} \tag{A.1.1}
\end{equation*}
$$

Let $\mathscr{P}$ be the convex hull of $\mathscr{E}$.
Obviously, there is a natural number $m$ with $1 \leq m \leq n$ such that the points of $\mathscr{P}_{1}, \ldots, \mathscr{P}_{n}$ lie on $m$ different lines $g_{1}, \ldots, g_{m}$ with $0 \in g_{j}(j=1, \ldots, m)$. We have $g_{j}=\mathbb{R} e^{i \varphi_{j}}$, where we may assume without loss of generality that $0 \leq \varphi_{1}<$ $\varphi_{2}<\cdots<\varphi_{m}<\pi$. For $l \in \mathbb{Z} \backslash\{0\}$ and $j \in\{1, \ldots, m\}$ we set $\varphi_{l m+j}:=\varphi_{j}+l \pi$ and $g_{l m+j}:=g_{j}$. Then $\varphi_{k}<\varphi_{k+1}$ and $\varphi_{k+m}=\varphi_{k}+\pi$ hold for all $k \in \mathbb{Z}$. For $j \in \mathbb{Z}$ we set

$$
a_{j}:=\sum_{\substack{k=1 \\ \\ c_{k} \\ \\ \hline \\ \hline \\ \hline}}
$$

Then

$$
e^{-i \varphi_{j}} a_{j+m} \leq 0 \leq e^{-i \varphi_{j}} a_{j}
$$

Since there is at least one $k \in\{1, \ldots, n\}$ with $c_{k} \in g_{j} \backslash\{0\}$, we have $a_{j+m} \neq 0$ or $a_{j} \neq 0$. Hence $a_{j+m}-a_{j} \neq 0$.

For $j \in \mathbb{Z}$ we set

$$
\mathscr{E}^{j}:=\left\{\sum_{\substack{k=1 \\ c_{k} \in g_{j}}}^{n} z_{k}: z_{k} \in \mathscr{P}_{k}, k=1, \ldots, n\right\}
$$

Note that $a_{j+2 m}=a_{j}$ and $\mathscr{E}^{j+m}=\mathscr{E}^{j}$ for all $j \in \mathbb{Z}$.

Proposition A.l.1. For each $j \in \mathbb{Z}$ we have $\mathscr{E}^{j} \subset \mathscr{E}$, and the line segment $\overline{a_{j}, a_{j+m}}$ is the convex hull of $\mathscr{E}^{j}$. Let $z_{k} \in \overline{0, c_{k}}\left(k=1, \ldots, n ; c_{k} \in g_{j}\right)$ and

$$
\sum_{\substack{k=1 \\ c_{k} \in g_{j}}}^{n} z_{k}=a_{j}
$$

Then
(A.1.2)

$$
z_{k}= \begin{cases}c_{k} & \text { if } c_{k} \in \mathbb{R}_{+} e^{i \varphi_{j}} \\ 0 & \text { if } c_{k} \in \mathbb{R}_{-} e^{i \varphi_{j}}\end{cases}
$$

Proof. Let $j \in \mathbb{Z}$. The statement $\mathscr{E}^{j} \subset \mathscr{E}$ is obvious since $0 \in \mathscr{P}_{k}$ for all $k \in$ $\{1, \ldots, n\}$.

From $g_{j}=\mathbb{R} e^{i \varphi_{j}}$ we immediately infer

$$
a_{j}=\sum_{\substack{k=1 \\ c_{k} \in \mathbb{R}_{+} e^{i \varphi_{j}}}}^{n} c_{k} \in \mathscr{E}^{j} \quad \text { and } \quad a_{j+m}=\sum_{\substack{k=1 \\ c_{k} \in \mathbb{R}_{-} e^{i \varphi_{j}}}}^{n} c_{k} \in \mathscr{E}^{j}
$$

Hence $\overline{a_{j}, a_{j+m}}$ is a subset of the convex hull of $\mathscr{E}^{j}$.
Now let $z \in \mathscr{E}^{j}$. Then there are $z_{k} \in \mathscr{P}_{k}\left(k=1, \ldots, n ; c_{k} \in g_{j}\right)$ such that

$$
z=\sum_{\substack{k=1 \\ c_{k} \in g_{j}}}^{n} z_{k}
$$

For $c_{k} \in \mathbb{R}_{+} e^{i \varphi_{j}}$ we have $e^{-i \varphi_{j}} z_{k} \in\left[0, e^{-i \varphi_{j}} c_{k}\right]$ and for $c_{k} \in \mathbb{R}_{-} e^{i \varphi_{j}}=\mathbb{R}_{+} e^{i \varphi_{j+m}}$ we have $e^{-i \varphi_{j}} z_{k} \in\left[e^{-i \varphi_{j}} c_{k}, 0\right]$ since $\mathscr{P}_{k} \subset \overline{0, c_{k}}$. Hence

$$
e^{-i \varphi_{j}} a_{j+m} \leq \sum_{\substack{k=1 \\ c_{k} \in \mathbb{R}_{-} e^{i \varphi_{j}}}}^{n} e^{-i \varphi_{j}} z_{k} \leq e^{-i \varphi_{j}} \leq \sum_{\substack{k=1 \\ c_{k} \in \mathbb{R}_{+} e^{i \varphi_{j}}}}^{n} e^{-i \varphi_{j}} z_{k} \leq e^{-i \varphi_{j}} a_{j}
$$

which proves $z \in \overline{a_{j}, a_{j+m}}$ and $z=a_{j}$ if and only if (A.1.2) holds.
Proposition A.1.2. The convex hull $\mathscr{P}$ of $\mathscr{E}$ is

$$
\mathscr{P}=\sum_{j=1}^{m} \overline{a_{j}, a_{j+m}} .
$$

Proof. The definitions of $\mathscr{E}$ and $\mathscr{E}^{j}$ immediately yield

$$
\mathscr{E}=\sum_{j=1}^{m} \mathscr{E}^{j}
$$

Hence

$$
\operatorname{cv} \mathscr{E}=\sum_{j=1}^{m} \operatorname{cv} \mathscr{E}^{j}
$$

where cv denotes the convex hull. An application of Proposition A.1.1 completes the proof.

For $j \in \mathbb{Z}$ we set

$$
b_{j}:=\sum_{k=j}^{j+m-1} a_{k} \in \mathscr{E} .
$$

Note that $b_{j+1}-b_{j}=a_{j+m}-a_{j} \neq 0$. The definition of the $a_{k}$ yields

$$
b_{j}=\sum_{k=j}^{j+m-1} \sum_{\substack{v=1 \\ c_{v} \in \mathbb{R}_{+} e^{i i_{k}}}}^{n} c_{v}
$$

Since $c_{v} \in \mathbb{R}_{+} e^{i \varphi_{k}}$ holds for some $k \in\{j, \ldots, j+m-1\}$ if and only if arg $c_{v}-\varphi_{j} \in$ $[0, \pi) \bmod (2 \pi)$, we obtain the representation

$$
\begin{equation*}
b_{j}=\sum_{\substack{v=1 \\ \varphi_{j} \leq \arg =c_{v}<\varphi_{j}+\pi}}^{n} c_{v} . \tag{A.1.3}
\end{equation*}
$$

Theorem A.1.3. i) $\mathscr{P}$ is a convex polygon with $2 m$ vertices, the set of the vertices of $\mathscr{P}$ is

$$
\widetilde{\mathscr{E}}=\left\{b_{j}: j=1, \ldots, 2 m\right\},
$$

and the boundary of $\mathscr{P}$ is

$$
\partial \mathscr{P}=\bigcup_{j=1}^{2 m} \overline{b_{j}, b_{j+1}} .
$$

ii) Let $j \in\{1, \ldots, 2 m\}, z_{k} \in \overline{0, c_{k}}(k=1, \ldots, n)$ and $z=\sum_{k=1}^{n} z_{k}$. Then $z \in \overline{b_{j}, b_{j+1}}$ if and only if for all $l \in\{j+1, \ldots, j+m-1\}$ and all $k \in\{1, \ldots, n\}$ with $c_{k} \in g_{l}$

$$
z_{k}= \begin{cases}c_{k} & \text { if } c_{k} \in \mathbb{R}_{e} e^{i \varphi_{l}}, \\ 0 & \text { if } c_{k} \in \mathbb{R}_{-} e^{i \varphi_{l}} .\end{cases}
$$

iii) The representation of $b_{j}(j=1, \ldots, 2 m)$ as an element of $\mathscr{E}$ is unique.

Proof. For $m=1$ we have $\mathscr{E}=\mathscr{E}^{1}, b_{1}=a_{1}$ and $b_{2}=a_{2}$. In this case the assertion of Theorem A.1.3 follows from Proposition A.1.1.

Now let $m \geq 2$.i) We set

$$
H_{j}:=\left\{z \in \mathbb{C}: \mathfrak{I}\left(\left(z-b_{j}\right) \overline{\left(b_{j+1}-b_{j}\right)}\right) \geq 0\right\} \quad(j=1, \ldots, 2 m)
$$

and

$$
H:=\bigcap_{j=1}^{2 m} H_{j} .
$$

We assert that
(A.1.4)

$$
\mathscr{P}=H
$$

and

$$
\begin{equation*}
\partial \mathscr{P}=\bigcup_{j=1}^{2 m} \overline{b_{j}, b_{j+1}} \tag{A.1.5}
\end{equation*}
$$

First we shall prove that

$$
\begin{equation*}
\mathscr{E} \subset H_{j} \tag{A.1.6}
\end{equation*}
$$

holds for $j=1, \ldots, 2 m$. For this let $j \in\{1, \ldots, 2 m\}$ and $z \in \mathscr{E}$. Then there are $z_{k} \in \mathscr{P}_{k}(k=1, \ldots, n)$ such that

$$
z=\sum_{k=1}^{n} z_{k}=\sum_{l=j}^{j+m-1} \sum_{\substack{k=1 \\ c_{k} \in g_{l}}}^{n} z_{k}
$$

For $l \in \mathbb{Z}$ we set

$$
d_{l}:=\sum_{\substack{k=1 \\ c_{k} \in g_{l}}}^{n} z_{k}
$$

Then $d_{l} \in \mathscr{E} l$ and
(A.1.7)

$$
z=\sum_{l=j}^{j+m-1} d_{l}
$$

Since $d_{l} \in \overline{a_{l}, \overline{a_{l+m}}}$ by Proposition A.1.1, $\left(d_{l}-a_{l}\right) e^{-i \varphi_{l+m}} \geq 0$. Hence

$$
\begin{align*}
\left(z-b_{j}\right) & \overline{\left(b_{j+1}-b_{j}\right)}=\sum_{l=j}^{j+m-1}\left(d_{l}-a_{l}\right) \overline{\left(a_{j+m}-a_{j}\right)}  \tag{A.1.8}\\
& =\sum_{l=j}^{j+m-1}\left|d_{l}-a_{l}\right| e^{i \varphi_{l+m}}\left|a_{j+m}-a_{j}\right| e^{-i \varphi_{j+m}}
\end{align*}
$$

From $\varphi_{j+m}<\varphi_{l+m}<\varphi_{j+m}+\pi$ for $l=j+1, \ldots, j+m-1$ we infer that $\mathfrak{J}\left(\left(z-b_{j}\right) \overline{\left(b_{j+1}-b_{j}\right)}\right) \geq 0$ and
(A.1.9) $\quad \mathfrak{J}\left(\left(z-b_{j}\right) \overline{\left(b_{j+1}-b_{j}\right)}\right)=0 \Leftrightarrow \forall l \in\{j+1, \ldots, j+m-1\} d_{l}=a_{l}$.

This proves (A.1.6). Thus we obtain

## (A.1.10)

$$
\mathscr{P} \subset H
$$

since $H_{j}$ is a convex set for each $j=1, \ldots, 2 m$.

Now we shall prove that

$$
\begin{equation*}
\partial H=\bigcup_{j=1}^{2 m} \overline{b_{j}, b_{j+1}} . \tag{A.1.11}
\end{equation*}
$$

Since $H$ is closed, $z \in \partial H$ holds if and only if $z \in H$ and $z \in \partial H_{j}$ for at least one $j \in\{1, \ldots, 2 m\}$. From (A.1.10) we infer $b_{j} \in H$ for $j \in \mathbb{Z}$. The convexity of $H$ implies $\overline{b_{j}, b_{j+1}} \subset H$ for $j=1, \ldots, 2 m$. Since the boundary of $H_{j}$ is the straight line consisting of those complex numbers $z$ for which $\mathfrak{I}\left(\left(z-b_{j}\right) \overline{\left(b_{j+1}-b_{j}\right)}\right)=0$, we obtain $\overline{b_{j}, b_{j+1}} \subset \partial H_{j}$ for $j=1, \ldots, 2 m$. This proves

$$
\partial H \supset \bigcup_{j=1}^{2 m} \overline{b_{j}, b_{j+1}}
$$

Conversely, let $z \in \partial H$. Then there is a $j \in\{1, \ldots, 2 m\}$ such that $z \in \partial H_{j}$. Since $\partial H_{j}$ is a straight line with $b_{j}, b_{j+1} \in \partial H_{j}$, there is a $t \in \mathbb{R}$ with $z=(1-t) b_{j}+$ $t b_{j+1}$. Then

$$
\begin{aligned}
\left(z-b_{j+1}\right) \overline{\left(b_{j+2}-b_{j+1}\right)} & =(1-t)\left(b_{j}-b_{j+1}\right) \overline{\left(b_{j+2}-b_{j+1}\right)} \\
& =(1-t)\left|a_{j}-a_{j+m}\right| e^{i \varphi_{j}}\left|a_{j+1}-a_{j+m+1}\right| e^{-i \varphi_{j+m+1}}
\end{aligned}
$$

We have $0<\varphi_{j+1}-\varphi_{j}<\pi$ because of $m \geq 2$. Then

$$
\varphi_{j}-\varphi_{j+m+1}=-\left(\varphi_{j+1}-\varphi_{j}\right)-\pi
$$

implies

$$
-2 \pi<\varphi_{j}-\varphi_{j+m+1}<-\pi
$$

We have $a_{j} \neq a_{j+m}, a_{j+1} \neq a_{j+m+1}$, and $\mathfrak{I}\left(\left(z-b_{j+1}\right) \overline{\left(b_{j+2}-b_{j+1}\right)}\right) \geq 0$ since $z \in$ $H_{j+1}$. A comparison of the imaginary parts of the above equation yields $1-t \geq 0$. Analogously we consider

$$
\begin{aligned}
\left(z-b_{j}\right) \overline{\left(b_{j}-b_{j-1}\right)} & =t\left(b_{j+1}-b_{j}\right) \overline{\left(b_{j}-b_{j-1}\right)} \\
& =t\left|a_{j}-a_{j+m}\right| e^{i \varphi_{j+m} \mid a_{j-1}}-a_{j+m-1} \mid e^{-i \varphi_{j+m-1}}
\end{aligned}
$$

Because of

$$
\left(z-b_{j}\right) \overline{\left(b_{j}-b_{j-1}\right)}=\left(z-b_{j-1}\right) \overline{\left(b_{j}-b_{j-1}\right)}-\left(b_{j}-b_{j-1}\right) \overline{\left(b_{j}-b_{j-1}\right)}
$$

we have

$$
\mathfrak{I}\left(\left(z-b_{j}\right) \overline{\left(b_{j}-b_{j-1}\right)}\right)=\mathfrak{I}\left(\left(z-b_{j-1}\right) \overline{\left(b_{j}-b_{j-1}\right)}\right) \geq 0
$$

since $z \in H_{j-1}$. From $0<\varphi_{j+m}-\varphi_{j+m-1}<\pi, a_{j} \neq a_{j+m}$ and $a_{j-1} \neq a_{j+m-1}$ we infer $t \geq 0$. Thus $t \in[0,1]$ which implies $z \in \overline{b_{j}, b_{j+1}}$. This proves (A.1.11).

Let $r:=\max \left\{\left|b_{j}\right|: j=1, \ldots, 2 m\right\}$ and $U:=\{z \in \mathbb{C}:|z|>r\}$. Since $H_{1}$ is a half-plane, we have $U \not \subset H_{1}$ and hence $U \not \subset H$. From (A.1.11) we know $U \cap \partial H=\emptyset$. Hence the set $U \cap H$ has no boundary point in $U$. Since $U$ is connected, $U \cap H=\emptyset$. This proves that $H$ is bounded and hence compact.

Now we shall prove that

$$
\begin{equation*}
H \subset \mathscr{P} . \tag{A.1.12}
\end{equation*}
$$

Assume that (A.1.12) is false. Then there is a number $z_{0} \in H \backslash \mathscr{P}$. For $t \in \mathbb{R}$ we set $\alpha(t)=t z_{0}+(1-t) c_{1}$. Since $\alpha(0)=c_{1} \in \mathscr{P}$ and $\alpha(1)=z_{0} \notin \mathscr{P}$, the convexity of $\mathscr{P}$ implies that

$$
\begin{equation*}
\left\{t z_{0}+(1-t) c_{1}: t \geq 1\right\} \cap \mathscr{P}=\emptyset . \tag{A.1.13}
\end{equation*}
$$

On the other hand the compactness of $H$ implies

$$
z_{0} \in\left\{t z_{0}+(1-t) c_{1}: t \geq 1\right\} \not \subset H .
$$

Hence there is a $t \geq 1$ with $z:=t z_{0}+(1-t) c_{1} \in \partial H$. According to (A.1.13), $z \notin \mathscr{P}$. This is a contradiction since (A.1.11) yields $\partial H \subset \mathscr{P}$. Now (A.1.10), (A.1.11) and (A.1.12) prove (A.1.4) and (A.1.5).

Since $\mathscr{P}=H$ is the intersection of $2 m$ half-spaces, $\mathscr{P}$ is a convex polygon. The representation (A.1.5) of the boundary of $\mathscr{P}$ immediately implies that $\widetilde{\mathscr{E}} \subset$ $\left\{b_{j}: j=1, \ldots, 2 m\right\}$. For $j \in\{1, \ldots, 2 m\}$ and $k \in\{j+2, \ldots, j+m\}$ we have

$$
b_{k}=\sum_{l=k}^{k+m-1} a_{l}=\sum_{l=j}^{k-1} a_{l+m}+\sum_{l=k}^{j+m-1} a_{l} .
$$

The summand for $l=j+1$ on the right hand side is $a_{j+m+1}$. As $a_{j+m+1} \neq a_{j+1}$, we infer from (A.1.9) that $b_{k}$ does not lie on the straight line through the points $b_{j}$ and $b_{j+1}$. For $k \in\{j+m+1, \ldots, j+2 m-1\}$ we have

$$
b_{k}=\sum_{l=k}^{k+m-1} a_{l}=\sum_{l=k-m}^{k-1} a_{l+m}=\sum_{l=j}^{k-m-1} a_{l}+\sum_{l=k-m}^{j+m-1} a_{l+m} .
$$

The summand for $l=j+m-1$ on the right hand side is $a_{j-1}$. As $a_{j-1} \neq a_{j+m-1}$, we infer from (A.1.9) that $b_{k}$ does not lie on the straight line through the points $b_{j}$ and $b_{j+1}$. We have proved that no three points of $\left\{b_{1}, \ldots, b_{2 m}\right\}$ lie on a straight line. This proves that each $b_{j}$ is a vertex of $\mathscr{P}$.
ii) Let $z_{k} \in \overline{0, c_{k}}$ and $z=\sum_{k=1}^{n} z_{k}$. Then, by (A.1.9), $z \in \overline{b_{j}, b_{j+1}}$ if and only if

$$
\begin{equation*}
\sum_{\substack{k=1 \\ c_{k} \in g_{l}}}^{n} z_{k}=a_{l} \tag{A.1.14}
\end{equation*}
$$

for $l=j+1, \ldots, j+m-1$. The application of the last statement of Proposition (A.1.1) completes the proof of ii).
iii) If in ii) additionally $z=b_{j}$, then (A.1.8) and (A.1.9) yield that (A.1.14) also holds for $l=j$. Again by Proposition A.1.1 we infer that all $z_{k}(k=1, \ldots, n)$ are uniquely determined by $z=b_{j}$.
COROLLARY A.1.4. For all $j \in\{1, \ldots, 2 m\}$ we have

$$
\overline{b_{j}, b_{j+1}} \cap \mathscr{E}=b_{j}-a_{j}+\mathscr{E}^{j}
$$

Proof. Let $z \in \mathscr{E}$. Then we have the representation $z=\sum_{k=1}^{n} z_{k}$, where $z_{k} \in \mathscr{P}_{k} \subset$ $\overline{0, c_{k}}$. From Theorem A.1.3ii) we infer that $z \in \overline{b_{j}, b_{j+1}} \cap \mathscr{E}$ if and only if

$$
\begin{aligned}
z & =\sum_{l=j+1}^{j+m-1} \sum_{\substack{k=1 \\
c_{k} \in \mathbb{R}_{+} e^{i \varphi_{l}}}}^{n} c_{k}+\sum_{\substack{k=1 \\
c_{k} \in g_{j}}}^{n} z_{k} \\
& =b_{j}-a_{j}+\sum_{\substack{k=1 \\
c_{k} \in g_{j}}}^{n} z_{k}
\end{aligned}
$$

From the definition of $\mathscr{E}^{j}$ we immediately infer that $z \in \overline{b_{j}, b_{j+1}} \cap \mathscr{E}$ if and only if $z \in b_{j}-a_{j}+\mathscr{E}^{j}$.
REMARK A.1.5. Since $b_{j+1}-b_{j}=a_{j+m}-a_{j}$ and $b_{j+m-1}-b_{j+m}=a_{j}-a_{j+m}$ for $j=1, \ldots, m$, the line segments $\overline{b_{j}, b_{j+1}}$ and $\overline{b_{j+m}, b_{j+m+1}}$ are parallel to $g_{j}$ and have the length $\left|a_{j+m}-a_{j}\right|$.
Proposition A.1.6. Assume in addition that for each $j \in\{1, \ldots, n\}$ the points 0 and $c_{j}$ are no accumulation points of $\mathscr{P}_{j}$. Then for each $j \in\{1, \ldots, 2 m\}$ the set $\mathscr{E} \backslash \overline{b_{j}, b_{j+1}}$ has no accumulation point in $\overline{b_{j}, b_{j+1}}$.
Proof. First we shall prove for each $j \in\{1, \ldots, n\}$ that the point $a_{j}$ is no accumulation point of $\mathscr{E}^{j}$. For this let $\left(z_{k}\right)_{k \in \mathbb{N}}$ be a sequence in $\mathscr{E}^{j}$ such that $z_{k} \rightarrow a_{j}$ as $k \rightarrow \infty$. Then there are $z_{k, l} \in \mathscr{P}_{l}$ such that

$$
z_{k}=\sum_{\substack{l=1 \\ c_{l} \in g_{j}}}^{n} z_{k, l}
$$

Since every term on the right hand side of

$$
e^{-i \varphi_{j}}\left(z_{k}-a_{j}\right)=\sum_{\substack{l=1 \\ c_{l} \in \mathbb{R}_{+} e^{i \varphi_{j}}}}^{n}\left(e^{\left.-i \varphi_{j} z_{k, l}-e^{-i \varphi_{j}} c_{l}\right)+\sum_{\substack{l=1 \\ c_{l} \in \mathbb{R}_{-} e^{i \varphi_{j}}}}^{n} e^{-i \varphi_{j}} z_{k, l}}\right.
$$

is nonpositive, $z_{k} \rightarrow a_{j}$ as $k \rightarrow \infty$ implies $z_{k, l} \rightarrow c_{l}$ if $c_{l} \in \mathbb{R}_{+} e^{i \varphi_{j}}$ and $z_{k, l} \rightarrow 0$ if $c_{l} \in \mathbb{R}_{-} e^{i \varphi_{j}}$ as $k \rightarrow \infty$. Since 0 and $c_{l}$ are no accumulation points of $\mathscr{P}_{l}$, we have $z_{k, l}=c_{l}$ if $c_{l} \in \mathbb{R}_{+} e^{i \varphi_{j}}$ and $z_{k, l}=0$ if $c_{l} \in \mathbb{R}_{-} e^{i \varphi_{j}}$ for sufficiently large $k$. Hence $z_{k}=a_{j}$ if $k$ is sufficiently large. This proves that $a_{j}$ is an isolated point of $\mathscr{E} j$.

Now let $\left(z_{k}\right)_{k \in \mathbb{N}}$ be a sequence in $\mathscr{E}$ such that $z_{k} \rightarrow z$ as $k \rightarrow \infty$ for some $z \in \overline{b_{j}, b_{j+1}}$. According to (A.1.7) we write

$$
z_{k}=\sum_{l=j}^{j+m-1} d_{k, l} .
$$

Since $\mathfrak{I}\left(\left(z-b_{j}\right) \overline{\left(b_{j+1}-b_{j}\right)}\right)=0$, we have $\mathfrak{I}\left(\left(z_{k}-b_{j}\right) \overline{\left(b_{j+1}-b_{j}\right)}\right) \rightarrow 0$ as $k \rightarrow \infty$. Each term on the right hand side of (A.1.8) has a non-negative imaginary part. Thus (A.1.8) yields $d_{k, l} \rightarrow a_{l}$ for $k \rightarrow \infty$ and $l=j+1, \ldots, j+m-1$. The first part of the proof gives $d_{k, l}=a_{l}$ for $l=j+1, \ldots, j+m-1$ if $k$ is sufficiently large. Hence $z_{k} \in \overline{b_{j}, b_{j+1}}$ if $k$ is sufficiently large by Theorem A.1.3 ii). This proves that $\mathscr{E} \backslash \overline{b_{j}, b_{j+1}}$ has no accumulation point in $\overline{b_{j}, b_{j+1}}$.

Now we consider a special case. Let

$$
\omega_{j}:=\exp \left(2 \pi i \frac{j-1}{n}\right) \quad(j \in \mathbb{Z}),
$$

$c_{j}:=\omega_{j}, \mathscr{P}_{j}:=\left\{0, c_{j}\right\}(j=1, \ldots, n)$. For a finite subset $\theta$ of $\mathbb{Z}$ let

$$
\theta \omega:=\sum_{j \in \theta} \omega_{j} .
$$

Then

$$
\mathscr{E}=\{\theta \omega: \theta \subset\{1, \ldots, n\}\} .
$$

For $j \in \mathbb{Z}$ and $r \in \mathbb{N}$ we set

$$
\theta_{r}^{j}:=\{j, j+1, \ldots, j+r-1\} .
$$

For $\theta \subset\{1, \ldots, n\}$ and $\tilde{\theta} \subset \mathbb{Z}$ we write $\theta \sim \tilde{\theta}$ if $\# \theta=\# \tilde{\theta}$ and if for each $\vartheta \in \theta$ there is a $\tilde{\vartheta} \in \tilde{\theta}$ such that $\tilde{\vartheta}-\vartheta \in n \mathbb{Z}$.

THEOREM A.1.7. i) Let $n$ be even. Then the set of the vertices of $\mathscr{P}$ is

$$
\tilde{\mathscr{E}}=\left\{\theta_{\frac{n}{2}}^{j} \omega: j \in\{1, \ldots, n\}\right\} .
$$

Let $\theta \subset\{1, \ldots, n\}$. Then $\theta \omega \in \partial \mathscr{P}$ if and only if $\theta \sim \theta_{r}^{j}$ for some numbers $r \in\left\{\frac{n}{2}-1, \frac{n}{2}, \frac{n}{2}+1\right\}$ and $j \in\{1, \ldots, n\}$.
ii) Let $n$ be odd. Then the set of the vertices of $\mathscr{P}$ is

$$
\widetilde{\mathscr{E}}=\left\{\theta_{r}^{j} \omega: r \in\left\{\frac{n-1}{2}, \frac{n+1}{2}\right\}, j \in\{1, \ldots, n\}\right\}
$$

Let $\theta \subset\{1, \ldots, n\}$. Then $\theta \omega \in \partial \mathscr{P}$ if and only if $\theta \sim \theta_{r}^{j}$ for some $r \in\left\{\frac{n-1}{2}, \frac{n+1}{2}\right\}$ and $j \in\{1, \ldots, n\}$.

Proof. i) In this case, $m=\frac{n}{2}$ and $\varphi_{j}=2 \pi \frac{j-1}{n}$ for $j \in \mathbb{Z}$. Obviously,

$$
a_{j}=\omega_{j} \quad(j=1, \ldots, 2 m)
$$

Since

$$
b_{j}=\sum_{k \in \theta_{m}^{j}} \omega_{k}=\theta_{\frac{n}{2}}^{j} \omega \quad(j=1, \ldots, 2 m)
$$

Theorem A. 1.3 yields the representation of $\widetilde{\mathscr{E}}$.
Let $\theta \subset\{1, \ldots, n\}$ and set $\vartheta_{k}=1$ if $k \in \theta$ and $\vartheta_{k}=0$ if $k \in\{1, \ldots, n\} \backslash \theta$. Then

$$
\theta \omega=\sum_{k=1}^{n} \vartheta_{k} \omega_{k}
$$

According to Theorem A.1.3, $\theta \omega \in \partial P$ if and only if there is a number $j \in$ $\{1, \ldots, n\}$ such that for all $l \in\{j+1, \ldots, j+m-1\}$ we have $\vartheta_{k}=1$ if $k \in l+2 m \mathbb{Z}$ and $\vartheta_{k}=0$ if $k \in l+m+2 m \mathbb{Z}$. This holds if and only if there is a set $\tilde{\theta} \subset$ $\{j, \ldots, j+2 m-1\}$ with $\theta_{m-1}^{j+1} \subset \tilde{\theta} \subset \theta_{m+1}^{j}$ and $\theta \omega=\tilde{\theta} \omega$. This proves part i) because of

$$
\theta_{m-1}^{j+1} \subset \tilde{\theta} \subset \theta_{m+1}^{j} \Leftrightarrow \tilde{\theta} \in\left\{\theta_{\frac{n}{2}-1}^{j+1}, \theta_{\frac{n}{2}}^{j}, \theta_{\frac{n}{2}}^{j+1}, \theta_{\frac{n}{2}+1}^{j}\right\}
$$

$\theta_{\frac{n}{2}}^{n+1} \sim \theta_{\frac{n}{2}}^{1}$ and $\theta_{\frac{n}{2}-1}^{n+1} \sim \theta_{\frac{n}{2}-1}^{1}$.
ii) In this case, $m=n$ and $\varphi_{j}=\pi \frac{j-1}{n}$ for $j \in \mathbb{Z}$. Obviously,

$$
\begin{gathered}
a_{2 j-1}=\omega_{j} \quad(j=1, \ldots, m) \\
a_{2 j}=0 \quad(j=1, \ldots, m)
\end{gathered}
$$

and

$$
\begin{gathered}
\mathscr{E}^{2 j-1}=\left\{\omega_{j}, 0\right\} \quad\left(j=1, \ldots, \frac{m+1}{2}\right) \\
\mathscr{E}^{2 j}=\left\{\omega_{j+\frac{m+1}{2}}, 0\right\} \quad\left(j=1, \ldots, \frac{m-1}{2}\right)
\end{gathered}
$$

For $j=1, \ldots, m$ we have

$$
b_{2 j-1}=\sum_{k=2 j-1}^{2 j+m-2} a_{k}=\sum_{k=j}^{j+\frac{m+1}{2}-1} \omega_{k}=\theta_{\frac{m+1}{2}}^{j} \omega
$$

and

$$
b_{2 j}=\sum_{k=2 j}^{2 j+m-1} a_{k}=\sum_{k=j+1}^{j+\frac{m+1}{2}-1} \omega_{k}=\theta_{\frac{m-1}{2}}^{j+1} \omega .
$$

Theorem A.1.3 yields the representation of $\widetilde{\mathscr{E}}$.
By Corollary A.1.4 we have $\overline{b_{j}, b_{j+1}} \cap \mathscr{E}=b_{j}-a_{j}+\mathscr{E}^{j}$ for $j \in\{1, \ldots, 2 m\}$.
Since $\# \mathscr{E}^{j}=2$, we obtain $\overline{b_{j}, b_{j+1}} \cap \mathscr{E}=\left\{b_{j}, b_{j+1}\right\}$. Hence $\theta \omega \in \partial \mathscr{P} \cap \mathscr{E}$ for $\theta \subset\{1, \ldots, n\}$ if and only if $\theta \omega=b_{j}$ for some $j \in\{1, \ldots, 2 m\}$. Theorem A.1.3 iii) and the above representation of $b_{j}$ complete the proof.

## A.2. Estimates of exponential sums

Let $\Omega$ be an unbounded subset of $\mathbb{C}$. Since we are interested in estimates for large $\lambda \in \Omega$, we may assume for simplicity that $|\lambda| \geq 1$ for $\lambda \in \Omega$. For $\tilde{a}: \Omega \rightarrow \mathbb{C}$ and $a \in \mathbb{C}$ we write as in Section 2.7

$$
\tilde{a}(\lambda)=[a]
$$

if

$$
\tilde{a}(\lambda)-a \rightarrow 0 \quad \text { as } \quad \lambda \rightarrow \infty .
$$

For $v \in \mathbb{R}$ and $\lambda \in \mathbb{C} \backslash\{0\}$ let $\lambda^{\nu}=\exp (v \log \lambda)$, where $\log$ is the principal value of the logarithm, i.e. the inverse of $\exp : \mathbb{R}+i(-\pi, \pi] \rightarrow \mathbb{C} \backslash\{0\}$. For $v \in \mathbb{N}$, $\lambda^{v}$ is the $v$-th power of $\lambda$. For $\lambda \in \mathbb{C} \backslash\{0\}$ we have

$$
\begin{aligned}
\arg (-\lambda):=\mathfrak{J}(\log (-\lambda))=\pi+\arg \lambda & \text { if } \arg \lambda \leq 0, \\
\arg (-\lambda)=-\pi+\arg \lambda & \text { if } \arg \lambda>0 .
\end{aligned}
$$

Hence

$$
\begin{array}{cl}
(-\lambda)^{v}=(-1)^{v} \lambda^{v} & \text { if } \arg \lambda \leq 0, \\
(-\lambda)^{v}=(-1)^{-v} \lambda^{v} & \text { if } \arg \lambda>0 .
\end{array}
$$

Let $\mathscr{N}$ be a countable set with at least two elements, $c_{j} \in \mathbb{C}$ be pairwise different and $b_{j}: \Omega \rightarrow \mathbb{C}$ for $j \in \mathscr{N}$. Suppose that

$$
\begin{equation*}
\sup \left\{\left|c_{j}\right|: j \in \mathscr{N}\right\}<\infty . \tag{A.2.1}
\end{equation*}
$$

We assume that for all $j \in \mathscr{N}$ there are $a_{j} \in \mathbb{C}$ and $v_{j} \in \mathbb{R}$ such that

$$
\begin{equation*}
b_{j}(\lambda)=\lambda^{v_{j}}\left[a_{j}\right], \tag{A.2.2}
\end{equation*}
$$

$\sup \left\{v_{j}: j \in \mathscr{N}\right\}<\infty$,

$$
\begin{equation*}
\sum_{j \in \mathscr{N}}\left|a_{j}\right|<\infty \tag{A.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon(\lambda):=\sum_{j \in \mathscr{N}}\left|\varepsilon_{j}(\lambda)\right|<\infty, \quad \varepsilon(\lambda) \rightarrow 0 \quad(\lambda \rightarrow \infty) \tag{A.2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon_{j}(\lambda):=\lambda^{-v_{j}} b_{j}(\lambda)-a_{j} \quad(j \in \mathscr{N}) \tag{A.2.5}
\end{equation*}
$$

The function $D: \Omega \rightarrow \mathbb{C}$ defined by

$$
\begin{equation*}
D(\lambda):=\sum_{j \in \mathscr{N}} b_{j}(\lambda) \exp \left(c_{j} \lambda\right) \quad(\lambda \in \Omega) \tag{A.2.6}
\end{equation*}
$$

is called an exponential sum. The estimate

$$
\left|b_{j}(\lambda) \exp \left(c_{j} \lambda\right)\right| \leq|\lambda|^{v_{j}}\left(\left|a_{j}\right|+\left|\varepsilon_{j}(\lambda)\right|\right) \exp \left\{\left|c_{j} \lambda\right|\right\}
$$

the boundedness of the set of the $c_{j}$ and the set of the $v_{j}$, and the assumptions (A.2.3) and (A.2.4) prove that the exponential sum (A.2.6) is absolutely convergent.

In this section we shall estimate exponential sums. We start with a special case and shall generalize it step by step.

Let $\mathbb{K}=\mathbb{R}$ or $\mathbb{K}=\mathbb{C}$. We equip $\mathbb{K}^{k}$ with the Euclidean norm. For $x \in \mathbb{K}^{k}$ and $\delta>0$,

$$
\left(\bar{K}_{\delta}^{\prime}(x):=\left\{y \in \mathbb{K}^{k}:|y-x|_{i} \leq, \delta\right\}\right.
$$

denotes the open (closed) ball with centre $x$ and radius $\delta$. Then the boundary $\partial K_{\delta}(x)$ of ${ }^{( } \bar{K}_{\delta}^{\prime}(x)$ is given by

$$
\partial K_{\delta}(x)=\left\{y \in \mathbb{K}^{k}:|y-x|=\delta\right\}
$$

For two subsets $A$ and $B$ of $\mathbb{K}^{k}$ we define

$$
d(A, B):=\inf \{|x-y|: x \in A, y \in B\}
$$

where $d(A, B)=\infty$ if $A=\emptyset$ or $B=\emptyset$. For $A=\{x\}$ we write $d(x, B)$ instead of $d(\{x\}, B)$.

For a countable nonempty set $\mathscr{N}$ let

$$
l_{1}(\mathscr{N}):=\left\{\left(x_{j}\right)_{j \in \mathscr{N}} \in \mathbb{C}^{\mathscr{N}}: \sum_{j \in \mathscr{N}}\left|x_{j}\right|<\infty\right\}
$$

It is well-known that $l_{1}(\mathscr{N})$ is a Banach space if it is equipped with the norm $|x|_{1}:=\sum_{j \in \mathscr{N}}\left|x_{j}\right|<\infty\left(x=\left(x_{j}\right)_{j \in \mathscr{N}} \in l_{1}(\mathscr{N})\right)$.

For $B>0$ let

$$
\Pi_{B}(\mathscr{N}):=\left\{\left(x_{j}\right)_{j \in \mathscr{N}} \in \mathbb{C}^{\mathscr{N}}: \forall j \in \mathscr{N}\left|x_{j}\right| \leq B\right\} .
$$

We equip $\Pi_{B}(\mathscr{N})$ with the product topology on $\mathbb{C}^{\mathscr{N}}$. Since $\mathscr{N}$ is countable, this topology is metrizable, see e.g. [HO, p. 118]. For $x=\left(x_{j}\right)_{j \in \mathscr{N}} \in l_{1}(\mathscr{N})$ and $y=\left(y_{j}\right)_{j \in \mathscr{N}} \in \Pi_{B}(\mathscr{N})$ the complex number

$$
\begin{equation*}
m(x, y):=\sum_{j \in \mathscr{N}} x_{j} y_{j} \tag{A.2.7}
\end{equation*}
$$

is well-defined.
Proposition A.2.1. $m: l_{1}(\mathscr{N}) \times \Pi_{B}(\mathscr{N}) \rightarrow \mathbb{C}$ is continuous.
Proof. Let $x^{n}, x \in l_{1}(\mathscr{N}), y^{n}, y \in \Pi_{B}(\mathscr{N})(n \in \mathbb{N})$ with $\lim _{n \rightarrow \infty} x^{n}=x$ and $\lim _{n \rightarrow \infty} y^{n}=y$. Let $\mathscr{N}_{2} \subset \mathscr{N}$ be finite and $\mathscr{N}_{1}:=\mathscr{N} \backslash \mathscr{N}_{2}$. The estimate

$$
\begin{aligned}
& \left|m\left(x^{n}, y^{n}\right)-m(x, y)\right| \leq\left|m\left(x^{n}-x, y^{n}\right)\right|+\left|m\left(x, y^{n}-y\right)\right| \\
& \quad \leq B\left|x^{n}-x\right|_{1}+2 B \sum_{j \in \mathscr{N}_{1}}\left|x_{j}\right|+\sum_{j \in \mathscr{N}_{2}}\left|x_{j}\right|\left|y_{j}^{n}-y_{j}\right|
\end{aligned}
$$

yields

$$
\underset{n \rightarrow \infty}{\limsup }\left|m\left(x^{n}, y^{n}\right)-m(x, y)\right| \leq 2 B \sum_{j \in \mathscr{N}_{1}}\left|x_{j}\right| .
$$

From

$$
\inf \left\{\sum_{j \in \mathscr{N}_{1}}\left|x_{j}\right|: \mathscr{N}_{1} \subset \mathscr{N}, \mathscr{N} \backslash \mathscr{N}_{1} \text { finite }\right\}=0
$$

we infer $\lim _{n \rightarrow \infty} m\left(x^{n}, y^{n}\right)=m(x, y)$. Since $l_{1}(\mathscr{N}) \times \Pi_{B}(\mathscr{N})$ is metrizable as a product of metrizable spaces, the continuity of $m$ is proved.
Proposition A.2.2. Let $U \subset \mathbb{K}$ be unbounded, $\mathscr{N}$ a countable nonempty set, $f=\left(f_{j}\right)_{j \in \mathscr{N}}: U \rightarrow l_{1}(\mathcal{N})$ and $g=\left(g_{j}\right)_{j \in \mathscr{N}}: U \rightarrow \mathbb{C}^{\mathscr{N}}$. Suppose that $g$ satisfies $\sup \left\{\left|g_{j}(t)\right|: t \in U, j \in \mathscr{N}\right\}<\infty$ and one of the following two conditions holds:
i) there is an element $f(\infty) \in l_{1}(\mathscr{N})$ such that $f(t) \rightarrow f(\infty)$ in $l_{1}(\mathcal{N})$ as $|t| \rightarrow \infty$, and $g_{j}(t) \rightarrow 0$ as $|t| \rightarrow \infty$ for all $j \in \mathscr{N}$,
ii) $|f(t)|_{1} \rightarrow 0$ as $|t| \rightarrow \infty$.

Then

$$
\begin{equation*}
\sum_{j \in \mathcal{H}} f_{j}(t) g_{j}(t) \rightarrow 0 \quad \text { as }|t| \rightarrow \infty . \tag{A.2.8}
\end{equation*}
$$

Proof. We set $B:=\sup \left\{\left|g_{j}(t)\right|: t \in U, j \in \mathscr{N}\right\}$. Then $g(t) \in \Pi_{B}(\mathscr{N})$ for all $t \in U$. If i ) is fulfilled, then $g(t) \rightarrow 0$ as $|t| \rightarrow \infty$ in $\Pi_{B}(\mathscr{N})$. In this case, (A.2.8) follows from Proposition A.2.1. If ii) is fulfilled, then (A.2.8) follows from

$$
\left|\sum_{j \in \mathscr{N}} f_{j}(t) g_{j}(t)\right| \leq B|f(t)|_{1} .
$$

Proposition A.2.3. We consider the exponential sum (A.2.6)

$$
D(\lambda)=\sum_{j \in \mathcal{N}} b_{j}(\lambda) \exp \left(c_{j} \lambda\right)
$$

where $c_{j} \in \mathbb{R}(j \in \mathscr{N})$. Assume that there are $\alpha, \beta \in \mathscr{N}$ such that $c_{\alpha} \leq 0, c_{\beta} \geq 0$, $c_{\alpha}<c_{j}<c_{\beta}(j \in \mathscr{N} \backslash\{\alpha, \beta\}), a_{\alpha} \neq 0, a_{\beta} \neq 0$. Assume that there is a number $d \in \mathbb{R}$ such that $v_{j}=d c_{j}$ for all $j \in \mathscr{N}$. Then there are numbers $M>0, K_{0} \geq 0$, and $g_{0}>0$ such that for all $\lambda \in \Omega$ satisfying $|\lambda|>K_{0}$ and $|\Re(\lambda)+d \log | \lambda|\mid \geq M$ the estimate

$$
|D(\lambda)| \geq g_{0}
$$

holds.
Proof. The definition (A.2.5) of the $\varepsilon_{j}$ yields

$$
\begin{aligned}
& \left|a_{\alpha}^{-1} \lambda^{-v_{\alpha}} \exp \left(-c_{\alpha} \lambda\right) D(\lambda)-1\right| \\
& \leq\left|\frac{\varepsilon_{\alpha}(\lambda)}{a_{\alpha}}\right|+\sum_{j \in \mathscr{N} \backslash\{\alpha\}}\left|\frac{a_{j}+\varepsilon_{j}(\lambda)}{a_{\alpha}} \lambda^{v_{j}-v_{\alpha}} \exp \left\{\left(c_{j}-c_{\alpha}\right) \lambda\right\}\right| \\
& \leq \frac{\left|\varepsilon_{\alpha}(\lambda)\right|}{\left|a_{\alpha}\right|}+\left|a_{\alpha}\right|^{-1} \sum_{j \in \mathscr{N} \backslash\{\alpha\}}\left(\left|a_{j}\right|+\left|\varepsilon_{j}(\lambda)\right|\right) \exp \left\{\left(c_{j}-c_{\alpha}\right)(\mathfrak{R}(\lambda)+d \log |\lambda|)\right\}
\end{aligned}
$$

Applying Proposition A.2.2i) to $\sum_{j \in \mathscr{N} \backslash\{\alpha\}}\left|a_{j}\right| \exp \left\{\left(c_{j}-c_{\alpha}\right) t\right\}(t \leq 0)$ and Proposition A. 2.2 ii) to $\sum_{j \in \mathcal{M} \backslash\{\alpha\}}\left|\varepsilon_{j}(\lambda)\right| \exp \left\{\left(c_{j}-c_{\alpha}\right)(\Re(\lambda)+d \log |\lambda|)\right\}$ we obtain that there are numbers $M_{1}>0$ and $K_{1} \geq 0$ such that for all $\lambda \in \Omega$ with $|\lambda| \geq K_{1}$ and $\mathfrak{K}(\lambda)+d \log |\lambda| \leq-M_{1}$ the estimate

$$
\left|a_{\alpha}^{-1} \lambda^{-v_{\alpha}} \exp \left(-c_{\alpha} \lambda\right) D(\lambda)-1\right| \leq \frac{1}{2}
$$

holds. This yields

$$
\begin{aligned}
|D(\lambda)| & \geq\left|a_{\alpha}\right| \exp \left\{c_{\alpha}(\Re(\lambda)+d \log |\lambda|)\right\}\left(1-\left|a_{\alpha}^{-1} \lambda^{-v_{\alpha}} \exp \left(-c_{\alpha} \lambda\right) D(\lambda)-1\right|\right) \\
& \geq \frac{\left|a_{\alpha}\right|}{2}
\end{aligned}
$$

We apply this result to

$$
\begin{aligned}
& D(-\lambda)=\sum_{j \in \mathscr{N}}\left((-1)^{v_{j}}\left(a_{j}+\varepsilon_{j}(-\lambda)\right)\right) \lambda^{v_{j}} \exp \left(-c_{j} \lambda\right) \quad(\lambda \in \Omega, \arg \lambda \leq 0) \\
& D(-\lambda)=\sum_{j \in \mathscr{N}}\left((-1)^{-v_{j}}\left(a_{j}+\varepsilon_{j}(-\lambda)\right)\right) \lambda^{v_{j}} \exp \left(-c_{j} \lambda\right) \quad(\lambda \in \Omega, \arg \lambda>0)
\end{aligned}
$$

and obtain that there are $M_{2}>0$ and $K_{2} \geq 0$ such that for all $\lambda \in \Omega$ with $|\lambda| \geq K_{2}$ and $-\Re(\lambda)-d \log |\lambda| \leq-M_{2}$ the estimate

$$
|D(\lambda)| \geq \frac{\left|a_{\beta}\right|}{2}
$$

holds. Then the statement of the proposition follows with $M:=\max \left\{M_{1}, M_{2}\right\}$, $K_{0}:=\max \left\{K_{1}, K_{2}\right\}$ and $g_{0}:=\min \left\{\frac{\left|a_{\alpha}\right|}{2}, \frac{\left|\alpha_{\beta}\right|}{2}\right\}$.
Proposition A.2.4. Let $S \subset \mathbb{C}$ be compact and $V$ be a compact topological space. Let $f: S \times V \rightarrow \mathbb{C}$ be continuous. Suppose that for all $x \in V$ the function $f(\cdot, x)$ is holomorphic in the interior $\dot{S}$ of $S$ and not identically zero in any nonempty open subset of $\operatorname{S}$. For $x \in V$ and $\delta>0$ we set

$$
\begin{equation*}
N(x, \delta):=\{z \in S: f(z, x)=0, d(z, \partial S) \geq \delta\} \tag{A.2.9}
\end{equation*}
$$

$$
\begin{equation*}
S(x, \delta):=\{z \in S: d(z, N(x, \delta)) \geq \delta, d(z, \partial S) \geq 2 \delta\} \tag{A.2.10}
\end{equation*}
$$

Then for each $\delta>0$ there are numbers $g_{0}(\delta)>0$ and $l(\delta)>0$ such that i) $\# N(x, \delta) \leq l(\delta)$ for all $x \in V$;
ii) $|f(z, x)| \geq g_{0}(\delta)$ for all $x \in V$ and $z \in S(x, \delta)$.

Proof. i) Let $\delta>0$ and set $\widetilde{S}:=\{z \in S: d(z, \partial S) \geq \delta\}$. Let $x \in V$. The set

$$
\widehat{N}(x):=\{z \in \stackrel{S}{:}: f(z, x)=0\}
$$

is a discrete subset of $\grave{S}$ since $f(\cdot, x)$ is holomorphic in $\begin{aligned} & \circ \\ & \text { and not identically zero }\end{aligned}$ in any nonempty open subset of $\dot{S}$. Thus for each $z \in \widetilde{S} \subset \dot{S}$ there is a number $\varepsilon_{z}>0$ such that $\bar{K}_{\varepsilon_{z}}(z) \subset \mathscr{S}$ and $f(\zeta, x) \neq 0$ for all $\zeta \in \bar{K}_{\varepsilon_{z}} \backslash\{z\}$. $\tilde{S}$ is a closed subset of the compact set $S$ and hence $\tilde{S}$ is compact. Thus there is a finite number of elements $z_{1}, \ldots, z_{j}$ in $\widetilde{S}$ such that

$$
\tilde{S} \subset \bigcup_{v=1}^{j} \bar{K}_{\varepsilon_{\varepsilon_{v}}}\left(z_{v}\right) .
$$

Since the sets $\partial K_{\varepsilon_{z v}}\left(z_{v}\right)$ are compact,

$$
g_{x}(y):=\max \left\{|f(z, y)-f(z, x)|: z \in \bigcup_{v=1}^{j} \partial K_{\varepsilon_{\varepsilon_{v}}}\left(z_{v}\right)\right\} \quad(y \in V)
$$

defines a continuous function $g_{x}: V \rightarrow \mathbb{R}_{+}$. From $g_{x}(x)=0$ and $f(z, x) \neq 0$ for all $z \in \partial K_{\varepsilon_{\varepsilon_{v}}}\left(z_{v}\right)(v=1, \ldots, j)$ we infer that there is a neighbourhood $V_{x} \subset V$ of $x$ such that

$$
g_{x}(y)<\min \left\{|f(z, x)|: z \in \bigcup_{v=1}^{j} \partial K_{\mathcal{E}_{z_{v}}}\left(z_{v}\right)\right\}
$$

for all $y \in V_{x}$. Rouché's theorem yields that for each $v=1, \ldots, j$ the number of the zeros of $f(\cdot, y)$ in $\bar{K}_{\varepsilon_{z_{v}}}\left(z_{v}\right)$ counted according to their multiplicities does not depend on $y$. Hence there is a natural number $n(x, \delta)$ such that $\# N(y, \delta) \leq n(x, \delta)$ for all $y \in V_{x}$. Since the set $V$ is compact, it can be covered by a finite number of neighbourhoods $V_{x_{i}}(i=1, \ldots, s)$ having this property. Now i) holds with $l(\delta):=$ $\max \left\{n\left(x_{i}, \delta\right): i=1 \ldots, s\right\}$.
ii) Let $\delta>0$. Set

$$
S_{\delta}:=\bigcup_{x \in V} S(x, \delta) \times\{x\}
$$

We are going to show that $S \times V \backslash S_{\delta}$ is an open subset of $S \times V$. Then $S_{\delta}$ is a closed subset of the compact set $S \times V$. Hence $S_{\delta}$ is compact. Since $f$ is continuous on $S \times V \supset S_{\delta}$ and nonzero on $S_{\delta}$, the number

$$
g_{0}(\delta):=\min \left\{|f(z, x)|:(z, x) \in S_{\delta}\right\}
$$

is well-defined and positive if $S_{\delta} \neq \emptyset$.
To prove the openness of $S \times V \backslash S_{\delta}$ choose some $(z, x) \in S \times V \backslash S_{\delta}$. Then $z \notin S(x, \delta)$. If $d(z, \partial S)<2 \delta$, then

$$
d\left(z^{\prime}, \partial S\right) \leq\left|z^{\prime}-z\right|+d(z, \partial S)<2 \delta
$$

holds for all $\left(z^{\prime}, x^{\prime}\right) \in S \times V$ such that $\left|z^{\prime}-z\right|<2 \delta-d(z, \partial S)$. Hence $(z, x)$ belongs to the interior of $S \times V \backslash S_{\delta}$.

If $d(z, \partial S) \geq 2 \delta$, then $d(z, N(x, \delta))<\delta$. There exists $z_{0} \in N(x, \delta)$ such that $\left|z-z_{0}\right|<\delta$. Let $0<\delta^{\prime}<\delta-\left|z-z_{0}\right|$. From $d(z, \partial S) \geq 2 \delta$ we obtain $K_{\delta^{\prime}}\left(z_{0}\right) \subset \stackrel{\circ}{S}$ and from i) we know that $z_{0}$ is an isolated zero of $f(\cdot, x)$. Hence there are numbers $0<\delta_{1}<\delta^{\prime}$ and $\varepsilon>0$ such that $|f(\zeta, x)| \geq \varepsilon$ holds for all $\zeta \in \partial K_{\delta_{1}}\left(z_{0}\right)$. From the continuity of $f$ and the compactness of $\partial K_{\delta_{1}}\left(z_{0}\right) \subset S$ we infer that there is a neighbourhood $V_{x}$ of $x$ in $V$ such that $|f(\zeta, y)-f(\zeta, x)|<\varepsilon$ for all $y \in V_{x}$ and $\zeta \in \partial K_{\delta_{1}}\left(z_{0}\right)$. Rouché's theorem yields that for all $y \in V_{x}$ the number of the zeros of $f(\cdot, y)$ in $K_{\delta_{1}}\left(z_{0}\right)$, counted according to their multiplicities, is equal to the number of the zeros of $f(\cdot, x)$ in $K_{\delta_{1}}\left(z_{0}\right)$. Since $f\left(z_{0}, x\right)=0$, for each $y \in V_{x}$ there is a number $z_{y} \in K_{\delta_{1}}\left(z_{0}\right)$ such that $f\left(z_{y}, y\right)=0$. The estimate

$$
d\left(z_{y}, \partial S\right) \geq d(z, \partial S)-\left|z_{y}-z_{0}\right|-\left|z_{0}-z\right|>2 \delta-\delta_{1}-\left|z_{0}-z\right|>\delta
$$

yields $z_{y} \in N(y, \delta)$. For $(\zeta, y) \in K_{\delta^{\prime}-\delta_{1}}(z) \times V_{x}$ we infer

$$
\left|\zeta-z_{y}\right| \leq|\zeta-z|+\left|z-z_{0}\right|+\left|z_{y}-z_{0}\right|<\delta^{\prime}-\delta_{1}+\left|z-z_{0}\right|+\delta_{1}<\delta .
$$

This proves $\left(K_{\delta^{\prime}-\delta_{1}}(z) \times V_{x}\right) \cap S_{\delta}=\emptyset$. Hence $(z, x)$ belongs to the interior of $S \times V \backslash S_{\delta}$.

Corollary A.2.5. Let $M, \tilde{M}>0, \mathscr{N}$ be a countable nonempty set, $a_{j} \in \mathbb{C}$, $c_{j} \in \mathbb{R}(j \in \mathscr{N}), \sum_{j \in \mathscr{N}}\left|a_{j}\right|<\infty, \alpha, \beta \in \mathscr{N}, a_{\alpha} \neq 0, a_{\beta} \neq 0, c_{\alpha} \leq 0, c_{\beta} \geq 0$, $c_{\alpha}<c_{j}<c_{\beta}(j \in \mathscr{N} \backslash\{\alpha, \beta\})$,

$$
\begin{aligned}
& \widehat{S}:=\{z \in \mathbb{C}:|\mathfrak{R}(z)| \leq M,|\mathfrak{I}(z)| \leq \tilde{M}\}, \\
& S:=\{z \in \mathbb{C}:|\mathfrak{R}(z)| \leq M+1,|\mathfrak{I}(z)| \leq \tilde{M}+1\}, \\
& V:=[0,2 \pi]^{-N} .
\end{aligned}
$$

Define $f: S \times V \rightarrow \mathbb{C}$ by

$$
f(z, x):=\sum_{j \in \mathcal{H}} a_{j} \exp \left(i x_{j}\right) \exp \left(c_{j} z\right)
$$

where $(z, x) \in S \times V$ and $x=\left(x_{j}\right)_{j \in, \mathcal{H}}$. Then there are a natural number $l_{1}$, for each $\delta>0$ a number $g_{0}(\delta)>0$, and, for each $x \in V, l_{1}$ balls in $S$ with radius $\delta$ such that for all $z \in \widehat{S}$ outside of these balls the estimate
(A.2.11)

$$
|f(z, x)| \geq g_{0}(\delta)
$$

holds.
Proof. The sets $S \subset \mathbb{C}$ and, by Tihonov's theorem, $V$ are compact, where $V$ is endowed with the product topology. For each $x \in V, f(\cdot, x)$ is the restriction to $S$ of an exponential sum of the form (A.2.6). In this case, the exponential sum is an entire function since, on compact sets, it is the uniform limit of entire functions. Because of $a_{\alpha} \exp \left(i x_{\alpha}\right) \neq 0$ and $a_{\beta} \exp \left(i x_{\beta}\right) \neq 0$ this entire function is not identically zero by Proposition A.2.3. For $j \in \mathscr{N}$ we define the function $g_{j}: S \times V \rightarrow \mathbb{C}$ by $g_{j}(z, x)=\exp \left(i x_{j}\right) \exp \left(c_{j} z\right)$. Then the function $g_{j}$ is continuous and $\left|g_{j}(z, x)\right| \leq \exp \left\{\max \left\{c_{\beta},-c_{\alpha}\right\}(M+1)\right\}=: B$. Thus $g:=\left(g_{j}\right)_{j \in \mathscr{M}}: S \times V \rightarrow$ $\Pi_{B}(\mathscr{N})$ is continuous. Obviously, $f(z, x)=m(a, g(z, x))$, where $m$ is given by (A.2.7) and $a:=\left(a_{j}\right)_{j \in \mathcal{H}}$. The continuity of $m$ proved in Proposition A.2.1 yields that $f$ is continuous. Hence the assumptions of Proposition A.2.4 are fulfilled. Take $l\left(\frac{1}{2}\right)$ from Proposition A. 2.4 and set $l_{1}:=l\left(\frac{1}{2}\right)$.

Now let $0<\delta \leq \frac{1}{2}$ and $x \in V$. Let $N(x, \delta)$ and $S(x, \delta)$ be given by (A.2.9) and (A.2.10). We assert

$$
\begin{equation*}
S(x, \delta) \cap \widehat{S}=\left\{z \in \widehat{S}: d\left(z, N\left(x, \frac{1}{2}\right)\right) \geq \delta\right\} . \tag{A.2.12}
\end{equation*}
$$

For the proof of (A.2.12) let $z \in S(x, \delta) \cap \widehat{S}$. The relation $N(x, \delta) \supset N\left(x, \frac{1}{2}\right)$ is obvious and $d(z, N(x, \delta)) \geq \delta$ is clear from the definition of $S(x, \delta)$. Hence $d\left(z, N\left(x, \frac{1}{2}\right)\right) \geq \delta$. Conversely let $z \in \widehat{S}$ with $d\left(z, N\left(x, \frac{1}{2}\right)\right) \geq \delta$. From $|\mathfrak{R}(z)| \leq M$ and $|\mathfrak{S}(z)| \leq \tilde{M}$ we infer $d(z, \partial S) \geq 1 \geq 2 \delta$. For $\zeta \in N(x, \delta) \backslash N\left(x, \frac{1}{2}\right)$ we have $d(\zeta, \partial S)<\frac{1}{2}$ and hence $|z-\zeta| \geq d(z, \partial S)-d(\zeta, \partial S)>\frac{1}{2}$. This proves

$$
d(z, N(x, \delta))=\min \left\{d\left(z, N\left(x, \frac{1}{2}\right)\right), d\left(z, N(x, \delta) \backslash N\left(x, \frac{1}{2}\right)\right)\right\} \geq \delta .
$$

According to (A.2.12), $S(x, \delta) \cap \widehat{S}$ is the complement in $\widehat{S}$ of at most $l_{1}$ balls with radius $\delta$ since $\# N\left(x, \frac{1}{2}\right) \leq l_{1}$ by definition of $l_{1}$ and Propsition A.2.4. For $\delta \leq \frac{1}{2}$ the corollary now follows from Proposition A.2.4. For $\delta>\frac{1}{2}$ it obviously holds with $g_{0}(\delta)=g_{0}\left(\frac{1}{2}\right)$.

Proposition A.2.6. We consider the exponential sum (A.2.6)

$$
D(\lambda)=\sum_{j \in \mathscr{N}} b_{j}(\lambda) \exp \left(c_{j} \lambda\right),
$$

where $b_{j}(\lambda)=\lambda^{v_{j}}\left[a_{j}\right]$ according to (A.2.2)-(A.2.5), $v_{j} \in \mathbb{R} c_{j} \in \mathbb{R}(j \in \mathscr{N})$, $\alpha, \beta \in \mathscr{N}, a_{\alpha} \neq 0, a_{\beta} \neq 0,0=c_{\alpha}<c_{j}<c_{\beta}(j \in \mathscr{N} \backslash\{\alpha, \beta\})$. Assume that there is a number $d \in \mathbb{R}$ such that $v_{j}=d c_{j}$ for all $j \in \mathscr{N}$. Then there are a natural number $l$, for each $\delta>0$ numbers $K(\delta)>0$ and $g(\delta)>0$, and for all $R>K(\delta)$ there are $l$ balls of radius $\delta$ such that for all $\lambda \in \Omega$ with $R \leq|\lambda| \leq R+1$ outside of these balls the estimate

$$
|D(\lambda)| \geq g(\delta)
$$

holds.
Proof. From Proposition A. 2.3 we know that there are numbers $K_{0}>0, M>0$, and $g_{1}>0$ such that the estimate $|D(\lambda)| \geq g_{1}$ holds for $\lambda \in \Omega$ satisfying $|\lambda| \geq K_{0}$ and $|\Re(\lambda)+d \log | \lambda|\mid \geq M$.

We set $\widetilde{M}:=|d| \pi+1$ and define $S, \widehat{S}, V$, and $f$ as in Corollary A.2.5. Then the assumptions of Corollary A.2.5 are fulfilled. We take $l_{1}$ from Corollary A.2.5 and set $l:=2 l_{1}$. Because of $\frac{(\log (2 r))^{2}}{r} \rightarrow 0(r \rightarrow \infty)$ there is a number $K_{1} \geq K_{0}$ such that for all $R>K_{1}$ the estimates

$$
\begin{equation*}
2 R-3-(M+1+|d| \log (R+2))^{2} \geq 0 \tag{A.2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
R>8(M+3+|d|(\log (2 R)+\pi)) \tag{A.2.14}
\end{equation*}
$$

hold.
Now let $\delta>0$ and choose $g_{0}\left(\frac{\delta}{2}\right)$ according to Corollary A.2.5. Because of (A.2.4) there is a $K(\delta) \geq \max \left\{K_{1}, 2\right\}$ such that for all $\lambda \in \Omega$ with $|\lambda| \geq K(\delta)$ the estimate

$$
\begin{equation*}
\sum_{j \in \mathscr{N}}\left|\varepsilon_{j}(\lambda)\right| \exp \left(c_{j} M\right) \leq \frac{1}{2} g_{0}\left(\frac{\delta}{2}\right) \tag{A.2.15}
\end{equation*}
$$

holds. We set $g(\delta):=\min \left\{\frac{1}{2} g_{0}\left(\frac{\delta}{2}\right), g_{1}\right\}$ and

$$
D_{0}(\lambda)=\sum_{j \in \mathcal{N}} a_{j} \lambda^{v_{j}} \exp \left(c_{j} \lambda\right) .
$$

We shall show that for all $R \geq K(\delta)$ there are at most $l$ balls of radius $\delta$ such that for all $\lambda$ in

$$
W:=\{\lambda \in \Omega: R \leq|\lambda| \leq R+1,|\Re(\lambda)+d \log | \lambda| | \leq M\}
$$

outside of these balls the estimate

$$
\begin{equation*}
\left|D_{0}(\lambda)\right| \geq g_{0}\left(\frac{\delta}{2}\right) \tag{A.2.16}
\end{equation*}
$$

holds. Then for these $\lambda$ the estimates (A.2.15) and (A.2.16) imply that

$$
\begin{aligned}
\left|\sum_{j \in \mathscr{N}} b_{j}(\lambda) \exp \left(c_{j} \lambda\right)\right| & \geq\left|D_{0}(\lambda)\right|-\sum_{j \in \mathscr{N}}\left|\varepsilon_{j}(\lambda) \exp \left\{c_{j}(\lambda+d \log \lambda)\right\}\right| \\
& \geq\left|D_{0}(\lambda)\right|-\sum_{j \in \mathscr{N}}\left|\varepsilon_{j}(\lambda)\right| \exp \left(c_{j} M\right) \geq \frac{1}{2} g_{0}\left(\frac{\delta}{2}\right)
\end{aligned}
$$

which proves the statement of the proposition.
For the proof of (A.2.16) we set

$$
W_{0}^{\sigma}:=\{\lambda \in W: \sigma \mathfrak{I}(\lambda) \geq 0\}
$$

where $\sigma \in\{1,-1\}$. Because of $W=W_{0}^{1} \cup W_{0}^{-1}$ it is sufficient to prove that for all $R \geq K(\delta)$ and $\sigma \in\{1,-1\}$ there are at most $l_{1}$ balls of radius $\delta$ such that for all $\lambda \in W_{0}^{\sigma}$ outside of these balls the estimate $\left|D_{0}(\lambda)\right| \geq g_{0}\left(\frac{\delta}{2}\right)$ holds. We set

$$
W_{1}^{\sigma}:=\{\lambda \in \Omega: R-1 \leq|\lambda| \leq R+2,|\Re(\lambda)+d \log | \lambda| | \leq M+1, \sigma \mathfrak{I}(\lambda) \geq 0\}
$$

For $\lambda \in \mathbb{C} \backslash\{0\}$ we set

$$
h^{\sigma}(\lambda):=\lambda+d \log \lambda-i \sigma R
$$

and assert

$$
\begin{equation*}
h^{\sigma}\left(W_{0}^{\sigma}\right) \subset \widehat{S}, \quad h^{\sigma}\left(W_{1}^{\sigma}\right) \subset S \tag{A.2.17}
\end{equation*}
$$

$$
\begin{equation*}
W_{1}^{\sigma} \subset K_{\frac{R}{4}}(i \sigma R) \tag{A.2.18}
\end{equation*}
$$

$$
\begin{equation*}
h^{\sigma} \text { is injective on } K_{\frac{R}{4}}(i \sigma R) \tag{A.2.19}
\end{equation*}
$$

$$
\begin{equation*}
S \subset h^{\sigma}\left(K_{\frac{R}{4}}(i \sigma R)\right) \tag{A.2.20}
\end{equation*}
$$

For the proof of (A.2.17) let $\lambda \in W_{r}^{\sigma}(r=0,1)$. From

$$
\begin{equation*}
\left|\Re\left(h^{\sigma}(\lambda)\right)\right|=|\Re(\lambda)+d \log | \lambda| | \leq M+r \tag{A.2.21}
\end{equation*}
$$

and (A.2.13) we obtain

$$
\begin{aligned}
|\mathfrak{I}(\lambda)|^{2} & =|\lambda|^{2}-|\mathfrak{N}(\lambda)|^{2} \geq(R-r)^{2}-(M+r+|d| \log (R+r+1))^{2} \\
& =(R-r-1)^{2}+\left(2 R-2 r-1-(M+r+|d| \log (R+r+1))^{2}\right) \\
& \geq(R-r-1)^{2}+\left(2 R-3-(M+r+|d| \log (R+2))^{2}\right) \\
& \geq(R-r-1)^{2} .
\end{aligned}
$$

This estimate, $\sigma \mathfrak{I}(\lambda) \geq 0$ and $\sigma \mathfrak{I}(\lambda) \leq|\lambda| \leq R+r+1$ imply

$$
\begin{align*}
-r-1-|d| \pi & \leq \sigma \mathfrak{I}(\lambda)-|d| \pi-R \leq \sigma \mathfrak{I}\left(h^{\sigma}(\lambda)\right)  \tag{A.2.22}\\
& \leq \sigma \mathfrak{I}(\lambda)-R+|d| \pi \leq r+1+|d| \pi
\end{align*}
$$

The estimates (A.2.21) and (A.2.22) prove (A.2.17).
For the proof of (A.2.18) let $\lambda \in W_{1}^{\sigma}$. Then

$$
|\Re(\lambda)| \leq|\Re(\lambda)+d \log | \lambda| |+|d| \log |\lambda| \leq M+1+|d| \log (R+2)
$$

and, by (A.2.22),

$$
-2 \leq \sigma \mathfrak{I}(\lambda)-R \leq 2
$$

These estimates and (A.2.14) yield

$$
|\lambda-i \sigma R| \leq M+3+|d| \log (R+2)<\frac{R}{4}
$$

For the proof of (A.2.19) let $\lambda_{0} \in K_{\frac{R}{4}}(i \sigma R)$. The function $\lambda \mapsto \lambda-\lambda_{0}$ has exactly one simple zero in $K_{\frac{R}{2}}(i \sigma R)$. For $\lambda \in \partial K_{\frac{R}{2}}(i \sigma R)$ we obtain because of $|\lambda|,\left|\lambda_{0}\right| \geq \frac{R}{2} \geq 1, \sigma \mathfrak{I}(\lambda)>0, \sigma \mathfrak{I}\left(\lambda_{0}\right)>0$, and (A.2.14) that

$$
\begin{aligned}
& \left|d \log \lambda-d \log \lambda_{0}\right| \leq|d|\left(|\log | \lambda|-\log | \lambda_{0}| |+\pi\right) \\
& \quad \leq|d|(\log (2 R)+\pi)<\frac{R}{4}<|\lambda-i \sigma R|-\left|\lambda_{0}-i \sigma R\right| \\
& \quad \leq\left|\lambda-\lambda_{0}\right| .
\end{aligned}
$$

According to ROUCHÉ's theorem, the mapping

$$
\lambda \mapsto \lambda+d \log \lambda-\left(\lambda_{0}+d \log \lambda_{0}\right)
$$

has exactly one zero in $K_{\frac{R}{2}}(i \sigma R)$. Hence there is exactly one $\lambda \in K_{\frac{R}{2}}(i \sigma R)$ such that

$$
h^{\sigma}(\lambda)=\lambda_{0}+d \log \lambda_{0}-i \sigma R=h^{\sigma}\left(\lambda_{0}\right)
$$

This proves (A.2.19).
For the proof of (A.2.20) let $z \in S$. The definition of $S, \tilde{M}=|d| \pi+1$ and (A.2.14) yield

$$
\begin{equation*}
|z| \leq|\Re(z)|+|\mathfrak{\Im}(z)| \leq M+3+|d| \pi<\frac{R}{8} . \tag{A.2.23}
\end{equation*}
$$

Hence the function $\lambda \mapsto \lambda-z-i \sigma R$ has exactly one zero in $K_{\frac{R}{4}}(i \sigma R)$. For $\lambda \in \partial K_{\frac{R}{4}}(i \sigma R)$ we obtain from $2 R \geq|\lambda| \geq \frac{R}{2} \geq 1$, (A.2.14), and (A.2.23) that

$$
\begin{aligned}
|d \log \lambda| & \leq|d|(\log |\lambda|+\pi) \leq|d|(\log (2 R)+\pi)<\frac{R}{8} \\
& <|\lambda-i \sigma R|-|z| \leq|\lambda-z-i \sigma R|
\end{aligned}
$$

An application of Rouché's theorem yields an element $\lambda \in K_{\frac{R}{4}}(i \sigma R)$ such that $\lambda+d \log \lambda-z-i \sigma R=0$. Hence

$$
z=\lambda+d \log \lambda-i \sigma R=h^{\sigma}(\lambda) \in h^{\sigma}\left(K_{\frac{R}{4}}(i \sigma R)\right) .
$$

This completes the proof of (A.2.17)-(A.2.20).
By (A.2.19), the inverse function $h_{1}^{\sigma}$ of $\left.h^{\sigma}\right|_{K_{\frac{R}{4}}(i \sigma R)}$ is well-defined. For $j \in \mathscr{N}$ we define $k_{j} \in \mathbb{Z}$ by

$$
2 \pi k_{j} \leq R c_{j} \sigma<2 \pi\left(k_{j}+1\right)
$$

We set

$$
x_{j}:=R c_{j} \sigma-2 \pi k_{j}, x:=\left(x_{j}\right)_{j \in \mathscr{H}} .
$$

For $\lambda \in W_{1}^{\sigma}$ we obtain

$$
\begin{aligned}
D_{0}(\lambda) & =\sum_{j \in \mathscr{N}} a_{j} \exp \left\{c_{j}(\lambda+d \log \lambda)\right\} \\
& =\sum_{j \in \mathscr{N}} a_{j} \exp \left(i \sigma c_{j} R\right) \exp \left\{c_{j} h^{\sigma}(\lambda)\right\} \\
& =\sum_{j \in \mathscr{N}} a_{j} \exp \left(i x_{j}\right) \exp \left\{c_{j} h^{\sigma}(\lambda)\right\} \\
& =f\left(h^{\sigma}(\lambda), x\right)
\end{aligned}
$$

where $f$ is the function defined in Corollary A.2.5. By Corollary A.2.5 there are $l_{1}$ balls $K_{\frac{\delta}{2}}\left(z_{i}\right)\left(z_{i} \in S ; i=1, \ldots, l_{1}\right)$ such that the estimate $|f(z, x)| \geq g_{0}\left(\frac{\delta}{2}\right)$ holds for $z \in \widehat{S} \backslash \bigcup_{i=1}^{l_{1}} K_{\frac{\delta}{2}}\left(z_{i}\right)$. Let $\lambda \in W_{0}^{\sigma} \backslash \bigcup_{i=1}^{l_{1}} K_{\delta}\left(h_{1}^{\sigma}\left(z_{i}\right)\right)$. Then $\lambda=h_{1}^{\sigma}\left(h^{\sigma}(\lambda)\right)$ because of (A.2.17) and (A.2.20), and (A.2.18) yields $\lambda \in K_{\frac{R}{4}}(i \sigma R)$. Since $S$ is convex, we obtain for $i=1, \ldots, l_{1}$ with the aid of the mean value theorem, (A.2.20), and (A.2.14) that

$$
\begin{aligned}
\left|\lambda-h_{1}^{\sigma}\left(z_{i}\right)\right| & =\left|h_{1}^{\sigma}\left(h^{\sigma}(\lambda)\right)-h_{1}^{\sigma}\left(z_{i}\right)\right| \leq \sup _{\zeta \in S}\left|h_{1}^{\sigma \prime}(\zeta)\right|\left|h^{\sigma}(\lambda)-z_{i}\right| \\
& \leq \sup _{\xi \in K_{P}(i \sigma R)}\left|\frac{1}{h^{\sigma \prime}(\xi)}\right|\left|h^{\sigma}(\lambda)-z_{i}\right| \leq \frac{1}{1-\frac{2|d|}{R}}\left|h^{\sigma}(\lambda)-z_{i}\right| \\
& \leq 2\left|h^{\sigma}(\lambda)-z_{i}\right| .
\end{aligned}
$$

Hence

$$
\left|h^{\sigma}(\lambda)-z_{i}\right| \geq \frac{1}{2}\left|\lambda-h_{1}^{\sigma}\left(z_{i}\right)\right| \geq \frac{\delta}{2} .
$$

From (A.2.17) we infer $h^{\sigma}(\lambda) \in \widehat{S} \backslash \bigcup_{i=1}^{l_{1}} K_{\frac{\delta}{2}}\left(z_{i}\right)$. Then Corollary A.2.5 yields

$$
\left|D_{0}(\lambda)\right|=\left|f\left(h^{\sigma}(\lambda), x\right)\right| \geq g_{0}\left(\frac{\delta}{2}\right) .
$$

DEFINITION A.2.7. We consider an exponential sum of the form (A.2.6) with the representation (A.2.2) of the $b_{j}$. Let $\mathscr{M}, \mathscr{M}^{\prime} \subset \mathscr{N}$, where \# $\mathscr{M} \geq 2$ and $\mathscr{M}^{\prime}$ is a finite subset of $\mathscr{M}$. The pair $\left(\mathscr{M}, \mathscr{M}^{\prime}\right)$ is called weakly regular if the following properties hold:
i) there are $\alpha, \beta \in \mathscr{M}$ such that for all $j \in \mathscr{M}$ there is a number $\tau \in[0,1]$ such that $c_{j}=\tau c_{\alpha}+(1-\tau) c_{\beta}$, i. e., the line segment $\overline{c_{\alpha}, c_{\beta}}$ is the convex hull of the $\operatorname{set}\left\{c_{j}: j \in \mathscr{M}\right\}$;
ii) for all $j \in \mathscr{M}$ there are $j_{1}, j_{2} \in \mathscr{M}^{\prime}$ and a number $\tau \in[0,1]$ such that

$$
c_{j}=\tau c_{j_{1}}+(1-\tau) c_{j_{2}} \quad \text { and } \quad v_{j} \leq \tau \nu_{j_{1}}+(1-\tau) v_{j_{2}}
$$

iii) if $j \in \mathscr{M}^{\prime}$ for a triple $\left\{j, j_{1}, j_{2}\right\}$ which fulfils ii), then $j \in\left\{j_{1}, j_{2}\right\}$.

If ( $\mathscr{M}, \mathscr{M}^{\prime}$ ) is weakly regular, then condition i) implies that the convex hull of $\mathscr{M}$ is a line segment whose endpoints belong to $\mathscr{M}^{\prime}$ by ii).

Condition ii) says that those $j \in \mathscr{M}$ which do not have a representation $c_{j}=\tau c_{j_{1}}+(1-\tau) c_{j_{2}}$ with $j_{1}, j_{2} \in \mathscr{M}^{\prime}, \tau \in(0,1)$ and $v_{j} \leq \tau v_{j_{1}}+(1-\tau) v_{j_{2}}$ must belong to $\mathscr{M}^{\prime}$. For in this case we have $\tau=0$ or $\tau=1$, and the only representation fulfilling ii) is the trivial one with $c_{j}=c_{j_{1}}$ or $c_{j}=c_{j_{2}}$ which implies $j=j_{1} \in \mathscr{M}^{\prime}$ or $j=j_{2} \in \mathscr{M}^{\prime}$.
Remark A.2.8. For $j, j_{1}, j_{2} \in \mathscr{M}$ such that $c_{j} \in \overline{c_{j_{1}}, c_{j_{2}}}$ and $j \notin\left\{j_{1}, j_{2}\right\}$ the following conditions are equivalent:
i) There is a number $\tau \in(0,1)$ such that
ii)

$$
c_{j}=\tau c_{j_{1}}+(1-\tau) c_{j_{2}} \quad \text { and } \quad v_{j} \leq \tau \nu_{j_{1}}+(1-\tau) v_{j_{2}}
$$

$$
\frac{v_{j}-v_{j_{1}}}{\left|c_{j}-c_{j_{1}}\right|} \leq \frac{v_{j_{2}}-v_{j_{1}}}{\left|c_{j_{2}}-c_{j_{1}}\right|}
$$

iii)

$$
\frac{v_{j}-v_{j_{1}}}{\left|c_{j}-c_{j_{1}}\right|} \leq \frac{v_{j_{2}}-v_{j}}{\left|c_{j_{2}}-c_{j}\right|}
$$

Proof. The equivalence of i) and ii) immediately follows from

$$
c_{j}=\tau c_{j_{1}}+(1-\tau) c_{j_{2}} \Leftrightarrow c_{j}-c_{j_{1}}=(1-\tau)\left(c_{j_{2}}-c_{j_{1}}\right)
$$

and

$$
v_{j} \leq \tau v_{j_{1}}+(1-\tau) v_{j_{2}} \Leftrightarrow v_{j}-v_{j_{1}} \leq(1-\tau)\left(v_{j_{2}}-v_{j_{1}}\right) .
$$

In the same way, the equivalence of $i$ ) and iii) immediately follows from

$$
c_{j}=\tau c_{j_{1}}+(1-\tau) c_{j_{2}} \Leftrightarrow \tau\left(c_{j}-c_{j_{1}}\right)=(1-\tau)\left(c_{j_{2}}-c_{j}\right)
$$

and

$$
v_{j} \leq \tau v_{j_{1}}+(1-\tau) v_{j_{2}} \Leftrightarrow \tau\left(v_{j}-v_{j_{1}}\right) \leq(1-\tau)\left(v_{j_{2}}-v_{j}\right)
$$

Now we deduce a method how to construct a set $\mathscr{M}^{\prime}$ such that ( $\left.\mathscr{M}, \mathscr{M}^{\prime}\right)$ is weakly regular. By Definition A.2.7i) the existence of $\alpha, \beta \in \mathscr{M}$ such that $\left\{c_{j}: j \in \mathscr{M}\right\} \subset \overline{c_{\alpha}, c_{\beta}}$ is necessary. We set $\gamma_{0}:=\alpha$ and $\mathscr{M}_{0}:=\mathscr{M}$ and assume that the set of real numbers

$$
\left\{\frac{v_{j}-v_{\alpha}}{\left|c_{j}-c_{\alpha}\right|}: j \in \mathscr{M}_{0} \backslash\left\{\gamma_{0}\right\}\right\}
$$

has a maximum $d$. Further we assume that the set

$$
\left\{\frac{\left|c_{j}-c_{\alpha}\right|}{\left|c_{\beta}-c_{\alpha}\right|}: j \in \mathscr{M}_{0} \backslash\left\{\gamma_{0}\right\}, \frac{v_{j}-v_{\alpha}}{\left|c_{j}-c_{\alpha}\right|}=d\right\}
$$

has a maximum $t_{1}$. Then there is a (unique) $\gamma_{1} \in \mathscr{M}$ so that $\left|c_{\gamma_{1}}-c_{\alpha}\right|=t_{1}\left|c_{\beta}-c_{\alpha}\right|$ and $v_{\gamma_{1}}-v_{\alpha}=d\left|c_{\gamma_{1}}-c_{\alpha}\right|$. Obviously, each element $j \in \mathscr{M}$ with $\left|c_{j}-c_{\alpha}\right|<$ $\left|c_{\gamma_{1}}-c_{\alpha}\right|$ has a representation of the form ii) with $j_{1}=\alpha$ and $j_{2}=\gamma_{1}$. If $t_{1}<1$, then we repeat this procedure with the set

$$
\mathscr{M}_{1}:=\left\{j \in \mathscr{M}_{0}:\left|c_{j}-c_{\alpha}\right| \geq t_{1}\left|c_{\beta}-c_{\alpha}\right|\right\}
$$

Then we obtain an element $\gamma_{2} \in \mathscr{M}$ if the corresponding maxima exist. We proceed in this way and assume that we can construct $\gamma_{1}, \gamma_{2}, \ldots$. Further we assume that $\gamma_{n}=\beta$ for some $n \in \mathbb{N}$. Then $\mathscr{M}^{\prime}:=\left\{\gamma_{0}, \ldots, \gamma_{n}\right\}$ fulfils the conditions i) and ii). Furthermore, it is easy to see that iii) holds. For if ii) holds with $\left\{\gamma_{i_{1}}, \gamma_{i_{2}}, \gamma_{i_{3}}\right\} \subset$ $\mathscr{M}^{\prime}$ and $i_{2}<i_{1}<i_{3}$, we would have

$$
\frac{v_{\gamma_{i_{1}}}-v_{\gamma_{i_{2}}}}{\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{2}}}\right|} \leq \frac{v_{\gamma_{i_{3}}}-v_{\gamma_{i_{1}}}}{\left|c_{\gamma_{i_{3}}}-c_{\gamma_{i_{1}}}\right|}
$$

by Remark A.2.8. By the definition of $\gamma_{i_{2}+1}$ we have

$$
\frac{v_{\gamma_{i_{1}}}-v_{\gamma_{i_{2}}}}{\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{2}}}\right|} \leq \frac{v_{\gamma_{i_{2}+1}}-v_{\gamma_{i_{2}}}}{\left|c_{\gamma_{i_{2}+1}}-c_{\gamma_{i_{2}}}\right|} .
$$

From $\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{2}}}\right|=\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{2}+1}}\right|+\left|c_{\gamma_{i_{2}+1}}-c_{\gamma_{i_{2}}}\right|$ we then immediately infer

$$
\begin{aligned}
& \left(v_{\gamma_{i_{1}}}-v_{\gamma_{i_{2}+1}}\right)\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{2}}}\right|-\left(v_{\gamma_{i_{1}}}-v_{\gamma_{i_{2}}}\right)\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{2}+1}}\right| \\
& =\left(v_{\gamma_{i_{1}}}-v_{\gamma_{i_{2}}}\right)\left|c_{\gamma_{i_{2}+1}}-c_{\gamma_{i_{2}}}\right|-\left(v_{\gamma_{i_{2}+1}}-v_{\gamma_{i_{2}}}\right)\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{2}}}\right| \leq 0
\end{aligned}
$$

which proves

$$
\frac{v_{\gamma_{i_{1}}}-v_{\gamma_{i_{2}+1}}}{\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{2}+1}}\right|} \leq \frac{v_{\gamma_{i_{1}}}-v_{\gamma_{i_{2}}}}{\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{2}}}\right|} .
$$

By induction we obtain

$$
\frac{v_{\gamma_{i_{1}}}-v_{\gamma_{i_{1}-1}}}{\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{1}-1}}\right|} \leq \frac{v_{\gamma_{i_{1}}}-v_{\gamma_{i_{2}}}}{\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{2}}}\right|} \leq \frac{v_{\gamma_{i_{3}}}-v_{\gamma_{i_{1}}}}{\left|c_{\gamma_{i_{3}}}-c_{\gamma_{i_{1}}}\right|} .
$$

From Remark A.2.8 we infer

$$
\frac{v_{\gamma_{i_{1}}}-v_{\gamma_{i_{1}-1}}}{\left|c_{\gamma_{i_{1}}}-c_{\gamma_{i_{1}-1}}\right|} \leq \frac{v_{\gamma_{i_{3}}}-v_{\gamma_{i_{1}-1}}}{\left|c_{\gamma_{i_{3}}}-c_{\gamma_{i_{1}-1}}\right|},
$$

which contradicts the definition of $\gamma_{i_{1}}$.
One can show that the existence of the maxima and the finiteness of the procedure are necessary for the existence of a weakly regular pair ( $\left.\mathscr{M}, \mathscr{M}^{\prime}\right)$. Furthermore, $\mathscr{M}^{\prime}$ is unique if it exists. Obviously, the above method is possible if $\mathscr{M}$ is finite. Hence we obtain
Remark A.2.9. Assume that $\mathscr{M}$ is finite and that the points $\left\{c_{j}: j \in \mathscr{M}\right\}$ lie on a straight line. Then there is a subset $\mathscr{M}^{\prime}$ of $\mathscr{M}$ such that $\left(\mathscr{M}, \mathscr{M}^{\prime}\right)$ is weakly regular.
REMARK A.2.10. Let $D(\lambda)$ be an exponential sum with the representation (A.2.2) of the $b_{j}$. Let $\mathscr{M} \subset \mathscr{N}$ be such that the convex hull of $\mathscr{M}$ is a line segment, the endpoints of which we denote by $c_{\alpha}$ and $c_{\beta}$. Assume that on $\mathscr{M}$ the $v_{j}$ do not depend on $j$, i. e., there is a $v \in \mathbb{R}$ such that $v_{j}=v$ for all $j \in \mathscr{M}$. Then $(\mathscr{M},\{\alpha, \beta\})$ is weakly regular.

Proof. Since $v_{j}=\tau v_{j_{1}}+(1-\tau) v_{j_{2}}$ holds for all $j, j_{1}, j_{2} \in \mathscr{M}$ and $\tau \in[0,1]$, we can take $j_{1}=\alpha$ and $j_{2}=\beta$ in the representation ii) of Definition A.2.7.

Proposition A.2.11. We consider the exponential sum (A.2.6)

$$
D(\lambda)=\sum_{j \in \mathscr{N}} b_{j}(\lambda) \exp \left(c_{j} \lambda\right)
$$

where $b_{j}(\lambda)=\lambda^{v_{j}}\left[a_{j}\right]$ according to (A.2.2)-(A.2.5), $v_{j} \in \mathbb{R}, c_{j} \in \mathbb{R}_{+}(j \in \mathscr{N})$, $c_{j_{0}}=0, v_{j_{0}}=0$ for some $j_{0} \in \mathscr{N}$. Assume that there is a finite subset $\mathscr{N}^{\prime}$ of $\mathscr{N}$ such that $\left(\mathscr{N}, \mathscr{N}^{\prime}\right)$ is weakly regular and that $a_{j} \neq 0$ for all $j \in \mathscr{N}^{\prime}$. Then there are a natural number $l>0$, for each $\delta>0$ numbers $K(\delta)>0$ and $g(\delta)>0$, and for all $R>K(\delta)$ there are l balls of radius $\delta$ such that for all $\lambda \in \Omega$ with $R \leq|\lambda| \leq R+1$ outside of these balls we have the estimate

$$
|D(\lambda)| \geq g(\delta)
$$

Proof. Since $\mathscr{N}^{\prime}$ is finite, we may assume without loss of generality that there is some $k \in \mathbb{N} \backslash\{0\}$ such that $\mathscr{N}^{\prime}=\{0, \ldots, k\}$ and $0=c_{0}<c_{1}<\cdots<c_{k}$. For $\kappa=1, \ldots, k$ we set

$$
d_{\kappa}:=\frac{v_{\kappa}-v_{\kappa-1}}{c_{\kappa}-c_{\kappa-1}} .
$$

By condition iii) of Definition A. 2.7 we obtain for each $\kappa=1, \ldots, k-1$ that there is a $\tau \in(0,1)$ such that

$$
c_{\kappa}=\tau c_{\kappa-1}+(1-\tau) c_{\kappa+1} \quad \text { and } \quad v_{\kappa}>\tau v_{\kappa-1}+(1-\tau) v_{\kappa+1}
$$

Hence, by Remark A.2.8,

$$
\begin{equation*}
d_{\kappa}=\frac{v_{\kappa}-v_{\kappa-1}}{c_{\kappa}-c_{\kappa-1}}>\frac{v_{\kappa+1}-v_{\kappa}}{c_{\kappa+1}-c_{\kappa}}=d_{\kappa+1} \quad(\kappa=1, \ldots, k-1) . \tag{A.2.24}
\end{equation*}
$$

The definition of $d_{\kappa}$ yields for $\kappa_{1}, \kappa_{2} \in\{0, \ldots, k\}$ such that $\kappa_{1}<\kappa_{2}$ that

$$
v_{\kappa_{2}}-v_{\kappa_{1}}=\sum_{\kappa=\kappa_{1}+1}^{\kappa_{2}}\left(v_{\kappa}-v_{\kappa-1}\right)=\sum_{\kappa=\kappa_{1}+1}^{\kappa_{2}} d_{\kappa}\left(c_{\kappa}-c_{\kappa-1}\right) .
$$

With the aid of (A.2.24) we infer for $\kappa_{1}, \kappa_{2} \in\{0, \ldots, k\}$ such that $\kappa_{1} \leq \kappa_{2}$ that
(A.2.25)

$$
d_{\kappa_{2}}\left(c_{\kappa_{2}}-c_{\kappa_{1}}\right) \leq v_{\kappa_{2}}-v_{\kappa_{1}} \leq d_{\kappa_{1}+1}\left(c_{\kappa_{2}}-c_{\kappa_{1}}\right) .
$$

Let $j \in \mathscr{N} \backslash \mathscr{N}^{\prime}$. Then there are $\kappa \in\{1, \ldots, k\}, \kappa_{1}, \kappa_{2} \in\{0, \ldots, k\}$, and $\tau, t \in(0,1)$ such that

$$
\begin{align*}
& c_{j}=\tau c_{\kappa-1}+(1-\tau) c_{\kappa},  \tag{A.2.26}\\
& c_{j}=t c_{\kappa_{1}}+(1-t) c_{\kappa_{2}}, \\
& v_{j} \leq t v_{\kappa_{1}}+(1-t) v_{\kappa_{2}} . \tag{A.2.28}
\end{align*}
$$

Here we may assume that $\kappa_{1}<\kappa_{2}$. Obviously, $\kappa_{1} \leq \kappa-1$ and $\kappa \leq \kappa_{2}$. We shall show that

$$
\begin{equation*}
v_{j} \leq \tau v_{\kappa-1}+(1-\tau) v_{\kappa}=: v_{j}^{\prime} . \tag{A.2.29}
\end{equation*}
$$

The number $v_{j}^{\prime}$ is unique since $\kappa$ and $\tau$ are uniquely determined by $c_{j}$. From (A.2.26) and (A.2.27) we infer

$$
\begin{aligned}
\tau & =\frac{c_{j}-c_{\kappa}}{c_{\kappa-1}-c_{\kappa}}=\frac{t c_{\kappa_{1}}+(1-t) c_{\kappa_{2}}-c_{\kappa}}{c_{\kappa-1}-c_{\kappa}} \\
& =\frac{t\left(c_{\kappa}-c_{\kappa_{1}}\right)+(1-t)\left(c_{K}-c_{\kappa_{2}}\right)}{c_{\kappa}-c_{\kappa-1}} .
\end{aligned}
$$

With the aid of (A.2.28), (A.2.25) and (A.2.24) we calculate

$$
\begin{aligned}
v_{j} & \leq t v_{\kappa_{1}}+(1-t) v_{\kappa_{2}} \\
& =t\left(v_{\kappa_{1}}-v_{\kappa}\right)+(1-t)\left(v_{\kappa_{2}}-v_{\kappa}\right)+v_{\kappa} \\
& \leq t d_{\kappa}\left(c_{\kappa_{1}}-c_{\kappa}\right)+(1-t) d_{\kappa+1}\left(c_{\kappa_{2}}-c_{\kappa}\right)+v_{\kappa} \\
& \leq \frac{v_{\kappa}-v_{\kappa-1}}{c_{\kappa}-c_{\kappa-1}}\left\{t\left(c_{\kappa_{1}}-c_{\kappa}\right)+(1-t)\left(c_{\kappa_{2}}-c_{\kappa}\right)\right\}+v_{\kappa} \\
& =\tau v_{\kappa-1}+(1-\tau) v_{\kappa} .
\end{aligned}
$$

If $v_{j}<v_{j}^{\prime}$, then

$$
b_{j}(\lambda)=\lambda^{v_{j}^{\prime}}\left\{\lambda^{v_{j}-v_{j}^{\prime}}\left[a_{j}\right]\right\}=\lambda^{v_{j}^{\prime}}[0] .
$$

For each $j \in \mathscr{N}$ we have the representation

$$
b_{j}(\lambda)=\lambda^{v_{j}^{\prime}}\left(a_{j}^{\prime}+\varepsilon_{j}^{\prime}(\lambda)\right)
$$

where $a_{j}^{\prime}=a_{j}$ and $\varepsilon_{j}^{\prime}=\varepsilon_{j}$ if $v_{j}=v_{j}^{\prime}$, and $a_{j}^{\prime}=0$ and $\varepsilon_{j}^{\prime}(\lambda)=\lambda^{v_{j}-v_{j}^{\prime}}\left(a_{j}+\varepsilon_{j}(\lambda)\right)$ if $v_{j}<v_{j}^{\prime}$. The estimate (A.2.3) obviously remains true with $a_{j}^{\prime}$ instead of $a_{j}$. We have

$$
\varepsilon^{\prime}(\lambda):=\sum_{j \in \mathscr{N}}\left|\varepsilon_{j}^{\prime}(\lambda)\right| \leq \sum_{j \in \mathscr{N}}\left(\left|a_{j}\right|+\left|\varepsilon_{j}(\lambda)\right|\right)<\infty
$$

since $\left|\lambda^{\nu_{j}-v_{j}^{\prime}}\right|=|\lambda|^{v_{j}-v_{j}^{\prime}} \leq 1$ for $|\lambda| \geq 1$. We set $x_{j}(\lambda):=|\lambda|^{v_{j}-v_{j}^{\prime}}$ if $v<v_{j}^{\prime}$ and $x_{j}(\lambda)=0$ if $v_{j}=v_{j}^{\prime}$. Then $x_{j}(\lambda) \rightarrow 0$ as $|\lambda| \rightarrow \infty$ for all $j \in \mathscr{N}$. Proposition A.2.2i) yields

$$
\sum_{j \in \mathscr{H}}\left|\varepsilon_{j}^{\prime}(\lambda)\right| \leq \sum_{j \in \mathscr{N}}\left|a_{j}\right| x_{j}(\lambda)+\varepsilon(\lambda) \rightarrow 0 \quad \text { as } \lambda \rightarrow \infty
$$

Hence we can suppose that $v_{j}=v_{j}^{\prime}$.
If $k=1$, then the assumptions of Proposition A.2.6 hold with $d=\frac{v_{1}}{c_{1}}$. Thus, for $k=1$, Proposition A.2.11 is an immediate consequence of Proposition A.2.6.

Now let $k \geq 2$. Let $\kappa \in\{1, \ldots, k\}$ and $j \in \mathscr{N}$ such that $c_{j} \in\left[c_{\kappa-1}, c_{\kappa}\right]$, i. e., $c_{j}=\tau c_{\kappa-1}+(1-\tau) c_{\kappa}$ for some $\tau \in[0,1]$. From $v_{j}=v_{j}^{\prime}$ we infer

$$
\begin{equation*}
v_{j}-v_{\kappa-1}=d_{\kappa}\left(c_{j}-c_{\kappa-1}\right) \quad \text { if } \quad c_{j} \in\left[c_{\kappa-1}, c_{\kappa}\right] \tag{A.2.30}
\end{equation*}
$$

For $\kappa=1, \ldots, k-1$ we choose $t_{\kappa} \in \mathbb{R}$ with $d_{\kappa}>t_{\kappa}>d_{\kappa+1}$ and set

$$
\begin{array}{ll}
V_{\kappa}^{+}:=\left\{\lambda \in \Omega:|\lambda| \geq 1, \mathfrak{R}(\lambda)+t_{\kappa} \log |\lambda| \geq 0\right\} & (\kappa=1, \ldots, k-1) \\
V_{\kappa}^{-}:=\left\{\lambda \in \Omega:|\lambda| \geq 1, \mathfrak{R}(\lambda)+t_{\kappa} \log |\lambda|<0\right\} \quad(\kappa=1, \ldots, k-1), \\
V_{1}:=V_{1}^{-} \\
V_{\kappa}:=V_{\kappa-1}^{+} \cap V_{\kappa}^{-} \quad(\kappa=2, \ldots, k-1), \\
V_{k}:=V_{k-1}^{+} .
\end{array}
$$

For $\kappa \in\{1, \ldots, k\}$ let

$$
\begin{aligned}
& \mathscr{N}_{\kappa}:=\left\{j \in \mathscr{N}: c_{\kappa-1} \leq c_{j} \leq c_{\kappa}\right\} \\
& \mathscr{N}_{\kappa}^{-}:=\left\{j \in \mathscr{N}: c_{j}<c_{\kappa-1}\right\} \\
& \mathscr{N}_{\kappa}^{+}:=\left\{j \in \mathscr{N}: c_{j}>c_{\kappa}\right\}
\end{aligned}
$$

For $\lambda \in \Omega$ and $j \in \mathscr{N}_{\kappa}$ such that $j \notin\{\kappa, \kappa-1\}$ or $\lambda \notin V_{\kappa}$ let $\varepsilon_{j}^{\kappa}(\lambda):=\varepsilon_{j}(\lambda)$. For $\lambda \in V_{K}$ we set

$$
\varepsilon_{\kappa-1}^{\kappa}(\lambda):=\varepsilon_{\kappa-1}(\lambda)+\sum_{j \in \mathcal{F}_{\kappa}^{-}} b_{j}(\lambda) \lambda^{-v_{\kappa-1}} \exp \left\{c_{j} \lambda-c_{\kappa-1} \lambda\right\}
$$

and

$$
\varepsilon_{\kappa}^{\kappa}(\lambda):=\varepsilon_{\kappa}(\lambda)+\sum_{j \in, N_{x}^{+}} b_{j}(\lambda) \lambda^{-v_{x}} \exp \left\{c_{j} \lambda-c_{\kappa} \lambda\right\} .
$$

We shall prove that for $\kappa=1, \ldots, k$ the functions $D^{\kappa}: V_{\kappa} \rightarrow \mathbb{C}$ defined by

$$
\begin{equation*}
D^{\kappa}(\lambda):=\sum_{j \in \mathscr{N}_{\kappa}}\left(a_{j}+\varepsilon_{j}^{\kappa}(\lambda)\right) \lambda^{v_{j}-v_{\kappa-1}} \exp \left\{\left(c_{j}-c_{\kappa-1}\right) \lambda\right\} \quad\left(\lambda \in V_{\kappa}\right) \tag{A.2.31}
\end{equation*}
$$

fulfil the assumptions of Proposition A.2.6. By (A.2.30), the equation $v_{j}-v_{\kappa-1}=$ $d_{\kappa}\left(c_{j}-c_{\kappa-1}\right)$ holds for each $j \in \mathscr{N}_{\kappa}$. Since, by assumption, $a_{\kappa-1} \neq 0$ and $a_{\kappa} \neq 0$, we have to prove that

$$
\sum_{j \in \mathscr{V _ { \kappa }}}\left|\varepsilon_{j}^{\kappa}(\lambda)\right| \rightarrow 0 \quad\left(\lambda \in V_{\kappa}, \lambda \rightarrow \infty\right)
$$

which obviously holds if

$$
\sum_{j \in V_{\kappa}^{-}}\left|b_{j}(\lambda) \lambda^{-v_{\kappa-1}} \exp \left\{c_{j} \lambda-c_{\kappa-1} \lambda\right\}\right| \rightarrow 0 \quad\left(\lambda \in V_{\kappa}, \lambda \rightarrow \infty\right)
$$

and

$$
\sum_{j \in \mathcal{N}_{\kappa}^{+}}\left|b_{j}(\lambda) \lambda^{-v_{\kappa}} \exp \left\{c_{j} \lambda-c_{\kappa} \lambda\right\}\right| \rightarrow 0 \quad\left(\lambda \in V_{\kappa}, \lambda \rightarrow \infty\right)
$$

are fulfilled. As, by (A.2.3)-(A.2.5), $\left(b_{j}(\lambda) \lambda^{-v_{i}}\right)_{j \in . \mathscr{N}_{\kappa}^{ \pm}} \rightarrow\left(a_{j}\right)_{j \in . \mathscr{N}_{\kappa}^{+}}$in $l_{1}\left(\mathscr{N}_{\kappa}^{ \pm}\right)$ as $\lambda \rightarrow \infty$, this follows from Proposition A.2.2i) and

$$
\begin{equation*}
\lambda^{v_{j}-v_{x-1}} \exp \left\{c_{j} \lambda-c_{\kappa-1} \lambda\right\}=o(1) \quad\left(j \in \mathscr{N}_{\kappa}^{-}, \lambda \in V_{\kappa-1}^{+}\right) \tag{A.2.32}
\end{equation*}
$$

$$
\begin{equation*}
\lambda^{v_{j}-v_{x}} \exp \left\{c_{j} \lambda-c_{\kappa} \lambda\right\}=o(1) \quad\left(j \in \mathscr{N}_{\kappa}^{+}, \lambda \in V_{\kappa}^{-}\right) \tag{A.2.33}
\end{equation*}
$$

for those $\kappa=2, \ldots, k$ in (A.2.32) and $\kappa=1, \ldots, k-1$ in (A.2.33), respectively, for which $V_{K-1}^{+}$or $V_{K}^{-}$are unbounded. We have to prove (A.2.32) and (A.2.33).

First we consider (A.2.32). Let $j \in \mathscr{N}_{\kappa}^{-}$. Then there is a number $\kappa^{\prime} \leq \kappa-1$ such that $c_{j} \in\left[c_{\kappa^{\prime}-1}, c_{\kappa^{\prime}}\right)$. From (A.2.30), the definition of $d_{\kappa-1}$, and (A.2.24) we infer

$$
\begin{align*}
v_{j}-v_{\kappa-1} & =v_{j}-v_{\kappa^{\prime}-1}+\sum_{t=\kappa^{\prime}}^{\kappa-1}\left(v_{t-1}-v_{t}\right)  \tag{A.2.34}\\
& =d_{\kappa^{\prime}}\left(c_{j}-c_{\kappa^{\prime}-1}\right)+\sum_{t=\kappa^{\prime}}^{\kappa-1} d_{t}\left(c_{t-1}-c_{t}\right) \\
& \leq d_{\kappa-1}\left(c_{j}-c_{\kappa^{\prime}}\right)+\sum_{t=\kappa^{\prime}+1}^{\kappa-1} d_{\kappa-1}\left(c_{t-1}-c_{t}\right) \\
& =d_{\kappa-1}\left(c_{j}-c_{\kappa-1}\right) .
\end{align*}
$$

For $j \in \mathscr{N}_{\kappa}^{-}$and $\lambda \in V_{\kappa-1}^{+}$we thus obtain

$$
\begin{aligned}
& \left|\lambda^{v_{j}-v_{\kappa-1}} \exp \left\{c_{j} \lambda-c_{\kappa-1} \lambda\right\}\right|=\exp \left\{\left(c_{j}-c_{\kappa-1}\right) \Re(\lambda)+\left(v_{j}-v_{\kappa-1}\right) \log |\lambda|\right\} \\
& =\exp \left\{\left(c_{j}-c_{\kappa-1}\right)\left(\Re(\lambda)+t_{\kappa-1} \log |\lambda|\right)\right\} \times \\
& \quad \times \exp \left\{\left(\left(v_{j}-v_{\kappa-1}\right)-t_{\kappa-1}\left(c_{j}-c_{\kappa-1}\right)\right) \log |\lambda|\right\} \\
& \leq \exp \left\{\left(d_{\kappa-1}-t_{\kappa-1}\right)\left(c_{j}-c_{\kappa-1}\right) \log |\lambda|\right\}
\end{aligned}
$$

Since $\left(d_{\kappa-1}-t_{\kappa-1}\right)\left(c_{j}-c_{\kappa-1}\right)<0,(\mathrm{~A} .2 .32)$ is proved.
Now we consider (A.2.33). Let $j \in \mathscr{N}_{\kappa}^{+}$. Then there is a number $\kappa^{\prime}>\kappa$ such that $c_{j} \in\left(c_{\kappa^{\prime}-1}, c_{\kappa^{\prime}}\right]$. From (A.2.30), the definition of $d_{\kappa}$, and (A.2.24) we infer

$$
\begin{aligned}
v_{j}-v_{\kappa} & =v_{j}-v_{\kappa^{\prime}-1}+\sum_{t=\kappa+1}^{\kappa^{\prime}-1}\left(v_{\imath}-v_{t-1}\right) \\
& =d_{\kappa^{\prime}}\left(c_{j}-c_{\kappa^{\prime}-1}\right)+\sum_{\imath=\kappa+1}^{\kappa^{\prime}-1} d_{\imath}\left(c_{t}-c_{t-1}\right) \\
& \leq d_{\kappa+1}\left(c_{j}-c_{\kappa^{\prime}-1}\right)+\sum_{t=\kappa+1}^{\kappa^{\prime}-1} d_{\kappa+1}\left(c_{\imath}-c_{\imath-1}\right) \\
& =d_{\kappa+1}\left(c_{j}-c_{\kappa}\right)
\end{aligned}
$$

For $j \in \mathscr{N}_{\kappa}^{+}$and $\lambda \in V_{\kappa}^{-}$we thus obtain

$$
\begin{aligned}
& \left|\lambda^{v_{j}-v_{\kappa}} \exp \left\{c_{j} \lambda-c_{\kappa} \lambda\right\}\right|=\exp \left\{\left(c_{j}-c_{\kappa}\right) \Re(\lambda)+\left(v_{j}-v_{\kappa}\right) \log |\lambda|\right\} \\
& =\exp \left\{\left(c_{j}-c_{\kappa}\right)\left(\Re(\lambda)+t_{\kappa} \log |\lambda|\right)\right\} \exp \left\{\left(\left(v_{j}-v_{\kappa}\right)-t_{\kappa}\left(c_{j}-c_{\kappa}\right)\right) \log |\lambda|\right\} \\
& \leq \exp \left\{\left(d_{\kappa+1}-t_{\kappa}\right)\left(c_{j}-c_{\kappa}\right) \log |\lambda|\right\} .
\end{aligned}
$$

Since $\left(d_{\kappa+1}-t_{K}\right)\left(c_{j}-c_{K}\right)<0$, (A.2.33) is proved.
Hence we can apply Proposition A. 2.6 to $D^{\kappa}$ if $V_{\kappa}$ is unbounded. For these $\kappa$ let $l_{\kappa}, K_{\kappa}(\delta)>1$ and $g_{\kappa}(\delta)$ be the numbers from the assertion of Proposition A.2.6 for $D^{\kappa}$. For $\kappa$ such that $V_{\kappa}$ is bounded let $l_{\kappa}:=0, K_{\kappa}:=\sup \left\{|\lambda|: \lambda \in V_{\kappa}\right\}$ and $g_{\kappa}(\delta):=1$. We set

$$
l:=\sum_{\kappa=1}^{k} l_{\kappa}, \quad K(\delta)=\max _{\kappa=1}^{k} K_{\kappa}(\delta), \quad g(\delta):=\min _{\kappa=1}^{k} g_{\kappa}(\delta)
$$

Let $\delta>0$ and $R>K(\delta)$. Then there are $l$ balls of radius $\delta$ such that for all $\kappa=\{1, \ldots, k\}$ and all $\lambda \in Y_{\kappa}$ with $R \leq|\lambda| \leq R+1$ outside of these balls the estimate

$$
\begin{equation*}
\left|D^{\kappa}(\lambda)\right| \geq g(\delta) \tag{A.2.35}
\end{equation*}
$$

holds. Let $\lambda \in \Omega$ with $R \leq|\lambda| \leq R+1$ outside of these balls. Then $|\lambda|>1$ and one and only one of the following inequalities holds:

$$
\begin{aligned}
\frac{\Re(\lambda)}{\log |\lambda|} & <-t_{1} \\
-t_{\kappa-1} & \leq \frac{\Re(\lambda)}{\log |\lambda|}<-t_{\kappa} \quad(\kappa=2, \ldots, k-1) \\
-t_{k-1} & \leq \frac{\Re(\lambda)}{\log |\lambda|}
\end{aligned}
$$

Hence there is a unique $\kappa \in\{1, \ldots, k\}$ with $\lambda \in V_{\kappa}$. The definition (A.2.31) yields

$$
\begin{aligned}
D^{\kappa}(\lambda) & =\sum_{j \in \mathcal{N}_{\kappa}} b_{j}(\lambda) \lambda^{-v_{\kappa-1}} \exp \left\{\left(c_{j}-c_{\kappa-1}\right) \lambda\right\} \\
& +\sum_{j \in \mathcal{N}_{\kappa}^{-}} b_{j}(\lambda) \lambda^{-v_{\kappa-1}} \exp \left\{\left(c_{j}-c_{\kappa-1}\right) \lambda\right\} \\
& +\sum_{j \in \mathcal{N}_{\kappa}^{+}} b_{j}(\lambda) \lambda^{-v_{\kappa}} \exp \left\{\left(c_{j}-c_{\kappa}\right) \lambda\right\} \lambda^{v_{\kappa}-v_{\kappa-1}} \exp \left\{\left(c_{\kappa}-c_{\kappa-1}\right) \lambda\right\} \\
& =\lambda^{-v_{\kappa-1}} \exp \left\{-c_{\kappa-1} \lambda\right\} D(\lambda)
\end{aligned}
$$

If $\kappa \geq 2$ and $j=0$, the estimate (A.2.34) yields $0 \leq v_{\kappa-1}-d_{\kappa-1} c_{\kappa-1}$. Because of $V_{K} \subset V_{\kappa-1}^{+}$we conclude

$$
\begin{aligned}
c_{\kappa-1} \Re(\lambda) & +v_{\kappa-1} \log |\lambda| \\
& =c_{\kappa-1}\left(\Re(\lambda)+d_{\kappa-1} \log |\lambda|\right)+\left(v_{\kappa-1}-d_{\kappa-1} c_{\kappa-1}\right) \log |\lambda| \\
& \geq c_{\kappa-1}\left(\Re(\lambda)+t_{\kappa-1} \log |\lambda|\right) \geq 0 .
\end{aligned}
$$

Hence $\left|\lambda^{v_{\kappa-1}} \exp \left\{c_{\kappa-1} \lambda\right\}\right| \geq 1$ holds since it is trivial in case $\kappa=1$ because of $v_{0}=c_{0}=0$. Finally the estimate (A.2.35) yields

$$
|D(\lambda)|=\left|\lambda^{v_{\kappa-1}} \exp \left\{c_{\kappa-1} \lambda\right\}\right|\left|D^{\kappa}(\lambda)\right| \geq g(\delta)
$$

We now consider a general exponential sum (A.2.6) and set

$$
\mathscr{E}:=\left\{c_{j}: j \in \mathscr{N}\right\}
$$

Let $\mathscr{P}$ be the convex hull of $\mathscr{E}$. If $\mathscr{P}$ is a convex polygon, then there are a number $S$ and line segments $P_{s}(s=1, \ldots, S)$ such that $\partial \mathscr{P}=\bigcup_{s=1}^{S} P_{s}$, where the endpoints of $P_{S}$ are the vertices of $\mathscr{P}$. Let

$$
\mathscr{N}_{s}:=\left\{j \in \mathscr{N}: c_{j} \in P_{s}\right\} \quad(s=1, \ldots, S)
$$

DEFINITION A.2.12. The exponential sum (A.2.6) with the representation (A.2.2) of the $b_{j}$ is called weakly regular if the following three conditions hold:
i) $\mathscr{P}$ is a convex polygon;
ii) for each $s \in\{1, \ldots, S\}$ there is a finite subset $\mathscr{M}_{s}$ of $\mathscr{N}_{s}$ such that $\left(\mathscr{N}_{s}, \mathscr{M}_{s}\right)$ is
weakly regular in the sense of Definition A.2.7;
iii) For all $s \in\{1, \ldots, S\}$ the set

$$
\mathscr{E}_{s}:=\left\{c_{j}: j \in \mathscr{N} \backslash \mathscr{N}_{s}: v_{j}>\min \left\{v_{\kappa}: \kappa \in \mathscr{N}, c_{\kappa} \in P_{s} \cap \mathscr{E}\right\}\right\}
$$

has no accumulation point in $P_{s}$.
We denote the set of the vertices of $\mathscr{P}$ by $\widetilde{\mathscr{E}}$ and define

$$
\mathscr{M}:=\bigcup_{s=1}^{s} \mathscr{M}_{s}
$$

and

$$
\begin{equation*}
\widehat{\mathscr{E}}:=\left\{c_{j}: j \in \mathscr{M}\right\} . \tag{A.2.36}
\end{equation*}
$$

Since the endpoints of $P_{s}$ belong to $\mathscr{M}_{s}$, we have $\widetilde{\mathscr{E}} \subset \widehat{\mathscr{E}}$.
REMARK A.2.13. Let $D(\lambda)$ be an exponential sum with the representation (A.2.2) of the $b_{j}$. Assume that the $v_{j}$ do not depend on $j$, i. e., there is a number $v \in \mathbb{R}$ such that $v_{j}=v$ for all $j \in \mathscr{N}$.
Then the exponential sum is weakly regular if $\mathscr{P}$ is a convex polygon. In this case $\widetilde{\mathscr{E}}=\widehat{\mathscr{E}}$.

Proof. We have to show that the conditions ii) and iii) of Definition A.2.12 are fulfilled. For each $s \in\{1, \ldots, S\}$ the line segment $P_{s}$ is the convex hull of $\mathscr{N}_{s}$. The condition ii) of Definition A.2.12 is fulfilled in view of Remark A.2.10, where $\mathscr{M}_{s}$ is the set of the endpoints of the line segment $P_{s}$. The condition iii) of Definition A. 2.12 holds trivially since the sets $\mathscr{E}_{s}$ are empty. Finally, since the endpoints of the line segments $P_{s}$ are vertices of $\mathscr{P}$, we obtain $\widehat{\mathscr{E}} \subset \widetilde{\mathscr{E}}$.

Theorem A.2.14. On an unbounded subset $\Omega$ of $\mathbb{C}$ we consider the exponential sum (A.2.6)

$$
D(\lambda)=\sum_{j \in \mathcal{H}} b_{j}(\lambda) \exp \left(c_{j} \lambda\right) \quad(\lambda \in \Omega)
$$

fulfilling (A.2.1)-(A.2.5), where $b_{j}(\lambda)=\lambda^{v_{j}}\left[a_{j}\right], v_{j} \in \mathbb{R}, a_{j} \in \mathbb{C}, c_{j} \in \mathbb{C}$. Assume that the exponential sum is weakly regular in the sense of Definition A.2.12 and that $a_{j} \neq 0$ for all $j \in \mathscr{M}$, i. e., $a_{j} \neq 0$ if $c_{j} \in \widehat{\mathscr{E}}$. Then the following assertions hold:
i) For all $\lambda \in \mathbb{C} \backslash\{0\}$ there is a number $c(\lambda) \in \widetilde{\mathscr{E}}$ such that for all $c \in \mathscr{P}$ the estimate $\mathfrak{R}((c-c(\lambda)) \lambda) \leq 0$ holds.
ii) There are a positive integer $l$ and for each $\delta>0$ numbers $K(\delta)>0$ and $g(\delta)>0$ satisfying the following property: for each $R>K(\delta)$ there are $l$ balls of radius $\delta$ such that for all $\lambda \in \Omega$ with $R \leq|\lambda| \leq R+1$ outside of these balls the estimate

$$
\left|\lambda^{-v(\lambda)} D(\lambda) \exp \{-c(\lambda) \lambda\}\right| \geq g(\delta)
$$

holds, where $v(\lambda):=v_{j}$ if $c(\lambda)=c_{j}$.

Proof. For simplicity of notation we may assume that $\widetilde{\mathscr{E}}=\left\{c_{1}, \ldots, c_{S}\right\}$, where $P_{s}=\overline{c_{s-1}, c_{s}}\left(s=1, \ldots, S ; c_{0}:=c_{S}\right)$. Note that in case $\mathscr{P}$ is a line segment, i. e., $S=2$, the sets $P_{1}=\overline{c_{2}, c_{1}}$ and $P_{2}=\overline{c_{1}, c_{2}}$ coincide. For $\lambda \in \mathbb{C} \backslash\{0\}$ we set

$$
\begin{equation*}
d(\lambda):=\max \{\mathfrak{R}(c \lambda): c \in \mathscr{P}\}, \tag{A.2.37}
\end{equation*}
$$

which exists since $\mathscr{P}$ is compact. Since $\mathscr{P}$ is the convex hull of the set of its vertices, there is a number $s(\lambda) \in\{1, \ldots, S\}$ such that $\Re\left(c_{s(\lambda)} \lambda\right)=d(\lambda)$. Hence i) follows from (A.2.37) with $c(\lambda)=c_{s(\lambda)}$.
ii) Let $(s, \alpha) \in \bigcup_{s=1}^{S}\{s\} \times\left(P_{s} \cap \widetilde{\mathscr{E}}\right)=: Q$. Then there are $\beta(s, \alpha), \gamma(s, \alpha) \in \widetilde{\mathscr{E}}$ and $t(s, \alpha) \in\{1, \ldots, S\} \backslash\{s\}$ such that $P_{s}=\overline{\alpha, \beta(s, \alpha)}$ and $P_{t(s, \alpha)}=\overline{\alpha, \gamma(s, \alpha)}$. Clearly, $t(s, \alpha)=s+1$ or $t(s, \alpha)=s-1$, where $P_{0}:=P_{S}$ and $P_{S+1}:=P_{1}$. For $(s, \alpha) \in Q$ set $V_{s, \alpha}:=\{\lambda \in \mathbb{C} \backslash\{0\}: \mathfrak{R}(\alpha \lambda)=d(\lambda), \mathfrak{R}((\beta(s, \alpha)-\alpha) \lambda) \geq \mathfrak{R}((\gamma(s, \alpha)-\alpha) \lambda)\}$.

For $(s, \alpha) \in Q$ and $\lambda \in V_{s, \alpha}$ we assert

$$
\begin{array}{ll}
\mathfrak{R}((c-\alpha) \lambda) \leq 0 & \left(c \in P_{s}\right) \\
\mathfrak{R}((c-\alpha) \lambda)<0 & \left(c \in \mathscr{P} \backslash P_{s}\right) \tag{A.2.39}
\end{array}
$$

Let $(s, \alpha) \in Q$ and $\lambda \in V_{s, \alpha}$. For each $c \in \mathscr{P}$ we have $\Re((c-\alpha) \lambda) \leq 0$ by definition of $V_{s, \alpha}$ and $d(\lambda)$. This proves (A.2.38). Now let $c \in \mathscr{P} \backslash P_{s}$. In this case, $S>2$. Assume that (A.2.39) does not hold for this $c$. Then $\mathfrak{R}((c-\alpha) \lambda)=0$. By (A.2.37), $\mathscr{P}$ lies on one side of the line through the points $c$ and $\alpha$. Hence $\overline{c, \alpha} \subset \partial \mathscr{P}$, which proves $c \in P_{s} \cup P_{t(s, \alpha)}$. We infer $c \in P_{t(s, \alpha)} \backslash\{\alpha\}$ because of $c \in \mathscr{P} \backslash P_{s}$. Then $\gamma(s, \alpha)$ lies on the line through $c$ and $\alpha$, and $\mathfrak{R}((c-\alpha) \lambda)=0$ implies $\mathfrak{R}((\gamma(s, \alpha)-\alpha) \lambda)=0$. Hence, by definition of $V_{(s, \alpha)}$,

$$
0 \geq \Re((\beta(s, \alpha)-\alpha) \lambda) \geq \Re((\gamma(s, \alpha)-\alpha) \lambda)=0 .
$$

This implies that $\alpha$ lies on the line through $\beta(s, \alpha)$ and $\gamma(s, \alpha)$, which contradicts the fact that $\alpha$ is a vertex of $\mathscr{P}$. Here we have to note that $\beta(s, \alpha) \neq \gamma(s, \alpha)$ since $S>2$. Hence the assumption is false and (A.2.39) is proved.

For $(s, \alpha) \in Q$ we set

$$
\Omega_{s, \alpha}:=\Omega \cap V_{s, \alpha} .
$$

Let $(s, \alpha) \in Q$. Since $\alpha$ is an endpoint of $P_{s}$, there is a $\varphi_{s, \alpha} \in[0,2 \pi)$ such that $e^{i \varphi_{s . \alpha}}\left(c_{j}-\alpha\right)>0$ for $j \in \mathscr{N}_{s} \backslash\{j(s, \alpha)\}$, where $\alpha=c_{j(s, \alpha)}$. For $j \in \mathscr{N}_{s} \backslash\{j(s, \alpha)\}$ and $z \in W_{s, \alpha}:=e^{-i \varphi_{s, \alpha}} \cdot \Omega_{s, \alpha}$ we set $\varepsilon_{j}^{s, \alpha}(z):=\varepsilon_{j}\left(e^{i \varphi_{s, \alpha}} z\right)$. For $z \in W_{s, \alpha}$ we set $\varepsilon_{j(s, \alpha)}^{s, \alpha}(z):=\varepsilon_{j(s, \alpha)}\left(e^{i \varphi_{s, \alpha} z}\right)+\sum_{j \in \mathcal{N} \backslash \mathscr{N}_{s}} b_{j}\left(e^{\left.i \varphi_{s, \alpha} z\right)\left(e^{i \varphi_{s, \alpha}} z\right)^{-v_{j(s, \alpha)}} \exp \left\{\left(c_{j}-\alpha\right) e^{i \varphi_{s, \alpha}} z\right\}}\right.$ and

$$
D_{s, \alpha}(z):=\sum_{j \in \mathcal{H}_{s}}\left(a_{j}+\varepsilon_{j}^{s, \alpha}(z)\right)\left(e^{i \varphi_{s, \alpha}} z\right)^{v_{j}-v_{j(s, \alpha)}} \exp \left\{\left(c_{j}-\alpha\right) e^{i \varphi_{s, \alpha}} z\right\}
$$

We assert that

$$
\begin{equation*}
\varepsilon_{j(s, \alpha)}^{s, \alpha}(z) \rightarrow 0 \quad \text { as } z \rightarrow \infty \text { in } W_{s, \alpha} \tag{A.2.40}
\end{equation*}
$$

Since $\left(a_{j}+\varepsilon_{j}(\lambda)\right)_{j \in \mathscr{N} \backslash \mathscr{N}_{s}} \rightarrow\left(a_{j}\right)_{j \in \mathscr{N} \backslash \mathscr{N}_{s}}$ in $l_{1}\left(\mathscr{N} \backslash \mathscr{N}_{s}\right)$ as $|\lambda| \rightarrow \infty$ by (A.2.3) and (A.2.4), this will follow from Proposition A. 2.2 if we show that
(A.2.41) $\sup \left\{\left|\lambda^{v_{j}-v_{j(s, \alpha)}} \exp \left\{\left(c_{j}-\alpha\right) \lambda\right\}\right|: \lambda \in \Omega_{s, \alpha},|\lambda| \geq 1, j \in \mathscr{N} \backslash \mathscr{N}_{s}\right\}<\infty$ and, for all $j \in \mathscr{N} \backslash \mathscr{N}_{s}$,

$$
\begin{equation*}
\lambda^{v_{j}-v_{j(s, \alpha)}} \exp \left\{\left(c_{j}-\alpha\right) \lambda\right\} \rightarrow 0 \text { as } \lambda \in \Omega_{s, \alpha} \text { and }|\lambda| \rightarrow \infty . \tag{A.2.42}
\end{equation*}
$$

Since the function $d$ given by (A.2.37) is continuous, the set $\left\{\lambda \in V_{s, \alpha}:|\lambda|=1\right\}$ is compact. From condition iii) of Definition A.2.12 we infer that the closure $\overline{\mathscr{E}}_{s}$ of $\mathscr{E}_{s}$ is a compact subset of $\mathscr{P} \backslash P_{s}$. Hence (A.2.39) implies

$$
\begin{array}{ll}
\text { (A.2.43) } & \sup \left\{\Re((c-\alpha) \lambda): \lambda \in V_{s, \alpha},|\lambda|=1\right\}=: \eta_{s, \alpha, c}<0 \quad\left(c \in \mathscr{P} \backslash P_{s}\right)  \tag{A.2.43}\\
\text { (A.2.44) } & \sup \left\{\Re((c-\alpha) \lambda): \lambda \in V_{s, \alpha},|\lambda|=1, c \in \overline{\mathscr{E}_{s}}\right\}=: \eta_{s, \alpha}<0
\end{array}
$$

Set $v:=\sup \left\{v_{j}: j \in \mathscr{N}\right\}$. From (A.2.39) and (A.2.44) we infer that

$$
\begin{aligned}
& \sup \left\{\left|\lambda^{v_{j}-v_{j(s, \alpha)}} \exp \left\{\left(c_{j}-\alpha\right) \lambda\right\}\right|: \lambda \in \Omega_{s, \alpha},|\lambda|=r, r \geq 1, j \in \mathscr{N} \backslash \mathscr{N}_{s}\right\} \\
& \quad \leq \sup \left\{1, r^{v-v_{j(s, \alpha)}} \exp \left(\eta_{s, \alpha} r\right): r \geq 1\right\}<\infty .
\end{aligned}
$$

This proves (A.2.41). Finally, (A.2.43) implies

$$
\left|\lambda^{v_{j}-v_{j(s, \alpha)}} \exp \left\{\left(c_{j}-\alpha\right) \lambda\right\}\right| \leq|\lambda|^{v_{j}-v_{j(x, \alpha)}} \exp \left\{\eta_{s, \alpha, c_{j}}|\lambda|\right\}
$$

for all $j \in \mathscr{N} \backslash \mathscr{N}_{s}$ and $\lambda \in V_{s, \alpha}$, which proves (A.2.42).
Hence all mappings $D_{s, \alpha}((s, \alpha) \in Q)$ fulfil the assumptions of Proposition A.2.11 if $\Omega_{s, \alpha}$ is unbounded. For these $(s, \alpha)$ choose the numbers $l_{s, \alpha}, K_{s, \alpha}(\delta)$ and $g_{s, \alpha}(\delta)$ according to Proposition A.2.11. If $\Omega_{s, \alpha}$ is bounded, we set $l_{s, \alpha}:=0$, $K_{s, \alpha}(\delta):=\sup \left\{|\lambda|: \lambda \in \Omega_{s, \alpha}\right\}$ and $g_{s, \alpha}(\delta):=1$. We set

$$
\begin{gathered}
l:=\sum_{(s, \alpha) \in Q} l_{s, \alpha} \\
K(\delta):=\max \left\{K_{s, \alpha}(\delta):(s, \alpha) \in Q\right\} \\
g(\delta):=\min \left\{g_{s, \alpha}(\delta):(s, \alpha) \in Q\right\}
\end{gathered}
$$

Now let $\delta>0$ and $R>K(\delta)$. Then for each $(s, \alpha) \in Q$ there are numbers $z_{s, \alpha}^{1}, \ldots, z_{s, \alpha}^{l_{s, \alpha}} \in \mathbb{C}$ so that for all $z \in W_{s, \alpha}$ with $R \leq|z| \leq R+1$ and $\min _{j=1}^{l_{s, \alpha}}\left|z-z_{s, \alpha}^{j}\right| \geq \delta$ the estimate
(A.2.45) $\quad\left|D_{s, \alpha}(z)\right| \geq g_{s, \alpha}(\delta)$
holds according to Proposition A.2.11.

Now let $\lambda \in \Omega$ with $R \leq|\lambda| \leq R+1$ and $\left|\lambda-e^{i \varphi_{s, \alpha}} z_{s, \alpha}^{j}\right| \geq \delta$ for all $(s, \alpha) \in Q$ and $1 \leq j \leq l_{s, \alpha}$. Let $\alpha=c(\lambda)$. Then there are $s_{1}, s_{2} \in\{1, \ldots, S\}$ and $\alpha_{1}, \alpha_{2} \in \widetilde{E}$ such that $P_{s_{1}}=\overline{\alpha, \alpha_{1}}$ and $P_{s_{2}}=\overline{\alpha, \alpha_{2}}$. We may assume that $\mathfrak{R}\left(\left(\alpha_{1}-\alpha\right) \lambda\right) \geq$ $\mathfrak{R}\left(\left(\alpha_{2}-\alpha\right) \lambda\right)$ and set $s:=s_{1}$. Then $\beta(s, \alpha)=\alpha_{1}, \gamma(s, \alpha)=\alpha_{2}, \lambda \in V_{s, \alpha}$, and $\alpha=c_{s}$ or $\alpha=c_{s-1}$. Hence $e^{-i \varphi_{s, \alpha}} \lambda \in W_{s, \alpha}$,

$$
\left|e^{-i \varphi_{s, \alpha}} \lambda-z_{s, \alpha}^{j}\right|=\left|\lambda-e^{i \varphi_{s, \alpha}} z_{s, \alpha}^{j}\right| \geq \delta
$$

for $j=1, \ldots, l_{s, \alpha}$, and

$$
\begin{aligned}
D_{s, \alpha}\left(e^{-i \varphi_{s, \alpha}} \lambda\right)= & \sum_{j \in \mathscr{N}_{s}}\left(a_{j}+\varepsilon_{j}(\lambda)\right) \lambda^{v_{j}-v(\lambda)} \exp \left\{\left(c_{j}-c(\lambda)\right) \lambda\right\} \\
& +\sum_{j \in \mathscr{N} \mid \mathcal{H}_{s}} b_{j}(\lambda) \lambda^{-v(\lambda)} \exp \left\{\left(c_{j}-c(\lambda)\right) \lambda\right\} \\
= & \lambda^{-v(\lambda)} \exp \{-c(\lambda) \lambda\} D(\lambda) .
\end{aligned}
$$

From (A.2.45) we infer

$$
\left|\lambda^{-v(\lambda)} \exp \{-c(\lambda) \lambda\} D(\lambda)\right|=\left|D_{s, \alpha}\left(e^{-i \varphi_{s, \alpha}} \lambda\right)\right| \geq g(\delta) .
$$

Theorem A.2.15. On an unbounded subset $\Omega$ of $\mathbb{C}$ we consider the exponential sum (A.2.6)

$$
D(\lambda)=\sum_{j \in \mathscr{N}} b_{j}(\lambda) \exp \left(c_{j} \lambda\right) \quad(\lambda \in \Omega)
$$

fulfilling (A.2.1)-(A.2.5), where $b_{j}(\lambda)=\lambda^{v_{j}}\left[a_{j}\right], v_{j} \in \mathbb{R}, a_{j} \in \mathbb{C}, c_{j} \in \mathbb{C}$. Assume that the exponential sum is weakly regular in the sense of Definition A.2.12 and that $a_{j} \neq 0$ for all $j \in \mathscr{M}$, i.e., $a_{j} \neq 0$ if $c_{j} \in \widehat{\mathscr{E}}$. Then there is an increasing sequence $\left(\rho_{v}\right)_{v=1}^{\infty}$ of positive real numbers with $\rho_{v} \rightarrow \infty$ as $v \rightarrow \infty$ and a number $\varepsilon>0$ such that for all $v \in \mathbb{N}$ and all $\lambda \in \Omega$ with $|\lambda|=\rho_{\nu}$ there is a number $c(\lambda) \in \widetilde{\mathscr{E}}$ such that

$$
\mathfrak{R}((c-c(\lambda)) \lambda) \leq 0 \quad \text { for all } \quad c \in \mathscr{P}
$$

and

$$
\left|\lambda^{-v(\lambda)} D(\lambda) \exp \{-c(\lambda) \lambda\}\right| \geq \varepsilon,
$$

where $v(\lambda):=v_{j}$ if $c(\lambda)=c_{j}$.
Proof. The assumptions of this theorem are the same as in Theorem A.2.14. Hence the assertion of Theorem A.2.14 holds. Take $l$ from Theorem A.2.14, choose $\delta>0$ such that $2 l \delta<1$ and take $K(\delta)$ and $g(\delta)>0$ from Theorem A.2.14. Let $R_{v}=K(\delta)+v$. Since $2 l \delta<1$, there is a number $\rho_{v} \in\left(R_{v}, R_{v}+1\right)$ such that $\left\{\lambda \in \mathbb{C}:|\lambda|=\rho_{\nu}\right\}$ does not intersect any of the $l$ balls of radius $\delta$ from the assertion of Theorem A.2.14. Hence the desired estimate follows from Theorem A.2.14 with $\varepsilon=g(\delta)$.

Remark A.2.16. The two estimates in Theorem A.2.15 yield

$$
\left|\lambda^{-v} D(\lambda) \exp \{-c \lambda\}\right| \geq \varepsilon
$$

for all $c \in \mathscr{P}$, where $v:=\min \left\{v_{j}: j \in \mathscr{N}, c_{j} \in \widetilde{\mathscr{E}}\right\}$.

## A.3. Improved estimates for exponential sums

In this section we consider an exponential sum as in Section A. 2 such that there is a number $v$ such that $v_{j}=v$ for all $j \in \mathscr{N}$, and such that

$$
\varepsilon_{j}(\lambda)=O\left(\tau_{p}(\lambda)\right)
$$

for all $j \in \mathscr{N}$, where $1<p \leq \infty$ and $\tau_{p}$ is a function of the form

$$
\begin{equation*}
\left.\tau_{p}(\lambda)=\max _{q=1}^{t}\left(1+\left|\Re\left(\lambda e^{i \chi_{q}}\right)\right|\right)\right)^{-1+1 / p} \tag{A.3.1}
\end{equation*}
$$

for some numbers $0 \leq \chi_{1}<\chi_{2}<\cdots<\chi_{t}<2 \pi$. Here the numbers $t$ and $\chi_{q}$ might be different in different formulas. We also assume that $\mathscr{P}$ is a convex polygon, that the vertices of $\mathscr{P}$, i. e., the elements of $\widetilde{\mathscr{E}}$, are no accumulation points of $\mathscr{E}$, and that the points in $\partial \mathscr{P}$ are no accumulation points of $\mathscr{E} \backslash \partial \mathscr{P}$.

Then, in Proposition A.2.3, $d=0$, and we obtain the estimates

$$
D(\lambda)^{-1}= \begin{cases}\left(a_{\alpha}^{-1}+O\left(\tau_{p}(\lambda)\right)\right) \exp \left(-c_{\alpha} \lambda\right) & \text { if } \mathfrak{R}(\lambda) \leq-M  \tag{A.3.2}\\ \left(a_{\beta}^{-1}+O\left(\tau_{p}(\lambda)\right)\right) \exp \left(-c_{\beta} \lambda\right) & \text { if } \mathfrak{R}(\lambda) \geq M\end{cases}
$$

for some $M>0$.
Indeed, as in the proof of Proposition A.2.3, we have

$$
\begin{aligned}
& \left|a_{\alpha}^{-1} \exp \left(-c_{\alpha} \lambda\right) D(\lambda)-1\right| \\
& \quad \leq \frac{\left|\varepsilon_{\alpha}(\lambda)\right|}{\left|a_{\alpha}\right|}+\left|a_{\alpha}\right|^{-1} \sum_{j \in \mathscr{N} \backslash\{\alpha\}}\left(\left|a_{j}\right|+\left|\varepsilon_{j}(\lambda)\right|\right) \exp \left\{\left(c_{j}-c_{\alpha}\right) \Re(\lambda)\right\} \\
& \quad=O\left(\tau_{p}(\lambda)\right) \quad \text { if } \Re(\lambda) \leq 0
\end{aligned}
$$

since $\sup _{j \in \mathscr{M} \backslash\{\alpha\}}\left(c_{j}-c_{\alpha}\right)>0$. Also, from the proof of Proposition A. 2.3 we know that this term is less or equal to $\frac{1}{2}$ if $\Re(\lambda) \leq-M_{1}$. Then the stated estimate follows for $\lambda$ with negative real part. The proof for $\lambda$ with positive real part is analogous.

We can also substitute the estimate of $D(\lambda)$ in Proposition A. 2.6 by the estimate

$$
D(\lambda)^{-1}= \begin{cases}\left(a_{\alpha}^{-1}+O\left(\tau_{p}(\lambda)\right)\right) \exp \left(-c_{\alpha} \lambda\right) & \text { if } \Re(\lambda)<0  \tag{A.3.3}\\ \left(a_{\beta}^{-1}+O\left(\tau_{p}(\lambda)\right)\right) \exp \left(-c_{\beta} \lambda\right) & \text { if } \Re(\lambda)>0\end{cases}
$$

for all $\lambda$ outside the balls as considered in Proposition A.2.6. In view of (A.3.2) it suffices to consider the values of $\lambda$ for which $|\Re(\lambda)| \leq M$. Since $D(\lambda) \exp \left(-c_{\alpha} \lambda\right)$
and $D(-\lambda) \exp \left(c_{\beta} \lambda\right)$ also satisfy the assumptions of Proposition A.2.6, we immediately infer

$$
D(\lambda)^{-1}=O(1) \exp \left(-c_{\alpha} \lambda\right) \quad \text { and } \quad D(\lambda)^{-1}=O(1) \exp \left(-c_{\beta} \lambda\right)
$$

outside the balls considered in Proposition A.2.6. And for $\lambda$ so that $|\mathfrak{R}(\lambda)| \leq M$, the estimate $O(1)$ can be written as $O\left(\tau_{p}(\lambda)\right)$.

In this case, Proposition A.2.11 is a special case of Proposition A.2.6.
Now we are going to consider Theorem A.2.14. The set $V_{s, \alpha}$ defined in the proof of that theorem is a sector. Since

$$
\mid \exp \left\{\left(c_{j}-\alpha\right) e^{\left.i \varphi_{s . \alpha} z\right\} \mid \leq \exp \left\{-\tilde{c}_{s, \alpha} \Re(z)\right\}, ~}\right.
$$

for $z \in W_{s, \alpha}$ and $j \in \mathscr{N} \backslash \mathscr{N}_{s}$, where $\tilde{c}_{s, \alpha}>0$, we have $\varepsilon_{j(s, \alpha)}^{s, \alpha}=o(1)$ and $O\left(\tau_{p}(\lambda)\right)$ in $W_{s, \alpha}$. Then $D_{s, \alpha}$ defined in the proof of Theorem A.2.14 satisfies the assumptions of Proposition A.2.11. Hence we infer

$$
D(\lambda)^{-1} \lambda^{v} \exp \{\alpha \lambda\}=a_{s, \alpha}^{-1}+O\left(\tau_{p}(\lambda)\right)
$$

on each sector $\Omega_{s, \alpha}$. Thus we can formulate Theorem A.2.15 in the following way:
ThEOREM A.3.1. On an unbounded subset $\Omega$ of $\mathbb{C}$ we consider the exponential sum (A.2.6)

$$
D(\lambda)=\sum_{j \in \mathscr{N}} b_{j}(\lambda) \exp \left(c_{j} \lambda\right) \quad(\lambda \in \Omega)
$$

fulfilling (A.2.1)-(A.2.5), where $b_{j}(\lambda)=\lambda^{v_{0}}\left[a_{j}\right], v_{0} \in \mathbb{R}, a_{j} \in \mathbb{C}, c_{j} \in \mathbb{C}$, and $\varepsilon_{j}(\lambda)=O\left(\tau_{p}(\lambda)\right)$ for $j \in \mathscr{N}$, where $1<p \leq \infty$. Assume that $\mathscr{P}$ is a convex polygon, that $\widetilde{\mathscr{E}}$ is isolated in $\mathscr{E}$, that the points of $\partial \mathscr{P}$ are no accumulation points of $\mathscr{E} \backslash \partial \mathscr{P}$, and that $a_{j} \neq 0$ if $c_{j} \in \widehat{\mathscr{E}}$. Then there are $0 \leq \chi_{1}<\chi_{2}<\cdots<\chi_{t+1}=$ $\chi_{1}+2 \pi, \gamma_{1}, \ldots, \gamma_{t} \in \mathbb{C} \backslash\{0\}, c_{1}, \ldots, c_{t} \in \widetilde{\mathscr{E}}$, and an increasing sequence $\left(\rho_{v}\right)_{v=1}^{\infty}$ of positive real numbers with $\rho_{v} \rightarrow \infty$ as $v \rightarrow \infty$ such that

$$
\mathfrak{R}\left(\left(c-c_{j}\right) \lambda\right) \leq 0 \quad \text { for all } \quad c \in \mathscr{P}
$$

and

$$
D(\lambda)^{-1}=\lambda^{-v_{0}} \exp \left\{-c_{j} \lambda\right\}\left(\gamma_{j}+O\left(\tau_{p}(\lambda)\right)\right)
$$

hold for all $v \in \mathbb{N}$ and all $\lambda \in \Omega$ such that $|\lambda|=\rho_{v}$ and $\chi_{j} \leq \arg \lambda \leq \chi_{j+1}$ for $j=1, \ldots, t$.

In the above theorem we have that $\left\{c_{1}, \ldots, c_{t}\right\}=\widetilde{\mathscr{E}}$.
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## Notations

$\mathbb{C}$ the complex numbers
$\mathbb{R} \quad$ the real numbers
$\mathbb{R}_{+} \quad$ the nonnegative real numbers
$\mathbb{R}_{-}$the nonpositive real numbers
$\mathbb{Z}$ the integers
$e_{i}, \varepsilon_{i}, \epsilon_{i}$ unit vectors in $\mathbb{C}^{n}, \mathbb{C}^{l}, \mathbb{C}^{n_{0}}$
$A C^{\text {loc }}, 55$
$\alpha_{v}^{(j)}, 351$
$\alpha_{v t}^{(j)}, 351$
$\alpha_{v t m}^{(\nu)}, 353$
$b_{j}^{(0)}, 352$
$B V[a, b], 175$
C, 53
$C^{k}, 53$
$C_{0}^{\infty}$, 54
$C^{\infty}, 53$
def $T, 2$
$\Delta_{0}, 134$
$\Delta, 134$
$\delta_{c}, 64$
$\delta_{v}, 134$
$\delta_{v i}^{(t)}, 355$
$\delta_{v}^{\mu}, 135$
$\mathscr{D}^{\prime}, 54$
$\mathscr{E}, 441$
$\mathscr{E}_{j}, 441$
ع, 327
$E^{\prime}, 2$
$f_{e}, 61$
$\Phi(E, F), 2$
$\varphi_{\nu}, 131$
$\varphi_{\nu \mu}, 82,131$
$f * g, 54$
$\gamma_{i, m}^{i}, 354$
$\tilde{\gamma}_{i, m}, 367$
$G_{j, l, \mu}, 362$
$\widehat{G}_{j, \mu, s}, 363$
H, 322
$\mathbf{H}^{+}, 323$
$H_{c}, 115$
$H^{D}, 390$
$\widehat{\mathscr{H}}, 396$
$\hat{H}^{R}, 394$
$\mathscr{H}_{i}, 302$
$H(\Omega, E), 6$
$H^{R}, 394$
$H^{R, 0}, 393$
$H^{R, 1}, 394$
$\widetilde{H}, 391$
$\tilde{H}^{R}, 391$
$I_{1}^{0}, 163$
$I_{2}^{0}, 161$
$I_{3}^{0}, 166$
$\mathrm{id}_{E}, 2$
$\mathscr{\mathscr { F }}(E, F), 4$
$I_{n}, 88$
ind $T, 2$
$J_{r}, 327$
$K_{1}(\lambda), 260$
$K_{2}(\lambda), 260$
K, 322
$\kappa_{p, k}, 59$
$K_{m}^{t}, 367$
$K_{r}(x), 6$
L, 281, 351
$\mathbb{N}$ the nonnegative integers
$\mathfrak{R}(z)$ the real part of $z$
$\mathfrak{I}(z)$ the imaginary part of $z$
\# the cardinality of a (finite) set
$l_{\vartheta}, 352$
$l^{(0)}, 352$
$l^{(1)}, 352$
$l^{(2)}, 352$
$\Lambda_{v}^{j}, 135$
$\Lambda_{\theta}^{0}, 358$
$L^{D}, 280$
$L(E), 2$
$L(E, F), 2$
$L_{1}^{\text {loc }}, 54$
$l_{v}, 351$
$\hat{l}_{v}, 351$
$L_{p}, 54$
$L^{R}, 280$
$M_{0}, 148$
$\tilde{M}, 148$
$\widetilde{M}_{0}, 148$
$M_{1}, 154$
$\tilde{M}_{1}, 148$
$\tilde{M}_{2}, 134$
$m_{j}, 14$
$M_{k, n}(G), 3$
$M_{n}(G), 3$
$|f|_{B V}, 175$
$\mid f_{B V}^{\prime}, 175$
$|f|_{(k)}, 53$
$|f|_{p, k}, 55$
$|f|_{p}, 54$
$|u|_{p^{\prime},-k}, 62$

| $\|f\|_{[p, n]}, 166$ | $R_{1}(\lambda), 105$ | $T_{0}^{+}, 122$ |
| :--- | :--- | :--- |
| $\|f\|_{\infty}, 54$ | $R_{2}(\lambda), 105$ | $T^{*}, 3$ |
| $N(T), 2$ | $\rho^{\prime}\left(T_{0}\right), 110$ | $U_{j}, 391$ |
| $\operatorname{nul} T, 2$ | $R(T), 2$ | $U(\lambda), 103$ |
| $\bar{v}\left(y_{0}\right), 27$ | $\rho(T), 7$ | $U_{L}(\lambda), 258$ |
| $v(y), 13$ | $\langle f, u\rangle_{p, k}, 61$ | $U^{v}, 389$ |
| $O, 76$ | $\sigma_{j, 0}, 354$ | $U_{v}, 354$ |
| $o, 76$ | $\Sigma_{k}, 136$ | $U^{v, j}, 390$ |
| []$, 76$ | $\sigma_{v}, 363$ | $u_{r}, 111$ |
| $\omega, 323$ | $S(\lambda), 323$ | $u_{\vartheta}, 352$ |
| $\Omega_{l}, 327$ | $s_{\mu}, 13$ | $V, 327$ |
| $\mathscr{P}, 442$ | $S_{s, v}, 168$ | $v_{\vartheta, j}, 352$ |
| $\mathscr{P}, 441$ | $\operatorname{supp} f, 53$ | $W_{p}^{k}, 55$ |
| $p_{i}(\cdot, \lambda), 280$ | $\operatorname{supp} u, 54$ | $W_{p^{\prime}}^{-k}, 61$ |
| $\pi(\cdot, \rho), 280$ | $\sigma(T), 7$ | $\Xi_{r}, 327$ |
| $\pi_{i, j}, 280$ | $\tau_{p, k}, 60$ | $y_{\mu}, 362$ |
| $\pi_{l}(\cdot, \lambda), 285$ | $T^{R}, 295$ | $Z(\lambda), 103$ |
| $\pi_{(0)}, 293$ | $\vartheta, 352$ | $Z_{L}(\lambda), 258$ |
| $\pi_{(\alpha)}, 293$ | $\Theta_{n, m}, 352$ | $\sim, 448$ |
| $q_{j, v}, 324$ | $\theta_{r}^{j}, 448$ | $\otimes, 3$ |
| $q_{j, v, 0}, 353$ | $\vartheta^{\prime}, 352$ |  |

## Index

absolutely continuous, 55
abstract boundary eigenvalue operator function, 47, 103, 258
adjoint boundary eigenvalue problem, 108, 110,262
adjoint linear relation, 111
adjoint operator, 3
algebraic multiplicity, 14, 37
almost Birkhoff regular, $318,353,360,372$, $373,375,377,381,382$
associated function, 381
associated vector, 27
asymptotic boundary conditions, 317, 354, $377,378,380-382$
asymptotic fundamental matrix, 81
asymptotic fundamental system, 326, 342
asymptotic linearization, 284
asymptotic polynomial, 210
asymptotic polynomial of order $s, 210$
Banach space, 2
bilinear, 6
biorthogonal, 18
biorthogonal CSEAVs, 29, 30, 42
biorthogonal CSRFs, 23, 24, 38, 48, 104, 259
biorthogonal projections, 36
Birkhoff matrix, 136, 139, 140, 142, 144
Birkhoff regular, 135, 136, 138-140, 142, $144,145,148,153,154,157,160,182$, $187,188,192,193,199,206,208,210-$ $214,241,242,295,296,298,299,310$, $353,359,378,379,397,405$
boundary eigenvalue operator function, 103, $257,259,261$
boundary eigenvalue problem, $102,130,280$, 373, 375
bounded set, 4
bounded variation, 175
canonical extension, 48,61
canonical system of eigenvectors and associated vectors, 27,125
canonical system of root functions, 15
canonical systems of root functions, 124
Cauchy sequence, 2
CEAV, 27
chain of an eigenvector and associated vectors, 27
change of variables, 99
characteristic determinant, 357
characteristic function, 280
characteristic matrix, 324
characteristic matrix function, $47,103,115$, $154,165,258,259,264$
classical adjoint boundary eigenvalue problem, 111
compact operator, $4,42,67$
complete, $406,407,432$
continuous linear operator, 2
contour, 167
convergent sequence, 2
convolution, 54
CSRF, 15, 19
curve, 167
deficiency, 2
degenerate operator, 9
derivative, 4
derivative in the sense of distributions, 55
differentiable, 4, 6
Dirac distribution, 64
distribution, 54
dual space, 2
eigenvector, 27
equivalent boundary conditions, 139
expansion into a series of eigenvectors and associated vectors, 405,407
expansion into eigenfunctions and associated functions, 213, 214, 242, 245, 298-300, 304, 306, 309, 318, 376, 411, 413, 417, $423,425,429,432,435,437$
exponential sum, 451
factorization, 36,47
finitely meromorphic operator function, 9
Fredholm operator, 2, 9
fundamental matrix, $69,71,73,83,148,253$
fundamental matrix function, $47,69,103,106$, $133,324,338,340,342,344$
fundamental system, 252, 253, 326, 342, 347
fundamental system function, $252,254,258$, 260
geometric multiplicity, 14
globally equivalent, 48, 104, 395, 396
Green's function, 261, 276
Green's matrix, 106, 110, 125, 189
Heaviside function, 115
holomorphic, 18
holomorphic vector function, 6
holomorphically equivalent, 259
index, 2
invertible operator, 2
Jordan canonical form, 45
Lagrange identity, 121, 272
Lagrange matrix, 272
Laurent series, 8
Leibniz rule, 75
meromorphic, 18
meromorphic operator function, 9
meromorphic vector function, $\mathbf{8}$
minimal, 43, 407
multiplication operator, 65, 67
multiplicity, 13, 275
multiplicity of the zero, 37
norm, 2
normalized boundary conditions, 208
normed space, 2
null space, 2
nullity, 2
partial multiplicities, 14, 22
periodic boundary conditions, 135, 141
pole, 8
pole order, $8,11,32$
principal part, 8
r, 47, 48
range, 2
rank, 32
rank of an eigenvector, 27
reduced resolvent, 11, 34
Regge problem, 316
regular distribution, 55
resolvent, 7
resolvent set, 7
Riemann-Lebesgue lemma, 78
right inverse, 72, 103, 258
right invertible, 46
root function, 13, 124, 275
s-regular, $160,165,168,169,221,228,230$, 231, 238-240, 242, 313, 314, 316
Schur factorization, 10
semi-simple eigenvalue, 31, 34, 44
separated boundary conditions, 143, 145
simple eigenvalue, 31
Sobolev space, 55
spectrum, 7, 9
Stone regular, 160, 221
strongly $s$-regular, 241, 242, 245, 246, 301, 304, 306, 309
support, 53, 54
tensor product, 3
test function, 54
two-point boundary eigenvalue problem, 103, 118, 119, 208, 271, 296
uniform convergence, 306
weakly regular, 461, 468

