## Cambitige Monographs on Applied and Computitional Matitematics

## Generalized Riemann! Problems in Computational Fluid Iynamices



## Matania Ben-Artzi Joseph Falcovitz

This page intentionally left blank

## Generalized Riemann Problems in Computational Fluid Dynamics

Numerical simulation of compressible, inviscid, time-dependent flow is a major branch of computational fluid dynamics. Its primary goal is to obtain accurate representation of the time evolution of complex flow patterns, involving interactions of shocks, interfaces, and rarefaction waves. The generalized Riemann problem (GRP) algorithm, developed by the authors for this purpose, provides a unifying "shell" that comprises some of the most commonly used numerical schemes for such flows. This monograph gives a systematic presentation of the GRP methodology, starting from the underlying mathematical principles, through basic scheme analysis and scheme extensions (such as reacting flow or two-dimensional flows involving moving or stationary boundaries). An array of instructive examples illustrates the range of applications, extending from (simple) scalar equations to computational fluid dynamics. Background material from mathematical analysis and fluid dynamics is provided, making the book accessible to both researchers and graduate students of applied mathematics, science, and engineering.

Matania Ben-Artzi is a professor of mathematics at the Institute of Mathematics, The Hebrew University of Jerusalem. His area of interest is mathematical physics, where pure mathematical analysis, theory of partial differential equations, and numerical analysis are applied in the study of various fundamental differential equations of physics.

Joseph Falcovitz is a research Fellow at the Institute of Mathematics, The Hebrew University of Jerusalem. He retired in 1990 from the Rafael Ballistic Center, where he specialized in the development of computational methods of compressible flows and the simulation of terminal ballistics, blast wave phenomena, and fluid-structure interaction.

# CAMBRIDGE MONOGRAPHS ON APPLIED AND COMPUTATIONAL MATHEMATICS 

Series Editors
P. G. CIARLET, A. ISERLES, R. V. KOHN, M. H. WRIGHT

## 11 Generalized Riemann Problems in Computational Fluid Dynamics

The Cambridge Monographs on Applied and Computational Mathematics reflects the crucial role of mathematical and computational techniques in contemporary science. The series publishes expositions on all aspects of applicable and numerical mathematics, with an emphasis on new developments in this fastmoving area of research.

State-of-the-art methods and algorithms as well as modern mathematical descriptions of physical and mechanical ideas are presented in a manner suited to graduate research students and professionals alike. Sound pedagogical presentation is a prerequisite. It is intended that books in the series will serve to inform a new generation of researchers.

Also in this series:
A Practical Guide to Pseudospectral Methods, Bengt Fornberg
Dynamical Systems and Numerical Analysis, A. M. Stuart and A. R. Humphries
Level Set Methods, J. A. Sethian
The Numerical Solution of Integral Equations of the Second Kind, Kendall E. Atkinson

Orthogonal Rational Functions, Adhemar Bultheel, Pablo Gonzalez-Vera, Erik Hendriksen, and Olav Njastad

# Generalized Riemann Problems in Computational Fluid Dynamics 

MATANIA BEN-ARTZI and JOSEPH FALCOVITZ
The Hebrew University of Jerusalem

CAMBRIDGE UNIVERSITY PRESS
Cambridge, New York, Melbourne, Madrid, Cape Town, Singapore, São Paulo
Cambridge University Press
The Edinburgh Building, Cambridge cb2 2RU, United Kingdom
Published in the United States of America by Cambridge University Press, New York www.cambridge.org
Information on this title: www.cambridge.org/9780521772969
(C) Cambridge University Press 2003

This book is in copyright. Subject to statutory exception and to the provision of relevant collective licensing agreements, no reproduction of any part may take place without the written permission of Cambridge University Press.

First published in print format 2003
ISBN-I3 978-0-511-06675-7 eBook (NetLibrary)
ISBN-IO 0-511-06675-9 eBook (NetLibrary)
ISBN-I3 978-0-521-77296-9 hardback
ISBN-IO 0-521-77296-6 hardback

Cambridge University Press has no responsibility for the persistence or accuracy of URLs for external or third-party internet websites referred to in this book, and does not guarantee that any content on such websites is, or will remain, accurate or appropriate.

## Contents

List of Figures page ..... xi
Preface ..... xv
1 Introduction ..... 1
I BASIC THEORY ..... 5
2 Scalar Conservation Laws ..... 7
2.1 Theoretical Background ..... 7
2.2 Basic Concepts of Numerical Approximation ..... 25
3 The GRP Method for Scalar Conservation Laws ..... 36
3.1 From Godunov to the GRP Method ..... 36
3.2 1-D Sample Problems ..... 49
3.2.1 The Linear Conservation Law ..... 49
3.2.2 The Burgers Nonlinear Conservation Law ..... 55
3.3 2-D Sample Problems ..... 63
4 Systems of Conservation Laws ..... 81
4.1 Nonlinear Hyperbolic Systems in One Space Dimension ..... 81
4.2 Euler Equations of Quasi-1-D, Compressible, Inviscid Flow ..... 101
5 The Generalized Riemann Problem (GRP) for Compressible Fluid Dynamics ..... 135
5.1 The GRP for Quasi-1-D, Compressible, Inviscid Flow ..... 135
5.2 The GRP Numerical Method for Quasi-1-D, Compressible, Inviscid Flow ..... 169
6 Analytical and Numerical Treatment of Fluid Dynamical Problems ..... 184
6.1 The Shock Tube Problem ..... 184
6.2 Wave Interactions ..... 189
6.2.1 Shock-Contact Interaction ..... 192
6.2.2 Shock-Shock Interaction ..... 195
6.2.3 Shock-CRW Interaction ..... 203
6.2.4 CRW-Contact Interaction ..... 207
6.3 Spherically Converging Flow of Cold Gas ..... 218
6.4 The Flow Induced by an Expanding Sphere ..... 219
6.5 Converging-Diverging Nozzle Flow ..... 222
II NUMERICAL IMPLEMENTATION ..... 233
7 From the GRP Algorithm to Scientific Computing ..... 235
7.1 General Discussion ..... 235
7.2 Strang's Operator-Splitting Method ..... 237
7.3 Two-Dimensional Flow in Cartesian Coordinates ..... 244
8 Geometric Extensions ..... 251
8.1 Grids That Move in Time ..... 251
8.2 Singularity Tracking ..... 252
8.3 Moving Boundary Tracking (MBT) ..... 255
8.3.1 Basic Setup ..... 257
8.3.2 Survey of the Full MBT Algorithm ..... 264
8.3.3 An Example: Shock Lifting of an Elliptic Disk ..... 266
9 A Physical Extension: Reacting Flow ..... 269
9.1 The Equations of Compressible Reacting Flow ..... 271
9.2 The Chapman-Jouguet (C-J) Model ..... 276
9.3 The Z-N-D (Zeldovich-von Neumann-Döring) Solution ..... 281
9.4 The Linear GRP for the Reacting-Flow System ..... 286
9.5 The GRP Scheme for Reacting Flow ..... 298
10 Wave Interaction in a Duct - A Comparative Study ..... 305
A Entropy Conditions for Scalar Conservation Laws ..... 313
B Convergence of the Godunov Scheme ..... 320
C Riemann Solver for a $\gamma$-Law Gas ..... 330
D The MUSCL Scheme ..... 333
Bibliography ..... 337
Glossary ..... 345
Index ..... 347

## List of Figures

2.1 Characteristic curves in the nonlinear case. ..... page 10
2.2 A jump discontinuity of a weak solution. ..... 15
2.3 Characteristics for initial step function in Burgers' equation. ..... 18
2.4 Rarefaction wave solution for Burgers' equation. ..... 19
2.5 A jump discontinuity satisfying the entropy condition. ..... 22
2.6 Backward-difference characteristic scheme. ..... 33
3.1 Wave pattern for piecewise-constant initial data. ..... 38
3.2 Wave pattern for the GRP algorithm. ..... 43
3.3 First GRP time-integration cycle of a moving step. ..... 47
3.4 The "slope limiter" is a five-point rule. ..... 48
3.5 First-order integration of $u_{t}+u_{x}=0$, with $u_{0}=\sin ^{4}(\pi x)$. ..... 50
3.6 First-order integration of $u_{t}+u_{x}=0$, with step-function initial data. ..... 51
3.7 Second-order integration of $u_{t}+u_{x}=0$, with $u_{0}(x)=\sin ^{4}(\pi x)$. ..... 53
3.8 Second-order integration of $u_{t}+u_{x}=0$, with step-function initial data. ..... 54
3.9 First-order integration of $u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0$, with $u_{0}(x)=\sin (2 \pi x)$. ..... 57
3.10 First-order integration of $u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0$, with step-function initial data. ..... 59
3.11 Second-order integration of $u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0$, with $u_{0}(x)=\sin (2 \pi x)$. ..... 62
3.12 Second-order integration of $u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0$, with step-function initial data. ..... 63
3.13 Linear diagonal step - Godunov solution. ..... 67
3.14 Linear diagonal step - GRP solution. ..... 68
3.15 Nonlinear diagonal shock - Godunov solution. ..... 70
3.16 Nonlinear diagonal shock - GRP solution. ..... 71
3.17 Exact solutions at $t=1$ of 2-D Burgers equation. ..... 72
3.18 $U$-level curves for the 2-D Burgers equation at $t=1$ for Case A. ..... 73
$3.19 U$-level curves for the 2-D Burgers equation at $t=1$ for Case B . ..... 74
3.20 $U$-level curves for the 2-D Burgers equation at $t=1$ for Case C. ..... 75
3.21 Numerical solutions of 2-D Burgers equation at $t=1$ for Case D. ..... 76
3.22 The Guckenheimer structure for $u_{t}+\left(u^{2} / 2\right)_{x}+\left(u^{3} / 3\right)_{y}=0$. ..... 77
3.23 $U$-level curves for Guckenheimer equation at $t=1$. ..... 79
4.1 A simple wave. ..... 84
4.2 A centered rarefaction wave. ..... 85
4.3 States connected to ũ by a $k$-CRW. ..... 87
4.4 States connected to $\tilde{\mathbf{u}}$ by a jump discontinuity. ..... 91
4.5 Shock admissibility conditions. ..... 94
4.6 A contact discontinuity. ..... 96
4.7 The solution to the Riemann problem. ..... 99
4.8 Neighborhood of state $\mathbf{u}_{\mathrm{R}}$ "covered" by interaction curves. ..... 100
4.9 Quasi-1-D flow in a duct. ..... 102
4.10 Right-facing ( $\sigma_{3}$ ) and left-facing ( $\sigma_{1}$ ) shocks. ..... 113
4.11 The thermodynamic Hugoniot curve $P_{3}^{+}$. ..... 119
4.12 The 3-Hugoniot curve in the $(u, p)$ plane. ..... 121
4.13 The 1-Hugoniot curve in the $(u, p)$ plane. ..... 121
4.14 A planar 1-CRW. It is necessarily isentropic. ..... 123
4.15 A 1-CRW in Lagrangian representation. ..... 125
4.16 A schematic solution to the RP for planar flow. ..... 127
$4.17 u-p$ representation of $I_{1}^{l}, I_{3}^{r}$ interaction curves. ..... 129
4.18 Solutions to the Riemann problem. ..... 130
5.1 The solutions to the GRP (a), and its associated RP (b). ..... 137
5.2 Structure of the solution to the GRP in Lagrangian coordinates. ..... 139
5.3 The "acoustic case" $\mathbf{V}_{\mathrm{L}}=\mathbf{V}_{\mathrm{R}}, \mathbf{V}_{\mathrm{L}}^{\prime} \neq \mathbf{V}_{\mathrm{R}}^{\prime}$. ..... 143
5.4 Characteristic coordinates in a 1-CRW. ..... 146
5.5 Possible Eulerian GRP solutions for the wave pattern of Figure 5.2. ..... 163
5.6 Structure of the solution for Godunov's scheme. ..... 172
5.7 Distribution of flow variables at time $t=t_{n}$ (GRP setup). ..... 173
6.1 Eulerian solution of shock tube flow at $t=20$ ( 100 cells). ..... 186
6.2 Lagrangian solution of shock tube flow at $t=20$ ( 100 cells). ..... 187
6.3 ALE solution of shock tube flow at $t=20$ ( 100 cells). ..... 188
6.4 Wave interaction - A schematic description. ..... 190
6.5 Schematic $(x, t)$ diagram of the interaction of two waves. ..... 190
6.6 Riemann problem for the shock-contact interaction. ..... 193
6.7 Wave diagram of the shock-contact interaction. ..... 193
6.8 Initial data for shock-contact interaction. ..... 194
6.9 Shock-contact interaction. Shock and contact merge at $(x, t)=(0,0)$. ..... 196
6.10 Shock-contact postinteraction results at $t=20$. ..... 197
6.11 Riemann problem for the two-shock interaction. ..... 198
6.12 Wave diagram of the two-shock interaction. ..... 199
6.13 Initial data for shock-shock interaction. ..... 200
6.14 Shock-shock interaction. Shocks merge at $(x, t)=(0,0)$. ..... 201
6.15 Shock-shock postinteraction results at $t=18$. ..... 202
6.16 Diagram of the interaction of a 3-shock and a 1-CRW. ..... 203
6.17 Riemann problem for shock-rarefaction interaction. ..... 204
6.18 Initial data for shock-CRW interaction. ..... 205
6.19 Shock-CRW results at preinteraction time $t=-2$. ..... 206
6.20 Shock-CRW postinteraction results at $t=10$. ..... 208
6.21 Shock-CRW interaction. Time sequence of density. ..... 209
6.22 Interaction of CRW with a contact discontinuity. ..... 210
6.23 CRW-contact interaction schematic. ..... 210
6.24 CRW-contact interaction. Initial data. ..... 212
6.25 CRW-contact interaction. Asymptotic RP initial data. ..... 214
6.26 CRW-contact interaction. $t=10$. ..... 215
6.27 CRW-contact interaction. $t=20$. ..... 216
6.28 CRW-contact interaction. Time sequence of density. ..... 217
6.29 Distribution of flow variables for Noh's problem. ..... 220
6.30 Flow in fluid surrounding an expanding sphere. ..... 223
6.31 Laval nozzle flow. Case (A): Godunov scheme. ..... 226
6.32 Laval nozzle flow. Case (A): GRP scheme. ..... 227
6.33 Laval nozzle flow. Case (B): Godunov scheme. ..... 228
6.34 Laval nozzle flow. Case (B): GRP scheme. ..... 229
7.1 Setup for the Euler split scheme. ..... 248
8.1 Boundary polygons and underlying Cartesian grid. ..... 257
8.2 Cell $(j, k)$ intersected by a moving boundary. ..... 258
8.3 Cell $(j, k)$ intersected by a boundary moving in the $x$ direction. ..... 261
8.4 Boundary moving one time step in the $x$ direction. ..... 265
8.5 Kickoff of an elliptic disk by an $M_{\mathrm{s}}=3$ shock in air. ..... 267
9.1 The C-J Hugoniot curve $H^{(0)}(\tau, p)=0$. ..... 278
9.2 The Z-N-D solution. ..... 282
9.3 The Z-N-D profile. ..... 285
9.4 GRP computation of ozone decomposition wave. $\Delta x=5 \times 10^{-6}$. ..... 302
9.5 GRP computation of ozone decomposition wave. $\Delta x=2 \times 10^{-5}$. ..... 302
9.6 GRP computation of ozone decomposition wave. $\Delta x=5 \times 10^{-5}$. ..... 303
9.7 Weak detonation wave of ozone decomposition. ..... 303
10.1 CRW interaction with a converging segment. ..... 308
10.2 Comparison of 2-D and quasi-1-D solutions. ..... 309
B. 1 The piecewise-constant function $U_{k}(x, t)$. ..... 323
C. 1 Shock/rarefaction type determination on interaction curve $I_{3}^{\mathrm{r}}$. ..... 331
C. 2 Solution of RP by intersection between $I_{1}^{1}$ and $I_{3}^{\mathrm{r}}$. ..... 332

## Preface

Computational fluid dynamics (CFD) is a relatively young branch of fluid dynamics, the other two being the experimental and the theoretical disciplines. Its rapid development was enabled by the spectacular progress in high power computers, as well as by a matching progress in numerical schemes.

The starting point for the formulation of CFD schemes is the governing equations. In fact, the term "fluid dynamical equations" is much too general and indeed ambivalent. In practice there exist numerous models of such equations. They reflect a variety of stipulations on the nature of the flow, such as compressibility, viscosity, or elasticity. They also involve various effects such as heat conduction or chemical reactions. A large portion of these models do not fall, mathematically speaking, under the category of "hyperbolic conservation laws," which is the subject matter of this monograph. We refer the reader to the book by Landau and Lifshitz [75] for a general survey of fluid dynamical models.

In this monograph we are concerned with time-dependent, inviscid, compressible flow, which is studied primarily in the "quasi-one-dimensional" geometric setting. This leads to a system of partial differential equations expressing the conservation of mass, momentum, and energy. There are various approaches to the numerical resolution of this system, such as the classical method of characteristics or the "artificial viscosity" scheme. Our focus here is on finite-difference approximations of the type referred to as "conservation law schemes." In the quasi-one-dimensional setting they are practically equivalent to "finite-volume schemes." At present, these schemes are the commonly preferred choice, since they are robust by virtue of their shock-capturing capability, and they may be readily extended to more than one space variable.

Rather than constructing a particular scheme, we try here to develop a methodology aimed at the derivation of high-resolution, second-order schemes,
all of which extend the basic (first-order) Godunov scheme. It is based on the "heart of the matter," the analysis of the generalized Riemann problem (GRP). This problem is an extension of the classical Riemann problem (RP) of fluid dynamics, which is the initial value problem in which data consist of two constant states separated by a discontinuity at the origin. Loosely speaking, the corresponding GRP is defined by replacing those two states by constant-gradient states, also having a jump at the origin.

This monograph is devoted primarily to a mathematical introduction to conservation law schemes and to the development of the basic GRP methodology. However, we have also included (Part II) a number of applications to more representative cases of "scientific computing." Although these examples are not "algorithmically heavy," they serve to illustrate the kind of extensions (geometric or physical) that are invariably required for realistic CFD simulations.

Our collaboration on the GRP methodology began some twenty years ago. Over all these years we have benefited from numerous discussions with colleagues and students who helped us shape the method, its goals, and its presentation. Their ideas led oftentimes to joint work, as is witnessed by the bibliographic list. It is with real pleasure that we acknowledge their contribution to this monograph.

The preparation of this monograph was a demanding task to which we devoted considerable time and effort over the past few years. Throughout that time we have enjoyed the insights offered to us by A. Chorin, A. Birman, J.-P. Croisille, and O. Igra; their help is gratefully acknowledged. Special credit is due to J. Li whose participation was instrumental in shaping our treatment of (2-D) scalar conservation laws. Validation experiments are an important part of CFD research, and in that, as well as in other aspects, the cooperation of K. Takayama and other colleagues of the Shock Wave Research Center, Tohoku University, is gratefully acknowledged. Our thanks and appreciation are due to our colleague U. Feldman who set up the computer system used in the calculations and typesetting for this monograph.

Finally, it is with deep gratitude that we acknowledge the (silent) participation of our wives, Ofra and Linda, in this endeavor. Book writing invariably involves hard labor; their understanding and encouragement were instrumental in seeing it through to its successful conclusion.

## Introduction

This monograph deals with the generalized Riemann problem (GRP) of mathematical fluid dynamics and its application to computational fluid dynamics. It shows how the solution to this problem serves as a basic tool in the construction of a robust numerical scheme that can be successfully implemented in a wide variety of fluid dynamical topics. The flows covered by this exposition may be quite different in nature, yet they share some common features; they all belong to the class of compressible, inviscid, time-dependent flows. Fluid dynamical phenomena of this type often contain a number of smooth flow regions separated by singularities such as shock fronts, detonation waves, interfaces, and centered rarefaction waves. One must then address various computational issues related to this class of fluid dynamical problems, notably the "capturing" of discontinuities such as shock fronts, detonation waves, or interfaces; resolution of centered rarefaction waves where flow gradients are unbounded; and evaluation of flow variables in irregular computational cells at the intersection of a moving boundary surface with an underlying mesh.

From the mathematical point of view, the various systems of equations governing compressible, inviscid, time-dependent flow phenomena may all be characterized as systems of "(nonlinear) hyperbolic conservation laws."

Hyperbolic conservation laws (in one space variable) are systems of timedependent partial differential equations. The most common problem associated with such systems is the initial value problem (henceforth IVP), which is the following: Given the values of the unknown functions at time $t=0$ (as functions of the space variable $x \in \mathbb{R}$ ), use the equations to determine the evolution in time of those functions. When the unknown functions are defined over the whole real line $\mathbb{R}$, one often refers to the IVP as the "Cauchy Problem." In contrast, when the unknown functions are defined only over a finite interval $\mathcal{D} \subseteq \mathbb{R}$, suitable "boundary conditions" must be imposed at the endpoints of $\mathcal{D}$. From
the physical point of view the latter is clearly the more realistic case. Thus, for example, $\mathcal{D}$ can represent a pipe of finite length, in which one studies the evolution (in time) of flow variables subject to the system of fluid dynamical equations. In this case, the boundary conditions consist of influx and outflux requirements imposed on the pressure, velocity, etc. at the edges of the pipe.

The solutions to the problems considered here possess one common fundamental property, that of "finite propagation speed"; that is, the waves travel at finite speeds. Mathematically speaking, when a change in the initial data is confined to the neighborhood of some point $A$, it is "felt" by the solution at any other point $B$ only after a certain amount of time, an amount that depends on the distance between the points. It is precisely this feature that allows the construction of "conservation law schemes" for the (numerical) approximation of the solutions.

Although this monograph focuses on the resolution of compressible, inviscid flow problems, and the construction of suitable conservation law schemes, an effort is made to place the treatment in the broader (theoretical and numerical) perspective of hyperbolic conservation laws. However, the necessary background material from physics is also included. We refer the reader to the classical book by R. Courant and K. O. Friedrichs [30] for a thorough discussion of the mathematical aspects of compressible flow. This book also discusses in detail the derivation of the flow equations from the underlying physical conservation laws. For mathematical treatments of hyperbolic conservation laws, we refer to the books by Courant and Hilbert [31], Evans [36], Hörmander [63], Lax [75], and Smoller [103].

To simplify the discussion, we consider primarily the associated Cauchy problem, thus avoiding the further mathematical complications introduced by boundary conditions. Naturally, when dealing with real flow examples, boundary conditions will be needed, and the ways in which they are introduced into the numerical scheme will be explained.

The origin of the subject matter of this monograph can be traced back some forty years, to the early days of computational fluid dynamics. It can best be described by the opening sentence to Section 12.15 of the book by Richtmyer and Morton [96]: "In 1959, Godunov described an ingenious method for onedimensional problems with shocks."

Godunov's method, as much as it was recognized for its novelty and robustness, suffered from some significant drawbacks. It was Bram van Leer, some twenty years later, who, in an important breakthrough [112], has shown how to modify Godunov's original construction and, indeed, has made it possible to implement the method as the most efficient tool (to date) in this area of
computational fluid dynamics. In the simpler case of a scalar conservation law, these ideas will be explained in Chapter 3.

The monograph is divided into two parts, Part I (Basic Theory) and Part II (Numerical Implementation). Part I (Chapters 2-6) deals with the more basic aspects (theoretical and numerical) of systems of conservation laws and the development of the GRP method. Part II (Chapters 7-10) is devoted to several extensions (physical and geometric) of the GRP method for computational fluid dynamics. A more detailed discussion of the contents will follow. The reader will also find a brief summary at the beginning of each chapter.

In writing this monograph we have aimed at a wide readership, consisting not only of graduate students and researchers in applied mathematics but also of those working in various areas of physics and engineering. Yet, we have attempted to maintain a solid level of mathematical rigor. Notions such as "weak solutions" and "convergence of a scheme" are carefully introduced (Chapter 2) in suitable functional settings. We believe that, given the current mathematical level of modern numerical analysis, such concepts ought to be familiar to anyone working in this field. In particular, theorems related to the convergence of the Godunov scheme (in the scalar case) are proved in all mathematical detail (Section 2.2 and Appendix B). In this context we introduce (and compare numerically) some of the "classical" discrete schemes of hyperbolic equations, such as the Lax-Friedrichs and the Lax-Wendroff schemes. At the same time, our main objective in Chapters 2 and 3 is the introduction of the "high-resolution GRP scheme," by way of the Riemann and generalized Riemann problems. We refer to LeVeque [81] for introductory material on finite-difference schemes for conservation laws and to Richtmyer and Morton [96] for the general theory of finite-difference methods (primarily linear theory). A comprehensive survey of the convergence properties of finite-difference schemes to scalar conservation laws can be found in Godlewski and Raviart [54].

In Chapter 4 we introduce systems of conservation laws. The first section outlines the general mathematical background and can be skipped on first reading, as it is of a more mathematical nature. The physical systems of interest, those representing the basic conservation laws of compressible, inviscid flow in the "quasi-one-dimensional" setting, are introduced in the second section. This section is self-contained; the analysis of centered rarefaction waves, as well as the Rankine-Hugoniot shock conditions and the solution to the Riemann problem, is discussed in detail.

Chapter 5 is devoted to the analysis of the GRP in the context of the systems considered in Section 4.2. In Section 5.1 we study the solution to the linear GRP, which is the core of the GRP method. Given linear initial distributions
of the flow variables on the two sides of a jump discontinuity, we determine their instantaneous time derivatives (at that singularity). Van Leer's idea to use this solution for the refinement of Godunov's scheme is implemented in the development of the GRP scheme in Section 5.2.

Chapter 6 is devoted to an investigation of the GRP scheme for fluid dynamics. Numerical results are compared to analytical or asymptotic solutions for a variety of wave interaction problems.

In Chapter 7 we introduce, in rather general terms, the operator-splitting method of Strang. It enables us to extend the GRP algorithm to two-dimensional (2-D) settings, while retaining its second-order accuracy. Chapter 8 deals with further geometric extensions, such as (one-dimensional) "tracking" of singularities and (2-D) moving boundaries.

In Chapter 9 we consider a reacting flow system. The basic set of conservation laws is augmented by a chemical reaction-rate equation, thus providing a simple model of combustion. The GRP algorithm is applied to this extended system.

As a concluding (numerical) example for this monograph, we consider in Chapter 10 a case of wave interaction with a segment of decreasing crosssectional area in a two-dimensional duct. The major (GRP) numerical approaches developed in Chapters 5, 7, and 8, namely the quasi-1-D approximation and the fully 2-D scheme, are applied to this case. A comparative study of the two solutions sheds light on the nature of the fluid dynamical interaction, as well as on the nature of the quasi-1-D approximation.

Finally, a comment about the numbering system in this book. For the reader's convenience, all theorems, remarks, definitions, claims, etc. within each chapter are sequentially numbered. Thus, for example, Remark 2.22 comes after Definition 2.21 and is followed by Example 2.23.

## Part I

Basic Theory

## 2

## Scalar Conservation Laws

This chapter introduces the basic concepts of the present monograph. In Section 2.1 we review the general theory of (nonlinear) scalar conservation laws and introduce the fundamental notions of weak solutions and RankineHugoniot jump conditions. In Section 2.2 we introduce the basic ideas of discrete approximations, such as accuracy and convergence.

### 2.1 Theoretical Background

In this chapter we overview the basic details concerning the simplified model of scalar conservation laws. This means that we are looking for the solution $u(x, t)$ of the Cauchy problem for a single partial differential equation of the type

$$
\begin{array}{rc}
\frac{\partial}{\partial t} u+\frac{\partial}{\partial x} f(u)=0, & x \in \mathbb{R}, \quad t>0 \\
u(x, 0)=u_{0}(x), & x \in \mathbb{R} . \tag{2.2}
\end{array}
$$

The solution $u(x, t)$ as a function of the space variable $x \in \mathbb{R}$ is sought for all nonnegative time values. The function $f(u)$ is assumed to be smooth (namely, continuously differentiable at least as many times as needed in the analysis).

The term "conservation law" stems from the following argument. Integrating Equation (2.1) over a rectangle $0 \leq t \leq T, x_{1} \leq x \leq x_{2}$, one gets

$$
\begin{equation*}
\int_{x_{1}}^{x_{2}} u(x, T) d x-\int_{x_{1}}^{x_{2}} u_{0}(x) d x=-\int_{0}^{T} f\left(u\left(x_{2}, t\right)\right) d t+\int_{0}^{T} f\left(u\left(x_{1}, t\right)\right) d t \tag{2.3}
\end{equation*}
$$

Thinking of $u(x, t)$ as "mass density" (per unit length) we see that the integral $\int_{x_{1}}^{x_{2}} u(x, t) d x$ expresses the total mass in $\left[x_{1}, x_{2}\right]$ at time $t$, whereas
$\int_{0}^{T} f(u(x, t)) d t$, for any fixed $x$, can be interpreted as the "mass flux" to the right at the point $x$ over the time interval [0,T]. Thus, Equation (2.3) may be viewed as a "balance equation," stating that the gain in total mass in $\left[x_{1}, x_{2}\right]$ equals the net flux into the interval through its boundary points $x_{1}$ and $x_{2}$. Accordingly, we call $f(u)$ the "flux function." In particular, if we let $\left[x_{1}, x_{2}\right]$ expand to $\mathbb{R}=(-\infty, \infty)$, and we assume that the fluxes diminish to zero [e.g., if $f(0)=0$ and $u\left(x_{1}, t\right), u\left(x_{2}, t\right)$ vanish as $x_{1} \rightarrow-\infty, x_{2} \rightarrow+\infty$ ], Equation (2.3) reduces to

$$
\begin{equation*}
\int_{-\infty}^{\infty} u(x, t) d x=\int_{-\infty}^{\infty} u_{0}(x) d x, \quad 0 \leq t \leq T \tag{2.4}
\end{equation*}
$$

Clearly, this equation expresses the conservation (in time) of the total mass over the real axis. We refer the reader to LeVeque [81], where Equation (2.1) serves as a model for traffic flow.

A rigorous treatment of the problem (2.1), (2.2) should include a specification of the set of "admissible functions," i.e., the appropriate differentiability requirements needed to make sense out of the equation. In particular, it seems as if a "natural" requirement is that the partial derivatives $u_{t}, u_{x}$ exist (and are continuous) at all points $(x, t) \in \mathbb{R} \times(0, \infty)$. However, this is not so, and indeed one of the basic features of conservation laws (both from the mathematical and the physical points of view) is the fundamental role played by discontinuous solutions. In the physical context, they manifest themselves as "shock waves" or "material interfaces." In this chapter we introduce the basic mathematical notions developed in the search for a systematic way in which such discontinuous functions can serve as solutions of (2.1), (2.2)-so-called weak solutions. The purpose here is to outline the main ideas and arguments of the theory, and the reader is referred to Evans [36] for more comprehensive presentations.

We start by looking at the simple case $f(u)=a u$, where $a \neq 0$ is a real constant. Equation (2.1) takes now the form of the (constant-speed) advection equation,

$$
\begin{equation*}
u_{t}+a u_{x}=0 \tag{2.5}
\end{equation*}
$$

for which the solution is easily seen to be the "traveling wave"

$$
\begin{equation*}
u(x, t)=u_{0}(x-a t), \quad x \in \mathbb{R}, \quad t \geq 0 \tag{2.6}
\end{equation*}
$$

In this case the "initial profile" $u_{0}(x)$ propagates unmodified at a speed $a$. This "constant-speed propagation" can be seen even more clearly if we note that

Equation (2.5) can be reformulated as

$$
\begin{equation*}
\frac{D}{D t} u(x, t)=0 \quad \text { along } \quad \frac{d x}{d t}=a \tag{2.7}
\end{equation*}
$$

The notation $\frac{D}{D t} u(x, t)$ introduced in (2.7) designates the "total derivative" (also referred to as the "Lagrangian" or "convective" derivative), namely, the derivative $\frac{d}{d t} u(x(t), t)$, where $x=x(t)$ is any line in the family of straight lines satisfying the equation $\frac{d}{d t} x(t)=a$.

Definition 2.1 The lines satisfying

$$
\begin{equation*}
\frac{d}{d t} x(t)=a \tag{2.8}
\end{equation*}
$$

are called the "characteristic lines" associated with Equation (2.5).

Thus we can rephrase the aforementioned observation by saying that the solution is constant along characteristic lines.

Remark 2.2 In the more general case where $a=a(x, t)$ in (2.5), one can still define the family of characteristic curves by (2.8), namely, $\frac{d}{d t} x(t)=a(x(t), t)$. Individual curves are uniquely determined by giving the initial point $x(0)=x_{0}$. As before, we verify the validity of Equation (2.7), where $\frac{D}{D t}$ is now the derivative along the characteristic curve, implying that $u$ is constant along such a curve. However, as is known from the theory of ordinary differential equations, the existence of the characteristic curves for all $t \geq 0$ is not guaranteed in this case. This is easily seen, for example, in the case $a(x, t)=x^{2}$ (try the curve passing through $x_{0}=1, t_{0}=0$ ).

Let us now go back to the nonlinear problem (2.1), (2.2). Assuming that $u$ is a smooth (that is, in our case, continuously differentiable) solution, we can write the equation in the form

$$
\begin{equation*}
u_{t}+f^{\prime}(u) u_{x}=0 \tag{2.9}
\end{equation*}
$$

We see that here $f^{\prime}(u)$ plays the role of the coefficient $a$ in (2.5), and as in (2.7) we get the invariance of the value of $u$ along "characteristic curves," namely,

$$
\begin{equation*}
\frac{D}{D t} u(x, t)=0 \quad \text { along } \quad \frac{d x}{d t}=f^{\prime}(u) \tag{2.10}
\end{equation*}
$$

However, there is a fundamental difference between the characteristic curves


Figure 2.1. Characteristic curves in the nonlinear case.
in the linear case $[a=a(x, t)]$ and those of the nonlinear case at hand. Indeed, in the linear case these curves are determined uniquely by $a(x, t)$ and do not depend on the solution function $u$. However, in the situation given in (2.10) the slopes $f^{\prime}(u)$ of these curves depend on the solution $u$ itself! Thus, referring to the notation in Figure 2.1, the characteristic curve passing through $\left(x_{1}, 0\right)$ initially has a slope $f^{\prime}\left(u_{0}\left(x_{1}\right)\right)$. Its slope at later times is given by $f^{\prime}(u(x(t), t))$. However, it follows from (2.10) that $u=$ constant $=u_{0}\left(x_{1}\right)$ along this curve, so that the slope is constant and equal to $f^{\prime}\left(u_{0}\left(x_{1}\right)\right)$.

We conclude that in the nonlinear case the characteristic curves must be straight lines, at least as long as the solution exists and is smooth. Observe that in the linear case characteristics are straight lines only if $a=$ constant.

Consider now another point $x_{2}$, where the initial value is $u_{0}\left(x_{2}\right)$. The characteristic (straight) line through this point has slope $f^{\prime}\left(u_{0}\left(x_{2}\right)\right)$ and it carries the constant value $u=u_{0}\left(x_{2}\right)$. However, as we see from Figure 2.1, if $x_{2}>x_{1}$ and $f^{\prime}\left(u_{0}\left(x_{2}\right)\right)<f^{\prime}\left(u_{0}\left(x_{1}\right)\right)$, the two straight lines will intersect at some $t=\bar{t}>0$. At the point of intersection ( $\bar{x}, \bar{t}$ ) we cannot expect the existence of a smooth (in fact, even continuous) solution, as the two constant values, $u_{0}\left(x_{1}\right)$ and $u_{0}\left(x_{2}\right)$, carried by the characteristic curves to that point, are in conflict. Note that this "breakdown in finite time" of the smooth solution does not depend on the smoothness of the initial function $u_{0}(x)$. From the preceding discussion, we can even assume that $u_{0}(x)$ is infinitely differentiable and compactly
supported (that is, vanishes outside of a finite interval) and still face the same situation [by assigning to two points $x_{1}<x_{2}$ values $u_{0}\left(x_{1}\right), u_{0}\left(x_{2}\right)$ such that $f^{\prime}\left(u_{0}\left(x_{1}\right)\right)>f^{\prime}\left(u_{0}\left(x_{2}\right)\right]$.

## Weak Solutions and Jump Conditions

We are thus led to one of the most fundamental aspects of the theory (and its practical application), namely, the inclusion of "discontinuous solutions" as members of the family of admissible solutions. Although this is forced on us in the nonlinear case, there is a natural need for such an extension even in the linear case. For example, we would like to refer to the traveling wave (2.6) as solving Equation (2.5) ( $a=$ constant $)$ even when $u_{0}(x)$ is a "step function" (say $u_{0}(x)=1$ for $x<0$ and $u_{0}(x)=0$ for $x \geq 0$ ).

The basic clue to the method that will allow us to activate such a generalization of the concept of a solution may be found in the derivation of the "balance equation" (2.3). As explained there, this equation is obtained by integrating (2.1) over the rectangle $Q_{x_{1}, x_{2}}^{T}=\left[x_{1}, x_{2}\right] \times[0, T]$. This can also be written as

$$
\begin{gather*}
\int_{\mathbb{R}} \int_{0}^{\infty}\left(u_{t}+f(u)_{x}\right) \chi_{x_{1}, x_{2}}^{T}(x, t) d x d t=0, \\
\chi_{x_{1}, x_{2}}^{T}(x, t)= \begin{cases}1 & \text { if }(x, t) \in Q_{x_{1}, x_{2}}^{T}, \\
0 & \text { if }(x, t) \notin Q_{x_{1}, x_{2}}^{T} .\end{cases} \tag{2.11}
\end{gather*}
$$

The modern theory of partial differential equations has taken this integrated version of the equation one step further, replacing the discontinuous function $\chi_{x_{1}, x_{2}}^{T}(x, t)$ by a smooth "test function" $\phi(x, t)$. This is the well-established procedure of defining "solutions in the sense of distributions" (see Evans [36]). In our case the family of test functions is $C_{0}^{1}$, that is, the class of functions $\phi$ that are continuously differentiable and vanish outside of some rectangle $Q_{-N, N}^{T}$ (where $T$ and $N$ depend on $\phi$ ). Assuming that $u$ is a smooth solution of (2.1), multiplying the equation by a test function $\phi(x, t)$, and integrating by parts over $\mathbb{R} \times[0, \infty]$, we obtain

$$
\begin{equation*}
\int_{\mathbb{R}} \int_{0}^{\infty}\left(u \phi_{t}+f(u) \phi_{x}\right) d x d t+\int_{\mathbb{R}} \phi(x, 0) u_{0}(x) d x=0 \tag{2.12}
\end{equation*}
$$

The crucial idea in the introduction of discontinuous (henceforth called "weak") solutions is to reverse the procedure leading up to (2.12), by viewing the latter as defining the solution. The rigorous definition is the following:

Definition 2.3 The bounded function $u(x, t)$ is called a "weak solution" (sometimes also a "distribution solution") to the IVP (2.1), (2.2) if the equality (2.12) holds for every $\phi \in C_{0}^{1}$.

Example 2.4 The "moving step" $u(x, t)=u_{0}(x-a t)$ [see (2.6)], where $u_{0}(x)=1$ for $x<0$ and $u_{0}(x)=0$ for $x \geq 0$, is a weak solution to (2.5). The verification is left to the reader as an easy exercise. One should carry out the double integration (2.12) separately in the regions $x<a t$ and $x>a t$.

As already noted, Equation (2.12) is satisfied by any smooth solution to (2.1), (2.2). Conversely, in the following claim we show that if a weak solution $u$ is a smooth function then it satisfies (2.1), (2.2). In other words, the set of smooth solutions of (2.1), (2.2) is identical to the set of smooth weak solutions. Moreover, any weak solution $u$ that is continuous in a rectangle satisfies the balance equation (2.3) in that rectangle. Thus, the fundamental balance equation (2.3) is recovered from Equation (2.12) under the sole requirement of continuity of $u$.

In addition to the space $C_{0}^{1}$ of test functions we shall make frequent use of the space $C^{1}$ of continuously differentiable functions [in $(x, t)$ ]. In contrast to the concept of "weak solution" (where $u$ is only assumed to be bounded), we refer to a $C^{1}$ solution of (2.1), (2.2) as a "classical solution."

## Claim 2.5

(a) If $u \in C^{1}$ is a weak solution to (2.1), (2.2) then it is a classical solution.
(b) If $u(x, t)$ is a weak solution [satisfying (2.12)] that is continuous in a rectangle $Q_{x_{1}, x_{2}}^{T}$ then $u$ satisfies the balance equation (2.3) in $Q_{x_{1}, x_{2}}^{T}$.

## Proof

(a) First, take in (2.12) any test function $\phi$ that vanishes identically near $t=0$. Equation (2.12) then reads

$$
\begin{equation*}
\int_{\mathbb{R}} \int_{0}^{\infty}\left(u \phi_{t}+f(u) \phi_{x}\right) d x d t=0 \tag{2.13}
\end{equation*}
$$

and since $u \in C^{1}$ (hence also $f(u) \in C^{1}$ ) we can integrate in (2.13) by parts. Since $\phi$ vanishes near $t=0$, for sufficiently large $x, t$, the boundary terms vanish and (2.13) yields

$$
\begin{equation*}
\int_{\mathbb{R}} \int_{0}^{\infty}\left(u_{t}+f(u)_{x}\right) \phi d x d t=0 \tag{2.14}
\end{equation*}
$$

Thus, the continuous function $v(x, t)=u_{t}+f(u)_{x}$ satisfies

$$
\int_{\mathbb{R}} \int_{0}^{\infty} v(x, t) \phi(x, t) d x d t=0
$$

for all test functions $\phi$ "supported" in the half-plane $t>0 .{ }^{1}$ It is well known that this implies that $v \equiv 0$ in $\mathbb{R} \times[0, \infty)$, so that $u$ satisfies (2.1). Now take any $\phi \in C_{0}^{1}$ and integrate by parts in (2.12). Since $u_{t}+f(u)_{x}=0$ by the foregoing argument, we obtain

$$
\begin{equation*}
\int_{\mathbb{R}}\left(u_{0}(x)-u(x, 0)\right) \phi(x, 0) d x=0 . \tag{2.15}
\end{equation*}
$$

Since $\phi(x, 0)$ can be chosen as an arbitrary smooth and compactly supported function on $\mathbb{R}$, we conclude that $u(x, 0)-u_{0}(x) \equiv 0$, so that (2.2) is satisfied.
(b) Note that if $u \in C^{1}$ then it satisfies (2.1) by (a); hence (2.3) is obtained by integration. The point here is that we want to establish the validity of (2.3) for weak solutions that are only continuous, in which case Equation (2.1) has no classical meaning. The reader may skip the following proof on first reading.

Let $k_{0}$ be a large integer so that $1 / k_{0}<\min \left[\frac{1}{2} T, \frac{1}{3}\left(x_{2}-x_{1}\right)\right]$. Let $\left\{\phi_{k}\right\}_{k=k_{0}}^{\infty} \subseteq$ $C_{0}^{1}$ be a sequence of test functions approximating $\chi_{x_{1}, x_{2}}^{T}$ in the following sense:
(i) $\phi_{k}(x, t) \equiv 1$ for $(x, t) \in Q_{x_{1}+1 / k, x_{2}-1 / k}^{T-1 / k}, k=k_{0}, k_{0}+1, \ldots$
(ii) $\phi_{k}(x, t) \equiv 0$ outside the rectangle $Q_{x_{1}, x_{2}}^{T}, k=k_{0}, k_{0}+1, \ldots$
(iii) $\frac{\partial}{\partial t} \phi_{k}(x, t) \leq 0$ in $Q_{x_{1}, x_{2}}^{T}, k=k_{0}, k_{0}+1, \ldots, \frac{\partial}{\partial x} \phi_{k}(x, t) \geq 0$ for $x \in$ $\left[x_{1}, x_{1}+\frac{1}{k}\right]$, and $\frac{\partial}{\partial x} \phi_{k}(x, t) \leq 0$ for $x \in\left[x_{2}-\frac{1}{k}, x_{2}\right]$ (see Appendix B in Evans [36] for the construction of such functions).

Now, write (2.12) with $\phi=\phi_{k}$. Since $\frac{\partial}{\partial x} \phi_{k}, \frac{\partial}{\partial t} \phi_{k}$ vanish in $Q_{x_{1}+1 / k, x_{2}-1 / k}^{T-1 / k}$, we get

$$
\begin{align*}
& \iint_{\Omega_{k}}\left(u \frac{\partial}{\partial t} \phi_{k}+f(u) \frac{\partial}{\partial x} \phi_{k}\right) d x d t+\int_{x_{1}+1 / k}^{x_{2}-1 / k} u_{0}(x) d x \\
& \quad+\int_{x_{1}}^{x_{1}+1 / k} \phi_{k}(x, 0) u_{0}(x) d x+\int_{x_{2}-1 / k}^{x_{2}} \phi_{k}(x, 0) u_{0}(x) d x=0 \tag{2.16}
\end{align*}
$$

where $\Omega_{k}=Q_{x_{1}, x_{2}}^{T} \backslash Q_{x_{1}+1 / k, x_{2}-1 / k}^{T-1 / k}$.

[^0]Let $M=\max \left\{|u(x, t)|,(x, t) \in Q_{x_{1}, x_{2}}^{T}\right\}$. Clearly,

$$
\begin{aligned}
& \left|\int_{x_{1}}^{x_{1}+1 / k} \int_{0}^{T} u \frac{\partial}{\partial t} \phi_{k} d x d t+\int_{x_{2}-1 / k}^{x_{2}} \int_{0}^{T} u \frac{\partial}{\partial t} \phi_{k} d x d t\right| \\
& \quad \leq M\left[\int_{x_{1}}^{x_{1}+1 / k}\left(\int_{0}^{T}\left|\frac{\partial \phi_{k}}{\partial t}\right| d t\right) d x+\int_{x_{2}-1 / k}^{x_{2}}\left(\int_{0}^{T}\left|\frac{\partial \phi_{k}}{\partial t}\right| d t\right) d x\right] \leq \frac{2 M}{k}
\end{aligned}
$$

which tends to 0 as $k \rightarrow \infty$. However, by the same reasoning,

$$
\begin{aligned}
& \left|\int_{x_{1}+1 / k}^{x_{2}-1 / k} \int_{T-1 / k}^{T}(u(x, t)-u(x, T)) \frac{\partial}{\partial t} \phi_{k}(x, t) d x d t\right| \\
& \quad \leq\left|x_{2}-x_{1}\right| \times \max \left\{|u(x, t)-u(x, T)|, x_{1} \leq x \leq x_{2}, T-1 / k \leq t \leq T\right\}
\end{aligned}
$$

which tends to 0 as $k \rightarrow \infty$, owing to the uniform continuity of $u$ in $Q_{x_{1}, x_{2}}^{T}$. We obtain therefore

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \iint_{\Omega_{k}} u \frac{\partial}{\partial t} \phi_{k} d x d t & =\lim _{k \rightarrow \infty} \int_{x_{1}}^{x_{2}} u(x, T) \int_{T-1 / k}^{T} \frac{\partial}{\partial t} \phi_{k} d t d x \\
& =-\int_{x_{1}}^{x_{2}} u(x, T) d x
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \lim _{k \rightarrow \infty} \int_{0}^{T} \int_{x_{1}}^{x_{1}+1 / k} f(u) \frac{\partial}{\partial x} \phi_{k} d x d t \\
&=\lim _{k \rightarrow \infty} \int_{0}^{T} f\left(u\left(x_{1}, t\right)\right) \int_{x_{1}}^{x_{1}+1 / k} \frac{\partial}{\partial x} \phi_{k} d x d t=\int_{0}^{T} f\left(u\left(x_{1}, t\right)\right) d t \\
& \lim _{k \rightarrow \infty} \int_{0}^{T} \int_{x_{2}-1 / k}^{x_{2}} f(u) \frac{\partial}{\partial x} \phi_{k} d x d t=\lim _{k \rightarrow \infty} \int_{0}^{T} f\left(u\left(x_{2}, t\right)\right) \int_{x_{2}-1 / k}^{x_{2}} \frac{\partial}{\partial x} \phi_{k} d x d t \\
&=-\int_{0}^{T} f\left(u\left(x_{2}, t\right)\right) d t
\end{aligned}
$$

Inserting all these limits in (2.16) we obtain the balance equation (2.3).

We have thus shown that the notion of a weak solution leads to the balance equation (2.3). However, the real interest (and applicability) of this notion lies


Figure 2.2. A jump discontinuity of a weak solution.
in the fact that it leads to considerably more general formulations of the balance equation. In particular, it extends the validity of the equations to domains where the solution has jump discontinuities. We shall not attempt at utmost generality but rather content ourselves with the following situation (which is illustrated in Figure 2.2).

Let $\Omega \subseteq \mathbb{R} \times[0, \infty)$ be a bounded domain with a piecewise smooth boundary $\Gamma$ (i.e., $\Gamma$ consists of finitely many continuously differentiable segments). Assume further that $u$ is a weak solution that has the following structure: There exists a smooth curve $C$, which intersects $\Omega$, dividing it into two subdomains $\Omega_{1}, \Omega_{2}$. We assume that $u$ is continuous in each of the two subdomains, up to the boundary. This means that $u$ attains continuous boundary values on $C$, when the latter is approached from either side. However, the boundary values obtained that way need not be equal. In other words, $u$ may experience a jump discontinuity across $C$. A suitable modification of the proof of Claim 2.5(b) (which is not difficult but will not be discussed here in detail) yields the following claim.

Claim 2.6 Let $\Omega$, $u$ be as described in the foregoing, and let $u$ be a weak solution [satisfying (2.12)]. Then

$$
\begin{equation*}
\oint_{\Gamma}-u(x, t) d x+f(u(x, t)) d t=0 . \tag{2.17}
\end{equation*}
$$

## Remark 2.7

(a) Note that if $u \in C^{1}$ in $\Omega$ then (2.17) is obtained simply by integrating (2.1) over $\Omega$ and using Green's theorem.
(b) When $\Omega=Q_{x_{1}, x_{2}}^{T}$, Equation (2.17) reduces to the balance equation (2.3) [with $u(x, t)$ replaced by $u_{0}(x)$ along the portion of $\Gamma$ that lies on the $x$ axis]. Thus, Equation (2.3) is valid even when $u$ has a jump discontinuity across a curve $C$ that intersects the rectangle.
(c) Clearly, Claim 2.6 can be generalized further by assuming that $\Omega$ is intersected by finitely many smooth curves $C_{1}, C_{2}, \ldots$, across which $u$ has jump discontinuities. However, we shall not need this more general claim.

Claim 2.6 entails important consequences concerning the possible slopes of a curve $C$ carrying a jump discontinuity of a weak solution $u$. To illustrate the situation, consider first the "moving step" function as in Example 2.4. The curve $C$ is then given by the straight line $x=a t$. Suppose that we try another weak solution $u(x, t)=u_{0}(x-b t)$ [to (2.5)], so that $u$ has a jump discontinuity across $x=b t$. Invoking a rectangle as in Remark 2.7(b) we obtain $b=a$. (The simple verification is left to the reader.) Thus, in the case of the linear equation (2.5), the jump discontinuities of a weak solution are forced to move at the characteristic speed of $\frac{d x}{d t}=a$.

We now turn to the study of jump discontinuities of weak solutions to the general nonlinear equation (2.1). If $C: x=x(t)$ is a curve, across which $u$ is discontinuous, it can actually be viewed as the trajectory of a moving discontinuity. Its slope $x^{\prime}(t)$ is then the speed of propagation of the discontinuity. As we have seen earlier, the discontinuity propagates at characteristic speed in the linear case. We shall see now that the situation is very different in the nonlinear case. So, consider again the situation in Figure 2.2, where $u$ is a weak solution satisfying (2.12), continuous in $\Omega_{1}, \Omega_{2}$, with a discontinuity along the smooth curve $C$ : $x=x(t)$. Let $\Gamma_{1}, \Gamma_{2}$ be the two parts of the boundary of $\Omega$, separated by $C$. Writing Equation (2.17) separately for the two subdomains $\Omega_{1}, \Omega_{2}$, we obtain

$$
\begin{aligned}
& \int_{\Gamma_{1}}-u(x, t) d x+f(u(x, t)) d t+\int_{C}-u_{1}(x, t) d x+f\left(u_{1}(x, t)\right) d t=0 \\
& \int_{\Gamma_{2}}-u(x, t) d x+f(u(x, t)) d t+\int_{-C}-u_{2}(x, t) d x+f\left(u_{2}(x, t)\right) d t=0
\end{aligned}
$$

In (2.18) we have denoted by $u_{1}, u_{2}$ the boundary values of $u$, as attained by approaching the discontinuity curve $C$ from $\Omega_{1}, \Omega_{2}$, respectively. Observe that the closed curves $\Gamma_{1} \cup C$ and $\Gamma_{2} \cup(-C)$ are traversed counterclockwise.

Now, as noted earlier (Claim 2.6) the balance equation (2.17) is valid when applied to the boundary $\Gamma=\Gamma_{1} \cup \Gamma_{2}$ of $\Omega$. Thus, we have also

$$
\begin{equation*}
\oint_{\Gamma}-u(x, t) d x+f(u(x, t)) d t=0 . \tag{2.19}
\end{equation*}
$$

Comparing (2.18) and (2.19) we conclude

$$
\begin{equation*}
\int_{C}\left[u_{2}(x, t)-u_{1}(x, t)\right] d x-\left[f\left(u_{2}(x, t)\right)-f\left(u_{1}(x, t)\right)\right] d t=0 \tag{2.20}
\end{equation*}
$$

However, Equation (2.20) can be applied to any arbitrarily small part of $C$ by the same argument. Hence the integrand in (2.20) must vanish identically.

These considerations lead us to one of the most fundamental facts concerning the speed of propagation of discontinuities.

Corollary 2.8 (Rankine-Hugoniot jump condition) Let $C$ : $x=x(t)$ be $a$ smooth trajectory traced out by a jump discontinuity of the weak solution $u(x, t)$. Then, for every $t$, the speed $S=\frac{d x}{d t}$ is given by

$$
\begin{equation*}
S=\frac{[f(u)](t)}{[u](t)} \tag{2.21}
\end{equation*}
$$

where

$$
[u](t)=u_{2}(x(t), t)-u_{1}(x(t), t),[f(u)](t)=f\left(u_{2}(x(t), t)\right)-
$$ $f\left(u_{1}(x(t), t)\right)$ are the jumps of $u, f(u)$, respectively, across the discontinuity at time $t$.

Proof When expressed as a function of $t$, the integrand in (2.20) is $[u](t) \cdot x^{\prime}(t)-[f(u)](t)$, which must vanish identically, as noted above.

Remark 2.9 We emphasize the fact that the jump condition (2.21) had been obtained in the fluid dynamical context (Courant and Friedrichs [30]) much before the concept of a weak solution was introduced. Indeed, it is based on "conservation considerations," which are also at the root of our treatment, which derives from the balance equations (2.3) or (2.17).

Definition 2.10 A moving discontinuity satisfying the Rankine-Hugoniot condition is called a "shock wave" [for the weak solution $u(x, t)$ ].

## Shocks, Rarefaction Waves, and Entropy

Remark 2.11 Observe that in the linear case $f(u)=a u$ it was noted in the foregoing that $S=a$. Thus, shock waves must move at characteristic speeds.


Figure 2.3. Characteristics for initial step function in Burgers' equation.

However, as we shall see in the next example, the situation is generally very different in the nonlinear case.

Example 2.12 (Burgers' equation) The simplest example for a nonlinear equation is given by the flux $f(u)=\frac{1}{2} u^{2}$. The resulting equation

$$
\begin{equation*}
u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0 \tag{2.22}
\end{equation*}
$$

is known as the Burgers' equation [22].
Suppose we take as initial condition the step function $u_{0}(x)$ as in Example 2.4. Then, as in the linear case, we can verify that a corresponding weak solution is given by a moving step $u(x, t)=u_{0}(x-S t)$ [see Figure 2.3(a)]. However, the Rankine-Hugoniot condition (2.21) is easily seen to enforce a speed given by,

$$
\begin{equation*}
S=\frac{[f(u)](t)}{[u](t)}=\frac{\frac{1}{2}(1-0)}{1-0}=\frac{1}{2} \tag{2.23}
\end{equation*}
$$

Thus, as is seen in Figure 2.3(a), the weak solution $u(x, t)$ involves a shock wave moving at a speed $S=\frac{1}{2}$, while the characteristic straight lines (see (2.10) and Figure 2.1) are "running into it" as time increases, from the left and from the right.

Consider now the same problem (2.22), but with the initial values of $u_{0}(x)$ interchanged, so that $u_{0}=1$ (resp. 0) for $x>0$ (resp. $x<0$ ). Clearly, the moving step $u_{0}(x-S t), S=\frac{1}{2}$ is still a weak solution of the equation, but the layout of the characteristic lines is very different, as is seen in Figure 2.3(b).

In particular, in the case shown in Figure 2.3(b) there is a whole sector, namely, $0<x<t$, that is unattained by any characteristic line emanating from
the initial line $t=0$ ( $x$ axis). This situation is remedied when we consider the following alternative solution.

Example 2.13 (Burgers' equation-rarefaction wave) As in the preceding discussion, consider Equation (2.22) with initial data as in Figure 2.3(b). Let the function $u(x, t)$ be defined by

$$
u(x, t)= \begin{cases}0 & \text { if } x \leq 0  \tag{2.24}\\ \frac{x}{t} & \text { if } 0<x \leq t \\ 1 & \text { if } x>t\end{cases}
$$

It is a straightforward verification (left to the reader) that $u(x, t)$ of (2.24) is indeed a weak solution satisfying (2.12) with $f(u)=\frac{1}{2} u^{2}$ [simply carry out the space-time integration in (2.12) separately over the three regions indicated in (2.24)]. The field of characteristic lines (of slopes $f^{\prime}(u)=u$ ) is now as displayed in Figure 2.4, and in particular there is no void region as in Figure 2.3(b). Note also the important fact that the jump discontinuity of the initial function $u_{0}(x)$ at $x=0$ is diffused instantaneously and for $t>0$ the solution $u(x, t)$ is continuous.

Definition 2.14 The solution (2.24) is called a "centered rarefaction wave" to the equation.

It is now easy to see how centered rarefaction waves are encountered also as weak solutions of the more general conservation law (2.1), (2.2). In fact, assume that $f(u)$ is strictly convex [meaning that $f^{\prime \prime}(u) \geq \mu>0$ or that $f^{\prime}(u)$ is strictly increasing with $u$. Consider again the initial value problem where $u_{0}(x)$ is a


Figure 2.4. Rarefaction wave solution for Burgers' equation.
step function such that

$$
u_{0}(x)= \begin{cases}u_{\mathrm{L}}, & x<0  \tag{2.25}\\ u_{\mathrm{R}}, & x>0\end{cases}
$$

where $u_{\mathrm{L}}<u_{\mathrm{R}}$ are two constants. The foregoing discussion in the case of Burgers' equation [ $f(u)=\frac{1}{2} u^{2}$ ] can now be applied directly to the case at hand. Thus, in addition to a single possible jump ("rarefaction shock") we have the centered rarefaction wave solution given by

$$
u(x, t)= \begin{cases}u_{\mathrm{L}}, & x \leq f^{\prime}\left(u_{\mathrm{L}}\right) t  \tag{2.26}\\ \lambda, & \text { along } \frac{d x}{d t}=f^{\prime}(\lambda), u_{\mathrm{L}} \leq \lambda \leq u_{\mathrm{R}} \\ u_{\mathrm{R}}, & x \geq f^{\prime}\left(u_{\mathrm{R}}\right) t\end{cases}
$$

Recall (see the discussion following (2.10)) that in this case all characteristic curves are straight lines carrying constant values of $u$, with $f^{\prime}(u)$ as the slope.

The verification that (2.26) satisfies (2.12) is left to the reader. Observe that although $u(x, t)$ is continuous except at the singular point $(0,0)$, it is not a $C^{1}$ function; it is readily checked that along the "acoustic lines" $x=f^{\prime}\left(u_{\mathrm{R}}\right) t$ and $x=f^{\prime}\left(u_{\mathrm{L}}\right) t$ (the "head" and "tail" lines of the rarefaction wave, respectively), the derivatives $u_{x}, u_{t}$ undergo a jump discontinuity. Thus, $u$ is not a "classical" solution of (2.1).

The term "rarefaction," inspired by the analogous situation in compressible fluid flow (see Chapter 4), comes from the fact that the "density $u$ " at each fixed time level $t>0$ "rarefies" from the high value $u=u_{\mathrm{R}}$ for $x>f^{\prime}\left(u_{\mathrm{R}}\right) t$ continuously to the low value $u=u_{\mathrm{L}}$ at $x<f^{\prime}\left(u_{\mathrm{L}}\right) t$. In contrast, the discontinuous solution represented in Figure 2.3(b) by the moving step $u_{0}(x-S t)$ can be labeled as a "rarefaction shock." Thus, the introduction of the concept of a "weak solution," which was meant to overcome the difficulty of nonexistence of a smooth solution to the conservation law (while retaining the property of the balance equation), has now led us to the problem of nonuniqueness, namely, the existence of several possible weak solutions for the same initial data. We therefore need some "selection rule" to pick out a unique weak solution, considered to be the most appropriate one. From the physical viewpoint, based on the analogous fluid dynamical situation, the rarefaction shock solution is a nonphysical one, whereas the "physically correct" solution is the centered rarefaction wave. In these physical considerations, the nonphysical solution is shown to violate the basic entropy law of thermodynamics. It is a remarkable fact that, in the context of the scalar conservation law, we have a fully mathematical analog of the "entropy selection rule," which guarantees uniqueness of the weak solution and in particular forces the centered rarefaction wave as the unique solution in
the situation discussed here. Unfortunately, these considerations do not easily generalize to the case of systems of nonlinear hyperbolic equations, and we will not make much use of them in this monograph. So, for the sake of completeness, we defer a more detailed discussion of this topic to Appendix A. However, one aspect of the entropy rule (indeed, one possible formulation of it), the Lax entropy condition, is of importance in our treatment and is described next.

Recall [see Figure 2.1 and the discussion following (2.10)] that shock waves (namely, jump discontinuities) are forced by characteristic lines of different slopes "running into each other" as time increases. In such a case a discontinuity of the solution is inevitable. However, the case of the centered rarefaction wave shows that if the characteristic lines emanating from the initial line $(t=0)$ are "spreading out," then a rarefaction shock can be replaced by a "rarefaction fan," thus avoiding a discontinuity. These considerations lead us to the following definition.

Definition 2.15 Let $C$ : $x=x(t), a \leq t \leq b$, be a smooth trajectory traced out by a jump discontinuity of the weak solution $u(x, t)$ [to Equation (2.1)]. We say that the (Lax) entropy condition is satisfied along $C$, if for any $t \in[a, b]$,

$$
\begin{equation*}
f^{\prime}\left(u_{+}(x(t), t)\right)<S(t)=\frac{d x}{d t}<f^{\prime}\left(u_{-}(x(t), t)\right) \tag{2.27}
\end{equation*}
$$

Observe that instead of the notation employed in Corollary 2.8, we have used here the notation

$$
u_{ \pm}(x(t), t)=\lim _{x \rightarrow x(t) \pm} u(x, t)
$$

to indicate the values attained by $u$ on the two sides of $C$.
As is seen from (2.9), (2.10) the two values of $f^{\prime}$ in (2.27) give the slopes of the characteristic lines on either side of the discontinuity. The two inequalities in (2.27) can therefore be summarized by saying that as time evolves, the discontinuity moves faster than the characteristic lines ahead of it and is slower than those trailing it (see Figure 2.5). Note in particular that whereas the Rankine-Hugoniot condition (2.21) is symmetric (the indices " 1 " and " 2 " can be interchanged) this is not true in the case of (2.27) where the signs " + " (ahead of the wave) and "-" (behind the wave) have definite meanings and cannot be interchanged.

We have remarked earlier that the slopes $f^{\prime}(u)$ may be viewed as "sonic speeds," corresponding to the speed of a "signal of magnitude $u$." (This terminology is inspired by the fluid dynamical case, as we shall see later.) Thus, the entropy condition can be rephrased to say that the "discontinuity is supersonic


Figure 2.5. A jump discontinuity satisfying the entropy condition.
with respect to the medium ahead of it, but subsonic with respect to the medium behind it."

Example 2.16 In the case of the Burgers' equation (Example 2.12), the "forward-facing step" [Figure 2.3(a)] generates a discontinuity that moves at the speed $S=\frac{1}{2}$ and satisfies the entropy condition. In contrast, the "rarefaction shock," which results from the "backward-facing step" [Figure 2.3(b)], and which also moves at the same speed, is clearly in violation of the entropy condition.

Remark 2.17 Given Equation (2.22) and initial data as in Figure 2.3(b), the reader can easily verify that the function

$$
u(x, t)=\left\{\begin{array}{lr}
1, & x>\frac{3}{4} t \\
\frac{1}{2}, & \frac{1}{4} t<x<\frac{3}{4} t \\
0, & x<\frac{1}{4} t
\end{array}\right.
$$

is also a weak solution consisting of two consecutive rarefaction shocks, whereas the solution depicted in Figure 2.3(b) consists of a single one. Continuing in the same fashion, a weak solution to this initial data can be constructed as a sequence of arbitrarily many "small rarefaction shocks," with an ever decreasing
jump per shock. In fact, when the number of shocks goes to infinity this procedure produces the correct "centered rarefaction wave" solution (shown in Figure 2.4), which conforms to the entropy condition.

For the general theory of existence and uniqueness of "entropy-satisfying weak solutions" to the conservation law (2.1), (2.2) we refer the reader to the books by Smoller [103], Godlewski and Raviart [54], Hörmander [63], and Serre [101].

## The Riemann Problem

As we shall see in Section 2.2, the elementary solutions discussed in the preceding subsection are fundamental in the numerical treatment of conservation laws. It is therefore useful to formalize this situation as follows.

Definition 2.18 (Riemann problem) The "Riemann problem" for the conservation law (2.1) is the IVP subject to the initial data (2.25), where $u_{\mathrm{L}}, u_{\mathrm{R}}$ are constants.

We can summarize this discussion by saying that the "entropy-satisfying" solution to the Riemann problem for (2.1), when $f(u)$ is strictly convex, consists of a shock wave (moving at speed $S=\frac{f\left(u_{\mathrm{R}}\right)-f\left(u_{\mathrm{L}}\right)}{u_{\mathrm{R}}-u_{\mathrm{L}}}$ ) when $u_{\mathrm{L}}>u_{\mathrm{R}}$, whereas for $u_{\mathrm{L}}<u_{\mathrm{R}}$ it is a centered rarefaction wave. The solution is self-similar; namely, it depends only on the ratio $x / t$. For future reference we denote this solution by $R\left(\frac{x}{t} ; u_{\mathrm{L}}, u_{\mathrm{R}}\right)$. When the solution is a shock wave, it moves either to the left or to the right, according to the sign of $S=\frac{f\left(u_{\mathrm{R}}\right)-f\left(u_{\mathrm{L}}\right)}{u_{\mathrm{R}}-u_{\mathrm{L}}}$. When it is a centered rarefaction wave, it propagates to the right (resp. to the left) when the initial jump satisfies the additional relation $0<f^{\prime}\left(u_{\mathrm{L}}\right)<f^{\prime}\left(u_{\mathrm{R}}\right)$ (resp. $f^{\prime}\left(u_{\mathrm{L}}\right)<f^{\prime}\left(u_{\mathrm{R}}\right)<0$ ). However, in the case of a rarefaction wave there is a third possibility, which we refer to as the "sonic case," where $f^{\prime}\left(u_{\mathrm{L}}\right) \leq 0 \leq f^{\prime}\left(u_{\mathrm{R}}\right)$. Here the line $x=0$ is contained within the rarefaction fan, coinciding with the characteristic line that moves at zero speed. It then carries the value $u=u_{\text {min }}$, i.e., the value of $u$ at the minimum point of $f(u)$ (where $f^{\prime}\left(u_{\min }\right)=0$ ).

In all these cases the following corollary is evident.

Corollary 2.19 The range of values attained by the Riemann solution $R\left(\frac{x}{t}\right.$; $u_{\mathrm{L}}, u_{\mathrm{R}}$ ) is contained in $\left[u_{\mathrm{L}}, u_{\mathrm{R}}\right.$ ] [rarefaction as in (2.26)] or consists of the values $u_{\mathrm{L}}, u_{\mathrm{R}}$ (shock). In particular, the waves issuing from $x=0$ move at speeds that do not exceed (in absolute value) $\max \left(\left|f^{\prime}\left(u_{\mathrm{L}}\right)\right|,\left|f^{\prime}\left(u_{\mathrm{R}}\right)\right|\right)$.

This is in fact a special case of a general property of solutions to scalar conservation laws, as stated in the following theorem.

Theorem 2.20 Let $f(u)$ be continuously differentiable (not necessarily convex), and let $u_{0} \in L^{\infty}(\mathbb{R})$. Then the initial value problem (2.1), (2.2) has a unique weak solution $u(x, t)$ satisfying the entropy condition. This solution is defined for all $x \in \mathbb{R}, t \geq 0$ and has the following properties:
(i) Maximum-Minimum Principle. For every $t \geq 0$,

$$
\sup _{x \in \mathbb{R}} u(x, t) \leq \sup _{x \in \mathbb{R}} u_{0}(x), \quad \inf _{x \in \mathbb{R}} u(x, t) \geq \inf _{x \in \mathbb{R}} u_{0}(x)
$$

(ii) Continuity in $L_{\mathrm{loc}}^{1}(\mathbb{R})$. For every fixed $X>0$, the function $t \rightarrow u(\cdot, t)$ is continuous from $[0, \infty)$ into $L^{1}(-X, X)$. In particular, the initial condition (2.2) is satisfied in the sense that, for all $X>0$,

$$
\int_{-X}^{X}\left|u(x, t)-u_{0}(x)\right| d x \rightarrow 0 \quad \text { as } \quad t \rightarrow 0
$$

(iii) $L^{1}$ Contraction Property. If the initial data $u_{0}, v_{0} \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$ and $u(x, t), v(x, t)$ are the corresponding weak solutions, then, for every $t \geq 0$,

$$
\int_{\mathbb{R}}|u(x, t)-v(x, t)| d x \leq \int_{\mathbb{R}}\left|u_{0}(x)-v_{0}(x)\right| d x
$$

For a proof of this theorem we refer to Hörmander [63] and Godlewski and Raviart [54].

For the purpose of conservation law schemes, in particular the GRP scheme considered in the following chapters, we shall make frequent use of the value $u^{*}=R\left(0 ; u_{\mathrm{L}}, u_{\mathrm{R}}\right)$, that is, the (constant) value of the solution to a Riemann problem along the line $x=0$. Clearly

$$
u^{*}= \begin{cases}u_{\mathrm{L}} & \text { for a right wave }  \tag{2.28}\\ u_{\mathrm{R}} & \text { for a left wave } \\ u_{\min } & \text { if } x=0 \text { is a sonic point }\end{cases}
$$

where it is assumed that $f(u)$ is strictly convex.
Observe that $f^{\prime}\left(u^{*}\right)>0$ (resp. $f^{\prime}\left(u^{*}\right)<0$ ) if the wave moves to the right (resp. to the left), whereas $f^{\prime}\left(u^{*}\right)=0$ at a sonic point.

### 2.2 Basic Concepts of Numerical Approximation

The basic idea in the construction of approximate solutions to (2.1), (2.2) is that of time discretization. One defines a sequence of times $0=t_{0}<t_{1}<t_{2}<\cdots$ and seeks functions $U^{n}(x), n=0,1,2, \ldots$, that should approximate the exact solution $u\left(x, t_{n}\right)$ at these times. For simplicity we shall henceforth assume a fixed time step $\Delta t>0$, so that $t_{n}=n \Delta t, n=0,1,2, \ldots$ A suitable discrete analog of Equation (2.1) is used to determine $U^{n+1}(x)$, assuming that $U^{j}(x), 0 \leq j \leq$ $n$, are already known. In this setting, time derivatives may be approximated by expressions like $\Delta t^{-1}\left[U^{n+1}(x)-U^{n}(x)\right]$. Thus we need to find expressions to approximate the action of $x$-derivatives on $U^{n}(x)$. If $U^{n}(x)$ is indeed known for all $x \in \mathbb{R}$, we may think again of $\Delta x^{-1}\left[U^{n}(x+\Delta x)-U^{n}(x)\right]$, where $\Delta x>0$ is some fixed increment, as approximating $\frac{d}{d x} U^{n}(x)$. However, in our context such an approximation is not realistic, since in general $U^{n}(x)$ will be a discontinuous and nonmonotonic function. So we restrict ourselves to a discretized version of this idea. For simplicity, let us take equally spaced points $x_{j}=j \Delta x,-\infty<j<\infty$. The function $U^{n}(x)$ is then represented by its values at the grid points $U_{j}^{n}=U\left(x_{j}, t_{n}\right)$. The way in which the values $\left\{U_{j}^{n}\right\}_{j=-\infty}^{\infty}$ are interpolated in determining the values $U^{n}(x), x \notin\left\{x_{j}\right\}_{j=-\infty}^{\infty}$, is fundamental for the class of high-resolution methods discussed in this monograph (as well as many others). We shall come back to this discussion later on. However, to illustrate the basic principles of the underlying finite-difference method, let us first consider (as we did in Section 2.1) the case of the linear equation $u_{t}+a u_{x}=0$.

Here are four different ways in which $\left\{U_{j}^{n+1}\right\}_{j=-\infty}^{\infty}$ can be derived from the known values $\left\{U_{j}^{n}\right\}_{j}$ :
(a) The "backward"-difference scheme

$$
\begin{equation*}
\frac{U_{j}^{n+1}-U_{j}^{n}}{\Delta t}=-a \frac{U_{j}^{n}-U_{j-1}^{n}}{\Delta x} \tag{2.29}
\end{equation*}
$$

(b) The "forward"-difference scheme

$$
\begin{equation*}
\frac{U_{j}^{n+1}-U_{j}^{n}}{\Delta t}=-a \frac{U_{j+1}^{n}-U_{j}^{n}}{\Delta x} \tag{2.30}
\end{equation*}
$$

(c) The Lax-Friedrichs scheme

$$
\begin{equation*}
\frac{U_{j}^{n+1}-\frac{1}{2}\left[U_{j+1}^{n}+U_{j-1}^{n}\right]}{\Delta t}=-a \frac{U_{j+1}^{n}-U_{j-1}^{n}}{2 \Delta x} \tag{2.31}
\end{equation*}
$$

(d) The Lax-Wendroff scheme

$$
\begin{equation*}
\frac{U_{j}^{n+1}-U_{j}^{n}}{\Delta t}=-a \frac{U_{j+1}^{n}-U_{j-1}^{n}}{2 \Delta x}+a^{2} \frac{U_{j+1}^{n}-2 U_{j}^{n}+U_{j-1}^{n}}{\Delta x^{2}} \frac{\Delta t}{2} \tag{2.32}
\end{equation*}
$$

Observe that in the first three schemes the left-hand side approximates the derivative $u_{t}$ while the right-hand side approximates - $a u_{x}$. In the Lax-Wendroff scheme the left-hand side approximates $u_{t}+\frac{1}{2} \Delta t u_{t t}$, while the right-hand side approximates $-a u_{x}+\frac{1}{2} \Delta t a^{2} u_{x x}$. Note that for smooth solutions the relation $u_{t t}=a^{2} u_{x x}$ follows from $u_{t}=-a u_{x}$ by differentiation with respect to $t$. In other words, all four schemes are "consistent" with the equation $u_{t}+a u_{x}=0$. To make this notion (as well as that of "accuracy" of the scheme) precise, we shall now introduce some widely used conventions.

First, we set $k=\Delta t$ and take $\Delta x=\frac{\Delta t}{\lambda}$, where $\lambda>0$ is given (and fixed). Thus, $k$ is the only "small parameter" in the scheme. Next, we use the symbolic writing $U^{n+1}=H_{k}\left(U^{n}\right)$ to denote any of these schemes. Here $U^{n}, U^{n+1}$ are the sequences $\left\{U_{j}^{n}\right\}_{j=-\infty}^{\infty},\left\{U_{j}^{n+1}\right\}_{j=-\infty}^{\infty}$, respectively, and $H_{k}$ is the associated linear operator. In other words, we observe that the sequence $U_{j}^{n}$ is transformed linearly to $U_{j}^{n+1}$, and we denote by $H_{k}$ the corresponding map. The map $H_{k}$ differs from one scheme to the other and depends on the parameter $k$. Now let $u(x, t)$ be the exact solution to the equation, and let $u^{n}=\left\{u\left(x_{j}, t_{n}\right)\right\}_{j=-\infty}^{\infty}$ be the sequence of its values at the spatial grid points for $t=t_{n}$. Clearly, it is generally not true that $u^{n+1}=H_{k}\left(u^{n}\right)$, for any of the preceding schemes. However, "consistency" means here that this last equality is approximately satisfied, whereas "accuracy" measures the error involved in this approximation. As a matter of fact, the definition of accuracy is not limited to the linear case at hand. In Section 3.1 we shall refer to it in the context of discrete schemes approximating solutions of the general conservation law (2.1). In this case the discrete algorithm $U^{n+1}=H_{k}\left(U^{n}\right)$ is in general not linear (replacing $U^{n}$ by $2 U^{n}$, for example, will not produce a result of $2 U^{n+1}$ ). However, we are still interested in measuring the "truncation error" committed by $H_{k}$, when applied to the exact solution $u^{n}=\left\{u\left(x_{j}, t_{n}\right)\right\}_{j=-\infty}^{\infty}$. We therefore formulate our definition of accuracy in this more general setting $(f(u)=a u$ will take us back to the present case).

Definition 2.21 Let $u(x, t)$ be a smooth solution to the conservation law $u_{t}+$ $f(u)_{x}=0$ and let $U^{n+1}=H_{k}\left(U^{n}\right)$ be an approximating scheme. We say that $H_{k}$ is accurate of order $p \geq 1$ if, with $u^{n}=\left\{u\left(x_{j}, t_{n}\right)\right\}_{j=-\infty}^{\infty}$,

$$
\begin{equation*}
u^{n+1}-H_{k}\left(u^{n}\right)=O\left(k^{p+1}\right), \quad k \rightarrow 0 \tag{2.33}
\end{equation*}
$$

Remark 2.22 Observe that the notion of consistency is built into (2.33) in the following way:

Define $F_{k}\left(u^{n}\right)=u^{n}-H_{k}\left(u^{n}\right)$. Then (2.33) can be rewritten as

$$
\begin{equation*}
u^{n+1}-u^{n}+F_{k}\left(u^{n}\right)=O\left(k^{p+1}\right) \tag{2.34}
\end{equation*}
$$

and dividing by $k$ we have

$$
\begin{equation*}
\frac{u^{n+1}-u^{n}}{k}+\frac{1}{k} F_{k}\left(u^{n}\right)=O\left(k^{p}\right), \quad k \rightarrow 0 \tag{2.35}
\end{equation*}
$$

Since $u(x, t)$ is an exact solution, $\frac{u^{n+1}-u^{n}}{k}$ approximates $u_{t}$ (at $t=t_{n}$ ), and therefore $\frac{1}{k} F_{k}\left(u^{n}\right)$ should be an approximation for $f(u)_{x}$ (at $t=t_{n}$ ), as $k \rightarrow 0$. This last conclusion is commonly referred to as the "consistency" of the scheme $H_{k}\left(u^{n}\right)=u^{n}-F_{k}\left(u^{n}\right)$ with the differential equation. Suppose that $u(x, t)$ is a smooth function satisfying (2.33) and assume that

$$
\begin{equation*}
-u^{n}+H_{k}\left(u^{n}\right)+k a u_{x}\left(x_{j}, t_{n}\right)=O\left(k^{p+1}\right) \quad \text { as } \quad k \rightarrow 0 . \tag{2.36}
\end{equation*}
$$

Inserting (2.34) into (2.36) we obtain

$$
\begin{equation*}
\frac{u^{n+1}-u^{n}}{k}+a u_{x}\left(x_{j}, t_{n}\right)=O\left(k^{p}\right) \quad \text { as } \quad k \rightarrow 0 \tag{2.37}
\end{equation*}
$$

so that by letting $k \rightarrow 0$ we get $u_{t}+a u_{x}=0$.

Example 2.23 For the backward-difference scheme (2.29) we replace $U_{j}^{n}$ by $u(x, t), U_{j}^{n+1}$ by $u(x, t+k)$, and $U_{j-1}^{n}$ by $u(x-\Delta x, t)$. Assuming $u$ to be a smooth solution of $u_{t}+a u_{x}=0$ and using Taylor expansion we get

$$
\begin{aligned}
u(x, t+k) & =u(x, t)+k u_{t}(x, t)+O\left(k^{2}\right) \\
& =u(x, t)-k a u_{x}(x, t)+O\left(k^{2}\right) \\
& =u(x, t)-\lambda a[u(x, t)-u(x-\Delta x, t)]+O\left(k^{2}\right)+O\left(\Delta x^{2}\right) \\
& =H_{k} u(x, t)+O\left(k^{2}\right)
\end{aligned}
$$

where

$$
\begin{equation*}
H_{k} u(x, t)=(1-\lambda a) u(x, t)+\lambda a u(x-\Delta x, t), \tag{2.38}
\end{equation*}
$$

and we have absorbed $O\left(\Delta x^{2}\right)$ into $O\left(k^{2}\right)$ in view of $\Delta x=\lambda^{-1} k$.

We conclude that the scheme is first-order accurate $[p=1$ in (2.33)]. The reader can prove similarly that both the forward-difference and the

Lax-Friedrichs schemes are of first-order accuracy, whereas the Lax-Wendroff scheme is of second-order accuracy.

## Convergence

The major question that poses itself in connection with discretized schemes is that of convergence (as $k \rightarrow 0$ ) of the "approximate solution" $\left\{U_{j}^{n}\right\}$ to a (weak) solution of the differential equation. To illustrate the situation, we take as before the linear equation

$$
\begin{equation*}
u_{t}+a u_{x}=0, \quad u(x, 0)=u_{0}(x) \tag{2.39}
\end{equation*}
$$

Example 2.24 (Non convergence for large $\boldsymbol{\lambda}>\mathbf{0}$ ) Assume $a>0$ and take the backward-difference scheme (2.29). Using (2.38) the reader can verify easily (say, by induction) that

$$
\begin{equation*}
U_{j}^{n}=\sum_{l=0}^{n}\binom{n}{l}(\lambda a)^{l}(1-\lambda a)^{n-l} U_{j-l}^{0} \tag{2.40}
\end{equation*}
$$

The initial values $\left\{U_{j}^{0}\right\}_{j=-\infty}^{\infty}$ are computed from the given initial function $u_{0}(x)$. A common choice is to define $U_{j}^{0}$ as the average of $u_{0}(x)$ over the interval of size $\Delta x$ centered at $x_{j}$, that is,

$$
\begin{equation*}
U_{j}^{0}=\frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} u_{0}(x) d x, \quad x_{r}=r \Delta x \tag{2.41}
\end{equation*}
$$

If we take the initial step function

$$
u_{0}(x)= \begin{cases}1, & x \leq 0  \tag{2.42}\\ 0, & x>0\end{cases}
$$

we have by Example 2.4 the weak solution

$$
\begin{equation*}
u(x, t)=u_{0}(x-a t) . \tag{2.43}
\end{equation*}
$$

For the corresponding approximation we get from (2.41)

$$
U_{j}^{0}= \begin{cases}1, & j<0  \tag{2.44}\\ \frac{1}{2}, & j=0 \\ 0, & j>0\end{cases}
$$

and from (2.40), along with simple facts about the binomial coefficients, we get

$$
\begin{aligned}
\sum_{j=0}^{n} U_{j}^{n} & =\sum_{j=0}^{n} \sum_{l=0}^{n}\binom{n}{l}(\lambda a)^{l}(1-\lambda a)^{n-l} U_{j-l}^{0} \\
& =\frac{1}{2} \sum_{j=0}^{n}\binom{n}{j}(\lambda a)^{j}(1-\lambda a)^{n-j}+\sum_{j=0}^{n} \sum_{l=j+1}^{n}\binom{n}{l}(\lambda a)^{l}(1-\lambda a)^{n-l} \\
& =\frac{1}{2}+\sum_{l=0}^{n} l\binom{n}{l}(\lambda a)^{l}(1-\lambda a)^{n-l}=\frac{1}{2}+\lambda n a
\end{aligned}
$$

so that

$$
\begin{equation*}
\Delta x \sum_{j=0}^{n} U_{j}^{n}=\frac{\Delta x}{2}+n k a \tag{2.45}
\end{equation*}
$$

In analogy with the interpretation of $U_{j}^{0}$, we think of $U_{j}^{n}$ as approximating the mean value of $u(x, n k)$ in the interval $\left(x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}\right)$. Thus, the sum in (2.45) should be compared with the integral

$$
\begin{aligned}
\int_{-\frac{\Delta x}{2}}^{\left(n+\frac{1}{2}\right) \Delta x} u(x, n k) d x & =\int_{-\frac{\Delta x}{2}}^{\left(n+\frac{1}{2}\right) \Delta x} u_{0}(x-a n k) d x \\
& =\int_{-\frac{\Delta x}{2}-a n k}^{\left(n+\frac{1}{2}\right) \Delta x-a n k} u_{0}(x) d x
\end{aligned}
$$

Now fix $t>0$ and take $n k=t$. As $k \rightarrow 0$ and because $\lambda=\frac{k}{\Delta x}$ is fixed, we have $\Delta x \rightarrow 0$ and the limit of the last integral can be evaluated as

$$
\int_{-\frac{\Delta x}{2}-a t}^{\frac{\Delta x}{2}+t\left(\frac{1}{\lambda}-a\right)} u_{0}(x) d x \rightarrow \begin{cases}a t, & \lambda^{-1} \geq a  \tag{2.46}\\ \frac{1}{\lambda} t, & \lambda^{-1}<a\end{cases}
$$

However, from (2.45), as $k \rightarrow 0$,

$$
\begin{equation*}
\Delta x \sum_{j=0}^{n} U_{j}^{n} \rightarrow a t \tag{2.47}
\end{equation*}
$$

We conclude that

$$
\begin{equation*}
\left|\int_{-\frac{\Delta x}{2}}^{\left(n+\frac{1}{2}\right) \Delta x} u(x, t) d x-\Delta x \sum_{j=0}^{n} U_{j}^{n}\right| \rightarrow 0, \quad \text { as } \quad k \rightarrow 0 \tag{2.48}
\end{equation*}
$$

(with $n k=t$ and $\lambda=\frac{k}{\Delta x}$ ) if and only if

$$
\begin{equation*}
\lambda a \leq 1 \tag{2.49}
\end{equation*}
$$

Clearly, convergence "in the mean" is a very reasonable way of requesting that the sequence $\left\{U_{j}^{n}\right\}_{j=-\infty}^{\infty}$ should approximate the exact solution $u(x, n k)$. Since the step function (2.42) represents only one possible initial datum, we can only derive a necessary condition for convergence from the foregoing discussion. First, we formalize the convergence in the mean as follows.

Definition 2.25 Fix $T>0$. We say that $\left\{U_{j}^{n}\right\}_{j=-\infty}^{\infty}$ converges to the solution $u(x, t)$ in $L_{\text {loc }}^{1}(\mathbb{R})$ at fixed time $t$ if, for any $[\alpha, \beta] \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{\substack{k \rightarrow 0 \\(n k=t)}} \sum_{j=\left[\frac{\alpha}{\Delta x}\right]}^{\left[\frac{\beta}{\Delta x}\right]} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}}\left|U_{j}^{n}-u(x, t)\right| d x=0 \tag{2.50}
\end{equation*}
$$

for any $0 \leq t \leq T .{ }^{2}([z]$ is the integer satisfying $z-1<[z] \leq z$ for any $z \in \mathbb{R}$.)

Our conclusion (2.48) can now be restated as follows.

Corollary 2.26 Let $a>0$. Then (2.49) is a necessary conditionfor the backwarddifference scheme to converge in $L_{\mathrm{loc}}^{1}(\mathbb{R})$ to the solution of (2.39).

Definition 2.27 The condition (2.49) is called the CFL (Courant-FriedrichsLewy) condition associated with Equation (2.39) and scheme (2.29).

Since $\lambda=\frac{k}{\Delta x}$, the CFL condition can be written as

$$
\begin{equation*}
k \leq \frac{\Delta x}{a} \tag{2.51}
\end{equation*}
$$

It therefore forces a necessary restriction on the size of the time step $k=$ $\Delta t$, relative to the cell size $\Delta x$, for convergence to take place. Later in this section we shall have a geometric interpretation of this condition, in terms of the characteristic lines of the equation. Note that the condition refers not only to the equation but also to the particular scheme used to approximate it. Although it plays a fundamental role in the theory of linear equations, it serves only as a guideline in the nonlinear case (via linearization). Because our primary objective here is the treatment of the nonlinear case, we shall make little use

[^1]of the general theory related to the CFL condition, and we refer the reader to Richtmyer and Morton [96] for a thorough discussion of this topic.

As we shall see throughout this monograph, the backward-difference scheme (2.29) (for $a>0$ !) plays a fundamental role in the development of accurate high-resolution schemes. The first step in this development is taken in the following theorem, proving the sufficiency of the CFL condition for convergence in $L_{\text {loc }}^{1}(\mathbb{R})$. Some knowledge of the binomial distribution is needed in the proof, which the reader may skip on first reading.

Theorem 2.28 Consider the equation $u_{t}+a u_{x}=0, a>0$, and assume that the initial function $u_{0}(x)=u(x, 0)$ is uniformly bounded. Then, under the CFL condition (2.49) the backward-difference scheme (2.29) converges in $L_{\mathrm{loc}}^{1}(\mathbb{R})$, that is, in the sense of Definition 2.25.

Proof In view of (2.6), (2.40), and (2.41) we can write, with $n k=t$,

$$
\begin{align*}
\sum_{j=\left[\frac{\alpha}{\Delta x}\right]}^{\left[\frac{\beta}{\Delta x}\right]} & \int_{x_{j-1 / 2}}^{x_{j+1 / 2}}\left|U_{j}^{n}-u(x, t)\right| d x \\
& =\sum_{j=\left[\frac{\alpha}{\Delta x}\right]}^{\left[\frac{\beta}{\Delta x}\right]} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}}\left|\sum_{l=0}^{n}\binom{n}{l}(\lambda a)^{l}(1-\lambda a)^{n-l}\left[U_{j-l}^{0}-u_{0}(x-a t)\right]\right| d x \\
& \leq \sum_{l=0}^{n}\binom{n}{l}(\lambda a)^{l}(1-\lambda a)^{n-l} p_{l}, \tag{2.52}
\end{align*}
$$

where

$$
\begin{equation*}
p_{l}=\sum_{j=\left[\frac{\alpha}{\Delta x}\right]}^{\left[\frac{\beta}{\Delta x}\right]} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}}\left|U_{j-l}^{0}-u_{0}(x-a t)\right| d x \tag{2.53}
\end{equation*}
$$

and where we have used the identity

$$
\sum_{l=0}^{n}\binom{n}{l}(\lambda a)^{l}(1-\lambda a)^{n-l}=1
$$

We note that $n \Delta x=\frac{n k}{\lambda}=\frac{t}{\lambda} \leq \frac{T}{\lambda}$, so that the numbers $p_{l}, 0 \leq l \leq n$, are uniformly bounded by

$$
\left|p_{l}\right| \leq 2 \int_{\alpha-\frac{T}{\lambda}-\Delta x}^{\beta+\Delta x}\left|u_{0}(x)\right| d x, \quad 0 \leq l \leq n
$$

Recall that the "Law of Large Numbers" (see Feller [45, Vol. I, Section VI-4]) states that the binomial distribution $b_{n, l}=\binom{n}{l}(\lambda a)^{l}(1-\lambda a)^{n-l}$ is "concentrated around $l=\lambda a n, "$ or, more precisely, that for any $\epsilon>0$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{|l-\lambda a n|>n \epsilon} b_{n, l} p_{l}=0 . \tag{2.54}
\end{equation*}
$$

Thus, going back to (2.52), (2.53), we obtain for any $\epsilon>0$

$$
\begin{equation*}
\lim _{\substack{k \rightarrow 0 \\(n k=t)}} \sum_{j=\left[\frac{\alpha}{\Delta x}\right]}^{\left[\frac{\beta}{\Delta x}\right]} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}}\left|U_{j}^{n}-u(x, t)\right| d x \leq \lim _{\substack{n \rightarrow \infty \\(n k=t)}} \sum_{|l-\lambda a n| \leq n \epsilon} b_{n, l} p_{l} \tag{2.55}
\end{equation*}
$$

But if $|l-\lambda a n| \leq n \epsilon$, we have $\left|(j-l) \Delta x-\left(x_{j}-a t\right)\right| \leq n \epsilon \Delta x \leq \frac{T}{\lambda} \epsilon$, so

$$
\begin{align*}
p_{l} & \leq \sum_{j=\left[\frac{\alpha}{\Delta x}\right]}^{\left[\frac{\beta}{\Delta x}\right]} \int_{x_{j-l-1 / 2}}^{x_{j-l+1 / 2}}\left|U_{j-l}^{0}-u_{0}(x)\right| d x \\
& +\sup _{0<h \leq \frac{T}{\lambda} \epsilon} \int_{\alpha-\frac{T}{\lambda}}^{\beta}\left|u_{0}(y+h)-u_{0}(y)\right| d y \tag{2.56}
\end{align*}
$$

Given $\delta>0$ we can choose $\epsilon>0$ sufficiently small so that the second term on the right-hand side of (2.56) is smaller than $\frac{\delta}{2}$. (This follows from elementary properties of functions in $L^{1}(\mathbb{R})$; simply approximate $u_{0}$ in $L^{1}$ by a smooth function.) As for the first term in the right-hand side of (2.56), recall from (2.41) that $U_{j-l}^{0}$ is the average value of $u_{0}(x)$ over $\left[x_{j-l-1 / 2}, x_{j-l+1 / 2}\right]$. Thus, if $u_{0}(x)$ is smooth, $U_{j-l}^{0}=u_{0}\left(y_{j-l}\right)$ for some $y_{j-l}$ in the interval and, since

$$
u_{0}\left(y_{j-l}\right)-u_{0}(x)=\int_{x}^{y_{j-l}} u_{0}^{\prime}(\xi) d \xi
$$

we get

$$
\sum_{j=\left[\frac{\alpha}{\Delta x}\right]}^{\left[\frac{\beta}{\Delta x}\right]} \int_{x_{j-l-1 / 2}}^{x_{j-l+1 / 2}}\left|U_{j-l}^{0}-u_{0}(x)\right| d x \leq \Delta x \int_{\alpha-\frac{T}{\lambda}}^{\beta}\left|u_{0}^{\prime}(y)\right| d y
$$

which is smaller than $\frac{\delta}{2}$ (for $0 \leq l \leq n$ ) if $\Delta x$ is small. If $u_{0}$ is not smooth, it can be approximated (in $L^{1}$ ) by a smooth function, so that the same result holds.

We conclude that $\sup _{|l-\lambda a n|<n \epsilon} p_{l}$ can be made arbitrarily small by taking $\epsilon, \Delta x$ sufficiently small. From (2.55) we now get

$$
\lim _{\substack{k \rightarrow 0 \\(n k=t)}} \sum_{j=\left[\frac{\alpha}{\Delta x}\right]}^{\left[\frac{\beta}{\Delta x}\right]} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}}\left|U_{j}^{n}-u(x, t)\right| d x=0
$$

which proves our theorem.


Figure 2.6. Geometric (characteristic) interpretation of the backward-difference scheme, $u_{t}+a u_{x}=0$. The CFL condition implies that the intersection is between $x_{j-1}$ and $x_{j}$.

The backward-difference scheme has a simple geometric interpretation. Consider the grid $\left(x_{j}, t_{n}\right)$ as in Figure 2.6.

As mentioned earlier, the approximating values $\left\{U_{j}^{n}\right\}$ are associated with the points $\left(x_{j}, t_{n}\right)$. If the CFL condition (2.49) holds, then the characteristic line $x^{\prime}(t)=a$, issuing from $\left(x_{j}, t_{n+1}\right)$, intersects the line $t=t_{n}$ at the point $\bar{x}=\lambda a x_{j-1}+(1-\lambda a) x_{j} \in\left[x_{j-1}, x_{j}\right]$. If we use the linear interpolation

$$
\begin{equation*}
U^{n}(\bar{x})=\lambda a U_{j-1}^{n}+(1-\lambda a) U_{j}^{n} \tag{2.57}
\end{equation*}
$$

then the backward-difference scheme (2.29) states simply that

$$
U_{j}^{n+1}=U^{n}(\bar{x})
$$

which just expresses the fact that the corresponding exact solution is constant along a characteristic line. We can summarize this discussion as follows.

Summary 2.29 (The backward-difference scheme as exact solution of approximate initial data) The values $\left\{U_{j}^{n+1}\right\}_{j=-\infty}^{\infty}$ as obtained by the scheme (2.29) $(a>0)$, subject to the CFL condition (2.49), are the exact values $\tilde{u}\left(x_{j}, t_{n+1}\right)$, where $\tilde{u}(x, t)$ satisfies the equation $\tilde{u}_{t}+a \tilde{u}_{x}=0$, subject to the initial condition $\tilde{u}\left(x, t_{n}\right)=U^{n}(x)$. The function $U^{n}(x)$ is the piecewise linear (continuous) function obtained by interpolating the values $\left\{U_{j}^{n}\right\}_{j=-\infty}^{\infty}$ at the grid points $\left\{\left(x_{j}, t_{n}\right)\right\}_{j=-\infty}^{\infty}$.

Definition 2.30 (Upwinding) We say that the backward-difference scheme (2.29), with $a>0$, is an "upwind scheme," meaning that the values $\left\{U_{j}^{n+1}\right\}_{j=-\infty}^{\infty}$ are obtained from $\left\{U_{j}^{n}\right\}_{j=-\infty}^{\infty}$ by following the characteristic lines of the equation.

We now suggest yet another interpretation of the backward-difference scheme. This one, as in the preceding discussion, will also be based on an exact solution of the equation, subject to approximate initial data. However, now we take $U^{n}(x)$ as the piecewise-constant function defined by

$$
\begin{equation*}
U^{n}(x)=U_{j}^{n}, \quad x_{j-1 / 2}<x<x_{j+1 / 2}, \quad-\infty<j<\infty \tag{2.58}
\end{equation*}
$$

We can make the following claim.
Claim 2.31 Solve the equation $\tilde{\tilde{u}}_{t}+a \tilde{\tilde{u}}_{x}=0$, subject to the initial condition $\tilde{\tilde{u}}\left(x, t_{n}\right)=U^{n}(x)$ as in (2.58). Then the values $U_{j}^{n+1}$, as determined by the backward-difference scheme (2.29), satisfy

$$
\begin{equation*}
U_{j}^{n+1}=\frac{1}{\Delta x} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} \tilde{\tilde{u}}\left(x, t_{n+1}\right) d x \tag{2.59}
\end{equation*}
$$

provided the CFL condition (2.49) holds.

Proof The CFL condition implies that the "moving step" solution (2.6) satisfies

$$
\begin{equation*}
\tilde{\tilde{u}}\left(x_{j+1 / 2}, t\right)=U_{j}^{n}, \quad t_{n} \leq t \leq t_{n+1}, \quad-\infty<j<\infty \tag{2.60}
\end{equation*}
$$

It follows from the balance equation (2.3) that

$$
\int_{x_{j-1 / 2}}^{x_{j+1 / 2}} \tilde{\tilde{u}}\left(x, t_{n+1}\right) d x=U_{j}^{n} \Delta x-a\left[U_{j}^{n}-U_{j-1}^{n}\right] k
$$

and, by $k=\lambda \Delta x$,

$$
\begin{equation*}
\frac{1}{\Delta x} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} \tilde{\tilde{u}}\left(x, t_{n+1}\right) d x=(1-\lambda a) U_{j}^{n}+\lambda a U_{j-1}^{n}=U_{j}^{n+1} \tag{2.61}
\end{equation*}
$$

Observe that although $\tilde{u}(x, t)$ (in Summary 2.29) and $\tilde{\tilde{u}}(x, t)$ (in Claim 2.31) satisfy the same differential equation, they are actually different since the initial data $U^{n}(x)$, used to interpolate the discrete values $\left\{U_{j}^{n}\right\}_{j=-\infty}^{\infty}$, are different for the two cases. In the case of $\tilde{u}(x, t)$ the initial function $U^{n}(x)$, and hence $\tilde{u}(x, t)$, are continuous, and $U_{j}^{n+1}$ is taken as the approximate (pointwise) "upwind" value. In contrast, in the case of $\tilde{\tilde{u}}(x, t)$, the initial function $U^{n}(x)$ is piecewise constant, and hence is in general discontinuous, and the value $U_{j}^{n+1}$ is taken as the average of the ensuing solution $\tilde{\tilde{u}}\left(x, t_{n+1}\right)$ over $\left(x_{j-1 / 2}, x_{j+1 / 2}\right)$.

Recall that, for the nonlinear conservation law $u_{t}+f(u)_{x}=0$, the solution can develop discontinuities even when subject to very smooth initial data. In this case, therefore, the pointwise upwinding approach expressed by $\tilde{u}(x, t)$, based on continuous interpolation, does not seem appropriate. In contrast, the "averaging" approach, based on the balance equation (2.3) applied to piecewiseconstant initial data, can be readily generalized to the nonlinear case. It is this approach, first suggested by Godunov [56], that will serve as the basis of the GRP method discussed in the next chapter.

Remark 2.32 Note that none of the schemes (2.30)-(2.32) (i.e., the forwarddifference, Lax-Friedrichs, and Lax-Wendroff schemes) are amenable to an interpretation based on characteristic values ("upwinding" as in Definition 2.30) or averaging in the sense of Godunov (as in Claim 2.31). Nonetheless, all these schemes [including (2.29)] are "conservative" in the sense that

$$
\sum_{j=-\infty}^{\infty} U_{j}^{n+1}=\sum_{j=-\infty}^{\infty} U_{j}^{n}
$$

(when the values $U_{j}^{n}$ vanish sufficiently fast as $|j| \rightarrow \infty$ ). This is of course consistent with the conservation property (2.4). However, in this monograph we shall not make much use of this conservation property.

Remark 2.33 We refer the reader to Godlewski and Raviart [54] for a proof of the following: The Lax-Friedrichs scheme (2.31) and the Lax-Wendroff scheme (2.32) converge to the solution of $u_{t}+a u_{x}=0(a>0)$, in the sense of Definition 2.25, subject to the CFL condition (2.49); however, the forwarddifference scheme (2.30) fails to converge, no matter how small $\lambda=\frac{k}{\Delta x}$ is.

Except for a few examples, we shall not make use of these schemes in the present monograph.

## The GRP Method for Scalar Conservation Laws

This chapter introduces the GRP method in the context of the scalar conservation law $u_{t}+f(u)_{x}=0$. We start in Section 3.1 with the classical first-order (conservative) "Godunov Scheme," which leads naturally to its second-order GRP extension. Section 3.2 contains a number of numerical (one-dimensional) examples, for linear and nonlinear equations, illustrating the improved resolution obtained by the GRP method. In Section 3.3 we extend the GRP methodology to the two-dimensional scalar conservation law $u_{t}+f(u)_{x}+g(u)_{y}=0$. Analytical and numerical results are compared for simple as well as complex wave interactions.

### 3.1 From Godunov to the GRP Method

In this section we discuss the GRP method, aimed at a high-resolution numerical approximation of the solution to a conservation law of the form (2.1). We always assume that $f(u)$ is strictly convex: $f^{\prime \prime}(u) \geq \mu>0$. It is shown that this method is a natural analytic extension to the Godunov (upwind) scheme. This latter scheme has been extensively studied in Section 2.2, in the context of the linear convection equation. We start here by studying this scheme in the nonlinear case.

As in Section 2.2, we take a uniform spatial grid $x_{j}=j \Delta x,-\infty<j<\infty$, and uniformly spaced time levels $t_{n+1}=t_{n}+k, t_{0}=0$. As before, we refer to the interval ( $x_{j-1 / 2}, x_{j+1 / 2}$ ) as "cell $j$ " and to $x_{j \pm 1 / 2}$ as its "cell boundaries." Given the approximating functions $U^{1}(x), \ldots, U^{n}(x)$, a numerical scheme consists in constructing $U^{n+1}(x)$, approximating $u\left(x, t_{n+1}\right)$. The functions $U^{n}(x)$ are piecewise constant (Godunov) or piecewise linear (GRP). Their averages over cell $j$ are denoted by $U_{j}^{n}$.

Our starting point is the balance equation (2.3), to be used over the rectangle $\left[x_{j-1 / 2}, x_{j+1 / 2}\right] \times\left[t_{n}, t_{n+1}\right]$. Since $U_{j}^{n}, U_{j}^{n+1}$ are supposed to be the average
values of the approximating function over "bottom" and "top" respectively, the discrete version of (2.3) should be

$$
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\lambda\left(f_{j+1 / 2}^{n+1 / 2}-f_{j-1 / 2}^{n+1 / 2}\right) \tag{3.1}
\end{equation*}
$$

where $\lambda=\frac{k}{\Delta x}$ and $f_{j+1 / 2}^{n+1 / 2}$ is an approximation for the average flux $\frac{1}{k} \int_{t_{n}}^{t_{n+1}}$ $f\left(u\left(x_{j+1 / 2}, t\right)\right) d t$.

Definition 3.1 The term $f_{j+1 / 2}^{n+1 / 2}$ is called the "numerical flux" at the boundary $x_{j+1 / 2}$ over the time interval $\left[t_{n}, t_{n+1}\right]$.

Clearly, once the numerical fluxes are known, the numerical scheme is fully determined. We refer the reader to the books by LeVeque [81] and Godlewski and Raviart [54] for surveys of many existing schemes.

In this monograph we adapt the approach suggested by Godunov [56] as mentioned at the end of Section 2.2. In the present nonlinear case it can be described as follows: Take the function $U^{n}(x)$ as piecewise constant, with

$$
\begin{equation*}
U^{n}(x)=U_{j}^{n}, \quad x_{j-1 / 2}<x<x_{j+1 / 2} \tag{3.2}
\end{equation*}
$$

Let $\tilde{u}(x, t)$ be the weak solution to (2.1) for $t \geq t_{n}$, subject to initial data $U^{n}(x)$ at $t=t_{n}$. Now evaluate the numerical flux as

$$
\begin{equation*}
f_{j+1 / 2}^{\mathrm{G}, n+1 / 2}=\frac{1}{k} \int_{t_{n}}^{t_{n+1}} f\left(\tilde{u}\left(x_{j+1 / 2}, t\right)\right) d t, \quad-\infty<j<\infty, \tag{3.3}
\end{equation*}
$$

where the superscript "G" refers to the fact that this is the numerical flux associated with the Godunov method.

The main idea in the application of (3.1) (with $f_{j+1 / 2}^{n+1 / 2}=f_{j+1 / 2}^{\mathrm{G}, n+1 / 2}$ ) is that if $k$ is sufficiently small then

$$
\begin{equation*}
\tilde{u}\left(x_{j+1 / 2}, t\right)=\text { constant }, \quad t \in\left[t_{n}, t_{n+1}\right], \tag{3.4}
\end{equation*}
$$

so that (3.3) is easily evaluated. The reader should observe that this is in full agreement with the linear case $[f(u)=a u, a>0]$ as discussed in Claim 2.31, where $f_{j+1 / 2}^{\mathrm{G}, n+1 / 2}=a U_{j}^{n}$.

To give a more precise meaning to (3.4), we set

$$
\begin{equation*}
M_{n}=\sup _{-\infty<j<\infty}\left|U_{j}^{n}\right|<\infty \tag{3.5}
\end{equation*}
$$

and let $k=\Delta t$ satisfy the "CFL condition" (compare Definition 2.27)

$$
\begin{equation*}
k \cdot \max _{|u| \leq M_{n}}\left|f^{\prime}(u)\right|<\Delta x \tag{3.6}
\end{equation*}
$$



Figure 3.1. Wave pattern for piecewise-constant initial data.

Observe that near every cell boundary $x_{j+1 / 2}$ the solution $\tilde{u}(x, t)$ is a "Riemann solution" $R\left(\frac{x-x_{j+1 / 2}}{t-t_{n}} ; U_{j}^{n}, U_{j+1}^{n}\right)$ (see Definition 2.18) associated with the initial data $U_{j}^{n}, U_{j+1}^{n}$ (see Figure 3.1). It follows from Corollary 2.19 that the speeds of all waves emanating from the points $x_{j+1 / 2},-\infty<j<\infty$, are bounded by

$$
\begin{equation*}
S_{n}=\max _{|u|<M_{n}}\left|f^{\prime}(u)\right| \tag{3.7}
\end{equation*}
$$

The CFL condition (3.6) therefore entails the following important conclusion.

Corollary 3.2 (Validity of "local Riemann solutions") Under the CFL condition (3.6), a wave issuing from $\left(x_{j+1 / 2}, t_{n}\right)$ does not reach any other cell boundary $\left(x_{l+1 / 2}, t\right)$ within the time interval $\left[t_{n}, t_{n+1}\right]$.

Remark 3.3 Note that in the case $f(u)=a u$ the CFL condition (3.6) coincides with (2.49).

Remark 3.4 Observe that (see Figure 3.1) the waves issuing from neighboring cell boundaries $x_{j \pm 1 / 2}$ may interact during the time interval $\left[t_{n}, t_{n+1}\right]$. However, since the speeds of all resulting waves are still bounded by $S_{n}$ [Equation (3.7)], they do not reach the opposite cell boundary.

The preceding remark and Corollary 3.2 imply, in particular, that when (3.6) is fulfilled, the solution $\tilde{u}\left(x_{j+1 / 2}, t\right)$ satisfies, for every $-\infty<j<\infty$,

$$
\begin{equation*}
\tilde{u}\left(x_{j+1 / 2}, t\right)=R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right), \quad t_{n} \leq t \leq t_{n+1}, \tag{3.8}
\end{equation*}
$$

so that the numerical flux is given by

$$
\begin{equation*}
f_{j+1 / 2}^{\mathrm{G}, n+1 / 2}=f\left(R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right)\right), \tag{3.9}
\end{equation*}
$$

and the balance equation (2.3) yields

$$
\begin{equation*}
\frac{1}{\Delta x} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} \tilde{u}\left(x, t_{n+1}\right) d t=U_{j}^{n}-\lambda\left(f_{j+1 / 2}^{\mathrm{G}, n+1 / 2}-f_{j-1 / 2}^{\mathrm{G}, n+1 / 2}\right) . \tag{3.10}
\end{equation*}
$$

In the linear case $f(u)=a u, a>0$, we get $f_{j+1 / 2}^{\mathrm{G}, n+1 / 2}=a U_{j}^{n}$, so that Equation (3.1) yields the upwind scheme as in Definition 2.30 and Claim 2.31.

Definition 3.5 (The Godunov Scheme) The scheme given by

$$
\begin{align*}
U_{j}^{n+1} & =U_{j}^{n}-\lambda\left[f\left(R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right)\right)-f\left(R\left(0 ; U_{j-1}^{n}, U_{j}^{n}\right)\right)\right] \\
U_{j}^{0} & =\frac{1}{\Delta x} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} \tilde{u}_{0}(x) d x  \tag{3.11}\\
\lambda & =\frac{k}{\Delta x}
\end{align*}
$$

is called the "Godunov scheme" for the approximation of the conservation law (2.1).

It is important to note that by (3.10), (3.11) the value $U_{j}^{n+1}$ is the average, over cell $j$, of the exact solution $\tilde{u}\left(x, t_{n+1}\right)$, subject to the initial data $U^{n}(x)$ at $t=t_{n}$ [as in (3.2)]. In fact, this property singles out the Godunov scheme: It is fully determined by the requirement that the sequence of updated values $\left\{U_{j}^{n+1}\right\}_{j=-\infty}^{\infty}$ consists of the averaged (over computational cells) of the exact solution $\tilde{u}\left(x, t_{n+1}\right)$. This is true because the balance equation (2.3) of the conservation law (2.1) is satisfied by $\tilde{u}(x, t)$.

The first and most fundamental question to be asked about the Godunov scheme (as well as any other approximating scheme) concerns its convergence to the exact weak solution of (2.1), (2.2). In Example 2.24 and Theorem 2.28 we have seen that, in the linear case $f(u)=a u$, the CFL condition (3.6) is a necessary and sufficient condition for convergence in $L_{\text {loc }}^{1}(\mathbb{R})$ (see Definition 2.25). As observed already in Section 2.2, the idea of convergence in $L_{\text {loc }}^{1}(\mathbb{R})$ is very reasonable, especially when dealing with discontinuous solutions. It allows for phenomena common to numerical approximation, such as oscillations or "spurious waves," as long as they tend to zero in the mean as the grid is refined ( $k=\Delta t \rightarrow 0$ ), over any fixed finite interval.

Considering the convergence properties of the Godunov scheme in the case of a nonlinear flux function $f(u)$, we can cite the following theorem.

Theorem 3.6 Let $u_{0}(x) \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$ and assume further that $u_{0}(x)$ is a function of finite total variation. Let $u(x, t)$ be the unique entropy solution
to (2.1), (2.2), and let $\left\{U_{j}^{n}\right\}_{\substack{-\infty<j<\infty \\ n \geq 0}}$ be obtained by the Godunov scheme (3.11). Then, under the CFL condition ${ }^{n \geq 0}(3.6),\left\{U_{j}^{n}\right\}$ converges to $u(x, t)$ in $L_{\text {loc }}^{1}(\mathbb{R})($ see Definition 2.25).

The proof of this theorem is presented in Appendix B, where we recall the notion of total variation of a function and its discrete approximation. This notion is of basic significance in the study of scalar conservation laws.

An important ingredient in the proof of Theorem 3.6 is that the Godunov scheme satisfies a "maximum principle," in analogy with the case of the exact solution (see Theorem 2.20). In our case it has also a practical significance, as it permits us to replace in the CFL condition (3.6) the (usually unknown) maximal value $S_{n}$ by the initial value $S_{0}$, which is easily available in most typical cases. We therefore state and prove the maximum principle as follows.

Claim 3.7 ("Maximum principle for the Godunov scheme") Given the scheme (3.11), and using the notation (3.5), we have

$$
\begin{equation*}
M_{n+1} \leq M_{n} \leq \cdots \leq M_{0} \tag{3.12}
\end{equation*}
$$

Proof According to (3.1) and (3.3) $U_{j}^{n+1}$ is an average (over cell $j$ ) of the exact solution $\tilde{u}\left(x, t_{n+1}\right)$, subject to initial data $\tilde{u}\left(x, t_{n}\right)=U^{n}(x)$. Thus, by the maximum principle for an exact solution (Theorem 2.20),

$$
\begin{equation*}
M_{n+1}=\sup _{j}\left|U_{j}^{n+1}\right| \leq \sup _{x}\left|\tilde{u}\left(x, t_{n+1}\right)\right| \leq \sup _{x}\left|\tilde{u}\left(x, t_{n}\right)\right|=\sup _{j}\left|U_{j}^{n}\right|=M_{n} . \tag{3.13}
\end{equation*}
$$

We shall not develop here the mathematical theory of numerical schemes. The reader is referred to Godlewski and Raviart [54] for an extensive survey. We emphasize that there are almost no results concerning the convergence of schemes approximating systems of equations, and this is particularly true for the system of equations governing compressible inviscid flow, at which this monograph is primarily aimed. Furthermore, even in the case of a scalar conservation law in one space dimension [such as (2.1)], the existing proofs pertain mostly to the case of a first-order scheme (such as the Godunov scheme), whereas we are concerned with the GRP method, which is of second-order accuracy.

This method may be introduced as follows: We consider again the balance equation (2.3). However, we now assume that at $t=t_{n}$ the initial distribution is linear in each cell $j$. This seemingly modest modification of (3.2), proposed by van Leer [112], proved to be the most crucial ingredient in all further
developments. Retaining the notation $U_{j}^{n}$ for the average cell values, we therefore assume that

$$
\begin{equation*}
U^{n}(x)=U_{j}^{n}+\left(x-x_{j}\right) s_{j}^{n}, \quad x_{j-1 / 2}<x<x_{j+1 / 2}, \tag{3.14}
\end{equation*}
$$

where $s_{j}^{n}$ is the slope of the linear segment $U^{n}(x)$ in cell $j$. Note that at cell boundaries $x_{j+1 / 2}$ we have in general a jump discontinuity in the values of $U^{n}(x)$ (namely, between $U_{j}^{n}+\frac{\Delta x}{2} s_{j}^{n}$ and $U_{j+1}^{n}-\frac{\Delta x}{2} s_{j+1}^{n}$ ) and also in the values of the slopes ( $s_{j}^{n}, s_{j+1}^{n}$ ).

Let $\tilde{u}(x, t), t_{n} \leq t \leq t_{n+1}$, be the weak solution to (2.1), subject to initial data $\tilde{u}\left(x, t_{n}\right)=U^{n}(x)$ [as in (3.14)]. The values $\tilde{u}\left(x_{j+1 / 2}, t\right)$ at cell boundaries now depend on $t$, even for $t-t_{n}$ small, in contrast to the previous (Godunov) case, as given in (3.8). This is of course because now $U^{n}(x)$ is not constant on either side of $x_{j+1 / 2}$, so we cannot expect a Riemann solution there. It follows that in the present case the difference scheme (3.1) can only be written with numerical fluxes $f_{j+1 / 2}^{n+1 / 2}$ that are only approximately equal to $\frac{1}{k} \int_{t_{n}+1 / 2}^{t_{n+1}} f\left(\tilde{u}\left(x_{j+1 / 2}, t\right)\right) d t$. Specifically, we assume now that the numerical fluxes $f_{j+1 / 2}^{n+1 / 2}$ satisfy

$$
\begin{array}{r}
f_{j+1 / 2}^{n+1 / 2}-f_{j-1 / 2}^{n+1 / 2}=\frac{1}{k} \int_{t_{n}}^{t_{n+1}}\left[f\left(\tilde{u}\left(x_{j+1 / 2}, t\right)\right)-f\left(\tilde{u}\left(x_{j-1 / 2}, t\right)\right)\right] d t+O\left(k^{3}\right), \\
-\infty<j<\infty . \tag{3.15}
\end{array}
$$

We now define the new averages $U_{j}^{n+1},-\infty<j<\infty$, by

$$
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\lambda\left(f_{j+1 / 2}^{n+1 / 2}-f_{j-1 / 2}^{n+1 / 2}\right) . \tag{3.16}
\end{equation*}
$$

Combining (3.14) and (3.15) with the balance equation (2.3) for $\tilde{u}(x, t)$ over $\left[x_{j-1 / 2}, x_{j+1 / 2}\right] \times\left[t_{n}, t_{n+1}\right]$ we get, from (3.16),

$$
\begin{align*}
U_{j}^{n+1}= & \frac{1}{\Delta x} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} \tilde{u}\left(x, t_{n}\right) d x \\
& -\frac{1}{\Delta x} \int_{t_{n}}^{t_{n+1}}\left[f\left(\tilde{u}\left(x_{j+1 / 2}, t\right)\right)-f\left(\tilde{u}\left(x_{j-1 / 2}, t\right)\right)\right] d t+O\left(k^{3}\right) \\
= & \frac{1}{\Delta x} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} \tilde{u}\left(x, t_{n+1}\right) d x+O\left(k^{3}\right), \quad-\infty<j<\infty . \tag{3.17}
\end{align*}
$$

Note that for the special initial data (3.2) Equations (3.15), (3.17) were satisfied with no truncation error [see (3.11)]. In terms of Definition 2.21 we now conclude that the scheme (3.16) is of second-order accuracy ( $p=2$ ).

The foregoing derivation was based on the hypothesis (3.15). To study its validity we prove the following claim.

Claim 3.8 Let $\tilde{u}(x, t)$ be smooth in $x \in\left[x_{j-1 / 2}, x_{j+1 / 2}\right]$ and $t \geq t_{n}$. Then (3.15) is satisfied with

$$
\begin{equation*}
f_{j+1 / 2}^{n+1 / 2}=f\left(\tilde{u}\left(x_{j+1 / 2}, t_{n}\right)\right)+\frac{k}{2} \frac{\partial}{\partial t} f\left(\tilde{u}\left(x_{j+1 / 2}, t_{n}\right)\right) \tag{3.18}
\end{equation*}
$$

[namely, $f_{j+1 / 2}^{n+1 / 2}=$ the linear approximation (in $t$ ) of $f\left(\tilde{u}\left(x_{j+1 / 2}, t\right)\right)$ evaluated at the midpoint $\left.t_{n+1 / 2}=t_{n}+\frac{k}{2}\right]$.

Proof This is a direct consequence of Taylor's theorem and the fact that $\lambda=$ $k / \Delta x=$ constant. To simplify notation, we introduce the functions

$$
g_{j+1 / 2}(t)=f\left(\tilde{u}\left(x_{j+1 / 2}, t\right)\right), \quad-\infty<j<\infty
$$

Writing

$$
\begin{aligned}
g_{j+1 / 2}(t)= & g_{j+1 / 2}\left(t_{n+1 / 2}\right)+g_{j+1 / 2}^{\prime}\left(t_{n+1 / 2}\right)\left(t-t_{n+1 / 2}\right) \\
& +\frac{1}{2} g_{j+1 / 2}^{\prime \prime}\left(t_{n+1 / 2}\right)\left(t-t_{n+1 / 2}\right)^{2}+O\left(k^{3}\right), \quad t_{n} \leq t \leq t_{n+1}
\end{aligned}
$$

we obtain by integration

$$
\begin{align*}
\int_{t_{n}}^{t_{n+1}}\left[g_{j+1 / 2}(t)-g_{j-1 / 2}(t)\right] d t= & {\left[g_{j+1 / 2}\left(t_{n+1 / 2}\right)-g_{j-1 / 2}\left(t_{n+1 / 2}\right)\right] k } \\
& +\frac{1}{24}\left[g_{j+1 / 2}^{\prime \prime}\left(t_{n+1 / 2}\right)-g_{j-1 / 2}^{\prime \prime}\left(t_{n+1 / 2}\right)\right] k^{3} \\
& +O\left(k^{4}\right) \tag{3.19}
\end{align*}
$$

However, $g_{j+1 / 2}^{\prime \prime}\left(t_{n+1 / 2}\right)-g_{j-1 / 2}^{\prime \prime}\left(t_{n+1 / 2}\right)=O(k)$ and by (3.18)

$$
\begin{aligned}
g_{j+1 / 2}\left(t_{n+1 / 2}\right)-g_{j-1 / 2}\left(t_{n+1 / 2}\right)= & f_{j+1 / 2}^{n+1 / 2}-f_{j-1 / 2}^{n+1 / 2} \\
& +\frac{1}{8}\left[g_{j+1 / 2}^{\prime \prime}\left(t_{n}\right)-g_{j-1 / 2}^{\prime \prime}\left(t_{n}\right)\right] k^{2}+O\left(k^{3}\right) \\
= & f_{j+1 / 2}^{n+1 / 2}-f_{j-1 / 2}^{n+1 / 2}+O\left(k^{3}\right)
\end{aligned}
$$

Inserting these relations in (3.19) yields (3.15)

Remark 3.9 It is clear from the proof that we could replace (3.18) by any other expression that approximates, up to $O\left(k^{2}\right)$, the value $f\left(\tilde{u}\left(x_{j+1 / 2}, t_{n+1 / 2}\right)\right)$, such as

$$
\begin{equation*}
f_{j+1 / 2}^{n+1 / 2}=f\left(\tilde{u}\left(x_{j+1 / 2}, t_{n}\right)+\frac{k}{2} \frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t_{n}\right)\right) \tag{3.20}
\end{equation*}
$$



Figure 3.2. Wave pattern for the GRP algorithm. $L_{j}^{n}(x)=U_{j}^{n}+\left(x-x_{j}\right) s_{j}^{n}$.

Although Claim 3.8 is of a formal value (as the solution $\tilde{u}(x, t)$ is generally not smooth), it provides the guideline to the construction of the GRP numerical fluxes. Because of the fundamental importance of this construction in the present monograph, we shall first list the technical steps, then follow with a detailed discussion.

Construction 3.10 (GRP algorithm) Given the piecewise-linear distribution $U^{n}(x)(3.14)$ and $\Delta t=k$ such that $\lambda=\frac{k}{\Delta x}$ satisfies the CFL condition (3.6) [with $M_{n}=\sup _{x \in \mathbb{R}}\left|U^{n}(x)\right|$ ], construct $U^{n+1}(x)$ (which should approximate $\tilde{u}\left(x, t_{n}+k\right)$ ) as follows.

Step 1. At every cell boundary $x_{j+1 / 2}$ evaluate $U^{n}(x)$ on the two sides by

$$
U_{j+1 / 2, \pm}^{n}=\lim _{\delta \rightarrow 0^{+}} U^{n}\left(x_{j+1 / 2} \pm \delta\right)= \begin{cases}U_{j+1}^{n}-\frac{\Delta x}{2} s_{j+1}^{n}, & \prime \prime+{ }^{\prime \prime} \\ U_{j}^{n}+\frac{\Delta x}{2} s_{j}^{n} & \prime \prime-"\end{cases}
$$

Then determine the Riemann solution

$$
\begin{equation*}
U_{j+1 / 2}^{n}=R\left(0 ; U_{j+1 / 2,-}^{n}, U_{j+1 / 2,+}^{n}\right) \tag{3.21}
\end{equation*}
$$

Note that, as in (2.28),

$$
U_{j+1 / 2}^{n}= \begin{cases}U_{j+1 / 2,-}^{n} & \text { wave moves right, } f^{\prime}\left(U_{j+1 / 2}^{n}\right)>0  \tag{3.22}\\ U_{j+1 / 2,+}^{n} & \text { wave moves left, } f^{\prime}\left(U_{j+1 / 2}^{n}\right)<0 \\ u_{\min } & \text { if } x_{j+1 / 2} \text { is a sonic point, } \\ & f^{\prime}\left(U_{j+1 / 2,-}^{n}\right) \leq 0 \leq f^{\prime}\left(U_{j+1 / 2,+}^{n}\right)\end{cases}
$$

Step 2. Determine the instantaneous time derivatives $\frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t_{n}\right)$ by

$$
\frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t_{n}\right)= \begin{cases}-f^{\prime}\left(U_{j+1 / 2}^{n}\right) s_{j}^{n} & \text { if } f^{\prime}\left(U_{j+1 / 2}^{n}\right)>0,  \tag{3.23}\\ -f^{\prime}\left(U_{j+1 / 2}^{n}\right) s_{j+1}^{n} & \text { if } f^{\prime}\left(U_{j+1 / 2}^{n}\right)<0, \\ 0 & \text { if } U_{j+1 / 2}^{n}=u_{\min } .\end{cases}
$$

Then compute the approximate solution and numerical flux [see (3.18)] at the midpoint $\left(x_{j+1 / 2}, t_{n+1 / 2}\right)$ by

$$
\begin{align*}
U_{j+1 / 2}^{n+1 / 2} & =U_{j+1 / 2}^{n}+\frac{k}{2} \frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t_{n}\right),  \tag{3.24}\\
f_{j+1 / 2}^{n+1 / 2} & =f\left(U_{j+1 / 2}^{n}\right)+\frac{k}{2} f^{\prime}\left(U_{j+1 / 2}^{n}\right) \frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t_{n}\right) .
\end{align*}
$$

Step 3. Evaluate the new cell averages as in (3.16),

$$
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\lambda\left(f_{j+1 / 2}^{n+1 / 2}-f_{j-1 / 2}^{n+1 / 2}\right), \quad-\infty<j<\infty \tag{3.25}
\end{equation*}
$$

and the new slopes by

$$
\begin{align*}
U_{j+1 / 2}^{n+1} & =U_{j+1 / 2}^{n}+k \frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t_{n}\right), \quad-\infty<j<\infty  \tag{3.26}\\
s_{j}^{n+1} & =\frac{1}{\Delta x}\left(U_{j+1 / 2}^{n+1}-U_{j-1 / 2}^{n+1}\right) .
\end{align*}
$$

The construction of the algorithm is not yet complete. We shall later supplement it [see (3.28)] by a suitable "slope limiter," which ensures certain monotonicity properties of the new profile $U^{n+1}(x)$ (see Figure 3.4 below). However, we shall first make a few comments concerning this algorithm.

The basic hypothesis underlying the GRP construction is that the wave pattern associated with the solution $\tilde{u}(x, t)$ can be fully determined (for sufficiently small $k=\Delta t$ ) by the Riemann solutions of Step 1 [see (3.21)]. Of course, as has already been observed, a shock wave issuing from $x_{j+1 / 2}$ will not be (in general) self-similar. In other words, its trajectory will not be of constant slope. This is in contrast to the characteristic lines (comprising a centered rarefaction wave), which in the scalar case are always straight lines. However, the assumption
here is that at each cell boundary $x_{j+1 / 2}$ the solution $\tilde{u}(x, t)$ consists of a single wave (shock for $U_{j+1 / 2,-}^{n}>U_{j+1 / 2,+}^{n}$, centered rarefaction otherwise), where instantaneous features at $x=x_{j+1 / 2}, t=t_{n}$ (i.e., slopes of a shock trajectory or head and tail characteristics of a rarefaction) are completely determined by the Riemann solution $R\left(\frac{x-x_{j+1 / 2}}{t-t_{n}} ; U_{j+1 / 2,-}^{n}, U_{j+1 / 2,+}^{n}\right)$. Also, the solution $\tilde{u}$ on the two sides of the shock, or inside and outside a centered rarefaction wave, is smooth, with a jump discontinuity across a shock trajectory or jump discontinuities of the derivatives across the head and tail characteristics of a centered rarefaction wave [compare the discussion following (2.26)].

In fact, in the present case (a scalar conservation law with a strictly convex flux function) this assumption can be proved for the unique entropy solution. Observe that by the maximum principle (Theorem 2.20), the CFL condition implies, as in the case of the Godunov scheme, that a wave issuing from a cell boundary $x_{j+1 / 2}$ is limited (for $t \in\left[t_{n}, t_{n}+k\right]$ ) to the neighboring cells $j, j+1$, not reaching their opposite boundaries $x_{j+3 / 2}, x_{j-1 / 2}$. In particular, the solution $\tilde{u}\left(x_{j+1 / 2}, t\right), t_{n} \leq t \leq t_{n+1}$, is not affected by the discontinuities at $x_{l+1 / 2}, l \neq j$, and is therefore a smooth function of $t$. Its derivative $\frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t_{n}\right)$ should be interpreted as the limiting value of $\frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t\right), t>t_{n}$, as $t \rightarrow t_{n}$. If the wave moves to the right, the segment $\left(x_{j+1 / 2}, t\right), t_{n}<t<t_{n+1}$, is contained, along with $\left(x, t_{n}\right), x_{j}<x<x_{j+1 / 2}$, in the same "domain of smoothness" of $\tilde{u}(x, t)$; hence $\tilde{u}(x, t)$ is a classical solution there, satisfying $\tilde{u}_{t}(x, t)=-f^{\prime}(\tilde{u}(x, t)) \tilde{u}_{x}(x, t)$. A similar consideration applies to the case where the wave moves to the left. If $x_{j+1 / 2}$ is a sonic point, the line $x=x_{j+1 / 2}$ is characteristic, carrying the constant value $\tilde{u}\left(x_{j+1 / 2}, t\right)=u_{\text {min }}$. We obtain therefore all three cases of Equation (3.23).

The evaluation of the numerical fluxes (3.24) follows the second-order approximation given by (3.20), where $\tilde{u}\left(x_{j+1 / 2}, t_{n}\right)=U_{j+1 / 2}^{n}$ is the limiting value (as $t \rightarrow t_{n}$ ) of $\tilde{u}\left(x_{j+1 / 2}, t\right), t>t_{n}$. The same linear approximation of $\tilde{u}\left(x_{j+1 / 2}, t\right)$ serves to determine the new slopes in (3.26).

Remark 3.11 (Accuracy of the slope computation) As in Claim 3.8, assume that $\tilde{u}\left(x_{j+1 / 2}, t\right)$ is smooth in $\left[x_{j-1 / 2}, x_{j+1 / 2}\right] \times\left[t_{n}, t_{n+1}\right]$. Then

$$
\begin{aligned}
U_{j \pm 1 / 2}^{n+1}= & \tilde{u}\left(x_{j \pm 1 / 2}, t_{n+1}\right)-\frac{1}{2} \tilde{u}_{t t}\left(x_{j \pm 1 / 2}, t_{n}\right) \cdot k^{2}+O\left(k^{3}\right) \\
= & \tilde{u}\left(x_{j}, t_{n+1}\right) \pm \tilde{u}_{x}\left(x_{j}, t_{n+1}\right) \cdot \frac{\Delta x}{2} \\
& +\frac{1}{8} \tilde{u}_{x x}\left(x_{j}, t_{n+1}\right) \cdot \Delta x^{2}-\frac{1}{2} \tilde{u}_{t t}\left(x_{j \pm 1 / 2}, t_{n}\right) \cdot k^{2}+O\left(k^{3}\right) .
\end{aligned}
$$

Thus

$$
s_{j}^{n+1}=\frac{1}{\Delta x}\left(U_{j+1 / 2}^{n+1 / 2}-U_{j-1 / 2}^{n+1 / 2}\right)=\tilde{u}_{x}\left(x_{j}, t_{n+1}\right)+O\left(k^{2}\right)
$$

which is, naturally, less accurate than the computation of the cell averages $U_{j}^{n+1}$ [see (3.15) and (3.16)].

Remark 3.12 (Zero slopes in GRP computation) Observe that when the slopes $s_{j}^{n}$ are set to zero for all cells $j$ and at every time level $t_{n}$, the GRP computational scheme naturally reduces to the Godunov scheme.

Remark 3.13 (Stationary shocks) If the Riemann solution $R\left(\frac{x-x_{j+1 / 2}}{t-t_{n}}\right.$; $\left.U_{j+1 / 2,-}^{n}, U_{j+1 / 2,+}^{n}\right)$ yields a stationary shock along $x=x_{j+1 / 2}$, it means (by the Rankine-Hugoniot jump condition) that $f\left(U_{j+1 / 2,,-}^{n}\right)=f\left(U_{j+1 / 2,+}^{n}\right)$, $U_{j+1 / 2,-}^{n}>U_{j+1 / 2,+}^{n}$. The shock speed is given by

$$
\sigma(t)=\frac{f\left(\tilde{u}^{+}(x(t), t)\right)-f\left(\tilde{u}^{-}(x(t), t)\right)}{\tilde{u}^{+}(x(t), t)-\tilde{u}^{-}(x(t), t)}
$$

where $x(t)$ is the shock trajectory $\left[x\left(t_{n}\right)=x_{j+1 / 2}, x^{\prime}(t)=\sigma(t)\right]$ and $\tilde{u}^{-}$(resp. $\tilde{u}^{+}$) is the value behind (resp. ahead of) the shock, $u^{ \pm}\left(x\left(t_{n}\right), t_{n}\right)=U_{j+1 / 2, \pm}^{n}$. Thus,

$$
\left.\sigma^{\prime}(t)\right|_{t=t_{n}}=\frac{-f^{\prime}\left(U_{j+1 / 2,+}^{n}\right)^{2} s_{j+1}^{n}+f^{\prime}\left(U_{j+1 / 2,-}^{n}\right)^{2} s_{j}^{n}}{U_{j+1 / 2,+}^{n}-U_{j+1 / 2,-}^{n}}
$$

and the value of $\frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t_{n}\right)$ is determined according to whether $\pm \sigma^{\prime}\left(t_{n}\right)>0$.

The last technical step in the description of the GRP algorithm is concerned with a modification of the slope $s_{j}^{n+1}$. In the language common to numerical schemes, it is a "postprocessing" step applied to the new results $\left\{U_{j}^{n+1}, s_{j}^{n+1}\right\}_{-\infty<j<\infty}$.

It is a basic rule in all GRP calculations (also in the case of systems later on) that the new averages $U_{j}^{n+1}$, as determined by (3.25), are never modified. Their values are obtained by the approximate implementation of the balance equation, which is viewed here as the basis of our methodology. However, the slopes are less accurately computed, using a discrete differentiation procedure (3.26). We can illustrate the need for a "postprocessing intervention" in their values by the following example (see Figure 3.3).


Figure 3.3. First GRP time-integration cycle of a moving step.

Example 3.14 Let the initial data be $U_{j}^{0}=1$ (resp. $U_{j}^{0}=0$ ) for $j \leq 0$ (resp. $j>0$ ), and let $f(u)=\frac{1}{2} u^{2}$, so that the solution is a shock wave moving at speed $\frac{1}{2}$ (see Example 2.12), $\tilde{u}(x, t)=u_{0}\left(x-\frac{1}{2} t\right)$. If we use a time step $k=\Delta t$, it is easy to see that

$$
U_{j}^{1}= \begin{cases}1, & j \leq 0 \\ \frac{1}{2} \lambda, & j=1 \\ 0, & j>1\end{cases}
$$

The corresponding computed slopes $s_{j}^{1}$ satisfy

$$
s_{j}^{1}= \begin{cases}0, & j \leq 0 \\ -\frac{1}{\Delta x}, & j=1 \\ 0, & j>1\end{cases}
$$

Thus, if we are to retain all slopes $s_{j}^{1}$, the approximating function $U^{1}(x)$ in the cell $j=1$ should be

$$
\begin{equation*}
U^{1}(x)=\frac{1}{2} \lambda-\frac{x-\Delta x}{\Delta x}=1+\frac{1}{2} \lambda-\frac{x}{\Delta x}, \quad \frac{\Delta x}{2}<x<\frac{3}{2} \Delta x . \tag{3.27}
\end{equation*}
$$

Thus, $U^{1}\left(\frac{3}{2} \Delta x-\right)=\frac{1}{2}(\lambda-1)$, which is negative. This is in contradiction with the "moving step" character of the exact (weak) solution.

From the mathematical point of view, the modification of the slopes $\left\{s_{j}^{n}\right\}_{j=-\infty}^{\infty}$ is needed for the control of the total variation of the approximating solution, in analogy with the total variation properties of the exact (weak) solution. We refer the reader to Godlewski and Raviart [54] for details.

The modification of the slopes used in our GRP methodology is implemented as follows.

Construction 3.15 (GRP "slope limiter") Given the computed slopes s $j_{j}^{n+1}$ [as in (3.26)], set the final slope values $\bar{s}_{j}^{n+1}$ to be

$$
\begin{equation*}
\bar{s}_{j}^{n+1}=\frac{1}{\Delta x} \operatorname{minmod}\left[2\left(U_{j+1}^{n+1}-U_{j}^{n+1}\right), 2\left(U_{j}^{n+1}-U_{j-1}^{n+1}\right), \Delta x s_{j}^{n+1}\right] \tag{3.28}
\end{equation*}
$$

where, for any three real numbers $a, b, c$,

Geometrically speaking, our limiter reflects the minimal change (of $s_{j}^{n+1}$ ) needed to obtain the following "five-point monotonicity" (see Figure 3.4): If $\left\{U_{j-1}^{n+1}, U_{j}^{n+1}, U_{j+1}^{n+1}\right\}$ form a monotonic sequence, then so do the five values $\left\{U_{j-1}^{n+1}, U_{j}^{n+1}-\frac{\Delta x}{2} \bar{s}_{j}^{n+1}, U_{j}^{n+1}, U_{j}^{n+1}+\frac{\Delta x}{2} \bar{s}_{j}^{n+1}, U_{j+1}^{n+1}\right\}$. If $U_{j}^{n+1} \geq \max \left(U_{j \pm 1}^{n+1}\right)$ or $U_{j}^{n+1} \leq \min \left(U_{j \pm 1}^{n+1}\right)$ we set $\bar{s}_{j}^{n+1}=0$. Thus, at extremal points the slopes are set to zero, whereas elsewhere it is ensured that (in the case of $U_{j-1}^{n+1} \leq$ $\left.U_{j}^{n+1} \leq U_{j+1}^{n+1}\right)$

$$
U_{j}^{n+1} \geq \max \left(U_{j-1 / 2, \pm}^{n+1}\right), \quad U_{j}^{n+1} \leq \min \left(U_{j+1 / 2, \pm}^{n+1}\right)
$$

Remark 3.16 (Convergence of the GRP Scheme) The convergence of the first-order Godunov scheme was stated in Theorem 3.6. At the time of writing


Figure 3.4. The "slope limiter" is a five-point rule.
this monograph, a similar convergence result has not yet been established for the GRP scheme. The main obstacle for a convergence proof lies in the rather weak slope limiter as given in (3.28). It allows for a nonmonotonic behavior of the set of value

$$
\begin{equation*}
U_{j-1}^{n+1}, U_{j-1 / 2,-}^{n+1}, U_{j-1 / 2,+}^{n+1}, U_{j}^{n+1}, U_{j+1 / 2,-}^{n+1}, U_{j+1 / 2,+}^{n+1}, U_{j+1}^{n+1} \tag{3.29}
\end{equation*}
$$

(see Figure 3.4). Replacing Equation (3.28) by the more restrictive limiter

$$
\begin{equation*}
\bar{s}_{j}^{n+1}=\frac{1}{\Delta x} \operatorname{minmod}\left[\left(U_{j+1}^{n+1}-U_{j}^{n+1}\right),\left(U_{j}^{n+1}-U_{j-1}^{n+1}\right), \Delta x s_{j}^{n+1}\right] \tag{3.30}
\end{equation*}
$$

is easily seen to lead to the monotonicity of (3.29). However, virtually all GRP computations presented in this monograph have been performed using the algorithm (3.28). Numerical experience has shown that it leads to sharper resolution of discontinuities [i.e., there is more "dissipation" built into (3.30)].

We refer to [18], [57], [79], [85], [95], [113], and [121], where the convergence properties of various upwind second-order schemes are considered. In all these works additional hypotheses are imposed on the schemes (in terms of their numerical fluxes and monotonicity algorithms). In particular, the monotonicity of (3.29) is always assumed. Note also the negative result in [120], concerning the nonconvergence of certain Godunov-type second-order schemes (at least for some initial data).

### 3.2 1-D Sample Problems

In this section we present numerical solutions to scalar conservation laws, linear and nonlinear, in one space dimension. The initial data considered are sufficiently simple, so that the exact solutions can be computed and compared to the finite-difference approximations. Two pairs of schemes were chosen for the sample problems, one pair of first-order schemes and one pair of secondorder schemes. The idea is to demonstrate the difference between the firstorder Godunov scheme (3.11) and its natural second-order extension - the GRP scheme (Construction 3.10). Then, for the sake of comparison, we use another typical scheme in each class. We selected the (first-order) Lax-Friedrichs scheme and the (second-order) Lax-Wendroff scheme.

### 3.2.1 The Linear Conservation Law

The equation to be considered here is

$$
\begin{equation*}
u_{t}+u_{x}=0, \quad u(x, 0)=u_{0}(x) \tag{3.31}
\end{equation*}
$$

According to (2.6), the exact solution is given by the "traveling wave" $u(x, t)=$ $u_{0}(x-t)$.

## First-Order Schemes

We shall use the following pair of first-order schemes:
(a) The Godunov scheme, which in this case (since $a>0$ ) is identical to the backward-difference scheme (2.29), as explained in Claim 2.31.
(b) The Lax-Friedrichs (LF) scheme, which in this case is given by (2.31).

In all the computations of this section we take constant (fixed) space and time steps, $\Delta x$ and $k=\Delta t$, respectively. Their ratio $\lambda=\frac{k}{\Delta x}$ satisfies the CFL condition (2.51), namely, $\lambda \leq 1$.

Two initial profiles $u_{0}(x)$ are considered, the first having smooth periodic data, and the second having step function data. These problems have been chosen for two reasons: (i) One of them has smooth data, and the other has discontinuous data (i.e., only a weak solution exists). (ii) Both problems are defined on $\mathbb{R}$, yet can be solved numerically on some finite interval $x_{1}<x<x_{2}$, producing the same finite-difference solution that would have been obtained on an unbounded interval of $x$. The smooth initial data are

$$
\begin{equation*}
u_{0}(x)=\sin ^{4}(\pi x) \tag{3.32}
\end{equation*}
$$

This is a periodic function with a period $L=1$, so that at time $t=1, u_{0}(x)$ has propagated exactly through one period. The numerical solution is performed with periodic boundary conditions. Figure 3.5 shows the results of such a computation, using a coarse grid of $\Delta x=1 / 9$ and a refined grid with $\Delta x=1 / 17$. The constant ratios are $\lambda=0.7500$ and $\lambda=0.7391$, respectively (corresponding to


Figure 3.5. First-order integration of $u_{t}+u_{x}=0$, with initial data $u_{0}(x)=\sin ^{4}(\pi x)$.


Figure 3.6. First-order integration of $u_{t}+u_{x}=0$, with unit step-function initial data.
integration by 12 and 23 time steps, respectively). This example was calculated by Liu and Tadmor [87] using their second-order centered difference scheme.

As is evident from Figure 3.5, both finite-difference approximations are rather far from the exact solution, with a smaller error in the finer grid computation. Furthermore, the Godunov scheme clearly produces more accurate results than the LF scheme. ${ }^{1}$ This can be interpreted as indicating that although both schemes are first-order accurate, the Godunov solution is less "smearing" than the LF one and therefore more accurate.

For the step function case, the function is $u_{0}(x)=1$ for $x<x_{0}$ and $u_{0}(x)=0$ for $x>x_{0}$ (see Example 2.4). The numerical integration is performed in the range $0<x<1$ until a time $t=0.4$, with $\lambda=0.5$. The boundary conditions for the time interval $0<t<0.4$ are $u(0)=1, u(1)=0$. Two grids were used, a coarse grid with $\Delta x=0.04$ (20 time steps) and $x_{0}=0.22$ and a fine grid with $\Delta x=0.02$ ( 40 time steps) and $x_{0}=0.21$. Referring to the exact solution, we note that the discontinuity is positioned at a mid-cell point at the initial time, as well as at the final time. The datum in cell $x_{j}=x_{0}$ is $U_{j}^{0}=0.5$, in accordance with Definition 3.5 of the Godunov scheme. Again, we observe in Figure 3.6 that the Godunov scheme produces more accurate results than the LF scheme. It is also noted that both coarse and fine grid solutions seem to approximate the moving step quite accurately in the mean; i.e., the numerical values are symmetrically distributed about the step, and, moreover, the sharp step is "spread" over about 8 cells in the first grid and over about 12 cells in the second. The width of the "step-spreading" appears to be proportional to $\sqrt{N}$, where $N$ is the number of time integration cycles. This spreading effect is

[^2]typical of a linear conservation law. In the case of a nonlinear conservation law, a moving shock discontinuity is usually spread over a constant number of cells. Such a finite-difference approximation is referred to as a "captured shock."

We recall that for the Godunov scheme the "convergence in the mean" has been proved in Theorem 2.28. A similar result also can be proved for the LF scheme (see Godlewski and Raviart [54]).

## Second-Order Schemes

Turning to second-order schemes, our primary interest is GRP, but for comparison we also consider the Lax-Wendroff (LW) scheme (2.32). It is readily verified from Equation (2.32) that if $u_{0}(x)$ is of compact support in $\mathbb{R}$, then $\sum_{j} U_{j}^{n+1}=\sum_{j} U_{j}^{n}$. This means that the LW scheme is conservative, although not upwind (see Remark 2.32).

The GRP scheme, by contrast, is both upwind and conservative. It is given by adapting Construction 3.10 to the case $f(u)=u$. Thus, the Riemann solution is simply a moving step solution, so that

$$
\begin{equation*}
U_{j+1 / 2}^{n}=R\left(0 ; U_{j+1 / 2,-}^{n}, U_{j+1 / 2,+}^{n}\right)=U_{j+1 / 2,-}^{n} \tag{3.33}
\end{equation*}
$$

It follows from Equation (3.23) that

$$
\begin{equation*}
\frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t_{n}\right)=-s_{j}^{n}=-\frac{1}{\Delta x}\left(U_{j+1 / 2,-}^{n}-U_{j-1 / 2,+}^{n}\right) \tag{3.34}
\end{equation*}
$$

hence, as in Equation (3.24),

$$
\begin{align*}
U_{j+1 / 2}^{n+1 / 2} & =U_{j+1 / 2}^{n}-\frac{k}{2} s_{j}^{n}  \tag{3.35}\\
f_{j+1 / 2}^{n+1 / 2} & =U_{j+1 / 2}^{n+1 / 2} \tag{3.36}
\end{align*}
$$

The resulting GRP scheme is, as in Equation (3.25),

$$
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\lambda\left(U_{j+1 / 2}^{n+1 / 2}-U_{j-1 / 2}^{n+1 / 2}\right) \tag{3.37}
\end{equation*}
$$

Finally, the new slopes $s_{j}^{n+1}$ are obtained as follows [see Eq. (3.26)]:

$$
\begin{align*}
U_{j+1 / 2}^{n+1} & =U_{j+1 / 2}^{n}-k s_{j}^{n}  \tag{3.38}\\
s_{j}^{n+1} & =\frac{1}{\Delta x}\left(U_{j+1 / 2}^{n+1}-U_{j-1 / 2}^{n+1}\right) . \tag{3.39}
\end{align*}
$$

The slopes $s_{j}^{n+1}$ are further subjected to the monotonicity algorithm given by Construction 3.15.


Figure 3.7. Second-order integration of $u_{t}+u_{x}=0$, with initial data $u_{0}(x)=\sin ^{4}(\pi x)$.

The sample problems considered here are the same two problems previously used for the first-order schemes, including the same grids and time step specifications.

The second-order results for the periodic case are given in Figure 3.7, where a comparison between GRP and LW schemes is shown. We notice a significant improvement relative to the first-order results in Figure 3.5, and it is also evident that the convergence with grid refinement is faster in the second-order case than in the first-order one. On the whole, the GRP values are closer to the exact solution than are the LW values. Furthermore, the LW results have a significant phase-shift error, whereas the GRP results do not.

How does the monotonization algorithm affect the GRP results? In Figures 3.7(a) and 3.7(b) we show the GRP results that were subject to the slope limiter given in Construction 3.15. The LW scheme, however, does not include any monotonization or slope limiting algorithm. For comparison, we therefore repeated the GRP computation without applying the monotonization
algorithm, and the results are shown in Figures 3.7(c) and 3.7(d). Clearly, the GRP points near the peak (where slope limiting is most effective) are now higher, indicating that indeed the limiting algorithm is required to suppress peak-forming tendencies. We also note on Figures 3.7(c) and 3.7(d) that some GRP and LW points have $u<0$. These "undershoot" values are in violation of the Maximum-Minimum Principle (Theorem 2.20). Slope limiting eliminates such violation by a second-order scheme and is hence mandatory to comply with the Maximum-Minimum Principle. We note that the Godunov scheme is in agreement with that principle (as stated in Claim 3.7), and the results in Figure 3.5 are evidence to that property.

We now turn to the step-function problem, identical to that considered in the first-order scheme. In particular, we use the same $\lambda, \Delta x$, and final time. As is clearly visible in Figures 3.8(a) and 3.8(b), the "shock-captured" solution obtained here is similar to that of the first-order scheme already discussed


Figure 3.8. Second-order integration of $u_{t}+u_{x}=0$, with unit step-function initial data.
(Figure 3.6). However, the discontinuity is more sharply resolved by the secondorder schemes, with the sharpest (and most accurate) results obtained by the GRP. Here the jump in $U_{j}^{n}$ is spread over about three cells, both in the coarsegrid and in the fine-grid computations.

Again, for comparison we repeated the two cases without the GRP monotonization constraint, and the results are shown in Figures 3.8(c) and 3.8(d). The GRP now produces some "overshoot" and "undershoot" values near the step. The indispensability of monotonization has thus been amply demonstrated, and in subsequent GRP computations we shall no longer consider the nonmonotonization option.

It is also interesting to notice the nature of the LW solution. No monotonization is applied in this scheme, and indeed the numerical solution develops pronounced oscillations behind the shock, which is also a typical feature for this scheme when it is extended to the fluid dynamical equations.

### 3.2.2 The Burgers Nonlinear Conservation Law

Here we consider the Burgers [22] equation,

$$
\begin{equation*}
u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0, \quad u(x, 0)=u_{0}(x) \tag{3.40}
\end{equation*}
$$

As explained in Section 2.1, in the case of smooth initial data the solution to this equation is obtained by the invariance of $u(x, t)$ along characteristic lines [see Equation (2.10) and the subsequent discussion]. When characteristic lines intersect, a smooth solution no longer exists, and from that time on only a (weak) solution, with shocks that obey the jump condition (2.21), is possible. In the case of the Burgers equation [see Example 2.12 and Equation (2.22)] the characteristic speed is $\frac{d x}{d t}=u$, and the speed of a shock wave is given by $S=\frac{1}{2}\left(u_{\mathrm{L}}+u_{\mathrm{R}}\right)$, where the left and right values at the shock discontinuity $u_{\mathrm{L}}, u_{\mathrm{R}}$ must obey the inequality $u_{\mathrm{L}} \geq u_{\mathrm{R}}$.

Two initial value problems are considered. The first has the smooth periodic data

$$
\begin{equation*}
u_{0}(x)=\sin (2 \pi x) \tag{3.41}
\end{equation*}
$$

and the second is a moving step problem (or a Riemann problem), having the initial data $u_{0}(x)=1$ for $x \leq x_{0}$ and $u_{0}(x)=0$ for $x>x_{0}$. Both problems have exact solutions, which, for the simple initial data considered here, are readily calculated by using the previously mentioned characteristics construction. Both problems are defined on $\mathbb{R}$, yet, with appropriate boundary conditions, they can be solved numerically on some bounded interval $\left[x_{1}, x_{2}\right]$ of $\mathbb{R}$, yielding the
same finite-difference solution that would have been obtained on $\mathbb{R}$. We note that Liu and Tadmor [87] have considered a similar IVP, with the (periodic) initial data $u_{0}(x)=1+\frac{1}{2} \sin (\pi x)$. The reader is also referred to Yang and Przekwas [122] for a survey of many other schemes applied to the Burgers equation.

## First-Order Computation

Here we use the same two first-order schemes (Godunov and Lax-Friedrichs) previously considered in the context of the linear sample problems. The Godunov scheme is given by (3.11). The Lax-Friedrichs scheme, however, for a general flux function $f(u)$ (see Smoller [103], Godlewski and Raviart [54], and LeVeque [81]) is given by

$$
\begin{equation*}
U_{j}^{n+1}=\frac{1}{2}\left(U_{j}^{n}+U_{j-1}^{n}\right)-\frac{\lambda}{2}\left(f\left(U_{j+1}^{n}\right)-f\left(U_{j-1}^{n}\right)\right) \tag{3.42}
\end{equation*}
$$

where the Burgers equation scheme is obtained by taking $f(u)=\frac{1}{2} u^{2}$. In our computations (both first and second order) we take fixed values for $k$ and $\Delta x$, so that the ratio $\lambda=\frac{k}{\Delta x}$ satisfies the CFL condition (3.6). In fact, we take $k$ such that the left-hand side in (3.6) is approximately equal to $\frac{1}{2} \Delta x$.

In the case of smooth initial data, the equation is solved in the domain $[0,1]$ with periodic boundary conditions. The computational cell size is $\Delta x=\frac{1}{22}$. The results are displayed as a time sequence in Figure 3.9, which compares the finite-difference solutions with the exact solution obtained by the method of characteristics. Prior to shock formation, in Figure 3.9(b), the solution is smooth and displays the expected steepening in the interval where $\partial_{x} u(x, t)<0$. The smooth solution breaks down at the moment $t=1 / 2 \pi$, where the slope at $x=0.5$ becomes unbounded, as readily derived by taking the limit

$$
\lim _{\epsilon \rightarrow 0} \frac{\epsilon}{\sin (2 \pi(0.5-\epsilon))}=\lim _{\epsilon \rightarrow 0} \frac{\epsilon}{2 \pi \epsilon}=\frac{1}{2 \pi}
$$

which corresponds to the point where the characteristic line emanating from $(x, t)=(0.5-\epsilon, 0)$ intersects the line $x=0.5$. The solution at the breakdown time is shown in Figure 3.9(c). Beginning at this time the jump discontinuity at $x=0.5$ gradually increases, reaching a maximal value (between $u=-1$ and $u=1$ ) at $t=0.25$ [see Figure 3.9(d)]. This is the moment at which the characteristic lines emanating from the extremal points $(x, t)=(0.50 \pm 0.25,0)$ reach the discontinuity point $(x, t)=(0.50,0.25)$. We also observe that by the jump condition for the Burgers equation the speed of propagation of a shock discontinuity [ $u_{\mathrm{L}}, u_{\mathrm{R}}$ ] is $S=0.5\left(u_{\mathrm{L}}+u_{\mathrm{R}}\right)$, which vanishes owing to the symmetry of $(u, t)$ about $x=0.5$. The shock discontinuity at $x=0.5$ is thus a standing shock.


Figure 3.9. First-order integration of $u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0$, with initial data $u_{0}(x)=$ $\sin (2 \pi x)$.

At later times $(t>0.25)$, the jump $[u]$ at the shock discontinuity decreases progressively from its maximal value of $[u]=u_{\mathrm{L}}-u_{\mathrm{R}}=2$, as clearly visible in Figures 3.9(d)-3.9(f). Can this observation be explained by theoretical consideration? Indeed, it can be explained using the concepts of energy and dissipation. Let the "energy measure" of $u(x, t)$ be the finite integral $E(t)=\int_{a}^{a+1} \frac{1}{2}[u(x, t)]^{2} d x$, where $0 \leq a \leq 1$ is a constant. The periodicity of $u(x, t)$ in $x$ implies that $E(t)$ is independent of $a$. Now, multiply the Burgers equation by $u(x, t)$, obtaining $\left(\frac{1}{2} u^{2}\right)_{t}+\left(\frac{1}{3} u^{3}\right)_{x}=0$, and integrate the resulting equation over an interval $[a, a+1]$. Interchanging the order of $x$ integration and time derivative, we obtain $\partial_{t} E(t)=0$ [since $u(x, t)$ is periodic in $\left.x\right]$. This means that the Burgers equation preserves the energy measure over time, which seems to agree with the finite-difference solution prior to the shock formation. After shock formation, however, this result is clearly in disagreement with both the exact and the numerical solutions. Indeed, this equation may not be integrated over an interval containing a shock discontinuity, while disregarding the jump in $u(x, t)$ there. A correct way to perform the integration when a shock is present is to choose $a=-0.5$, so that the integration will extend from the right side of the shock at $x=-0.5$ to the left side of the shock at $x=0.5$. The resulting rate of dissipation is then given by

$$
\begin{equation*}
\partial_{t} E(t)=-\frac{2}{3}\left[u_{\mathrm{L}}^{3}-u_{\mathrm{R}}^{3}\right] \tag{3.43}
\end{equation*}
$$

and since $u_{\mathrm{L}}=-u_{\mathrm{R}}>0$ the energy $E(t)$ is decreasing in time, as is also evident by observing the evolution of the solution from $t=0.25$ [Figure 3.9(d)] to $t=1$ [Figure $3.9(\mathrm{f})$ ]. This clearly demonstrates the dissipation effect of a shock wave in the solution to the Burgers equation. ${ }^{2}$

We now turn to the step-function example, the initial data being $u_{0}(x)=1$ for $x<x_{0}$ and $u_{0}(x)=0$ for $x>x_{0}$ (see Example 2.4), where $x_{0}$ is the initial position of the discontinuity. The numerical integration is performed in the range $0<x<1$, with boundary conditions $u(0)=1$, $u(1)=0$. Two grids were used: (i) a coarse grid with $\Delta x=0.04$ and an initial (mid-cell) position $x_{0}=0.22$ and (ii) a fine grid with $\Delta x=0.02$ and an initial (mid-cell) position $x_{0}=0.11$. In both grids we chose a constant $\lambda=k / \Delta x$, having the value $\lambda=0.5$, and the integration was performed to time $t=0.8$, so that the step propagates through the same distance as in the linear case.

As is clearly observed in Figure 3.10, the Godunov scheme approximates the moving step to a considerably higher level of accuracy and resolution than

[^3]

Figure 3.10. First-order integration of $u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0$, with unit step-function initial data.
the LF scheme. In particular, the Godunov scheme captures the shock over about three cells, versus nine cells in the LF scheme. It is also noted that these cell numbers are virtually unchanged by grid refinement (for constant time). Comparing this feature to the linear case (Figure 3.6), where the "discontinuity spreading" increases with grid refinement, we interpret this as a "stabilization" effect typical of shock capturing in the nonlinear case. As will be shown in subsequent chapters, an analogous relation exists in the case of the fluid dynamical equations between a captured contact discontinuity ("linearly degenerate" wave) and a captured shock wave.

## Second-Order Computation

Our primary interest here is the GRP scheme given by Construction 3.10 while taking $f(u)=\frac{1}{2} u^{2}$. The slopes $s_{j}^{n+1}$ are further subjected to the monotonicity algorithm given by Construction 3.15. For comparison we take the Lax-Wendroff scheme, which in the case of Equation (2.1) generalizes (2.32) as

$$
\begin{equation*}
U_{j}^{n+1}=U_{j}^{n}-\frac{\lambda}{2}\left[f_{j+1}^{n}-f_{j-1}^{n}\right]+\frac{\lambda^{2}}{2}\left[g_{j+1 / 2}^{n}-g_{j-1 / 2}^{n}\right] \tag{3.44}
\end{equation*}
$$

where $\lambda=\frac{k}{\Delta x}$. The first-order term (in $\lambda$ ) in (3.44) approximates $k\left(U_{t}\right)_{j}^{n}$ with

$$
f_{j \pm 1}^{n}=f\left(U_{j \pm 1}^{n}\right)
$$

and the second-order term approximates $\frac{k^{2}}{2}\left(U_{t t}\right)_{j}^{n}$. The second time-derivative is based on the identity $u_{t t}=g(u)_{x}, g(u)=f^{\prime}(u) f(u)_{x}$, obtained by differentiating the scalar conservation law $u_{t}+f(u)_{x}=0$. Its finite-difference
approximation is then given by

$$
\begin{align*}
\left(U_{t t}\right)_{j}^{n} & =\left[g_{j+1 / 2}^{n}-g_{j-1 / 2}^{n}\right] / \Delta x \\
g_{j \pm 1 / 2}^{n} & = \pm f^{\prime}\left(\frac{1}{2}\left(U_{j}^{n}+U_{j \pm 1}^{n}\right)\right)\left[f_{j \pm 1}^{n}-f_{j}^{n}\right] \tag{3.45}
\end{align*}
$$

For the reader's convenience we recall the GRP algorithm (Construction 3.10) in the special case $f(u)=\frac{1}{2} u^{2}$.
(I) Given the values

$$
U_{j+1 / 2, \pm}^{n}= \begin{cases}U_{j+1}^{n}-\frac{\Delta x}{2} s_{j+1}^{n}, & "+",  \tag{3.46}\\ U_{j}^{n}+\frac{\Delta x}{2} s_{j}^{n}, & "-",\end{cases}
$$

we let $U_{j+1 / 2}^{n}$ be the solution to the corresponding Riemann problem. Explicitly, it is given by

$$
U_{j+1 / 2}^{n}= \begin{cases}\max \left(\left|U_{j+1 / 2,-}^{n}\right|,\left|U_{j+1 / 2,+}^{n}\right|\right) \cdot \operatorname{sgn}\left(U_{j+1 / 2,-}^{n}+U_{j+1 / 2,+}^{n}\right)  \tag{3.47}\\ & \text { if } U_{j+1 / 2,-}^{n}>U_{j+1 / 2,+}^{n} \\ \min \left(\left|U_{j+1 / 2,-}^{n}\right|,\right. & \left.\left|U_{j+1 / 2,+}^{n}\right|\right) \cdot \operatorname{sgn}\left(U_{j+1 / 2,-}^{n}\right) \\ & \text { if } \operatorname{sgn}\left(U_{j+1 / 2,-}^{n}\right) \cdot \operatorname{sgn}\left(U_{j+1 / 2,+}^{n}\right) \geq 0 \\ 0, & \text { if } U_{j+1 / 2,-}^{n}<0<U_{j+1 / 2,+}^{n}\end{cases}
$$

and of course $U_{j+1 / 2}^{n}=U_{j+1 / 2,-}^{n}$ if $U_{j+1 / 2,-}^{n}=U_{j+1 / 2,+}^{n}$.
(II) The instantaneous time derivatives $\left(\frac{\partial \tilde{u}}{\partial t}\right)_{j+1 / 2}^{n}=\frac{\partial \tilde{u}}{\partial t}\left(x_{j+1 / 2}, t_{n}\right)$ are now given by

$$
\left(\frac{\partial \tilde{u}}{\partial t}\right)_{j+1 / 2}^{n}= \begin{cases}-U_{j+1 / 2}^{n} \cdot s_{j}^{n}, & \text { if } \quad U_{j+1 / 2}^{n}>0  \tag{3.48}\\ -U_{j+1 / 2}^{n} \cdot s_{j+1}^{n}, & \text { if } \quad U_{j+1 / 2}^{n}<0 \\ 0, & \text { if } \quad U_{j+1 / 2}^{n}=0\end{cases}
$$

and the numerical fluxes are given by

$$
f_{j+1 / 2}^{n+1 / 2}=f\left(U_{j+1 / 2}^{n}\right)+\frac{k}{2} U_{j+1 / 2}^{n} \cdot\left(\frac{\partial \tilde{u}}{\partial t}\right)_{j+1 / 2}^{n}
$$

so that

$$
U_{j}^{n+1}=U_{j}^{n}-\lambda\left(f_{j+1 / 2}^{n+1 / 2}-f_{j-1 / 2}^{n+1 / 2}\right) .
$$

(III) The new values at the cell boundaries are given by

$$
U_{j+1 / 2}^{n+1}=U_{j+1 / 2}^{n}+k\left(\frac{\partial \tilde{u}}{\partial t}\right)_{j+1 / 2}^{n}
$$

and the new slopes are updated by

$$
s_{j}^{n+1}=\frac{1}{\Delta x}\left(U_{j+1 / 2}^{n+1}-U_{j-1 / 2}^{n+1}\right) .
$$

(IV) Finally, the computed slopes $s_{j}^{n+1}$ are modified by the slope limiter (3.28).

The same two sample problems are considered here as for the first-order schemes already discussed, with identical data, boundary conditions, grids, and final times.

The time sequence results for the periodic case are shown in Figure 3.11. How do the second-order results compare to the first-order ones (Figure 3.9)? The GRP approximation is generally very close to the exact solution, which is a considerable improvement relative to the Godunov approximation. The LW scheme produces fairly accurate results, although less accurate than those of the GRP. As in the smooth linear case (Figure 3.7), the LW scheme is characterized by overshoots near extremal points, notably in Figures 3.11(c) and 3.11(d). It is particularly interesting to compare the GRP formation of the "N-wave" [Figures 3.11(d)-3.11(f)] with the corresponding Godunov results [Figures $3.9(\mathrm{~d})-3.9(\mathrm{f})$ ]. The GRP points are considerably closer to the exact solution than those of the Godunov scheme, notably near the shock. For still higher order schemes (not considered in this monograph), we refer to Liu and Tadmor [87, Section 5], where a similar periodic case (for the Burgers equation) was computed by a third-order, nonoscillatory, central scheme. They used 80 mesh points (per period), whereas only 22 were used in the present GRP calculation.

Turning to the step-function example, having the same data as in the firstorder case, we show the results in Figure 3.12 at $t=0.8$. As in the linear case (Figure 3.8), the LW scheme produces significant oscillations behind the step, indicating that this feature of the scheme is not suppressed by the nonlinearity of the scalar conservation law. By comparing the GRP and the Godunov approximations (Figure 3.12), it is evident that the improvement in accuracy takes place only near the shock discontinuity. The GRP results are a near-perfect approximation to the step, with only (the inevitable) single point representing the average value of 0.5 at the mid-cell $x=0.62$ or $x=0.61$, where the exact jump is positioned. This demonstrates the high-resolution feature of GRP, which also characterizes the fluid dynamical GRP scheme.


Figure 3.11. Second-order integration of $u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0$, with initial data $u_{0}(x)=$ $\sin (2 \pi x)$.


Figure 3.12. Second-order integration of $u_{t}+\left(\frac{1}{2} u^{2}\right)_{x}=0$, with unit step-function initial data.

### 3.3 2-D Sample Problems

Consider the two-dimensional extension of the (1-D) scalar conservation law (2.1), leading to the following Cauchy problem for $u=u(x, y, t)$ :

$$
\begin{align*}
\frac{\partial}{\partial t} u+\frac{\partial}{\partial x} f(u)+\frac{\partial}{\partial y} g(u) & =0, \quad(x, y) \in \mathbb{R}^{2}, t>0,  \tag{3.49}\\
u(x, y, 0) & =u_{0}(x, y), \quad(x, y) \in \mathbb{R}^{2} . \tag{3.50}
\end{align*}
$$

The theory for this IVP is as complete as for the 1-D case (see Theorem 2.20). Briefly, if $f(u)$ and $g(u)$ are continuously differentiable and $u_{0}$ is uniformly bounded then there exists a unique "entropy" solution for all $t>0$. This solution satisfies the Maximum-Minimum Principle and also the properties of $L_{\text {loc }}^{1}$ continuity and $L^{1}$ contraction, as expressed in Theorem 2.20 (ii) and (iii) (with an interval of integration replaced by a rectangle). We refer the reader to Hörmander [63] and to Godlewski and Raviart [54, Section 2.5] for full details of the proof (as well as a definition of "entropy" in the multidimensional scalar case).

The important point in our examples is the "self-similarity" of solutions, which is a consequence of uniqueness; if the initial function $u_{0}$ is constant along rays emanating from the origin [i.e., depends only on the direction $\arctan \left(\frac{y}{x}\right)$ ], then the solution $u(x, y, t)$ is "self-similar" in the sense that it depends only on $\left(\frac{x}{t}, \frac{y}{t}\right)$. In the 1-D case this corresponds to the Riemann problem (see Definition 2.18 and subsequent discussion). However, in the 2-D case this restriction still allows a great variety of initial value problems; taking $u_{0}$ to be constant in (finitely many) sectors in the $(x, y)$ plane, with vertices at $(0,0)$, always leads to a self-similar solution.

Studying Equation (3.49) is of interest because it serves as a model for the 2-D fluid dynamical case. In particular, the 2-D setting allows for a variety of
wave interactions, as we shall see in this section. A finite-difference approximation of the 2-D equation (3.49) is obtained by using a sequence of $1-\mathrm{D}$ conservation law schemes, integrating the equation alternately in the $x$ or $y$ directions. This approach is commonly referred to as the "operator-splitting" method. It enables us to apply the methodology introduced in Section 3.1 to the 2-D case. In Part II we shall discuss its extension to multidimensional flow problems. Here we demonstrate that this approach correctly produces 2-D solutions to (3.49), (3.50), by applying a sequence of (the 1-D) Godunov or GRP schemes to a "split" form of (3.49).

We start this section with an outline of the operator-splitting method and then proceed with a detailed study of three sample equations, obtained by specifying the flux functions and a variety of initial data in (3.49), (3.50). The first equation is the linear conservation law $f(u)=g(u)=u$, with an "oblique step" initial data $u_{0}(x, y)=h(x+y+1)$, where $h(w)$ is the Heaviside function, defined as

$$
h(w)=\left\{\begin{array}{lll}
1 & \text { for } \quad w<0 \\
0 & \text { for } \quad w>0
\end{array}\right.
$$

In this case, the IVP [(3.49), (3.50)] becomes "one dimensional" when transformed by rotating $(x, y)$ through an angle of $\pi / 4$, enabling a comparison with the corresponding 1-D case.

The second equation is the nonlinear, two-dimensional, Burgers equation, $f(u)=g(u)=u^{2} / 2$, where we first take the same initial data as in the previous linear case. As before, this leads to a situation where the one-dimensional equation is "rotated" through an angle of $\pi / 4$ and we can compare the results with those of the corresponding 1-D case. Next we consider four different cases with initial data that are constant in sectors of the $(x, y)$ plane. None of these sectors, however, is a half-plane. Thus, although the solutions are "self-similar" [depending on $\left(\frac{x}{t}, \frac{y}{t}\right)$ ] they are certainly not "one dimensional" as in the rotated case. The initial discontinuities (lying along straight rays emanating from the origin) give rise to waves that interact with each other, leading to complex wave structures. These structures are then studied, both analytically and numerically.

The third equation, along with its special (sectorial) initial data, is due to Guckenheimer [59], with fluxes given by $f(u)=u^{2} / 2, g(u)=u^{3} / 3$. The selfsimilar solution (which can be obtained analytically) is surprisingly rich in wave interactions. These wave interactions are analogous to phenomena encountered in compressible fluid dynamics (Mach stems, triple points, formation of contact discontinuities, etc.). This problem, for which full analytic details are available, constitutes a significant and valuable test case in the study of multidimensional numerical schemes.

## The Operator-Splitting Method

Consider the following system obtained by "splitting" (3.49) into the two onedimensional equations:

$$
\begin{align*}
\frac{\partial}{\partial t} u+\frac{\partial}{\partial x} f(u) & =0  \tag{3.51i}\\
\frac{\partial}{\partial t} u+\frac{\partial}{\partial y} g(u) & =0 \tag{3.51ii}
\end{align*}
$$

Loosely speaking, the system (3.51) is taken to mean that the evolution of an initial state $u_{0}$ by (3.49) over a short time interval $\Delta t$ can be approximated by evolving $u_{0}$ first subject to (3.51i) (over time $\Delta t$ ), obtaining a state $u_{1}$, then evolving $u_{1}$ in accordance with (3.51ii) again over time $\Delta t$. Let $H_{\Delta t}^{x}, H_{\Delta t}^{y}$, and $H_{\Delta t}$ denote finite-difference approximation operators for the integration by a time step $\Delta t$ of (3.51i), (3.51ii), and (3.49), respectively (compare Definition 2.21). Then, as shown by Strang [105], the operator sequence

$$
\begin{equation*}
H_{\Delta t}=H_{\Delta t / 2}^{x} H_{\Delta t}^{y} H_{\Delta t / 2}^{x} \tag{3.52}
\end{equation*}
$$

is a second-order-accurate finite-difference approximation to (3.49), provided this is true for the 1-D operators $H_{\Delta t}^{x}, H_{\Delta t}^{y}$. We remark, however, that Strang's analytic arguments are valid only for a smooth solution $u(x, y, t)$. Thus, when $u(x, y, t)$ contains discontinuities, the accuracy of "shock-capturing" finitedifference solutions reflects the applicability and accuracy of the operatorsplitting method. We refer to Section 7.2 for a more detailed discussion of this topic.

Two additional topics to consider here are the issue of stability and the numerical boundary conditions. These are given in the following remarks.

Remark 3.17 (The CFL condition) This condition [see Definition 2.27 and Equation (3.6)] is necessary for numerical stability, and we adapt it to the present (two-dimensional) case by requiring that it holds separately with respect to each of the split one-dimensional equations (3.51) and to the corresponding finitedifference scheme. Thus, the 2-D CFL condition is

$$
\begin{align*}
& \mu_{\mathrm{CFL}}^{x, n}=\max _{i, j}\left\{f^{\prime}\left(U_{i, j}^{n}\right)\right\} \Delta t / \Delta x<1,  \tag{3.53}\\
& \mu_{\mathrm{CFL}}^{y, n}=\max _{i, j}\left\{g^{\prime}\left(U_{i, j}^{n}\right)\right\} \Delta t / \Delta y<1,  \tag{3.54}\\
& \mu_{\mathrm{CFL}}=\max _{n}\left\{\mu_{\mathrm{CFL}}^{x, n}, \mu_{\mathrm{CFL}}^{y, n}\right\}, \tag{3.55}
\end{align*}
$$

where $(i, j)$ denotes a cell of dimensions $\Delta x \times \Delta y$ in the $(x, y)$ plane, centered at $(i \Delta x, j \Delta y)$. Then $U_{i, j}^{n}$ is the discrete value approximating $u(x, y, t)$ in that cell at time level $t=t_{n}=n \Delta t$. In practice, the CFL ratio $\mu_{\mathrm{CFL}}$ is computed according to (3.53), (3.54) at each time level and then the maximum value over all time levels is retained. In simple examples such as those considered here, however, the value of $\mu_{\text {CFL }}$ is readily determined a priori, owing to the maximum-minimum principle.

Remark 3.18 (Treatment of the numerical boundary conditions) The Ca uchy problem (3.49), (3.50) is solved in the entire $(x, y)$ plane. Our finitedifference approximation, by contrast, is naturally computed in a finite domain, so that suitable boundary conditions have to be imposed on its boundaries. In the simple examples considered here, where the exact solution is known, the exact solution is prescribed on the domain boundary. However, even then the finite-difference integration in boundary cells is not perfectly accurate, so that we exclude the boundary zones from the presented results by showing them in a smaller subdomain.

## The Linear Conservation Law

Here we consider (3.49), (3.50), with $f(u)=g(u)=u$ and initial data $u_{0}(x, y)=$ $h(x+y+1)$. Let us now perform a transformation to Cartesian coordinates $(\xi, \eta)$ obtained by a $\pi / 4$ rotation of $(x, y)$ :

$$
\begin{align*}
& \xi=x / \sqrt{2}+y / \sqrt{2} \\
& \eta=-x / \sqrt{2}+y / \sqrt{2} \tag{3.56}
\end{align*}
$$

The transformed equation [with $v(\xi, \eta, t)=u(x, y, t)$ ] is

$$
\begin{align*}
\frac{\partial}{\partial t} v+\sqrt{2} \frac{\partial}{\partial \xi} v & =0  \tag{3.57}\\
v(\xi, \eta, 0) & =v_{0}(\xi, \eta)=h(\sqrt{2} \xi+1) \tag{3.58}
\end{align*}
$$

Clearly, (3.57), (3.58) is a Cauchy problem in one space dimension, with a moving step solution (with speed of propagation $\sqrt{2}$ ). For the numerical computation we use the domain $[-2 \leq x \leq 2,-2 \leq y \leq 2$ ], which is divided into a grid of $52 \times 52$ square cells. A constant time step $\Delta t=0.025$ is used, corresponding to $\mu_{\mathrm{CFL}}=0.325$. The integration is performed to final time $t=1$; i.e., the step moves through a distance $\Delta \xi=\sqrt{2}$. The initial conditions were $U_{i, j}^{0}=0$ in cells $(i, j)$ with center point $\xi_{i, j}>-\sqrt{2} / 2$ and $U_{i, j}^{0}=1$ when $\xi_{i, j}<-\sqrt{2} / 2$. In the cells having $\xi_{i, j}=-\sqrt{2} / 2$ we set $U_{i, j}^{0}=\frac{1}{2}$, since they


Figure 3.13. First-order integration (Godunov) of $u_{t}+u_{x}+u_{y}=0$. Initial data $u_{0}(x, y)=h(x+y+1) . \Delta x=\Delta y=\frac{1}{13} ; \Delta t=0.025$.
are (diagonally) bisected by the discontinuity. Two schemes are used, the (firstorder) Godunov scheme and the (second-order) GRP scheme. Both schemes are applied according to the split sequence (3.52). The numerical results at time level $t=t_{n}$ are denoted by $U_{i, j}^{n}$.

The results obtained by the Godunov scheme are presented in two graphical formats (see Figure 3.13). The first is a $U$-level map, obtained by linear interpolation between cell-centered values (the cell-averages $U_{i, j}^{n}$ ). These lines are shown both at the initial time $t=0$ and at the final time $t=1$ in Figure 3.13(a). They are shown in a half-size subdomain, thereby avoiding the effects of


Figure 3.14. Second-order integration (GRP) of $u_{t}+u_{x}+u_{y}=0$. Initial data $u_{0}(x, y)=h(x+y+1) . \Delta x=\Delta y=\frac{1}{13} ; \Delta t=0.025$.
numerical boundary conditions (see Remark 3.18). The second presentation is a one-dimensional distribution along the diagonal $x=y$, where we show the distributions at $t=0$ and at $t=1$ [Figure 3.13(b)]. The results obtained by the GRP scheme are presented in an identical format (see Figure 3.14).

In the first-order solution (Figure 3.13) the discontinuity seems to propagate at the correct speed, but it is captured at a rather low resolution. The "diagonal slice" distribution in Figure 3.13(b) shows that the discontinuity is spread over about nine cells. The second-order solution (GRP) (see Figure 3.14) shows a definite improvement in resolution. Referring to the distribution in Figure 3.14(b),
we see that the discontinuity is spread over three cells. This is a significantly enhanced resolution relative to the first-order scheme.

How do these results compare with the 1-D moving step in Section 3.2? Consider the case with $\Delta x=1 / 25$ in Figure 3.6(a) and Figure 3.8(a). In those the step moves through a distance of 10 computational cells, while in the present 2-D case the step traverses 13 cells along the diagonal. In the corresponding 1-D and 2-D cases, the discontinuity is spread over the same number of cells: 9 in the Godunov solution and 3 in the GRP solution. This is a significant observation, as it indicates that (at least in this simple case where the solution is one dimensional in the $\xi$ coordinate) the quality of "discontinuity capturing" is not degraded by the 2-D operator splitting.

## The Nonlinear Burgers Equation

First we consider (3.49), (3.50), with the flux functions $f(u)=g(u)=u^{2} / 2$ and the same initial data as in the previous case, $u_{0}(x, y)=h(x+y+1)$. Using the transformation (3.56), we obtain [with $v(\xi, \eta, t)=u(x, y, t)$ ]

$$
\begin{align*}
\frac{\partial}{\partial t} v+\sqrt{2} \frac{\partial}{\partial \xi}\left(v^{2} / 2\right) & =0  \tag{3.59}\\
v(\xi, \eta, 0) & =v_{0}(\xi, \eta)=h(\sqrt{2} \xi+1) \tag{3.60}
\end{align*}
$$

so the speed of propagation of the oblique shock in this case is $\frac{d \xi}{d t}=\sqrt{2} / 2$, i.e., half the speed of the moving step in the linear case. The final time here is taken as $t=2$, twice that of the previous case. Thus the shock propagates through the same distance of 13 computational cells. In all other aspects the present case is computed in the same way as the linear one. In particular, the same spatial domain (and subdomain) is retained, with the same mesh size $\Delta x=\Delta y=\frac{1}{13}$, time step $\Delta t=0.025$, and $\mu_{\text {cFL }}=0.325$.

The results are presented in Figure 3.15 for the Godunov scheme and in Figure 3.16 for the GRP scheme. The most conspicuous feature is that the shock here is spread over about 1 cell, as opposed to 9 or 3 cells in the linear case. Comparing this observation to the corresponding 1-D problems in Figure 3.10 and Figure 3.12, we find that the shock is resolved over the same thickness in both the 1-D and the 2-D cases. As in the previous linear problem, this finding confirms that our operator splitting preserves the same level of resolution as that of the 1-D scheme used in the split sequence (3.52). Also, as already noted in the 1-D case, here too the nonlinear shock discontinuity is more sharply captured than the linear discontinuity.

Next, using the same flux functions $f(u)=g(u)=u^{2} / 2$, we study four different cases, in all of which the initial data are constant in sectors of the $(x, y)$ plane. Thus, $u(x, y, 0)=u_{0}(\theta)$, where $\theta=\arctan \left(\frac{y}{x}\right)$ is the angle between the


Figure 3.15. First-order integration (Godunov) of $u_{t}+\left(u^{2} / 2\right)_{x}+\left(u^{2} / 2\right)_{y}=0$. Initial data $u_{0}(x, y)=h(x+y+1) . \Delta x=\Delta y=\frac{1}{13} ; \Delta t=0.025$.
vector $(x, y)$ and the positive $x$-axis. The exact (self-similar) solutions of these cases (at time $t=1$ ) are shown schematically in Figure 3.17.

Case A
As a first case, we take the initial data

$$
u_{0}(\theta)=\left\{\begin{align*}
1, & 0<\theta<\frac{\pi}{2}  \tag{3.61}\\
-1, & \text { otherwise }
\end{align*}\right.
$$



Figure 3.16. Second-order integration (GRP) of $u_{t}+\left(u^{2} / 2\right)_{x}+\left(u^{2} / 2\right)_{y}=0$. Initial data $u_{0}(x, y)=h(x+y+1) . \Delta x=\Delta y=\frac{1}{13} ; \Delta t=0.025$.
which produces the two-dimensional rarefaction wave pattern shown in Figure 3.17(a). The initial data (3.61) clearly imply that outside of a large disk the solution consists of two rarefaction waves, emanating from $\{x>0, y=0\}$ and $\{x=0, y>0\}$. It can be shown (Li, Yang, and Zhang [83], Ben-Artzi, Falcovitz, and Li [14]) that these waves do not interact inside the disk. The

$1^{-1} \mathrm{~T}$.
Figure 3.17. Exact solutions at $t=1$ of 2-D Burgers equation with sectorial initial data.
entropy solution at $t=1$ is therefore given by

$$
u(x, y, 1)=\left\{\begin{align*}
1, & x>1 \text { and } y>1  \tag{3.62}\\
-1, & x<-1 \text { or } y<-1 \\
y, & x>y \text { and }-1<y<1 \\
x, & y>x \text { and }-1<x<1
\end{align*}\right.
$$

The finite-difference computation was performed in the $(x, y)$ domain $[-3,3] \times[-3,3]$, which was divided into a grid of $600 \times 600$ (square) cells,


Figure 3.18. $U$-level curves for the 2-D Burgers equation at $t=1$ for Case A.
where the exact (self-similar) solution was specified on the domain boundaries. According to Remark 3.18, the numerical solution is displayed in the subdomain $[-1.5,1.5] \times[-1.5,1.5]$ (i.e., a region of $300 \times 300$ cells). The integration was performed from $t=0$ to $t=1$, with a time step $\Delta t=0.005$, corresponding to a CFL ratio of $\mu_{\mathrm{CFL}}=0.5$. The computation results are shown in Figure 3.18(a) for the Godunov scheme and in Figure 3.18(b) for the GRP scheme, as $U$ level plots at the equally spaced levels $U_{\mathrm{L}}=-1+0.2 L, L=0,1, \ldots, 10$ (the head and tail values, however, were modified to $\pm 0.999$ instead of $\pm 1$, to enable an interpolation for the head and tail $U$-level lines).

Comparing the exact solution (3.62) [see Figure 3.17(a)] to the numerical solution, we consider separately the "1-D" regions away from the diagonal $x=y$ and the "corner" region near $x=y$ where the $x$-facing and $y$-facing rarefaction waves intersect. In the 1-D regions, the GRP solution is quite accurate, showing slightly displaced level lines only at the head and tail edges. The Godunov solution, however, shows a much larger "outward" displacement of the head and tail lines. This observation demonstrates the improved accuracy of the GRP scheme at the head and tail regions where the gradients $\left(u_{x}\right.$ or $\left.u_{y}\right)$ are discontinuous.

Turning to the corner region near $x=y$, we note that although the GRP solution reproduces quite well the exact pattern of the 2-D rarefaction wave [Figure 3.17(a)], the Godunov solution is more rounded at the corner points where the $x$-facing and $y$-facing ( $1-\mathrm{D)}$ rarefaction waves intersect. This is a genuinely two-dimensional effect, demonstrating the higher "dissipativity" of the Godunov scheme.


Figure 3.19. $U$-level curves for the 2-D Burgers equation at $t=1$ for Case B.

## Case B

The initial data here are obtained by reversing the sign of $u_{0}$ in the previous case:

$$
u_{0}(\theta)=\left\{\begin{align*}
-1, & 0<\theta<\frac{\pi}{2}  \tag{3.63}\\
1, & \text { otherwise }
\end{align*}\right.
$$

These data produce the stationary shock wave pattern shown in Figure 3.17(b). The numerical computation was conducted just as in the previous case, and the results are shown in Figure 3.19(a) for the Godunov scheme and in Figure 3.19 (b) for the GRP scheme. This is a rather trivial example, since both schemes reproduce the standing shock pair accurately, and it serves to demonstrate that this known capability of the Godunov and GRP schemes is unaltered by the two-dimensional splitting.

> Case C

The third case has the initial data

$$
u_{0}(\theta)=\left\{\begin{align*}
-1, & 0<\theta<\frac{\pi}{2}  \tag{3.64}\\
1, & \frac{\pi}{2}<\theta<\theta_{0} \\
0, & \theta_{0}<\theta<2 \pi
\end{align*}\right.
$$

where $\pi<\theta_{0}<\frac{3 \pi}{2}$ satisfies $\tan \theta_{0}=2$ (so that the jump between 1 and 0 lies


Figure 3.20. $U$-level curves for the 2-D Burgers equation at $t=1$ for Case C.
along $y=2 x, x<0$ ). Thus, at time $t>0$, outside of a large disk we have three shocks (in the ( $x, y$ ) plane):
(a) a shock along $y=-\frac{1}{2} t$ moving at speed $-\frac{1}{2}$ (in the $y$ direction),
(b) a standing shock along $x=0, y>0$, and
(c) a shock at $2 x-y=\frac{1}{2} t$ (for $x$ sufficiently negative).

The exact (entropy) solution is the two-dimensional shock wave pattern shown in Figure 3.17(c) (see Li, Yang, and Zhang [83] and Ben-Artzi et al. [14]). Shocks (a) and (c) "interact" with shock (b), which results in an extension of the latter to the segment $\left\{x=0,-\frac{1}{2}<y<0\right\}$. The numerical results are shown in Figure 3.20(a) for the Godunov scheme and in Figure 3.20(b) for the GRP scheme. Note the sharper resolution of shock (c) in the GRP solution.

## Case D

The fourth case has the initial data

$$
u_{0}(\theta)=\left\{\begin{align*}
-1, & 0<\theta<\frac{\pi}{2}  \tag{3.65}\\
1, & \frac{\pi}{2}<\theta<\frac{3 \pi}{4} \\
0, & \frac{3 \pi}{4}<\theta<2 \pi
\end{align*}\right.
$$

As before we start by looking at the solution in the $(x, y, t)$ frame, outside of a large disk. Clearly, as in the previous case, we have the two shocks (a) and (b) [see Figure 3.17(d)]. However, instead of the third shock we have now


Figure 3.21. Numerical solutions of 2-D Burgers equation at $t=1$ for Case D.
a rarefaction wave that propagates parallel to the line $x+y=0$. The exact solution at $t=1$ is the two-dimensional wave pattern shown in Figure 3.17(d). The rarefaction wave interacts with shock (b), forming the curved branch (I) between $(0,2)$ and $(-1 / 4,1 / 4)$. The latter point is then connected to the point $(-1 / 2,-1 / 2)$ by a straight shock segment (II) (see Ben-Artzi, et al. [14]). The numerical results are shown in Figure 3.21(a) for the Godunov scheme and in Figure 3.21 (b) for the GRP scheme. Note the rounding of the "shock wedge" at $(-1 / 2,-1 / 2)$ in both solutions.

## The Guckenheimer Equation

In this case, due to Guckenheimer [59], the conservation law and the initial data are

$$
\begin{align*}
& \frac{\partial}{\partial t} u+\frac{\partial}{\partial x}\left(u^{2} / 2\right)+\frac{\partial}{\partial y}\left(u^{3} / 3\right)=0,  \tag{3.66}\\
& u(x, y, 0)=u_{0}(\theta)=\left\{\begin{array}{rll}
0 & \text { in sector } & 0<\theta<\frac{3 \pi}{4}, \\
1 & \text { in sector } & \frac{3 \pi}{4}<\theta<\frac{3 \pi}{2}, \\
-1 & \text { in sector } & \frac{3 \pi}{2}<\theta<2 \pi,
\end{array}\right.
\end{align*}
$$

where $\theta=\arctan \left(\frac{y}{x}\right)$ as before [see also Figure 3.22(a)]. Unlike the previous two equations, the flux functions here are not identical. Moreover, the function $g(u)=u^{3} / 3$ is nonconvex, and as we shall see below, this produces a solution with a "sonic shock." Note that in this case the solution to the Riemann problem

(a) Initial data for Guckenheimer structure.

(b) Exact Guckenheimer structure at $t=1$.

Figure 3.22. The Guckenheimer structure for $u_{t}+\left(u^{2} / 2\right)_{x}+\left(u^{3} / 3\right)_{y}=0$.
(and likewise to the generalized Riemann problem) associated with (3.51ii) needs to be modified, taking into account the nonconvexity of $g(u)$. In the present case this modification of (3.22), (3.23) is rather simple (see Godlewski and Raviart [54, Section 2.6 and Remark 2.2 in Section 3.2]).

Consider the (self-similar) exact solution (see Guckenheimer [59], Zhang and Zhang [125], Li, Yang, and Zhang [83], and Ben-Artzi et al. [14]) of (3.66), (3.67), shown in Figure 3.22(b). Referring to this figure, we notice that outside of a large disk, the solution consists of the following three shocks:
(a) a shock emanating from the line $y=0(x>0)$, moving at speed $1 / 3$ in the positive $y$ direction (note that $g(u)=u^{3} / 3$ is concave on $[-1,0]$ ),
(b) a standing shock along $x=0(y<0)$, and
(c) a shock emanating from the line $x+y=0$; the self-similar analysis (Guckenheimer [59], Ben-Artzi, Falcovitz, and Li [14]) shows that at $t>0$ this line is given by $x+y=(5 / 6) t$.

The interaction of these three shocks in a disk around $(0,0)$ gives rise to a very complex wave structure. At time $t=1$ it can be described as follows [see Figure 3.22(b)]: The shock (b) extends to a segment of the positive $y$-axis given by $0 \leq y \leq b, b=0.2823057$. At the point $(0, b)$ it bifurcates into a CRW that has a tail characteristic coinciding with a sonic shock, across which the solution $u(x, y, 1)$ jumps from -1 to the value $\tilde{v}=0.6087418$. Then $u$ increases across the rarefaction from $\tilde{v}$ to 1 , and it is constant along each (straight) characteristic line. The rarefaction wave modifies shock (c) in a fashion similar to that of the curved shock in the previous example of the Burgers equation (Case D). Note that the head characteristic of the CRW carries the value $u=1$. It intersects the shock (c) at the point $\left(x_{0}, y_{0}\right)$ given by

$$
x_{0}=\frac{\frac{5}{6}-b}{2-b}, \quad y_{0}=\frac{\frac{5}{6}+\frac{b}{6}}{2-b}
$$

The tail characteristic (sonic shock) intersects the shock (a) at the point $\left(\tilde{\xi}, \frac{1}{3}\right)$, where $\tilde{\xi}=0.3519610$. The result of the interaction between the CRW and the shock (c) leads, as already noted, to a "bending" of the latter, forming a shock branch $y=y(x)$ connecting $\left(x_{0}, y_{0}\right)$ to $\left(\tilde{\xi}, \frac{1}{3}\right)$. It can be determined by solving an ordinary differential equation (Ben-Artzi, Falcovitz, and Li [14]).

Thus, we obtain a wave pattern that includes a shock wave bifurcating into a CRW and a sonic shock that serves as a tail characteristic of the CRW. It intersects with the other two shocks at the triple point $\left(\tilde{\xi}, \frac{1}{3}\right)$. This wave pattern provides for a good test of finite-difference schemes.

Two numerical tests were performed, one using the Godunov scheme and the other with the GRP scheme. The computation domain was the square
$[-1 \leq x \leq 1,-1 \leq y \leq 1]$, which was divided into $320 \times 320$ square cells. The time step was $\Delta t=0.003125$ (i.e., $\mu_{\mathrm{CFL}}=0.5$ since $\max |u|=1$ and $f^{\prime}(u)=u, g^{\prime}(u)=u^{2}$ ), and the computation was performed to final time $t=1$. The boundary conditions were specified by calculating the exact solution on the outer segments of boundary cells (see Remark 3.18). This is possible as long as the domain boundary is intersected only by the three shocks (a), (b), and (c), which according to Figure 3.22 (b) is still true at $t=1$.


Figure 3.23. $U$-level curves for the Guckenheimer equation at $t=1$. $u_{t}+\left(u^{2} / 2\right)_{x}+\left(u^{3} / 3\right)_{y}=0$. Initial data in Figure 3.22(a) .

The results are shown in the subdomain $[-0.05 \leq x \leq 0.60,0 \leq y \leq 0.65]$ [see Figure 3.23(a) for the Godunov scheme and Figure 3.23(b) for the GRP scheme]. Recall that inside the rarefaction fan $u$ is constant along the (straight) characteristic lines, so that numerical $U$-level curves approximate the fan structure. The $U$-level sequence

$$
U_{\mathrm{L}}= \begin{cases}-1+0.2 L, & L=0, \ldots, 8  \tag{3.68}\\ 0.60874,0.68295,0.76366,0.86089,1, & L=9, \ldots, 13\end{cases}
$$

is designed to show the shock fronts and the rarefaction fan. The five levels $L=9, \ldots, 13$ correspond to the tail, head, and three inner characteristic lines of the rarefaction fan [as shown in Figure 3.22(b)]. To enable interpolation at the lowest and highest $U$ levels, they were slightly shifted to -0.990 and 0.997 , respectively. For comparison of the exact and numerical solutions, we represent the exact solution [Figure 3.22(b)] by discrete "marker points" situated on shock fronts, as shown in Figure 3.23. Additional marker points are located at points $(x, y)$ inside the rarefaction fan, where the exact solution takes on the same values $U_{\mathrm{L}}, L=9, \ldots, 13$ as given by (3.68).

Our primary observation with respect to the numerical solution is that both finite-difference schemes, applied according to the operator splitting (3.52), produce a correct approximation to this complex 2-D wave-interaction pattern (Figure 3.23). The GRP solution agrees quite well with the exact one, whereas the Godunov solution shows a nearly equal agreement for the shock fronts, but a lesser agreement in the rarefaction fan. In this centered fan, the characteristic line that coincides with the sonic shock front corresponds to a constant value of $u=\tilde{v}$, and it is one of the $U$-level lines plotted $(L=9)$. In the GRP solution this line is seen very near the sonic shock front [Figure 3.23(b)], whereas in the Godunov case its standoff distance is perceptibly higher [Figure 3.23(a)]. The captured sonic shock is represented by the cluster of level lines $L=0, \ldots, 9$ (since the jump across this shock is from $u=U_{0}$ to $U_{9}$ ). At the other end of the rarefaction fan, the head characteristic line is plotted with $U_{13}=0.997$ (close to the exact value of $U_{13}=1$, for a clear $U$-level interpolation). In the Godunov solution this line extends well beyond the exact solution, whereas in the GRP solution it agrees well with the exact marker points. The rarefaction fan is the only region of the solution where $u(x, y, 1)$ varies smoothly with a nonzero gradient. Hence, these observations indicate that in such regions the (second-order-accurate) GRP scheme produces considerably smaller errors than the (first-order-accurate) Godunov scheme. We observe that the bifurcation point $(0, b)$ and the triple point $\left(\tilde{\xi}, \frac{1}{3}\right)$, resulting from the two-dimensional setting, are well replicated by both schemes.

## Systems of Conservation Laws

In this chapter we review the basic facts concerning systems of conservation laws ("nonlinear hyperbolic systems"). The general theory is discussed in Section 4.1, and in Section 4.2 we specialize to the Euler system of equations of inviscid, compressible, nonisentropic flow, the subject matter of this monograph. The presentation at this stage is restricted to quasi-one-dimensional flow in the Eulerian and Lagrangian frameworks. The Riemann problem, which plays an important role in this monograph, is introduced and discussed in detail.

### 4.1 Nonlinear Hyperbolic Systems in One Space Dimension

A system of (in general nonlinear) conservation laws in one space dimension is given by

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{u}+\frac{\partial}{\partial x} \mathbf{F}(\mathbf{u})=\mathbf{0}, \quad x \in \mathbb{R}, \quad t \geq 0 \tag{4.1}
\end{equation*}
$$

where

$$
\mathbf{u}(x, t)=\left(\begin{array}{c}
u_{1}(x, t) \\
\vdots \\
u_{m}(x, t)
\end{array}\right)
$$

is a vector of $m$ unknown functions and

$$
\mathbf{F}(\mathbf{u})=\left(\begin{array}{c}
F_{1}\left(u_{1}, \ldots, u_{m}\right) \\
\vdots \\
F_{m}\left(u_{1}, \ldots, u_{m}\right)
\end{array}\right)
$$

(the flux function) is a smooth vector function from $\mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$.

In what follows we shall use boldface notation $\mathbf{v}$ to denote (real) $m$-vectors (or vector functions). For notational convenience we refer to $\mathbf{v}$ as a column vector so that its transpose $\mathbf{v}^{T}$ is a row vector $\mathbf{v}^{T}=\left(v_{1}, \ldots, v_{m}\right)$.

As in the scalar case (namely, $m=1$; see Section 2.1) the equation (4.1) is supplemented by giving the initial condition

$$
\begin{equation*}
\mathbf{u}(x, 0)=\mathbf{u}_{0}(x), \quad x \in \mathbb{R} \tag{4.2}
\end{equation*}
$$

From the discussion in Section 2.1 we know that smooth global (i.e., defined for all $t \geq 0$ ) solutions cannot be expected, in general, even for very regular initial data. Indeed, the main thrust of the theory was concerned with the formation of singular, discontinuous weak solutions. Clearly, these observations hold true in the case of systems. In fact, we shall see that the situation is further complicated by interaction of "discontinuity waves" associated with different "families."

Unlike the case of a scalar conservation law, where the theory of the IVP (2.1), (2.2) is fairly complete (see Theorem 2.20), for a system there are almost no theoretical results of a general character. Instead, there have been many detailed studies of special cases, related to suitably restricted initial data $\mathbf{u}_{0}(x)$. In what follows we shall outline these solutions, leading finally to the solution of the Riemann problem for systems. We refer the reader to Lax [75], Hörmander [63], and Evans [36] for comprehensive accounts of the existing theory.

## Characteristic Curves and Centered Rarefaction Waves

We begin by studying the case of smooth solutions to the system (4.1). In this case we can use the chain rule to rewrite (4.1) as

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{u}+\mathbf{A}(\mathbf{u}) \frac{\partial}{\partial x} \mathbf{u}=\mathbf{0} \tag{4.3}
\end{equation*}
$$

where

$$
\mathbf{A}(\mathbf{u})=\left(\frac{\partial F_{i}}{\partial u_{j}}\right)_{1 \leq i, j \leq m}
$$

is the Jacobian matrix $\mathbf{F}^{\prime}(\mathbf{u})$. Recall that in the scalar case, we saw [see Equation (2.10)] that a "distinguished" family of curves, namely, the characteristic curves, had the property of carrying constant values of the solution $u(x, t)$. Trying to look for a similar behavior in our case, we proceed as follows.

Let $\mathbf{I}^{T}(\mathbf{u})$ be a left eigenvector of $\mathbf{A}(\mathbf{u})$, so that

$$
\mathbf{l}^{T}(\mathbf{u}) \cdot \mathbf{A}(\mathbf{u})=\lambda(\mathbf{u}) \mathbf{l}^{T}(\mathbf{u}) .
$$

We assume that $\lambda(\mathbf{u}), \mathbf{I}^{T}(\mathbf{u})$ are continuous functions of $\mathbf{u}$ (at least in some domain $D \subseteq \mathbb{R}^{m}$ ). Taking the scalar product of Equation (4.3) with $\mathbf{I}^{T}(\mathbf{u})$, we get

$$
\begin{equation*}
\mathbf{I}^{T}(\mathbf{u}) \cdot\left[\mathbf{u}_{t}+\lambda(\mathbf{u}) \mathbf{u}_{x}\right]=0 \tag{4.4}
\end{equation*}
$$

(we assume that the solution $\mathbf{u}(x, t)$ takes values in $D$ ). We now single out certain curves.

Definition 4.1 A curve $x=x(t)$ is called characteristic for (4.1) or (4.3) [and relative to a given solution $\mathbf{u}(x, t)$ ] if its slope is an eigenvalue of $\mathbf{A}(\mathbf{u}(x, t))$,

$$
\begin{equation*}
\frac{d x}{d t}=\lambda(\mathbf{u}(x, t)) . \tag{4.5}
\end{equation*}
$$

Remark 4.2 We emphasize that, in contrast to the linear case, the characteristic curves depend on the solution $\mathbf{u}(x, t)$. This corresponds to the scalar case [see Equation (2.10) and the discussion following it], where $f^{\prime}(u)$ is the only "eigenvalue."

Using the total-time-derivative notation introduced in (2.7), we can rewrite (4.4) as

$$
\begin{equation*}
\mathbf{I}^{T}(\mathbf{u}) \cdot \frac{D}{D t} \mathbf{u}=0 \quad \text { along } \quad \frac{d x}{d t}=\lambda(\mathbf{u}(x, t)) \tag{4.6}
\end{equation*}
$$

which should be compared with Equation (2.10). Unlike for the scalar case, Equation (4.0) does not mean that $\mathbf{u}(x, t)$ must be constant along a characteristic curve. However, it forces limitations on the value of $\mathbf{u}$ on such a curve. In other words, if the values of $\mathbf{u}(x, t)$ are assigned along a curve $x=x(t)$, and if this curve is characteristic with respect to these values $\left[\right.$ i.e., $x^{\prime}(t)=\lambda(\mathbf{u}(x, t)]$, with a corresponding eigenvector $\mathbf{I}^{T}(\mathbf{u}(x, t))$, then (4.6) is an extra condition that must be satisfied. This condition will play an important role in the fluid dynamical context (see Section 4.2), where it is referred to as the characteristic relation.

In a somewhat more specialized situation, we can actually consider solutions that are constant along curves. We look at families of such curves covering domains in the ( $x, t$ ) plane. Let $\Omega$ be a domain contained in the half-plane $x \in \mathbb{R}, t \geq 0$. Let $\phi(x, t)$ be a smooth function (i.e., at least continuously differentiable) defined in $\Omega$, so that $\phi_{x} \neq 0$. Let $I \subseteq \mathbb{R}$ be the range of values taken on by $\phi$ in $\Omega$. Thus the curves

$$
L_{c} \equiv\{\phi(x, t)=c\}, \quad c \in I,
$$

form a family of smooth curves covering $\Omega$ (see Figure 4.1).


Figure 4.1. A simple wave.

A solution $\mathbf{u}(x, t)$ of (4.3), defined in $\Omega$, is constant along any curve $L_{c}$, $c \in I$, if there exists a smooth function $\mathbf{w}(y), y \in I$, such that

$$
\begin{equation*}
\mathbf{u}(x, t)=\mathbf{w}(\phi(x, t)), \quad(x, t) \in \Omega \tag{4.7}
\end{equation*}
$$

Inserting this in (4.3) we get

$$
\begin{equation*}
\mathbf{u}_{t}+\mathbf{A}(\mathbf{u}) \cdot \mathbf{u}_{x}=\mathbf{w}^{\prime} \phi_{t}+\mathbf{A}(\mathbf{w}(\phi(x, t))) \cdot \mathbf{w}^{\prime} \phi_{x}=\mathbf{0} \tag{4.8}
\end{equation*}
$$

(note that $\mathbf{w}$ is an $m$-(column) vector). We now assume further that $\mathbf{w}^{\prime}(y) \neq \mathbf{0}$. It follows from (4.8) that $\mathbf{w}^{\prime}(\phi(x, t))$ is an eigenvector of the matrix $\mathbf{A}(\mathbf{w}(\phi(x, t)))$, for all $(x, t) \in \Omega$. The slope $\frac{d x}{d t}=-\frac{\phi_{t}}{\phi_{x}}$ of $L_{c}(c=\phi(x, t))$ is the corresponding eigenvalue of $\mathbf{A}(\mathbf{w}(c))$ and hence is constant along $L_{c}$. In other words, all the curves $L_{c}$ are straight lines and characteristic with respect to the solution $\mathbf{u}(x, t)$.

Summary 4.3 Let $\mathbf{u}(x, t)$ be a smooth solution to (4.3) and assume that $\mathbf{u}=$ $\mathbf{w}(c)$ along any curve $\phi(x, t)=c((x, t) \in \Omega)$, where $\mathbf{w}(c)$ is a vector depending smoothly on $c$ and such that $\frac{d}{d c} \mathbf{w}(c) \neq \mathbf{0}$. Then necessarily the curves $\phi(x, t)=$ $c$ are straight lines and characteristic (in $\Omega$ ). (Such a solution is called a "simple wave" solution.)

Example 4.4 (A centered rarefaction wave) Consider the case that $\Omega$ is a sector, $\Omega=\left\{(x, t), t>0, \mu_{1} \leq \frac{x}{t} \leq \mu_{2}\right\}$, and let $\phi(x, t)=\frac{x}{t}$, so that $\phi$ is constant along rays emanating from the origin. A solution $\mathbf{u}(x, t)$ that is constant


Figure 4.2. A centered rarefaction wave.
along these rays can be written as $\mathbf{u}(x, t)=\mathbf{w}\left(\frac{x}{t}\right)$. Equation (4.8) becomes in this case

$$
\begin{equation*}
\mathbf{A}(\mathbf{w}(y)) \mathbf{w}^{\prime}(y)=y \mathbf{w}^{\prime}(y), \quad y=\frac{x}{t} \in\left[\mu_{1}, \mu_{2}\right] . \tag{4.9}
\end{equation*}
$$

In particular, the rays $\frac{x}{t}=y, \mu_{1} \leq y \leq \mu_{2}$, are characteristic curves. For each curve the slope $y=\frac{x}{t}$ is an eigenvalue of $\mathbf{A}\left(\mathbf{w}\left(\frac{x}{t}\right)\right)$.

Definition 4.5 If a solution $\mathbf{w}(y)$ to (4.9) exists (for $y \in\left[\mu_{1}, \mu_{2}\right]$ ) we say that the corresponding solution $\mathbf{u}(x, t)=\mathbf{w}\left(\frac{x}{t}\right)$ is a centered rarefaction wave (CRW), connecting the "right state" $\mathbf{u}_{\mathrm{r}}=\mathbf{w}\left(\mu_{2}\right)^{1}$ to the "left state" $\mathbf{u}_{1}=\mathbf{w}\left(\mu_{1}\right)$ (see Figure 4.2).

It is seen from (4.9) that for a CRW $\mathbf{w}^{\prime}(y)$ is the eigenvector associated with the eigenvalue $y$. The existence of such an eigenvector, depending smoothly on $y$, is guaranteed if $y$ is an isolated simple eigenvalue. We shall not go here into a more detailed study of the dependence of eigenvalues and eigenvectors on parameters; instead, we refer the reader to Evans [36, Chapter 11]. However, we cite the following definitions and fundamental facts.

Definition 4.6 (Strict hyperbolicity) The system (4.1) [or (4.3)] is strictly hyperbolic if, for every vector $\mathbf{v} \in \mathbb{R}^{m}$, the matrix $\mathbf{A}(\mathbf{v})$ has $m$ real and distinct

[^4](simple) eigenvalues
\[

$$
\begin{equation*}
\lambda_{1}(\mathbf{v})<\lambda_{2}(\mathbf{v})<\cdots<\lambda_{m}(\mathbf{v}) \tag{4.10}
\end{equation*}
$$

\]

with a corresponding complete set of eigenvectors $\mathbf{r}_{1}(\mathbf{v}), \mathbf{r}_{2}(\mathbf{v}), \ldots, \mathbf{r}_{m}(\mathbf{v})$.

In this case, the functions $\lambda_{k}(\mathbf{v})$ and $\mathbf{r}_{k}(\mathbf{v}), k=1, \ldots, m$, can be taken as smooth functions in $\mathbb{R}^{m}$. Throughout the rest of this section, we assume that our system is strictly hyperbolic.

Definition 4.7 ( $\boldsymbol{k}$-centered rarefaction wave) We say that the CRW of Definition 4.5 is a $k$-centered rarefaction wave if, for some $k \in\{1, \ldots, m\}$, we have [using the notation in (4.10)]

$$
\begin{equation*}
y=\lambda_{k}(\mathbf{w}(y)), \quad \mu_{1} \leq y \leq \mu_{2} \tag{4.11}
\end{equation*}
$$

Clearly, the existence of a $k$-CRW depends on the (simultaneous) solvability of Equations (4.9) and (4.11). Using the smoothness of $\lambda_{k}(\mathbf{v})$ and differentiating (4.11) with respect to $y$ we get, by the chain rule,

$$
\begin{equation*}
1=\frac{d}{d y} \lambda_{k}(\mathbf{w}(y))=\left.\nabla \lambda_{k}(\mathbf{v})\right|_{\mathbf{v}=\mathbf{w}(y)} \cdot \mathbf{w}^{\prime}(y) . \tag{4.12}
\end{equation*}
$$

However, from (4.9) we infer that $\mathbf{w}^{\prime}(y)=\alpha(y) \mathbf{r}_{k}(\mathbf{w}(y))$, where $\alpha(y) \neq 0$ is continuous. Inserting this in (4.12) we see that $\nabla \lambda_{k} \cdot \mathbf{r}_{k}$ cannot vanish. Hence we have the following corollary.

Corollary 4.8 A necessary condition for the existence of a $k-C R W$ is that the kth right eigenvector can be chosen so that

$$
\begin{equation*}
\nabla \lambda_{k}(\mathbf{v}) \cdot \mathbf{r}_{k}(\mathbf{v})=1 \tag{4.13}
\end{equation*}
$$

Remark 4.9 Condition (4.13) is known as the condition of "genuine nonlinearity" of the " $k$ th characteristic family."

Assuming condition (4.13), suppose that a right state $\tilde{\mathbf{u}} \in \mathbb{R}^{m}$ is given, so that $\lambda_{k}(\tilde{\mathbf{u}})=\mu, \mu_{1} \leq \mu \leq \mu_{2}$. The system of ordinary differential equations

$$
\begin{equation*}
\mathbf{w}^{\prime}(y)=\mathbf{r}_{k}(\mathbf{w}(y)), \quad \mathbf{w}(\mu)=\tilde{\mathbf{u}}, \tag{4.14}
\end{equation*}
$$

has, in view of the basic existence and uniqueness theorem for ordinary differential equations, a unique smooth solution defined for $y$ in a small interval containing $\mu$. By (4.12) the scalar function $\lambda_{k}(\mathbf{w}(y))$ is linear in this interval


Figure 4.3. States Connected to $\tilde{\mathbf{u}}$ by a $k$-CRW, $\lambda_{k}(\tilde{\mathbf{u}})=\mu$. (I) $\tilde{\mathbf{u}}$ is a right state: $\mathbf{w}(y) \in$ $R_{k}^{-} \Rightarrow \lambda_{k}(\mathbf{w}(y))<\mu$. (II) $\tilde{\mathbf{u}}$ is a left state: $\mathbf{w}(y) \in R_{k}^{+} \Rightarrow \lambda_{k}(\mathbf{w}(y))>\mu$.
and since $\lambda_{k}(\mathbf{w}(\mu))=\mu$ we obtain the identity $\lambda_{k}(\mathbf{w}(y))=y$ in the interval. In particular, we get:

Corollary 4.10 Given a right state $\tilde{\mathbf{u}}$ such that $\lambda_{k}(\tilde{\mathbf{u}})=\mu$, there exists some $\delta>0$ such that the one-parameter family $\mathbf{w}(y), \mu-\delta \leq y \leq \mu$, with $\mathbf{w}(y)$ given by (4.14), consists of all left states $\mathbf{u}_{l}$ that can be connected to $\tilde{\mathbf{u}}$ by a $k$-CRW.

We conclude that the trajectory $R_{k}^{-}$in $\mathbb{R}^{m}$, consisting of the vectors $\mathbf{w}(y)$, $\mu-\delta \leq y \leq \mu$, contains the left states "close" to $\tilde{\mathbf{u}}$ that can be connected to $\tilde{\mathbf{u}}$ by a $k$-CRW. Similarly, the trajectory $R_{k}^{+}$consisting of vectors $\mathbf{w}(y)$ on the "other side," $\mu \leq y \leq \mu+\delta$, represents those right states $\mathbf{u}_{\mathrm{r}}$ that can be connected via a $k$-CRW to $\tilde{\mathbf{u}}$, which now serves as a given left state. We denote by $R_{k}$ the union of $R_{k}^{-}$and $R_{k}^{+}$(see Figure 4.3).

Remark 4.11 The previous discussion is of a "local" character. Only states "close" to $\tilde{\mathbf{u}}$ are considered for possible connection to $\tilde{\mathbf{u}}$ by a $k$-CRW. Clearly, the question of "global" connections by such waves depends on a careful study of the global properties of solutions of (4.14) and is beyond the scope of this monograph.

## Weak Solutions and Jump Discontinuities

So far, we have dealt with nonlinear waves for which the solution $\mathbf{u}(x, t)$ is continuous (note, however, that for a CRW the solution is not continuous
at $t=0$ ). But as in the scalar case, we cannot avoid here the inclusion of weak solutions that admit discontinuities. The treatment of such solutions runs parallel to what has already been done in the scalar case.

We start by rewriting Equation (4.1) as a balance equation, in analogy with Equation (2.3). Thus, in a rectangle $x_{1} \leq x \leq x_{2}, 0 \leq t \leq T$, we have

$$
\begin{equation*}
\int_{x_{1}}^{x_{2}} \mathbf{u}(x, T) d x-\int_{x_{1}}^{x_{2}} \mathbf{u}_{0}(x) d x=-\int_{0}^{T} \mathbf{F}\left(\mathbf{u}\left(x_{2}, t\right)\right) d t+\int_{0}^{T} \mathbf{F}\left(\mathbf{u}\left(x_{1}, t\right)\right) d t \tag{4.15}
\end{equation*}
$$

which justifies the term "flux" for $\mathbf{F}(\mathbf{u})$. Let $C_{0}^{1}$ be the set of test functions as in (2.12).

Definition 4.12 The bounded (vector) function $\mathbf{u}(x, t)$ is called a "weak solution" to the IVP (4.1), (4.2) if, for any test function $\phi(x, t) \in C_{0}^{1}$,

$$
\begin{equation*}
\int_{\mathbb{R}} \int_{0}^{\infty}\left(\mathbf{u} \phi_{t}+\mathbf{F}(\mathbf{u}) \phi_{x}\right) d t d x+\int_{\mathbb{R}} \phi(x, 0) \mathbf{u}_{0}(x) d x=\mathbf{0} . \tag{4.16}
\end{equation*}
$$

Basically, one can repeat the arguments in the proof of Claim 2.5 to show that if $\mathbf{u} \in C^{1}$ is a weak solution then it is a classical solution. Furthermore, every weak solution $\mathbf{u}$ defined in a domain $\Omega$ with smooth boundary $\Gamma$, which has finitely many jump discontinuities along smooth curves, satisfies (see Claim 2.6)

$$
\begin{equation*}
\oint_{\Gamma}-\mathbf{u}(x, t) d x+\mathbf{F}(\mathbf{u}(x, t)) d t=\mathbf{0} . \tag{4.17}
\end{equation*}
$$

A case of particular interest is that of a shock wave, namely, a weak solution that is smooth on the two sides of a smooth curve $C$, across which it experiences a jump discontinuity. Following the argument leading to Corollary 2.8 we get:

Corollary 4.13 (The Rankine-Hugoniot jump condition) Let $C$ : $x=x(t)$ be a smooth trajectory traced out by a jump discontinuity of the weak solution $\mathbf{u}(x, t)$. Let $\mathbf{u}_{ \pm}(x(t), t)=\lim _{x \rightarrow x(t) \pm} \mathbf{u}(x, t)$ be the limiting values of $\mathbf{u}(x, t)$ as $x$ approaches $x(t)$ from either side of the discontinuity. Then the speed $S=x^{\prime}(t)$ satisfies, for every $t$,

$$
\begin{equation*}
\mathbf{F}\left(\mathbf{u}_{+}(x(t), t)\right)-\mathbf{F}\left(\mathbf{u}_{-}(x(t), t)\right)=S\left[\mathbf{u}_{+}(x(t), t)-\mathbf{u}_{-}(x(t), t)\right] . \tag{4.18}
\end{equation*}
$$

The system (4.18) consists of $m$ algebraic conditions that must be satisfied, at any time $t$, by the $2 m$ components of $\mathbf{u}_{ \pm}(x(t), t)$. Note that the speed $S=x^{\prime}(t)$ is scalar, meaning that the (vector-valued) jumps $\mathbf{u}_{+}(x(t), t)-\mathbf{u}_{-}(x(t), t)$ and $\mathbf{F}\left(\mathbf{u}_{+}(x(t), t)\right)-\mathbf{F}\left(\mathbf{u}_{-}(x(t), t)\right)$ must be collinear. In particular, in contrast to the scalar case, for systems with $m>1$ any two constant states $\mathbf{u}_{ \pm}$cannot necessarily be connected by a shock discontinuity ${ }^{2}$ moving at a constant speed. Indeed, given a fixed state $\tilde{\mathbf{u}} \in \mathbb{R}^{m}$ (which, to fix the ideas, we can take as $\mathbf{u}_{+}$), the states $\mathbf{u}_{-}$that can be connected to it by such a discontinuity should satisfy the $m$ equations (4.18). Since the speed $S$ is also unknown, we have $m$ equations for the $m+1$ unknowns $\mathbf{u}_{-}, S$, which should allow, roughly speaking, a oneparameter family of solutions (at least close to $\tilde{\mathbf{u}}$ ). These considerations can be made more rigorous as follows.

We seek solutions to the $m$ equations

$$
\begin{equation*}
\mathbf{F}(\mathbf{u})-\mathbf{F}(\tilde{\mathbf{u}})=S(\mathbf{u}-\tilde{\mathbf{u}}), \tag{4.19}
\end{equation*}
$$

where the unknowns are $\mathbf{u}, S$. We are looking for solutions $\mathbf{u}$ close to $\tilde{\mathbf{u}}$. By Taylor's theorem, it follows from (4.19) that

$$
\begin{equation*}
\mathbf{A}(\tilde{\mathbf{u}}) \cdot(\mathbf{u}-\tilde{\mathbf{u}})-S(\mathbf{u}-\tilde{\mathbf{u}})=O\left(\|\mathbf{u}-\tilde{\mathbf{u}}\|^{2}\right) \tag{4.20}
\end{equation*}
$$

As $\mathbf{u}$ approaches $\tilde{\mathbf{u}}$, the normalized vector $(\mathbf{u}-\tilde{\mathbf{u}}) /\|\mathbf{u}-\tilde{\mathbf{u}}\|$ approaches a unit eigenvector of $\mathbf{A}(\tilde{\mathbf{u}})$, say $\mathbf{v}_{k}(\tilde{\mathbf{u}})$, while $S$ approaches the corresponding eigenvalue $\lambda_{k}(\tilde{\mathbf{u}}), 1 \leq k \leq m$. We shall therefore look for solutions $\mathbf{u}(y)$ of (4.19) having the form

$$
\begin{equation*}
\mathbf{u}(y)=\tilde{\mathbf{u}}+y \mathbf{r}_{k}(\tilde{\mathbf{u}})+\sum_{j \neq k} \alpha_{j}(y) \mathbf{r}_{j}(\tilde{\mathbf{u}}) \tag{4.21}
\end{equation*}
$$

where the eigenvectors $\mathbf{r}_{i}(\tilde{\mathbf{u}})$ are as in Definition 4.6, $y$ varies in a small interval around $y=0$, and $\alpha_{j}(y), \alpha_{j}^{\prime}(y)$ vanish at $y=0$. Fixing $y \neq 0$ we let $\mathbf{v}=$ $\sum_{j \neq k} \alpha_{j}(y) \mathbf{r}_{j}(\tilde{\mathbf{u}})$ be the unknown vector in the $(m-1)$-dimensional subspace $V$
 Thus, letting

$$
\boldsymbol{\Phi}_{y}(\mathbf{v}, S)=\mathbf{F}\left(\tilde{\mathbf{u}}+y \mathbf{r}_{k}(\tilde{\mathbf{u}})+\mathbf{v}\right)-\mathbf{F}(\tilde{\mathbf{u}})-S\left[y \mathbf{r}_{k}(\tilde{\mathbf{u}})+\mathbf{v}\right]
$$

makes Equations (4.19) equivalent to

$$
\begin{equation*}
\mathbf{\Phi}_{y}(\mathbf{v}, S)=\mathbf{0} \tag{4.22}
\end{equation*}
$$

[^5]Observe that, for a fixed $y$ (near 0 ), $\boldsymbol{\Phi}_{y}$ is a mapping from a neighborhood of $\left(\mathbf{0}, \lambda_{k}(\tilde{\mathbf{u}})\right)$ in $\mathbb{R}^{m}$ into $\mathbb{R}^{m}$ (recall that $\mathbf{v}$ ranges in $V$, an ( $m-1$ )-dimensional subspace). Its Jacobian matrix is given by

$$
\begin{equation*}
D \Phi_{y}(\mathbf{v}, S)_{0, \lambda_{k}(\tilde{\mathbf{u}})}=\left[\mathbf{A}_{k}\left(\tilde{\mathbf{u}}+y \mathbf{r}_{k}(\tilde{\mathbf{u}})\right)-\lambda_{k}(\tilde{\mathbf{u}}) \mathbf{I},-y \mathbf{r}_{k}(\tilde{\mathbf{u}})\right] \tag{4.23}
\end{equation*}
$$

We have used $\mathbf{A}_{k}$ to denote the restriction of $\mathbf{A}$ to the ( $m-1$ )-dimensional subspace $V$. The eigenvalue $\lambda_{k}(\tilde{\mathbf{u}})$ is simple (by assumption of strict hyperbolicity), with a corresponding eigenvector $\mathbf{r}_{k}(\tilde{\mathbf{u}})$. Thus, for a sufficiently small $y$ and $S$ close to $\lambda_{k}(\tilde{\mathbf{u}})$, the restriction $\mathbf{A}_{k}\left(\tilde{\mathbf{u}}+y \mathbf{r}_{k}(\tilde{\mathbf{u}})\right)-\lambda_{k}(\tilde{\mathbf{u}}) \mathbf{I}$ to $V$ is of rank $(m-1)$. Indeed, $\mathbf{A}_{k}(\tilde{\mathbf{u}})-\lambda_{k}(\tilde{\mathbf{u}}) \mathbf{I}$ maps $V$ onto $V$. It follows from (4.23) (and the fact that $\left.\mathbf{r}_{k}(\tilde{\mathbf{u}}) \notin V\right)$ that, for every sufficiently small $y \neq 0$,

$$
\operatorname{rank} \quad D \boldsymbol{\Phi}_{y}(\mathbf{v}, S)_{\mathbf{0}, \lambda_{k}(\tilde{\mathbf{u}})}=m
$$

so that there exists a unique solution $(\mathbf{v}, S)$, near $\left(\mathbf{0}, \lambda_{k}(\tilde{\mathbf{u}})\right.$ ), to (4.22). This solution varies smoothly with $y$, so that the coefficients $\alpha_{j}(y)$ in (4.21) are smooth functions of $y$ near $y=0$ and so is the shock speed $S(y)$. Indeed, it can be shown, using (4.20), (4.21), that $\alpha_{j}(y)=O\left(y^{2}\right)$; hence $\alpha_{j}^{\prime}(0)=0, j \neq k$. In view of (4.21) this is consistent with the fact that $\mathbf{r}_{k}(\tilde{\mathbf{u}})$ is tangent to the curve $\mathbf{u}(y)$ at $y=0$.

We refer the reader to Evans [36, Section 11.2] for a more detailed construction of the solutions to the jump equations (4.19). The preceding argument can be repeated for $k=1, \ldots, m$. We can therefore summarize as follows.

Summary 4.14 Given a state $\tilde{\mathbf{u}} \in \mathbb{R}^{m}$, there exists a small neighborhood $C_{\tilde{\mathbf{u}}} \subseteq$ $\mathbb{R}^{m}$ of $\tilde{\mathbf{u}}$, having the following property: The set

$$
U=\left\{\mathbf{u} \in C_{\tilde{\mathbf{u}}}, \mathbf{u} \text { is a solution to (4.19), for some speed } S\right\}
$$

can be represented as a union of smooth curves,

$$
U=\bigcup_{k=1}^{m} P_{k},
$$

such that $P_{k}$ passes through $\tilde{\mathbf{u}}$ and is tangent there to $\mathbf{r}_{k}(\tilde{\mathbf{u}})$ (see Figure 4.4).

As in the case of the CRW, we can parametrize each curve $P_{k}, k=1, \ldots, m$, as

$$
\begin{equation*}
P_{k}=\left\{\mathbf{u}_{k}(y), \lambda_{k}(\tilde{\mathbf{u}})-\delta<y<\lambda_{k}(\tilde{\mathbf{u}})+\delta\right\} \tag{4.24}
\end{equation*}
$$



Figure 4.4. States connected to $\tilde{\mathbf{u}}$ by a jump discontinuity satisfying the RankineHugoniot condition.
for some small $\delta>0$, so that $\mathbf{u}_{k}\left(\lambda_{k}(\tilde{\mathbf{u}})\right)=\tilde{\mathbf{u}}$. Furthermore, we scale $y$ so that

$$
\begin{equation*}
\left.\mathbf{u}_{k}^{\prime}(y)\right|_{y=\lambda_{k}(\tilde{\mathbf{u}})}=\mathbf{r}_{k}(\tilde{\mathbf{u}}) \tag{4.25}
\end{equation*}
$$

The corresponding speeds $S=S_{k}(y)$ are also smooth functions satisfying

$$
\begin{equation*}
\mathbf{F}\left(\mathbf{u}_{k}(y)\right)-\mathbf{F}(\tilde{\mathbf{u}})=S_{k}(y)\left(\mathbf{u}_{k}(y)-\tilde{\mathbf{u}}\right), \quad \lambda_{k}(\tilde{\mathbf{u}})-\delta<y<\lambda_{k}(\tilde{\mathbf{u}})+\delta \tag{4.26}
\end{equation*}
$$

and such that $S_{k}\left(\lambda_{k}(\tilde{\mathbf{u}})\right)=\lambda_{k}(\tilde{\mathbf{u}})$.
We note that in view of (4.14) and (4.25) the trajectories $R_{k}$ and $P_{k}, k=$ $1, \ldots, m$, are tangent at $\tilde{\mathbf{u}}$ [i.e., at $\left.y=\lambda_{k}(\tilde{\mathbf{u}})\right]$. In the case of the CRW we have seen that only the part $R_{k}^{-}$[namely, $\left.y<\lambda_{k}(\tilde{\mathbf{u}})\right]$ represents left states that may be connected to $\tilde{\mathbf{u}}$ (as a right state) by means of a CRW. Similarly, we shall see next that only "one-half" of $P_{k}$ consists of left states that can be connected to $\tilde{\mathbf{u}}$ (as a right state) by means of a moving discontinuity satisfying an additional "entropy condition."

## Entropy Conditions, Shock Waves, and Contact Discontinuities

Fix $1 \leq k \leq m$ and consider the curve $P_{k} \subseteq C_{\tilde{\mathbf{u}}}$ as in (4.24). In what follows, we simplify notation (along $P_{k}$ ) by setting $\mathbf{A}_{k}(y)=\mathbf{A}\left(\mathbf{u}_{k}(y)\right)$. We also continue to use $\mu=\lambda_{k}(\tilde{\mathbf{u}})$ [see (4.14)]. Differentiating Equation (4.26) with respect to $y$ we get

$$
\begin{equation*}
\left(\mathbf{A}_{k}(y)-S_{k}(y) \mathbf{I}\right) \mathbf{u}_{k}^{\prime}(y)=S_{k}^{\prime}(y)\left(\mathbf{u}_{k}(y)-\tilde{\mathbf{u}}\right) \tag{4.27}
\end{equation*}
$$

and a second differentiation yields

$$
\begin{equation*}
\left(\mathbf{A}_{k}(y)-S_{k}(y) \mathbf{I}\right) \mathbf{u}_{k}^{\prime \prime}(y)+\mathbf{A}_{k}^{\prime}(y) \mathbf{u}_{k}^{\prime}(y)=2 S_{k}^{\prime}(y) \mathbf{u}_{k}^{\prime}(y)+S_{k}^{\prime \prime}(y)\left(\mathbf{u}_{k}(y)-\tilde{\mathbf{u}}\right) \tag{4.28}
\end{equation*}
$$

Taking $y=\mu$ in (4.28) yields, in view of (4.25) and $S_{k}(\mu)=\mu$,

$$
\begin{equation*}
(\mathbf{A}(\tilde{\mathbf{u}})-\mu \mathbf{I}) \mathbf{u}_{k}^{\prime \prime}(\mu)+\mathbf{A}_{k}^{\prime}(\mu) \mathbf{r}_{k}(\tilde{\mathbf{u}})=2 S_{k}^{\prime}(\mu) \mathbf{r}_{k}(\tilde{\mathbf{u}}) \tag{4.29}
\end{equation*}
$$

We shall now apply analogous treatment to the $k$-CRW curve $R_{k}$, which is given by Equation (4.14). By writing $\mathbf{w}_{k}$ for $\mathbf{w}$ and setting $\mathbf{R}_{k}(y)=\mathbf{r}_{k}\left(\mathbf{w}_{k}(y)\right)$, Equation (4.9) takes the form [note Equation (4.11)]

$$
\mathbf{A}\left(\mathbf{w}_{k}(y)\right) \mathbf{R}_{k}(y)=y \mathbf{R}_{k}(y)
$$

Differentiating this equation, we obtain

$$
\begin{equation*}
\left(\mathbf{A}\left(\mathbf{w}_{k}(y)\right)-y \mathbf{I}\right) \mathbf{R}_{k}^{\prime}(y)+\frac{d}{d y}\left[\mathbf{A}\left(\mathbf{w}_{k}(y)\right)\right] \mathbf{R}_{k}(y)=\mathbf{R}_{k}(y) \tag{4.30}
\end{equation*}
$$

and setting $y=\mu$ in this equation leads to

$$
\begin{equation*}
(\mathbf{A}(\tilde{\mathbf{u}})-\mu \mathbf{I}) \mathbf{R}_{k}^{\prime}(\mu)+\frac{d}{d y}\left[\mathbf{A}\left(\mathbf{w}_{k}(y)\right)\right]_{y=\mu} \mathbf{r}_{k}(\tilde{\mathbf{u}})=\mathbf{r}_{k}(\tilde{\mathbf{u}}) \tag{4.31}
\end{equation*}
$$

Subtracting (4.31) from (4.29) yields

$$
\begin{equation*}
(\mathbf{A}(\tilde{\mathbf{u}})-\mu \mathbf{I})\left(\mathbf{u}_{k}^{\prime \prime}(\mu)-\mathbf{R}_{k}^{\prime}(\mu)\right)=\left[2 S_{k}^{\prime}(\mu)-1\right] \mathbf{r}_{k}(\tilde{\mathbf{u}}) \tag{4.32}
\end{equation*}
$$

$\left[\right.$ Note that $\mathbf{A}_{k}^{\prime}(\mu)=\frac{d}{d y}\left[\mathbf{A}\left(\mathbf{w}_{k}(y)\right)\right]_{y=\mu}$ since the curves $P_{k}: \mathbf{u}_{k}(y)$ and $R_{k}: \mathbf{w}_{k}(y)$ have the same tangent vector $\mathbf{r}_{k}(\tilde{\mathbf{u}})$ at $y=\mu$.] Let $\mathbf{l}_{k}^{T}(\tilde{\mathbf{u}})$ be the left (row) eigenvector of $\mathbf{A}(\tilde{\mathbf{u}})$, corresponding to $\lambda_{k}(\tilde{\mathbf{u}})$. Taking the scalar product of (4.32) with $\mathbf{l}_{k}^{T}(\tilde{\mathbf{u}})$ annihilates the left-hand side, so that, since $\mathbf{l}_{k}^{T}(\tilde{\mathbf{u}}) \cdot \mathbf{r}_{k}(\tilde{\mathbf{u}}) \neq 0,{ }^{3}$

$$
\begin{equation*}
2 S_{k}^{\prime}(\mu)=1 \tag{4.33}
\end{equation*}
$$

Remark 4.15 Observe that the equality (4.33) relies on the choice of parametrizations (4.11), (4.25) for the curves $R_{k}, P_{k}$, respectively. Indeed, the latter specifies the scaling only at $\lambda_{k}(\tilde{\mathbf{u}})$. What is important here is that the tangent vectors coincide at this point [and are equal to $\mathbf{r}_{k}(\tilde{\mathbf{u}})$ ]. Recall (Corollary 4.8) that condition (4.13) is needed for this normalization on the rarefaction side.

We can now turn to a study of the jump discontinuity as $y$ varies in the interval $\left[\lambda_{k}(\tilde{\mathbf{u}})-\delta, \lambda_{k}(\tilde{\mathbf{u}})+\delta\right]$, as in (4.24). As we have seen (Summary 4.14), for every

[^6]$y$ in the interval the state $\tilde{\mathbf{u}}$, taken as a right state, can be connected to $\mathbf{u}_{k}(y)$ (left state) by means of a discontinuity moving at a uniform speed $S=S_{k}(y)$ and satisfying the Rankine-Hugoniot condition (4.26). Such a discontinuous solution is certainly a weak solution in the sense of Definition 4.12 . However, in analogy with the scalar case we shall see that not all solutions are "admissible." We distinguish two cases, the first in which the $k$ th characteristic family is genuinely nonlinear (see Remark 4.9) and the second, where in contrast to (4.13), we have identically
\[

$$
\begin{equation*}
\nabla \lambda_{k}(\mathbf{v}) \cdot \mathbf{r}_{k}(\mathbf{v}) \equiv 0, \quad \mathbf{v} \in \mathbb{R}^{m} \tag{4.34}
\end{equation*}
$$

\]

Definition 4.16 When (4.34) holds identically in $\mathbb{R}^{m}$, we say that the $k$ th characteristic family is linearly degenerate.

Proposition 4.17 Assume that the kth characteristic family is genuinely nonlinear, satisfying identically (4.13). Then the left states $\mathbf{u}_{k}(y) \in P_{k}$, connected to the right state $\tilde{\mathbf{u}}$ by means of a discontinuity moving at speed $S_{k}(y)$, can be divided into two families, for sufficiently small $\delta>0$ :
(i) $\lambda_{k}(\tilde{\mathbf{u}})-\delta<y<\lambda_{k}(\tilde{\mathbf{u}})$, in which case

$$
\begin{equation*}
\lambda_{k}\left(\mathbf{u}_{k}(y)\right)<S_{k}(y)<\lambda_{k}(\tilde{\mathbf{u}}) \tag{4.35}
\end{equation*}
$$

(ii) $\lambda_{k}(\tilde{\mathbf{u}})<y<\lambda_{k}(\tilde{\mathbf{u}})+\delta$, in which case

$$
\begin{equation*}
\lambda_{k}\left(\mathbf{u}_{k}(y)\right)>S_{k}(y)>\lambda_{k}(\tilde{\mathbf{u}}) . \tag{4.36}
\end{equation*}
$$

Proof Using (4.13), (4.25) we see that

$$
\frac{d}{d y} \lambda_{k}\left(\mathbf{u}_{k}(y)\right)_{y=\lambda_{k}(\tilde{\mathbf{u}})}=\nabla \lambda_{k}(\tilde{\mathbf{u}}) \cdot \mathbf{r}_{k}(\tilde{\mathbf{u}})=1
$$

whereas by (4.33), $S_{k}^{\prime}\left(\lambda_{k}(\tilde{\mathbf{u}})\right)=\frac{1}{2}$. Thus, if $\delta>0$ is sufficiently small,

$$
\begin{equation*}
0<S_{k}^{\prime}(y)<\lambda_{k}^{\prime}(y), \quad \lambda_{k}(\tilde{\mathbf{u}})-\delta<y<\lambda_{k}(\tilde{\mathbf{u}})+\delta \tag{4.37}
\end{equation*}
$$

Since $S_{k}\left(\lambda_{k}(\tilde{\mathbf{u}})\right)=\lambda_{k}(\tilde{\mathbf{u}})$, the inequalities (4.35), (4.36) follow directly from (4.37).

Since $S_{k}(\mu)=\mu=\lambda_{k}(\tilde{\mathbf{u}})$, we can use the strict hyperbolicity (Definition 4.6) and reduce $\delta>0$ (if needed), so that (4.36) is further supplemented by

$$
\begin{equation*}
\lambda_{k-1}\left(\mathbf{u}_{k}(y)\right)<S_{k}(y)<\lambda_{k+1}(\tilde{\mathbf{u}}) \tag{4.38}
\end{equation*}
$$

for $y$ in the interval. The two cases in Proposition 4.17 may then be represented as in Figure 4.5. We note that in Case (i) [Figure 4.5(a)] the trajectory of the


Figure 4.5. Shock admissibility conditions.
discontinuity "separates" the characteristic lines of the $k$ th family, exactly as in the scalar case of a "rarefaction shock," depicted in Figure 2.3(b). ${ }^{4}$ However, in Case (ii) [Figure 4.5(b)] the characteristic lines (of the $k$ th family) "run"

[^7]into the trajectory of the discontinuity as $t$ increases. Based on our experience with the scalar case (see the discussion preceding Definition 2.15) we view only the discontinuities in Case (ii) as "admissible." As in the scalar case, they are inevitable, formed by the "forward" intersection of characteristic lines propagating in the regions where the solution is smooth.

Definition 4.18 (The Lax entropy condition for admissible shocks) The Lax entropy condition consists of the inequalities (4.36), (4.38).

Discontinuities satisfying the Lax entropy condition are called "admissible k-shocks."

Thus, admissible shocks correspond to the part

$$
P_{k}^{+}=\left\{\mathbf{u}_{k}(y), \lambda_{k}(\widetilde{\mathbf{u}})<y<\lambda_{k}(\widetilde{\mathbf{u}})+\delta\right\}
$$

on $P_{k}$. At $y=\lambda_{k}(\widetilde{\mathbf{u}})$, its tangent is $\mathbf{r}_{k}(\widetilde{\mathbf{u}})$ [see (4.25)]. It therefore connects smoothly (i.e., with continuously varying slope) to the curve $R_{k}^{-}$[parametrized by $\left.\lambda_{k}(\widetilde{\mathbf{u}})-\delta<y<\lambda_{k}(\widetilde{\mathbf{u}})\right]$ of the left states that can be connected to the right state $\tilde{\mathbf{u}}$ by a $k$-CRW (see Corollary 4.10 and Figure 4.3). We group together these two parts as follows.

Definition 4.19 (The "interaction curve") Let $\tilde{\mathbf{u}} \in \mathbb{R}^{m}$ be given, with $\lambda_{k}(\tilde{\mathbf{u}})=$ $\mu, 1 \leq k \leq m$. The curve

$$
I_{k}^{r}(\tilde{\mathbf{u}})= \begin{cases}R_{k}^{-}, & \mu-\delta<y<\mu, \\ P_{k}^{+}, & \mu<y<\mu+\delta,\end{cases}
$$

is called the "(right) $k$ th interaction curve" for $\tilde{\mathbf{u}}$. It consists of all left states $\mathbf{u}_{k}(y)$, sufficiently close to $\tilde{\mathbf{u}}$, that can be connected to $\tilde{\mathbf{u}}$ by a $k$-CRW $(y<\mu)$ or an admissible $k$-shock $(y>\mu)$. The part $P_{k}^{+}$, representing the admissible shocks, is called the ( $k$ th) "Hugoniot curve" associated with $\tilde{\mathbf{u}}$ (as a right state). Similarly, $I_{k}^{l}(\tilde{\mathbf{u}})$, the "left $k$ th interaction curve", consists of all right states sufficiently close to $\tilde{u}$ that can be connected to it (as a left state) by a $k$-CRW or an admissible $k$-shock.

Remark 4.20 Observe that the part $P_{k}^{-}$of $P_{k}$, corresponding to values $\mu-\delta<$ $y<\mu$, represents the right states $\mathbf{u}_{k}(y)$ that can be connected to the left state $\tilde{\mathbf{u}}$ by an admissible $k$-shock. This is clear from the inequalities (4.35).

We conclude that if the $k$ th characteristic family is genuinely nonlinear [satisfying (4.13)], the curve $I_{k}^{r}(\tilde{\mathbf{u}})$ gives a representation of left states connected
to ũ by a " $k$-wave" (CRW or admissible shock). We now turn to the linearly degenerate case, in which (4.34) is identically satisfied.

Remark 4.21 It turns out that in the conservation laws modeling fluid flow, the dichotomy "genuinely nonlinear" or "linearly degenerate" is highly prevalent. This will be seen in the discussion of compressible fluid flow (Claim 4.30).

Proposition 4.22 Assume that the kth characteristic family, $1 \leq k \leq m$, is linearly degenerate, so that (4.34) is identically satisfied. Let $\tilde{\mathbf{u}} \in \mathbb{R}^{m}$ be given, with $\mu=\lambda_{k}(\tilde{\mathbf{u}})$. Then the curve $P_{k}$ [see (4.24)] of states $\mathbf{u}_{k}(y)$ satisfying (4.26) is determined as follows.

The function $\mathbf{u}_{k}(y)$ satisfies Equation (4.14), namely,

$$
\begin{equation*}
\mathbf{u}_{k}^{\prime}(y) \equiv \mathbf{r}_{k}\left(\mathbf{u}_{k}(y)\right), \quad \mu-\delta<y<\mu+\delta \tag{4.39}
\end{equation*}
$$

whereas the speed $S_{k}(y)$ of the discontinuity is constant and equal to the $k$ th characteristic eigenvalue,

$$
\begin{equation*}
S_{k}(y) \equiv \mu=\lambda_{k}(\tilde{\mathbf{u}}), \quad \mu-\delta<y<\mu+\delta \tag{4.40}
\end{equation*}
$$

In particular, the characteristic speed $\lambda_{k}\left(\mathbf{u}_{k}(y)\right) \equiv$ constant $=\lambda_{k}(\tilde{\mathbf{u}})($ see Figure 4.6) along $P_{k}$.


Figure 4.6. A contact discontinuity. The trajectory of the discontinuity is parallel to the characteristic lines ( $k$ th family).

Proof Let $\mathbf{u}_{k}(y)$ be the unique solution to (4.39), which exists if $\delta>0$ is sufficiently small [see the paragraph following (4.14)]. We have

$$
\begin{equation*}
\frac{d}{d y} \lambda_{k}\left(\mathbf{u}_{k}(y)\right)=\left.\nabla \lambda_{k}(\mathbf{v})\right|_{\mathbf{v}=\mathbf{u}_{k}(y)} \cdot \mathbf{u}_{k}^{\prime}(y)=\left.\nabla \lambda_{k}(\mathbf{v})\right|_{\mathbf{v}=\mathbf{u}_{k}(y)} \cdot \mathbf{r}_{k}\left(\mathbf{u}_{k}(y)\right)=0 \tag{4.41}
\end{equation*}
$$

where the last equality follows from (4.34).

$$
\begin{align*}
\text { Thus, } \lambda_{k}\left(\mathbf{u}_{k}(y)\right) & =\mu, \mu-\delta<y<\mu+\delta \text {. Now, } \\
\mathbf{F}\left(\mathbf{u}_{k}(y)\right)-\mathbf{F}(\tilde{\mathbf{u}}) & =\int_{\mu}^{y} \frac{d}{d s} \mathbf{F}\left(\mathbf{u}_{k}(s)\right) d s \\
& =\int_{\mu}^{y} \mathbf{A}\left(\mathbf{u}_{k}(s)\right) \mathbf{u}_{k}^{\prime}(s) d s=\int_{\mu}^{y} \mathbf{A}\left(\mathbf{u}_{k}(s)\right) \mathbf{r}_{k}\left(\mathbf{u}_{k}(s)\right) d s  \tag{4.42}\\
& =\int_{\mu}^{y} \lambda_{k}\left(\mathbf{u}_{k}(s)\right) \mathbf{r}_{k}\left(\mathbf{u}_{k}(s)\right) d s=\mu \int_{\mu}^{y} \mathbf{u}_{k}^{\prime}(s) d s=\mu\left(\mathbf{u}_{k}(y)-\tilde{\mathbf{u}}\right) .
\end{align*}
$$

Thus, indeed, $\mathbf{u}_{k}(y)$ satisfies Equation (4.26), with $S_{k} \equiv \mu$. By the uniqueness of the curve $P_{k}$ (Summary 4.14) we conclude that the trajectory traced out by $\mathbf{u}_{k}(y)$ coincides with $P_{k}$.

Definition 4.23 (A contact discontinuity) Assume that the $k$ th characteristic field is linearly degenerate. A jump discontinuity between $\tilde{\mathbf{u}}$ and $\mathbf{u}_{k}(y)$, moving at speed $S_{k}(y)=\lambda_{k}(\tilde{\mathbf{u}})$, is called a $k$-contact discontinuity.

Remark 4.24 Observe that since the $k$ th characteristic lines run parallel to the contact discontinuity (Figure 4.6), the Lax entropy condition (4.36), (4.38) is not satisfied. Thus, a contact discontinuity represents a weak solution satisfying the Rankine-Hugoniot jump condition (4.26), but it is not an admissible shock.

This difference is also reflected in the fact that the contact discontinuity is "symmetric," namely, $\mathbf{u}_{k}(y)$ and $\tilde{\mathbf{u}}$ can be interchanged as right and left states, respectively [with the same speed $S_{k}(y)$ for the discontinuity]. This is not the case for an admissible shock. Indeed, in the latter case, if we take $\mathbf{u}_{k}(y) \in P_{k}^{+}$as the right state and $\tilde{\mathbf{u}}$ as the left state, then the jump condition (4.26) is still valid. However, the Lax entropy condition is violated [as in Figure 4.5(a)]; hence it is an inadmissible shock solution.

In the fluid dynamical context of compressible flow the contact discontinuity corresponds to a "material interface" - a discontinuity moving at "particle
speed" and separating two states of different densities, but equal velocities and pressures.

Remark 4.25 Note that although Equations (4.14) and (4.39) are identical, they represent two entirely different structures. In the former, the solution $\mathbf{w}(y)$, $y=x / t$, traces out a CRW as $y$ varies (so it is a single wave). In the latter, every $y$ represents a state, $\mathbf{u}_{k}(y)$, that can be connected to $\tilde{\mathbf{u}}$ by a single wave (contact discontinuity).

## The Riemann Problem

As in the scalar case (see Definition 2.18) the simplest (nontrivial) IVP for (4.1) is of particular significance.

Definition 4.26 (The Riemann problem) The "Riemann problem" (RP) for the system of conservation laws (4.1) is the IVP subject to the initial data

$$
\mathbf{u}_{0}(x)=\mathbf{u}_{\mathrm{L}} \quad(x<0), \quad \mathbf{u}_{0}(x)=\mathbf{u}_{\mathrm{R}} \quad(x>0)
$$

where $\mathbf{u}_{\mathrm{L}}, \mathbf{u}_{\mathrm{R}}$ are constant states.

In Section 3.1 we have seen the fundamental role played by the (scalar) Riemann problem in the GRP approach. In the next chapter we shall see that a similar role is played by the RP in the case of compressible fluid dynamics.

There is a major difference between the solution of the RP in the scalar case and that of systems. In the former we have seen (see the discussion following Definition 2.18) that, assuming the strict convexity of $f(u)$, there exists a unique "entropy" solution for every two given states $u_{\mathrm{L}}, u_{\mathrm{R}}$. This cannot be repeated in the case of systems. Recall that we are always assuming that the system satisfies the hypothesis of strict hyperbolicity (Definition 4.6) and that every characteristic family is either genuinely nonlinear (Remark 4.9) or linearly degenerate (Definition 4.16). The basic reason for the difference between the scalar and the system cases (with regard to the RP) is that the interaction curves for given states $\tilde{\mathbf{u}}$ (Definition 4.19) can be defined only locally, namely, only for states $\mathbf{u}$ sufficiently close to $\tilde{\mathbf{u}}$. Such states (viewed as left states) can be connected to $\tilde{\mathbf{u}}$ (viewed as a fixed right state) by a fan of $m$ waves, associated with the $m$ characteristic families. The exact statement is as follows.

Theorem 4.27 (Solution to the RP) Let $\mathbf{u}_{R} \in \mathbb{R}^{m}$ be given. Then there exists a small neighborhood $C_{\mathbf{u}_{\mathrm{R}}}$ of $\mathbf{u}_{\mathrm{R}}$, having the following property: For every $\mathbf{v} \in C_{\mathbf{u}_{\mathrm{R}}}$ the Riemann problem for (4.1), with initial data $\left(\mathbf{u}_{\mathrm{L}}=\mathbf{v}, \mathbf{u}_{\mathrm{R}}\right)$ has a


Figure 4.7. The solution to the Riemann problem.
unique solution $\mathbf{u}(x, t)=\mathbf{w}\left(\frac{x}{t}\right)(x \in \mathbb{R}, t>0)$. This solution consists of $m$ waves $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{m}$. The wave $\Gamma_{k}(1 \leq k \leq m)$ is an admissible shock, a contact discontinuity, or a CRW associated with the kth characteristic family (see Figure 4.7).

Before proving the theorem, let us consider the structure of the solution $\mathbf{u}(x, t)$. First it is stated that it is constant along straight rays emanating from the origin. We refer to such a solution as "self-similar." This self-similarity is natural in view of the self-similarity of Equation (4.1) and the special initial data for the RP. In other words, the RP is invariant [both (4.1) and the initial data] under any rescaling $x^{\prime}=\alpha x, t^{\prime}=\alpha t(\alpha>0)$ of the space and time coordinates. Second, the solution consists of sectors ("wedges") in the ( $x, t$ ) half-plane ( $t>0$ ), in which it assumes constant values $\mathbf{u}_{1}, \ldots, \mathbf{u}_{m+1}\left(\mathbf{u}_{1}=\mathbf{v}, \mathbf{u}_{m+1}=\mathbf{u}_{\mathrm{R}}\right)$ connected by waves $\Gamma_{1}, \ldots, \Gamma_{m}$. The wave $\Gamma_{k}(1 \leq k \leq m)$, connecting $\mathbf{u}_{k}, \mathbf{u}_{k+1}$ belongs to exactly one of the following three types:
(i) admissible ("entropy") shock, that is, a jump discontinuity moving at speed $S_{k}$ such that

$$
\mathbf{F}\left(\mathbf{u}_{k+1}\right)-\mathbf{F}\left(\mathbf{u}_{k}\right)=S_{k}\left(\mathbf{u}_{k+1}-\mathbf{u}_{k}\right)
$$

and such that the entropy conditions (4.36), (4.38) are satisfied, with

$$
\mathbf{u}_{k+1}=\mathbf{u}_{k}(y), \mathbf{u}_{k}=\tilde{\mathbf{u}}
$$

(ii) contact discontinuity,
that is, a jump discontinuity satisfying (4.40), with

$$
\mathbf{u}_{k+1}=\mathbf{u}_{k}(y), \mathbf{u}_{k}=\tilde{\mathbf{u}} \text { and } S_{k}=\lambda_{k}\left(\mathbf{u}_{k}\right) ; \text { or }
$$

(iii) CRW $\mathbf{w}_{k}(y)$ as in Definition 4.5, with

$$
\begin{equation*}
\mu_{1} \leq y \leq \mu_{2}, \mu_{1}=\lambda_{k}\left(\mathbf{u}_{k}\right), \mu_{2}=\lambda_{k}\left(\mathbf{u}_{k+1}\right) \tag{4.43}
\end{equation*}
$$

An important observation is that any two adjacent waves $\Gamma_{k}, \Gamma_{k+1}, 1 \leq k \leq$ $m-1$, do not interact with each other. Indeed, the speed of $\Gamma_{k}$ is $S_{k}$ [in cases (4.43) (i) and (ii)] or $\lambda_{k}\left(\mathbf{u}_{k+1}\right)$, the fastest moving characteristic of the CRW. By the entropy conditions (4.36) and (4.38) we have $S_{k}<\min \left(\lambda_{k}\left(\mathbf{u}_{k}\right), \lambda_{k+1}\left(\mathbf{u}_{k+1}\right)\right)$. The eigenvalue $\lambda_{k+1}\left(\mathbf{u}_{k+1}\right)$ is the speed of the slowest moving characteristic of $\Gamma_{k+1}$, if it happens to be a CRW. If $\Gamma_{k+1}$ is a contact discontinuity, then $S_{k+1}=\lambda_{k+1}\left(\mathbf{u}_{k+1}\right)$ [see (4.40)]. Finally, if $\Gamma_{k+1}$ is a shock wave, then the entropy condition (4.36) yields $S_{k+1}>\lambda_{k+1}\left(\mathbf{u}_{k+2}\right)>\lambda_{k}\left(\mathbf{u}_{k}\right)$. The last inequality follows from (4.10), assuming that $\left|\mathbf{u}_{k}-\mathbf{u}_{k+2}\right|$ is small (as all values are in the neighborhood of $\mathbf{u}_{\mathrm{R}}$ ). We have therefore obtained a stable pattern of noninteracting self-similar waves $\Gamma_{1}, \ldots, \Gamma_{m}$, where $\Gamma_{k+1}$ is faster than $\Gamma_{k}, k=1, \ldots, m-1$. Note that we have made use here of the two parts [(4.36), (4.38)] of the entropy condition.

We can now turn to the proof of Theorem 4.27. Geometrically speaking, the proof relies on the fact that the interaction curves $I_{k}^{r}(\tilde{\mathbf{u}}), k=1, \ldots, m$ (see Definition 4.19), can serve as a "coordinate system" in a neighborhood of $\tilde{\mathbf{u}}$ in the "phase space" $\mathbb{R}^{m}$.

Proof (of Theorem 4.27) Given a state $\mathbf{u}_{\mathrm{R}}$, we can find a small neighborhood $C_{\mathbf{u}_{\mathrm{R}}} \subseteq \mathbb{R}^{m}$ of $\mathbf{u}_{\mathrm{R}}$ having the following property:

For every $\mathbf{v} \in C_{\mathbf{U}_{\mathbf{R}}}$ the interaction curves $I_{k}^{r}(\mathbf{v}), k=1, \ldots, m$ (see Definition 4.19), exist and, for any $1 \leq k \leq m$, the curve $I_{k}^{r}(\mathbf{v})$ comprises all possible states (in $C_{\mathbf{u}_{\mathbf{R}}}$ ) that can be connected as left states to the right state $\mathbf{v}$ by means of a $k$-CRW, an admissible $k$-shock, or a $k$-contact discontinuity (see Figure 4.8).


Figure 4.8. A neighborhood of a state $\mathbf{u}_{\mathrm{R}}$ "covered" by interaction curves, and their parametrization.

Along the curve $I_{m}^{r}\left(\mathbf{u}_{\mathrm{R}}\right)$ we use a parameter $y_{m}$, so that $y_{m}=0$ at $\mathbf{u}_{\mathrm{R}}$. In other words, this is the parameter $y$ of Definition 4.19 (with $\tilde{\mathbf{u}}=\mathbf{u}_{\mathrm{R}}, k=m$ ) shifted by $\mu$. Next, for every $\mathbf{u}_{m} \in I_{m}^{r}\left(\mathbf{u}_{\mathrm{R}}\right)$ we use a parameter $y_{m-1}$ along the curve $I_{m-1}^{r}\left(\mathbf{u}_{m}\right)$, so that $y_{m-1}=0$ at $\mathbf{u}_{m}$ (see Figure 4.8). Note that if $\mathbf{u}_{m}^{1}, \mathbf{u}_{m}^{2}$ are two different points on $I_{m}^{r}\left(\mathbf{u}_{\mathrm{R}}\right)$, the tangent vectors to the curves $I_{m-1}^{r}\left(\mathbf{u}_{m}^{1}\right)$ and $I_{m-1}^{r}\left(\mathbf{u}_{m}^{2}\right)$ are, respectively, $\mathbf{r}_{m-1}\left(\mathbf{u}_{m}^{1}\right)$ and $\mathbf{r}_{m-1}\left(\mathbf{u}_{m}^{2}\right)$ [see (4.25)]. Since both of them are close to $\mathbf{r}_{m-1}\left(\mathbf{u}_{\mathrm{R}}\right)$, the curves $I_{m-1}^{r}\left(\mathbf{u}_{m}^{1}\right), I_{m-1}^{r}\left(\mathbf{u}_{m}^{2}\right)$ do not intersect in the small neighborhood $C_{\mathbf{u}_{\mathrm{R}}}$. We continue in this fashion. The last step is to parametrize, for every $\mathbf{u}_{2} \in I_{2}^{r}\left(\mathbf{u}_{3}\right)$, the curve $I_{1}^{r}\left(\mathbf{u}_{2}\right)$ by means of a parameter $y_{1}$, which vanishes at $\mathbf{u}_{2}$. The tangent to this curve at $\mathbf{u}_{2}$ is $\mathbf{r}_{1}\left(\mathbf{u}_{2}\right)$ [which is close to $\left.\mathbf{r}_{1}\left(\mathbf{u}_{\mathrm{R}}\right)\right]$. We may summarize this construction by saying that for every $\mathbf{y}=\left(y_{1}, \ldots, y_{m}\right) \in \mathbb{R}^{m}$, in a small neighborhood of $\mathbf{y}=\mathbf{0}$, we find a point $\mathbf{u}_{1}=\boldsymbol{\Phi}(\mathbf{y}) \in C_{\mathbf{u}_{\mathrm{R}}}$ [going through the sequence in which $\mathbf{u}_{m}$ corresponds to $y_{m}$ on $I_{m}^{r}\left(\mathbf{u}_{\mathrm{R}}\right), \mathbf{u}_{m-1}$ to $y_{m-1}$ on $\left.I_{m-1}^{r}\left(\mathbf{u}_{m}\right), \ldots\right]$. Clearly, the rows of the Jacobian matrix $D_{\mathbf{y}} \mathbf{\Phi}(\mathbf{y})$ at $\mathbf{y}=\mathbf{0}$ are $\mathbf{r}_{1}\left(\mathbf{u}_{\mathrm{R}}\right), \ldots, \mathbf{r}_{m}\left(\mathbf{u}_{\mathrm{R}}\right)$, so that the matrix is nonsingular. The Implicit Function Theorem now implies that a small ball $B_{\delta}=\left\{\mathbf{y} \in \mathbb{R}^{m},\|\mathbf{y}\|<\delta\right\}$ is mapped (one-to-one) unto a small neighborhood of $\mathbf{u}_{\mathrm{R}}$, contained in $C_{\mathbf{u}_{\mathrm{R}}}$. This concludes the proof of our theorem, since any point $\mathbf{u}_{1}=\boldsymbol{\Phi}(\mathbf{y})\left(\mathbf{y} \in B_{\delta}\right)$ is connected to $\mathbf{u}_{\mathrm{R}}$ by a sequence (resulting from the construction) $\mathbf{u}_{m+1}=\mathbf{u}_{\mathrm{R}}, \mathbf{u}_{m}, \ldots, \mathbf{u}_{2}$, so that $\mathbf{u}_{k}$ and $\mathbf{u}_{k+1}$ are, respectively, the left and right states of a $k$-wave, $\Gamma_{k}, k=1,2, \ldots, m$.

Remark 4.28 In analogy with the scalar case [see the discussion following Equation (2.26)] it can be shown that the solution constructed in Theorem 4.27 is a weak solution in the sense of (4.16). Note, however, that it is not a classical solution; in addition to the jump discontinuities, the derivatives (but not the solution itself) are not continuous at the two extreme characteristics of a CRW.

### 4.2 Euler Equations of Quasi-1-D, Compressible, Inviscid Flow

We consider here the time-dependent flow of a compressible, inviscid fluid moving through a duct of variable cross section. The flow is assumed to be quasi-one-dimensional (quasi-1-D); namely, at any given time $t$ the flow is uniform over every cross section of the duct (but, of course, may vary from one cross section to another). Thus, for a duct as depicted in Figure 4.9, we let $r$ be a spatial coordinate along the main axis. Our hypothesis is then that all flow quantities (density, pressure, velocity, etc.) depend only on $(r, t)$.

Certainly, in many cases this is just a simplified model approximating a more realistic two- (or three-) dimensional flow, based on a physical assumption that


Figure 4.9. Quasi-1-D flow in a duct.
the flow varies primarily along the duct axis. However, there are three cases of substantial physical significance, in which the model is exact:
(A) Planar flow, sometimes referred to as "one-dimensional" flow. Here the whole flow is aligned with one direction, say the $x$ axis. All flow quantities depend only on $x$ (which is now the " $r$ coordinate"), in addition to the time $t$. The velocity vector has only an $x$ component $u(x, t)$.
(B) Cylindrical flow. In this case the flow is symmetric about a fixed axis, say the $z$ axis. The coordinate $r$ is now $r=\left(x^{2}+y^{2}\right)^{1 / 2}$ and all flow quantities are functions of $(r, t)$. The velocity $\mathbf{v}(x, y, z, t)$ satisfies $\mathbf{v}(x, y, z, t)=$ $r^{-1} u(r, t)(x \mathbf{i}+y \mathbf{j})$ (where $\mathbf{i}, \mathbf{j}, \mathbf{k}$ are the unit vectors along the $x, y, z$ axes, respectively). Observe that the duct can now be taken as a sector $\lambda_{1} x<$ $y<\lambda_{2} x, 0 \leq \lambda_{1}<\lambda_{2}, x \geq 0$.
(C) Spherical flow. In this case the flow is symmetric about a fixed center O, the origin. The coordinate $r$ is now the distance $\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}$ and the velocity is radial, namely, $\mathbf{v}(x, y, z, t)=r^{-1} u(r, t)(x \mathbf{i}+y \mathbf{j}+z \mathbf{k})$.

## The Flow Equations

We now turn to the equations governing our quasi-1-D flow. They express the three basic physical laws governing the flow: conservation of mass, conservation of momentum (or, alternatively, Newton's second law), and conservation of energy. These laws are most easily derived by a "control volume" (or "integral") approach: One considers a fixed mass of fluid and applies the conservation laws to it. As is usually the case, we assume that there are no external forces (such as gravity or electromagnetic) so that the only existing force is due to the hydrodynamic pressure. We shall give here a brief outline of the derivation and refer the reader to fluid dynamics books, such as those by Chorin and Marsden [28], Courant and Friedrichs [30], or Landau and Lifshitz [74], for a detailed derivation of the equations. The reader is also advised to consult these monographs
for closely related topics, such as the isotropic character of the hydrodynamic pressure (which makes it a scalar function) or basic thermodynamic facts concerning entropy, internal energy, and their dependence on pressure and density ("equation of state"). In the course of our presentation of the equations, we shall only refer briefly to these facts.

Let $A(r)$ be the cross-sectional area of the duct at $r$. Clearly, $A(r) \equiv 1$ for planar flow, $A(r)=r$ for cylindrical flow, and $A(r)=r^{2}$ for spherical flow. There are three unknown functions. The velocity $u(r, t)$, which is the (scalar) component along the $r$ axis, the density (mass per unit volume) $\rho(r, t)$, and the total specific energy (per unit mass) $E(r, t)$. The energy $E$ consists of the kinetic energy (per unit mass) $\frac{1}{2} u^{2}$ and the internal (thermodynamic) energy $e$, so $E=\frac{1}{2} u^{2}+e$. A basic thermodynamic postulate in the derivation of the equations is that the hydrodynamic pressure $p$ is a function $p=p(e, \rho)$. We refer to this function as the equation of state of the fluid. The resultant force on a given volume $D$ of the fluid is then $-\int_{\partial D} p \mathbf{n} d \sigma=-\int_{D} \nabla p d \tau$, where $\partial D$ is the boundary of $D, d \sigma$ is the surface element, $d \tau$ is the volume element, and $\mathbf{n}$ is the outward (unit) normal to $\partial D$. The preceding equality follows by Stokes’ theorem. Similarly, the work done by the pressure on the fluid (per unit time) is $-\int_{D} \nabla \cdot(p \mathbf{v}) d \tau$, where $\mathbf{v}$ is the velocity vector. Note also that the outflux (per unit time) across $\partial D$, for any quantity $\psi$ (in our case $\psi=\rho$ or $\psi=\rho E$ ), is $\int_{\partial D} \psi(\mathbf{v} \cdot \mathbf{n}) d \sigma$. We can now take $D$ as the segment $r_{1} \leq r \leq r_{2}$ of the duct (see Figure 4.9). Incorporating these considerations into the balance equations for mass, momentum, and energy, and letting $r_{2}-r_{1}$ go to zero, we obtain the conservation equations in differential form:
(i) $\frac{\partial}{\partial t} \rho+A^{-1} \frac{\partial}{\partial r}[A \rho u]=0 \quad$ (conservation of mass),
(ii) $\frac{\partial}{\partial t}(\rho u)+A^{-1} \frac{\partial}{\partial r}\left[A \rho u^{2}\right]+\frac{\partial p}{\partial r}=0 \quad$ (conservation of momentum), (4.44)
(iii) $\frac{\partial}{\partial t}(\rho E)+A^{-1} \frac{\partial}{\partial r}[A(\rho E+p) u]=0 \quad$ (conservation of energy),
where the equation of state $p=p(e, \rho)$ is given.
Let us inspect the structure of Equations (4.44) in light of the general framework given by (4.1). In our case $m=3$ and we can write the system (4.44) as

$$
\begin{gather*}
\frac{\partial}{\partial t} \mathbf{U}+A^{-1} \frac{\partial}{\partial r}[A \mathbf{F}(\mathbf{U})]+\frac{\partial}{\partial r} \mathbf{G}(\mathbf{U})=0  \tag{4.45}\\
\mathbf{U}=\left[\begin{array}{c}
\rho \\
\rho u \\
\rho E
\end{array}\right], \quad \mathbf{F}(\mathbf{U})=\left[\begin{array}{c}
\rho u \\
\rho u^{2} \\
(\rho E+p) u
\end{array}\right], \quad \mathbf{G}(\mathbf{U})=\left[\begin{array}{l}
0 \\
p \\
0
\end{array}\right] .
\end{gather*}
$$

Writing

$$
\mathbf{U}=\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right]
$$

we have readily

$$
\mathbf{F}(\mathbf{U})=\left[\begin{array}{c}
u_{2}  \tag{4.46}\\
\frac{u_{2}^{2}}{u_{1}} \\
\frac{u_{2} u_{3}}{u_{1}}+\frac{u_{2}}{u_{1}} p
\end{array}\right], \quad \mathbf{G}(\mathbf{U})=\left[\begin{array}{c}
0 \\
p \\
0
\end{array}\right],
$$

where

$$
p=p(e, \rho)=p\left(\frac{2 u_{1} u_{3}-u_{2}^{2}}{2 u_{1}^{2}}, u_{1}\right)
$$

so that $\mathbf{F}$ and $\mathbf{G}$ are indeed functions of $\mathbf{U}$, the vector of unknown functions. However, the presence of the function $A(r)$ means that the system (4.45) cannot be cast in the form (4.1) [i.e., $A^{-1}(A \mathbf{F}(\mathbf{U}))_{r}$ cannot, in general, be written as $(\tilde{\mathbf{F}}(\mathbf{U}))_{r}$ for some $\left.\tilde{\mathbf{F}}\right]$. However, this is possible in the planar case $A(r) \equiv 1$. We record it for future use (using again " $x$ " for the spatial coordinate):

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{U}+\frac{\partial}{\partial x}[\mathbf{F}(\mathbf{U})+\mathbf{G}(\mathbf{U})]=0 \tag{4.47}
\end{equation*}
$$

We conclude that the study of solutions of (4.45) must be carried out in its special context. ${ }^{5}$ However, we shall see that the basic observations and results developed for the general case (4.1) can be adapted here with minor modifications. From a "physical" point of view, this is possible because $A(r)$ varies "slowly" near any point $r=r_{0}$, since it is continuously differentiable (an assumption that we retain throughout this section). Thus, the physical features near that point (such as the wave pattern, characteristics, discontinuities, etc.) are "close" to those of (4.47).

## Eigenvalues and Characteristic Equations

Differentiation of the middle term in (4.45) yields

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{U}+\frac{\partial}{\partial r}[\mathbf{F}(\mathbf{U})+\mathbf{G}(\mathbf{U})]+A^{-1} A^{\prime} \mathbf{F}(\mathbf{U})=0 \tag{4.48}
\end{equation*}
$$

[^8]Using the representation (4.46) we could now proceed in parallel to the derivation of (4.6), finding the eigenvalues [of the Jacobian of $\mathbf{F}(\mathbf{U})+\mathbf{G}(\mathbf{U})$ with respect to $\mathbf{U}]$ and the associated characteristic relations. However, it turns out to be easier, in our case, to replace the three unknown functions (components of $\mathbf{U}$ ) by the three functions $\rho, u, S$, where $S=S(e, \rho)$ is the entropy. ${ }^{6}$ We recall that the function $S$ may be defined (see Courant and Friedrichs [30, Chapter I]) by the first law of thermodynamics; it asserts that in an "infinitesimal" reversible process, the change in internal energy of a fixed element of an ideal fluid is equal to the heat absorbed by the element and the work done on it by the pressure force. Thus, with $\tau=1 / \rho$,

$$
\begin{equation*}
d e=T d S-p d \tau \tag{4.49}
\end{equation*}
$$

where $T$ is the temperature and $T d S=d Q$ is the absorbed heat. ${ }^{7}$ When Equation (4.49) is incorporated into our flow setup, we must keep in mind that it applies to fixed mass elements. Thus, time derivatives must be taken along "particle paths" $\frac{d r}{d t}=u$. If we denote such derivatives as $\frac{D}{D t}=\frac{\partial}{\partial t}+u \frac{\partial}{\partial r}$ (later on we shall see the important role played by such derivatives in the Lagrangian framework), we can write (4.49) as

$$
\begin{equation*}
\frac{D e}{D t}=T \frac{D S}{D t}-p \frac{D \tau}{D t} \tag{4.50}
\end{equation*}
$$

Note that with this notation Equation (4.44)(iii) can be written as

$$
\begin{equation*}
\frac{D}{D t}(\rho E)+\frac{\partial}{\partial r}(p u)+\rho E \frac{\partial u}{\partial r}+A^{-1} A^{\prime}(\rho E+p) u=0 \tag{4.51}
\end{equation*}
$$

Equation (4.44)(i) can be written as

$$
\begin{equation*}
\frac{D \rho}{D t}+\rho \frac{\partial u}{\partial r}+A^{-1} A^{\prime} \rho u=0 \tag{4.52}
\end{equation*}
$$

so that, multiplying it by $E$ and subtracting the result from (4.51) we have

$$
\begin{equation*}
\rho \frac{D}{D t} E+\frac{\partial}{\partial r}(p u)+A^{-1} A^{\prime} p u=0 . \tag{4.53}
\end{equation*}
$$

[^9]Similarly, writing (4.44)(ii) as

$$
\begin{equation*}
\frac{D}{D t}(\rho u)+\rho u \frac{\partial u}{\partial r}+\frac{\partial p}{\partial r}+A^{-1} A^{\prime} \rho u^{2}=0 \tag{4.54}
\end{equation*}
$$

and subtracting from it (4.52) (multiplied by $u$ ) we get the following form of the momentum equation:

$$
\begin{equation*}
\rho \frac{D u}{D t}+\frac{\partial p}{\partial r}=0 . \tag{4.55}
\end{equation*}
$$

Using $E=e+\frac{1}{2} u^{2}$ and (4.55) in (4.53) we get

$$
\begin{equation*}
\rho \frac{D e}{D t}+p \frac{\partial u}{\partial r}+A^{-1} A^{\prime} p u=0 . \tag{4.56}
\end{equation*}
$$

However, from (4.52), with $\tau=1 / \rho$, we obtain

$$
\begin{equation*}
p \frac{D \tau}{D t}=-\frac{p}{\rho^{2}} \frac{D \rho}{D t}=\frac{p}{\rho}\left(\frac{\partial u}{\partial r}+A^{-1} A^{\prime} u\right), \tag{4.57}
\end{equation*}
$$

and so the energy equation (4.56) takes the form

$$
\begin{equation*}
\rho \frac{D e}{D t}+\rho p \frac{D \tau}{D t}=0, \quad \tau=\frac{1}{\rho} . \tag{4.58}
\end{equation*}
$$

Comparing this equation with (4.50) we conclude finally that the energy equation (4.44)(iii) is equivalent to ${ }^{8}$

$$
\begin{equation*}
\frac{D}{D t} S=0 \tag{4.59}
\end{equation*}
$$

In summary, Equations (4.52), (4.55), and (4.59) form an equivalent system to (4.44), which expresses the basic conservation laws. We should keep in mind, however, that this equivalence holds only in domains of smooth flow. The new set of unknown functions is now ( $\rho, u, S$ ). Hence in the momentum equation (4.55) the pressure $p$ is interpreted as a function of the two thermodynamic variables $\rho, S$ and

$$
\begin{equation*}
\frac{\partial p}{\partial r}=\left(\frac{\partial p}{\partial \rho}\right)_{S} \frac{\partial \rho}{\partial r}+\left(\frac{\partial p}{\partial S}\right)_{\rho} \frac{\partial S}{\partial r} \tag{4.60}
\end{equation*}
$$

[^10]The term $\left(\frac{\partial p}{\partial \rho}\right)_{S}$, expressing the rate of change of pressure with respect to density, at fixed entropy, is of prime significance in the study of compressible fluid flow. A basic hypothesis is that it is positive. (Physically, it means simply that compressing a fluid element, without allowing for heat exchange across its boundary, leads to increased pressure.) Thus, we can define a thermodynamic function $c=c(\rho, S)>0$ by

$$
\begin{equation*}
c^{2}=\left(\frac{\partial p}{\partial \rho}\right)_{S} \tag{4.61}
\end{equation*}
$$

The function $c$ is the "speed of sound" $[$ at $(\rho, S)]$, a term that will be clarified in the following. Grouping together Equations (4.52), (4.55), and (4.59), and noting (4.60) and (4.61) in the second one, we can write the system (in domains of smooth flow) as

$$
\frac{\partial}{\partial t}\left[\begin{array}{l}
\rho  \tag{4.62}\\
u \\
S
\end{array}\right]+\left[\begin{array}{ccc}
u & \rho & 0 \\
\frac{c^{2}}{\rho} & u & \frac{1}{\rho}\left(\frac{\partial p}{\partial S}\right)_{\rho} \\
0 & 0 & u
\end{array}\right] \cdot \frac{\partial}{\partial r}\left[\begin{array}{c}
\rho \\
u \\
S
\end{array}\right]+A^{-1} A^{\prime}\left[\begin{array}{c}
\rho u \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right] .
$$

We can now proceed as in the derivation of (4.4). First, it is easily seen that the eigenvalues of the matrix

$$
\mathbf{A}(\rho, u, S)=\left[\begin{array}{ccc}
u & \rho & 0  \tag{4.63}\\
\frac{c^{2}}{\rho} & u & \frac{1}{\rho}\left(\frac{\partial p}{\partial S}\right)_{\rho} \\
0 & 0 & u
\end{array}\right]
$$

are given by

$$
\begin{equation*}
\lambda_{1}(\rho, u, S)=u-c, \quad \lambda_{2}(\rho, u, S)=u, \quad \lambda_{3}(\rho, u, S)=u+c \tag{4.64}
\end{equation*}
$$

with corresponding (left) eigenvectors

$$
\begin{equation*}
\mathbf{l}_{1}^{T}=\left[\frac{c}{\rho},-1, \frac{1}{\rho c}\left(\frac{\partial p}{\partial S}\right)_{\rho}\right], \quad \mathbf{l}_{2}^{T}=[0,0,1], \quad \mathbf{l}_{3}^{T}=\left[\frac{c}{\rho}, 1, \frac{1}{\rho c}\left(\frac{\partial p}{\partial S}\right)_{\rho}\right] . \tag{4.65}
\end{equation*}
$$

The characteristic curves corresponding to the slopes $\lambda_{1}, \lambda_{3}$ are labeled, respectively, as $C_{-}, C_{+}$. Those corresponding to $\lambda_{2}$ are labeled as $C_{0}$. Note that the $C_{0}$ curves are trajectories traced out by fluid particles. They are referred to as "particle paths." Taking the product of each of the eigenvectors with (4.62) we
get the characteristic equations as in (4.6). Using again the notation of total time differentiation [see (2.7)] we can write these equations as follows:
(i) $\frac{c}{\rho} \frac{d \rho}{d t}-\frac{d u}{d t}+\frac{1}{\rho c}\left(\frac{\partial p}{\partial S}\right)_{\rho} \frac{d S}{d t}=-A^{-1} A^{\prime} u c$ along $\quad C_{-}: \frac{d r}{d t}=u-c$,

$$
\begin{equation*}
\frac{D S}{D t}=0 \quad \text { along } \quad C_{0}: \frac{d r}{d t}=u \tag{ii}
\end{equation*}
$$

(iii) $\frac{c}{\rho} \frac{d \rho}{d t}+\frac{d u}{d t}+\frac{1}{\rho c}\left(\frac{\partial p}{\partial S}\right)_{\rho} \frac{d S}{d t}=-A^{-1} A^{\prime} u c$ along $\quad C_{+}: \frac{d r}{d t}=u+c$.

It is common to write the characteristic equations in "total differential" form (see, e.g., Courant and Friedrichs [30, Section 34]). In doing so we note that in view of (4.61), we can write

$$
\frac{c}{\rho} \frac{d \rho}{d t}+\frac{1}{\rho c}\left(\frac{\partial p}{\partial S}\right)_{\rho} \frac{d S}{d t}=\frac{1}{\rho c} \frac{d p}{d t}
$$

so that (4.66) yields

$$
\begin{align*}
& \text { (i) } \frac{1}{\rho c} d p \pm d u=-A^{-1} A^{\prime} u c d t \text { along } \quad C_{ \pm}: \frac{d r}{d t}=u \pm c \text {, }  \tag{4.67}\\
& d S=0 \quad \text { along } \quad C_{0}: \frac{d r}{d t}=u . \tag{ii}
\end{align*}
$$

Remark 4.29 (Adiabatic character of the flow) As pointed out in the footnote to (4.59), the entropy remains invariant along particle paths (i.e., $\frac{d r}{d t}=u$ ), as long as the flow is smooth. Hence, along these lines the pressure $p=p(\rho, S)$ varies only with the density, and invoking (4.61) we get

$$
\begin{equation*}
d p=c^{2} d \rho \quad \text { along } \quad \frac{d r}{d t}=u \tag{4.68}
\end{equation*}
$$

This equation is equivalent to (4.67)(ii).

Finally, we examine the hyperbolic character of our system, in light of the general Definition 4.6.

Claim 4.30 The system (4.44) [or, equivalently, (4.62)] is strictly hyperbolic. The $\lambda_{1}, \lambda_{3}$ characteristicfamilies are genuinely nonlinear (Remark 4.9) whereas the $\lambda_{2}$ family is linearly degenerate (Definition 4.16).

Proof The assumption $c>0$ means that the eigenvalues satisfy $\lambda_{1}<\lambda_{2}<\lambda_{3}$ [see (4.64)], in compliance with (4.10). The right eigenvectors of $\mathbf{A}$
[Equation (4.63)] are given by

$$
\mathbf{r}_{1}=\left[\begin{array}{c}
\frac{\rho}{c}  \tag{4.69}\\
-1 \\
0
\end{array}\right], \quad \mathbf{r}_{2}=\left[\begin{array}{c}
\frac{1}{c^{2}}\left(\frac{\partial p}{\partial S}\right)_{\rho} \\
0 \\
1
\end{array}\right], \quad \mathbf{r}_{3}=\left[\begin{array}{c}
\frac{\rho}{c} \\
1 \\
0
\end{array}\right]
$$

We compute

$$
\nabla_{\rho, u, S} \lambda_{1} \cdot \mathbf{r}_{1}=\left[-\left(\frac{\partial c}{\partial \rho}\right)_{S}, 1,-\left(\frac{\partial c}{\partial S}\right)_{\rho}\right] \cdot \mathbf{r}_{1}=-\frac{\rho}{c}\left(\frac{\partial c}{\partial \rho}\right)_{S}-1 \leq-1
$$

where we have imposed the plausible thermodynamic assumption that the speed of sound increases with density, at a fixed entropy [compare to the analogous assumption on the pressure, prior to (4.61)]. Thus, we can normalize $\mathbf{r}_{1}$ so that it satisfies (4.13). A similar argument applies to $\lambda_{3}, \mathbf{r}_{3}$. For $\mathbf{r}_{2}$ we have

$$
\nabla_{\rho, u, S} \lambda_{2} \cdot \mathbf{r}_{2}=[0,1,0] \cdot \mathbf{r}_{2} \equiv 0
$$

so it satisfies (4.34) and hence is linearly degenerate.

Remark 4.31 Note that except for the planar case $\left(A^{\prime} \equiv 0\right)$ the system is not in strict conservation form [see the discussion following (4.46)]. The concepts of hyperbolicity in the claim refer to the Jacobian matrix $\mathbf{F}^{\prime}(\mathbf{U})+\mathbf{G}^{\prime}(\mathbf{U})$, or, equivalently, to the matrix $\mathbf{A}(\rho, u, S)$ [see (4.63)]. This matrix determines (locally) the main features of the flow. In other words, given initial values of the flow at $t=0$, the flow evolves, near a point $r=r_{0}$ and for a short time, approximately as it would in the planar case (4.47). In particular, this matrix determines the interaction curves (Definition 4.19) of the system and thus the local, short-time wave pattern (shocks, centered rarefaction waves, and contact discontinuities). It is only at later times that the "geometric" factor (associated with $A^{\prime} \neq 0$ ) comes into play, and the interaction of waves deviates from the planar case.

We note that in all cases the characteristic families split into two groups. The linearly degenerate one $\left(C_{0}\right)$ consists of "particle paths," namely, trajectories in the $(r, t)$ plane satisfying $\frac{d r}{d t}=u$. The genuinely nonlinear families $C_{ \pm}$consist of trajectories satisfying $\frac{d r}{d t}=u \pm c$ and hence the waves are propagating at speeds $\pm c$ relative to the particle paths. Physically, these waves can be viewed as "traveling ripples" of pressure, caused by the compressive effect of particles moving at different velocities, as expressed by (4.67)(i). In other words, these are the characteristics of the system obtained by linearizing (4.62) that represent the propagation of "infinitesimal pressure waves." It justifies the terminology "sound waves" that is often used in this context and the role of $c$ as the "speed of sound" (Landau and Lifshitz [74]).

## Isentropic Flow

A special case of considerable interest is a flow in which the entropy is uniform (in space) and constant (in time), that is, $S(r, t) \equiv S_{0}$. We refer to this flow as an "isentropic flow." Note that, in general, the flow is adiabatic as long as it is smooth [see (4.59)], so that $S$ is conserved along particle paths. Thus, assuming that the entropy is initially uniform, it remains constant as long as the flow is smooth.

In the case of an isentropic flow the third equation in (4.62) is automatically satisfied and can be left out. The system then reduces to

$$
\frac{\partial}{\partial t}\left[\begin{array}{l}
\rho  \tag{4.70}\\
u
\end{array}\right]+\left[\begin{array}{cc}
u & \rho \\
\frac{c^{2}}{\rho} & u
\end{array}\right] \cdot \frac{\partial}{\partial r}\left[\begin{array}{l}
\rho \\
u
\end{array}\right]+A^{-1} A^{\prime}\left[\begin{array}{c}
\rho u \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

The eigenvalues are $u \pm c$ and the characteristic relations (4.66)(i),(iii) can be written as [see also (4.67)(i), where $d p=c^{2} d \rho$ ]

$$
\begin{equation*}
\frac{c}{\rho} d \rho \pm d u=-A^{-1} A^{\prime} u c d t \quad \text { along } \quad C_{ \pm}: \frac{d r}{d t}=u \pm c \tag{4.71}
\end{equation*}
$$

Note that $c^{2}=\left(\frac{\partial p}{\partial \rho}\right)_{S}$ is now a function of $\rho$ alone. In the special case of planar flow $\left(A^{\prime}=0\right)$ the relations (4.71) can be integrated to yield

$$
\begin{equation*}
R_{ \pm}(\rho, u)=\int_{\rho_{0}}^{\rho} \frac{c(\beta)}{\beta} d \beta \pm u=\text { constant } \quad \text { along } \quad C_{ \pm}: \frac{d r}{d t}=u \pm c \tag{4.72}
\end{equation*}
$$

The functions $R_{ \pm}(\rho, u)$ are called the "Riemann invariants" of the flow. They serve as very useful tools in solving initial value problems of isentropic flow (Courant and Friedrichs [30, Sections 37 and 38]).

## Weak Solutions and Jump Conditions

The definition of a weak solution to the system (4.45) follows the procedure of Definition 4.12. If we take a test function $\phi(r, t) \in C_{0}^{1}$, a weak solution $\mathbf{U}(r, t)$ to (4.45) must satisfy

$$
\begin{align*}
& \int_{\mathbb{R}} \int_{0}^{\infty}\left\{A(r)\left[\mathbf{U} \phi_{t}+(\mathbf{F}(\mathbf{U})+\mathbf{G}(\mathbf{U})) \phi_{r}\right]+A^{\prime}(r) \mathbf{G}(\mathbf{U}) \phi\right\} d t d r \\
& \quad+\int_{\mathbb{R}} A(r) \phi(r, 0) \mathbf{U}_{0}(r) d r=\mathbf{0}, \tag{4.73}
\end{align*}
$$

where $\mathbf{U}_{0}(r)=\mathbf{U}(r, 0)$. This definition is formally obtained by multiplying (4.45) by $A \phi$ and integrating by parts. Note that if the coordinate $r$ is restricted (say, $r \geq 0$ as in the cylindrical or spherical cases), then the integration in $r$ is accordingly restricted, and $\phi(r, t)$ vanishes near the endpoints of the $r$-domain.

We can now proceed to study jump discontinuities of the solution $\mathbf{U}(r, t)$. If $\Omega$ is a domain in the ( $r, t$ ) plane and $\Gamma=\partial \Omega$ (as in Figure 2.2) we obtain, as in Claim 2.6 and (4.17),

$$
\begin{equation*}
\oint_{\Gamma} A(r)[-\mathbf{U}(r, t) d r+(\mathbf{F}(\mathbf{U})+\mathbf{G}(\mathbf{U})) d t]-\iint_{\Omega} A^{\prime}(r) \mathbf{G}(\mathbf{U}) d r d t=\mathbf{0} \tag{4.74}
\end{equation*}
$$

Note that the fact that the system (4.45) is not in conservation form is reflected in the presence of the term $A^{\prime}(r) \mathbf{G}(\mathbf{U})$ in (4.73), (4.74). ${ }^{9}$ Using the setup of Figure 2.2 we see that

$$
\iint_{\Omega} A^{\prime}(r) \mathbf{G}(\mathbf{U}) d r d t=\iint_{\Omega_{1}}+\iint_{\Omega_{2}} A^{\prime}(r) \mathbf{G}(\mathbf{U}) d r d t
$$

(although $\mathbf{U}$ is discontinuous across $C$ ). Letting $C: r=r(t)$, we set

$$
\begin{aligned}
\mathbf{U}_{ \pm}(r(t), t) & =\lim _{r \rightarrow r(t)_{ \pm}} \mathbf{U}(r(t), t) \\
{[\mathbf{U}](t) } & =\mathbf{U}_{+}(r(t), t)-\mathbf{U}_{-}(r(t), t) \\
{[\mathbf{F}(\mathbf{U})](t) } & =\mathbf{F}\left(\mathbf{U}_{+}(r(t), t)\right)-\mathbf{F}\left(\mathbf{U}_{-}(r(t), t)\right) \\
{[\mathbf{G}(\mathbf{U})](t) } & =\mathbf{G}\left(\mathbf{U}_{+}(r(t), t)\right)-\mathbf{G}\left(\mathbf{U}_{-}(r(t), t)\right)
\end{aligned}
$$

Following the derivation of (2.20) we get

$$
\begin{equation*}
\int_{C} A(r(t))\left\{[\mathbf{U}](t) r^{\prime}(t)-[\mathbf{F}(\mathbf{U})+\mathbf{G}(\mathbf{U})](t)\right\} d t=\mathbf{0} \tag{4.75}
\end{equation*}
$$

We conclude, as in Corollary 2.8, that the speed $\sigma(t)=r^{\prime}(t)$ of the discontinuity satisfies the Rankine-Hugoniot jump condition,

$$
\begin{equation*}
[\mathbf{F}(\mathbf{U})+\mathbf{G}(\mathbf{U})](t)=\sigma(t)[\mathbf{U}](t) \tag{4.76}
\end{equation*}
$$

[^11]Thus, we obtain a jump condition that is identical to (4.18). In other words, because it "ignores" the variable cross section, the resulting speed $\sigma$ is equal to the one obtained in the planar case (4.47) (note that the flux here is $\mathbf{F}+\mathbf{G}$ ). Heuristically, this can be explained by the fact that the jump condition (4.76) concerns a narrow domain, bounded by the cross sections at $r(t) \pm \epsilon$ (small $\epsilon>0)$. The variation of the area $A(r)$ in this domain can be taken as small, converging to the planar case as $\epsilon \rightarrow 0$.

In view of Claim 4.30 and the general Definition 4.23 , the discontinuity associated with the eigenvalue $\lambda_{2}=u$ [see (4.64)] is a contact discontinuity, which coincides with the particle path $C_{0}$. When it separates two constant states $\mathbf{U}_{ \pm}$, we infer from (4.40) that the velocity $u$ is uniform on the two sides $u_{ \pm}=\sigma$. Inserting this in the Rankine-Hugoniot condition (4.76) and using the explicit form (4.45) of $\mathbf{F}, \mathbf{G}$, we get

$$
\begin{align*}
\sigma\left(\rho_{+}-\rho_{-}\right) & =\sigma\left(\rho_{+}-\rho_{-}\right) \\
\sigma^{2}\left(\rho_{+}-\rho_{-}\right) & =\sigma^{2}\left(\rho_{+}-\rho_{-}\right)+p_{+}-p_{-},  \tag{4.77}\\
\sigma\left(\rho_{+} E_{+}-\rho_{-} E_{-}\right) & =\sigma\left[\left(\rho_{+} E_{+}+p_{+}\right)-\left(\rho_{-} E_{-}+p_{-}\right)\right]
\end{align*}
$$

We conclude that $p_{+}=p_{-}$, whereas $\rho_{+}-\rho_{-}$is arbitrary. Thus, the velocity and pressure are continuous across $C_{0}$, whereas the jump in density is arbitrary. These facts justify the term "material interface," which is used sometimes to describe this discontinuity. The interface travels at the "particle" (or "fluid") speed and separates two regions that carry equal pressures but differ in densities. No mass is crossing over from one side to the other, so they can be regarded as two separate materials.

The discontinuities associated with the eigenvalues $\lambda_{1,3}=u \pm c$ are shock waves, since the families are genuinely nonlinear (Claim 4.30). They are designated, following Definition 4.18, as 1 -shocks and 3-shocks. The Lax entropy condition for a 3-shock implies, by (4.36) [see Figure 4.5(b)],

$$
\begin{equation*}
u_{-}+c_{-}>\sigma_{3}>u_{+}+c_{+} \tag{4.78}
\end{equation*}
$$

Because $c$ is the speed of sound relative to the fluid, $u+c$ is the speed of acoustic waves in the $(r, t)$-frame. The inequalities (4.78) express the very fundamental fact concerning admissible shocks, namely, that they are supersonic with respect to the "front" (preshock) state and subsonic with respect to the "back" (postshock) state. (See the shock $\sigma_{3}$ in Figure 4.10.) Clearly, the same conclusion applies to the case of 1-shocks. However, the inequality $u_{+}-c_{+}<\sigma_{1}<u_{-}-c_{-}$ (see the shock $\sigma_{1}$ in Figure 4.10) now means $\sigma_{1}-u_{-}<-c_{-}, \sigma_{1}-u_{+}>-c_{+}$, so that the acoustic wave moving to the left at speed (relative to the fluid) $-c_{-}$ (resp. $-c_{+}$) is slower (resp. faster) than the shock. Thus, the shock is supersonic with respect to the state on its left, which is now regarded as the "front"


Figure 4.10. Right-facing $\left(\sigma_{3}\right)$ and left-facing $\left(\sigma_{1}\right)$ shocks.
(preshock) state. This is expressed by saying that 1 -shocks "face left" whereas 3-shocks "face right." We note also that the fluid crosses the shock trajectory from "front" to "back." Indeed, we have $\sigma_{3}>u_{+}$, whereas by the entropy condition (4.38) $\sigma_{3}>u_{-}$(see Figure 4.10). The same conclusion holds in the case of 1 -shocks. Note that these conclusions hold regardless of the signs of the speeds $\sigma_{1}, \sigma_{3}$. Both can be positive or negative (or the speeds can even be zero, in which case the shocks are stationary).

The jump conditions (4.76) for 1- and 3-shocks can be further developed, so as to give more specific algebraic expressions for the Hugoniot curves (i.e., the "shock" part of the interaction curve; see Definition 4.19). Such expressions are basic in the study of compressible fluid dynamics (and the GRP method). We shall present them later in the chapter, following the introduction of the Lagrangian framework.

## Lagrangian Coordinates

The Lagrangian representation of the flow is based on the flow map, that is, on tracking particles as they move about. This means that each particle is assigned a fixed set of parameters that uniquely characterize it at any time. These parameters are called the "Lagrangian coordinates" of the particle. They
can serve as a substitute of the standard underlying coordinate system (the "Eulerian" system) as long as the flow is sufficiently well "organized" (e.g., no two particles collide). In many cases, a natural choice for the Lagrangian coordinates of a particle is the set of its (Eulerian) coordinates at $t=0$. However, in our case of quasi-1-D flow there exists an alternative definition of the Lagrangian coordinate, which will prove to be instrumental in the solution of generalized Riemann problems.

Definition 4.32 The Lagrangian coordinate $\xi$ of the particle initially located $(t=0)$ at $r$ is given by

$$
\begin{equation*}
\xi=\int_{r_{0}}^{r} A(s) \rho(s, 0) d s \tag{4.79}
\end{equation*}
$$

where $r_{0}$ is a fixed point in the initial domain.

The coordinate $\xi$ is therefore (see Figure 4.9) the total mass initially enclosed in the duct section $r_{0} \leq s \leq r$ ( or $r \leq s \leq r_{0}$ with a negative sign, if $r<r_{0}$ ). Since by assumption particle paths issuing from two different points $r_{1} \neq r_{2}$ do not intersect each other, the transformation $r \rightarrow \xi(r, t)$ and its inverse $\xi(r, t) \rightarrow$ $r$ are well defined at all later times. The trajectory $t \rightarrow r(\xi, t)$ is the particle path starting at $r(\xi, 0)$ [which is the $r$ related to $\xi$ by (4.79)]. Thus,

$$
\begin{equation*}
\frac{\partial}{\partial t} r(\xi, t)=u(r(\xi, t), t) \tag{4.80}
\end{equation*}
$$

Also, the mass enclosed between any two particle paths $r(\xi, t)$ and $r(\xi+\Delta \xi, t)$ is constant in time and equal to its initial value $\Delta \xi$. Thus,

$$
\Delta \xi=\int_{r(\xi, t)}^{r(\xi+\Delta \xi, t)} A(s) \rho(s, t) d s
$$

Dividing by $\Delta \xi$ and letting $\Delta \xi \rightarrow 0$ we obtain

$$
1=A(r(\xi, t)) \cdot \rho(r(\xi, t), t) \cdot \frac{\partial}{\partial \xi} r(\xi, t)
$$

namely,

$$
\begin{equation*}
\frac{\partial}{\partial \xi} r(\xi, t)=[A(r(\xi, t)) \rho(r(\xi, t), t)]^{-1} \tag{4.81}
\end{equation*}
$$

Let $Q$ denote any flow variable (such as density or pressure) that is a function $Q=Q(r, t)$. By changing $r=r(\xi, t)$ it becomes a function $Q=Q(r(\xi, t), t)$ of the Lagrangian coordinate and time. For simplicity we shall persist with the notation $Q=Q(\xi, t)$, while indicating clearly (especially in differentiations) which variables are being used.

By (4.80), (4.81) the Lagrangian time derivative satisfies

$$
\begin{equation*}
\frac{\partial}{\partial t} Q(\xi, t)=\left.\frac{\partial}{\partial t} Q(r, t)\right|_{r=r(\xi, t)}+\left.u(\xi, t) \frac{\partial}{\partial r} Q(r, t)\right|_{r=r(\xi, t)} \tag{4.82}
\end{equation*}
$$

and is identical to the "total time derivative" $\frac{D}{D t}$ introduced earlier [see the paragraph preceding Equation (4.50)]. Thus, we can write the flow equations in terms of the basic variables $\tau=\frac{1}{\rho}, u$, and $E$ by simply recalling Equations (4.52), (4.53), and (4.55) and using (4.81), (4.82). We obtain the system

$$
\begin{gather*}
\frac{\partial}{\partial t} \mathbf{V}+\frac{\partial}{\partial \xi}(A \boldsymbol{\Phi}(\mathbf{V}))+A \frac{\partial}{\partial \xi} \boldsymbol{\Psi}(\mathbf{V})=\mathbf{0}  \tag{4.83}\\
\mathbf{V}=\left[\begin{array}{l}
\tau \\
u \\
E
\end{array}\right], \quad \boldsymbol{\Phi}(\mathbf{V})=\left[\begin{array}{r}
-u \\
0 \\
p u
\end{array}\right], \quad \boldsymbol{\Psi}(\mathbf{V})=\left[\begin{array}{l}
0 \\
p \\
0
\end{array}\right],
\end{gather*}
$$

where it is understood that all flow variables, as well as the coordinate $r$, are functions of $\xi, t$. In particular, $A=A(r(\xi, t))$. This system is equivalent to the basic system (4.45). As in the Eulerian case, we can replace the energy equation (in regions of smooth flow) by $\frac{\partial}{\partial t} S(\xi, t)=0$ [see (4.59)]. Doing so, and carrying out the differentiations in (4.83), we get, parallel to (4.62),

$$
\frac{\partial}{\partial t}\left[\begin{array}{l}
\tau  \tag{4.84}\\
u \\
S
\end{array}\right]+A\left[\begin{array}{ccc}
0 & -1 & 0 \\
-c^{2} \tau^{-2} & 0 & \left(\frac{\partial p}{\partial S}\right)_{\rho} \\
0 & 0 & 0
\end{array}\right] \cdot \frac{\partial}{\partial \xi}\left[\begin{array}{l}
\tau \\
u \\
S
\end{array}\right]+\frac{\partial A}{\partial \xi}\left[\begin{array}{r}
u \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right] .
$$

The eigenvalues of the system are now $\mu_{1}=-A \rho c, \mu_{2}=0, \mu_{3}=A \rho c$. As in Claim 4.30, the $\mu_{1}, \mu_{3}$ families are genuinely nonlinear whereas the $\mu_{2}$ family is linearly degenerate. In fact, the acoustic "impedance" $g=\rho c$ is the speed of sound relative to the fluid in the planar Lagrangian frame ( $A \equiv 1$ ). The $\mu_{1}, \mu_{3}$ characteristic curves are, respectively, the sound waves propagating in the $\pm \xi$ directions. The $\mu_{2}$ characteristics $(\xi=$ constant $)$ are the particle paths. There is no need to derive the characteristic relations anew from (4.84), as they are already given in total differential form by Equations (4.67). Retaining the
notation $A^{\prime}=\left.\frac{d}{d r} A(r)\right|_{r=r(\xi, t)}$, we obtain

$$
\begin{equation*}
d p \pm g d u=-A^{-1} A^{\prime} \text { guc } d t \quad \text { along } \quad \frac{d \xi}{d t}= \pm A g, \quad g=\rho c . \tag{4.85}
\end{equation*}
$$

Remark 4.33 The definition of a weak solution can be based on the system (4.83), as a substitute to (4.45). However, it is not at all evident that the resulting discontinuous waves (shocks or contact discontinuities) are those obtained from the Eulerian frame by the transformation $\xi=\xi(r, t)$. In fact, as the case of $v_{t}+v v_{x}=0$ and $\left(v^{2}\right)_{t}+\frac{2}{3}\left(v^{3}\right)_{x}=0$ (obtained by multiplying the first by $v$ ) shows, algebraic manipulation of a nonlinear equation may lead to different waves and jump conditions. However, the Lagrangian and Eulerian frames are indeed equivalent, as is shown in Wagner [116].

## Shock Waves - Detailed Study of the Jump Condition

The considerations following the jump condition (4.76) led us to some important conclusions concerning the nature of flow discontinuities. The density undergoes a jump across a contact discontinuity, whereas pressure and velocity remain continuous. In particular, there is no mass flux across such a discontinuity. However, mass is moving from front to back across 1 - and 3 -shocks. The entropy condition implies that the shock is supersonic (resp. subsonic) with respect to the front (resp. back) state. In the following paragraphs we shall study the jump conditions, as well as the characteristic relations throughout centered rarefaction waves, in more detail. The formulas derived here will serve as the basis for the solution of the Riemann and generalized Riemann problems.

Note first that the jump condition (4.76) is independent of the variable cross section $A(r)$. Using the basic form (4.45) it can be written in terms of the three algebraic relations
(i) $\sigma\left(\rho_{+}-\rho_{-}\right)=\rho_{+} u_{+}-\rho_{-} u_{-}$,
(ii) $\sigma\left(\rho_{+} u_{+}-\rho_{-} u_{-}\right)=\rho_{+} u_{+}^{2}+p_{+}-\left(\rho_{-} u_{-}^{2}+p_{-}\right)$,
(iii) $\sigma\left(\rho_{+} E_{+}-\rho_{-} E_{-}\right)=\left(\rho_{+} E_{+}+p_{+}\right) u_{+}-\left(\rho_{-} E_{-}+p_{-}\right) u_{-}$.

To fix the ideas, we assume that " + " and "-" denote, respectively, the front (preshock) and back (postshock) states (corresponding to a 3-shock as in Figure 4.10 , with $\sigma=\sigma_{3}$ ). Let $v_{ \pm}=u_{ \pm}-\sigma$ be the velocities of the fluid relative to the shock. It is then easy to see that Equations (4.86) take the form
(i) $\rho_{+} v_{+}=\rho_{-} v_{-}$
(ii) $\rho_{+} v_{+}^{2}+p_{+}=\rho_{-} v_{-}^{2}+p_{-}$,
(iii) $\left[\rho_{+}\left(e_{+}+\frac{1}{2} v_{+}^{2}\right)+p_{+}\right] v_{+}=\left[\rho_{-}\left(e_{-}+\frac{1}{2} v_{-}^{2}\right)+p_{-}\right] v_{-}$,
where $e=E-\frac{1}{2} u^{2}$ is the specific internal energy. These equations have a clear physical meaning: They express the balance of mass, momentum, and energy in a reference frame moving with the discontinuity. Since $v_{+}=u_{+}-\sigma<0$, the quantity $M=-\rho_{+} v_{+}>0$ is the mass flux across the shock front (from the preshock to the postshock state) per unit time and unit area.

Remark 4.34 The jump condition can be written in Lagrangian coordinates, using the notion of a weak solution to Equation (4.83). If $\sigma_{\mathrm{L}}=\xi^{\prime}(t)$ is the shock speed, the first condition yields

$$
\sigma_{\mathrm{L}}\left(\tau_{+}-\tau_{-}\right)=-A\left(u_{+}-u_{-}\right)=-A\left(v_{+}-v_{-}\right)
$$

$(A=A(r(\xi(t), t)))$. By the first equation in (4.87) this reduces to

$$
\begin{equation*}
\sigma_{\mathrm{L}}=A M \tag{4.88}
\end{equation*}
$$

In view of Definition (4.79) of the coordinate $\xi$, the equality (4.88) is easily understood; the shock speed is simply the total amount of mass crossing the shock front in unit time.

We now proceed as in Proposition 4.17, with regard to 3-shocks (associated with $C_{+}$characteristics). Given a state ( $\rho_{+}, p_{+}, u_{+}$), viewed as a preshock state, we search algebraic expressions for the locus of all possible left states ( $\rho_{-}, p_{-}$, $u_{-}$) that can be connected by an admissible 3-shock. To relate it to the general theory presented in Section 4.1, we might say that we look for explicit expressions for $\mathbf{u}_{k}(y)$, as in Proposition 4.17(ii). It turns out that in our case, the parameter $y$ is replaced by a thermodynamic quantity, most commonly the density $\rho$.

It is more convenient to use the form (4.87) for the jump conditions. Also, we shall use $\rho$ and $\tau=1 / \rho$ interchangeably. Combining (4.87)(i),(ii) we get, by $M \tau_{ \pm}=-v_{ \pm}$,

> (i) $M=\frac{p_{+}-p_{-}}{v_{+}-v_{-}}$
> (ii) $-M^{2}=\frac{p_{+}-p_{-}}{\tau_{+}-\tau_{-}}$
(iii) $\left(p_{+}-p_{-}\right)\left(\tau_{+}-\tau_{-}\right)=-\left(v_{+}-v_{-}\right)^{2}$
and

$$
\begin{equation*}
\left(p_{+}-p_{-}\right)\left(\tau_{+}+\tau_{-}\right)=-\left(v_{+}^{2}-v_{-}^{2}\right) \tag{4.90}
\end{equation*}
$$

Using (4.87)(iii) in (4.90) we obtain

$$
\frac{p_{+}-p_{-}}{2}\left(\tau_{+}+\tau_{-}\right)=i_{+}-i_{-}
$$

where $i=e+p \tau$ is the enthalpy, so that

$$
\begin{equation*}
\frac{p_{+}+p_{-}}{2}\left(\tau_{-}-\tau_{+}\right)=e_{+}-e_{-} \tag{4.91}
\end{equation*}
$$

Note the similarity between (4.91) and (4.49) by setting $d S=0$ in the latter. The shock transition is thus formally equivalent to an adiabatic process between $\left(\tau_{+}, e_{+}\right)$and $\left(\tau_{-}, e_{-}\right)$, at an average pressure $\left(p_{+}+p_{-}\right) / 2$.

From Equations (4.89) [either (ii) or (iii)] we infer that either $p_{-}>p_{+}$and $\rho_{-}>\rho_{+}$or $p_{-}<p_{+}$and $\rho_{-}<\rho_{+}$. We intend to show, on the basis of the entropy condition, that the second case (i.e., that for which the postshock state has lower pressure and density) must be excluded. To this end we make the physically plausible hypothesis that along the Hugoniot curve the speed of sound $c=c(\rho, p)$ increases as $\rho$ (or, equivalently $p$ ) increases.

Claim 4.35 The entropy condition (4.78) is satisfied only if $\rho_{-}>\rho_{+}, p_{-}>p_{+}$.

Proof Suppose to the contrary that $\rho_{-}<\rho_{+}, p_{-}<p_{+}$. Then by hypothesis $c_{-}=c\left(\rho_{-}, p_{-}\right)<c_{+}=c\left(\rho_{+}, p_{+}\right)$. Since $M>0$ we have $u_{-}<u_{+}$by (4.89)(i). Thus, $u_{-}+c_{-}<u_{+}+c_{+}$, contradicting (4.78).

From the general discussion in Proposition 4.17 we know that only "onehalf" of the curve representing all states ( $\rho_{-}, p_{-}, u_{-}$) satisfying (4.89), (4.91) [with a fixed right state $\left(\rho_{+}, p_{+}, u_{+}\right)$] actually qualifies as the "Hugoniot curve" of admissible states. It corresponds to $P_{3}^{+}$in Definition 4.19. In view of Claim 4.35 the Hugoniot curve consists of states for which $\rho_{-}>\rho_{+}, p_{-}>p_{+}$. These states satisfy (4.91), where $e_{-}=e\left(\tau_{-}, p_{-}\right)$is obtained by solving (for $e$ ) the equation of state $p=p(e, \rho)$. Under very general thermodynamical assumptions the relation (4.91) actually defines a smooth decreasing and convex curve in the $(\tau, p)$ plane. We refer the reader to Courant and Friedrichs [30] for a comprehensive treatment of this topic. It should be noted that (4.91) is purely thermodynamic. Strictly speaking, it represents the "projection" of the Hugoniot curve (which includes velocities) on the thermodynamic plane ( $\tau, p$ ). We summarize as follows:

Summary 4.36 For a fixed state $\left(\tau_{+}, p_{+}\right)$the equation

$$
\begin{equation*}
H(\tau, p)=\frac{p_{+}+p}{2}\left(\tau-\tau_{+}\right)+e(\tau, p)-e\left(\tau_{+}, p_{+}\right)=0 \tag{4.92}
\end{equation*}
$$

defines a smooth, monotonically decreasing, convex curve in the $(\tau, p)$ plane. It represents all thermodynamic states ( $\tau, p$ ) satisfying the Rankine-Hugoniot


Figure 4.11. The thermodynamic Hugoniot curve $P_{3}^{+}$, left states connected to $\left(\tau_{+}, p_{+}\right)$ by a 3 -shock.
jump conditions relative to $\left(\tau_{+}, p_{+}\right)$. In particular, if $\left(\tau_{+}, p_{+}\right)$is the right state, the part $P_{3}^{+}\left\{\tau<\tau_{+}, p>p_{+}\right\}$is the Hugoniot curve of all admissible left (postshock) states [connected to $\left(\tau_{+}, p_{+}\right)$by a 3-shock; see Figure 4.11].

Remark 4.37 The lower part of the graph $H=0$ in Figure 4.11 is also meaningful in this context. If we designate $\left(\tau_{+}, p_{+}\right)$as a left state, then it comprises all right states $(\tau, p)$ connected to $\left(\tau_{+}, p_{+}\right)$by a 3 -shock (see Remark 4.20). Since (4.92) is purely thermodynamic, it applies also to 1 -shocks. In other words, renaming $\left(\tau_{+}, p_{+}\right)$as $\left(\tau_{-}, p_{-}\right)$the part $P_{3}^{+}$is identical to $P_{1}^{+}$, the locus of all right states $(\tau, p)$ connected to the left state $\left(\tau_{-}, p_{-}\right)$by an admissible 1 -shock.

The entropy $S$ increases along $P_{3}^{+}$, as $\tau$ decreases (and $p$ increases). In fact, this is another (physical) aspect of the "entropy condition," which asserts that the entropy of admissible postshock states is higher than that of the preshock state.

Proposition 4.38 Let $p=p(\tau)$ represent the curve $P_{3}^{+}$. Then the entropy $S(\tau)=S(p(\tau), \tau)$ satisfies
(i) $\quad \frac{d S}{d \tau}<0, \quad \tau<\tau_{+}$,
(ii) $\left.\quad \frac{d S}{d \tau}\right|_{\tau=\tau_{+}}=\left.\frac{d^{2} S}{d \tau^{2}}\right|_{\tau=\tau_{+}}=0$.

Proof In terms of differentials along $P_{3}^{+}$, the relation (4.92) can be written as

$$
2 d e+\left(\tau-\tau_{+}\right) d p+\left(p+p_{+}\right) d \tau=0
$$

and from the general relation (4.49) we get

$$
2 T d S+\left(p_{+}-p\right) d \tau+\left(\tau-\tau_{+}\right) d p=0
$$

Equation (4.93)(i) now follows by $\frac{d p}{d \tau}<0$. We also get $S^{\prime}(\tau)=0$ at $\tau=\tau_{+}$. Differentiating once more we have

$$
2 T S^{\prime \prime}(\tau)+2 T^{\prime}(\tau) S^{\prime}(\tau)+\left(\tau-\tau_{+}\right) p^{\prime \prime}(\tau)=0 ;
$$

hence $S^{\prime \prime}(\tau)_{\tau=\tau_{+}}=0$.
The admissible part $P_{3}^{+}$of $H=0$ is, strictly speaking, the projection of the full Hugoniot curve (Definition 4.19) on the subspace ( $\tau, p$ ) of the thermodynamic variables. We shall still need the "velocity" part of the curve. Since either $\tau$ or $p$ can serve as parameters, we shall display it in the $(u, p)$ plane. As before, we consider the case of a 3 -shock, $\sigma=\sigma_{3}$. Since $M>0$, we obtain, from (4.89)(i) and $p_{-}>p_{+}$,

$$
\begin{equation*}
u_{-}>u_{+} \tag{4.94}
\end{equation*}
$$

(recall that $v_{ \pm}=u_{ \pm}-\sigma$ ). We now use (4.89)(iii) to get

$$
\begin{equation*}
u_{-}=u_{+}+\left[\left(p_{-}-p_{+}\right)\left(\tau_{+}-\tau_{-}\right)\right]^{1 / 2} . \tag{4.95}
\end{equation*}
$$

Inserting $\tau_{-}$as a function of $p_{-}\left[\right.$using (4.92)] we obtain a curve $u=u_{+}+\phi_{3}(p)$ (Figure 4.12), which represents the velocity behind an admissible 3 -shock as a function of the postshock pressure [given a right preshock state $\left(\rho_{+}, p_{+}, u_{+}\right)$]. Combining this curve with $P_{3}^{+}$of Figure 4.11 we obtain the "full" Hugoniot curve for the 3 -shock.

Remark 4.39 (Hugoniot for 1-shocks) Unlike the thermodynamic part of the Hugoniot curve (see Remark 4.37), the $u-p$ Hugoniot depends on direction. In other words, for a 1 -shock, the postshock relative velocity $v_{+}=u_{+}-\sigma$ is positive [see Figure 4.10 and the discussion following Equation (4.78)], so $M=-\rho_{+} v_{+}<0$ (which simply means that the fluid crossing the shock is moving from left to right). The equations (4.89)-(4.91) are still valid, with the roles of " $\pm$ " states now reversed; the " + " is the postshock state, while the " - " is the preshock state. For admissible 1 -shocks we therefore have $p_{+}>p_{-}$,


Figure 4.12. The 3-Hugoniot curve in the $(u, p)$ plane. $\left(u_{+}, p_{+}\right)$is the preshock state.
$\rho_{+}>\rho_{-}$, and $u_{+}<u_{-}[$by (4.89)(i) $]$. In particular, if we fix $\left(\tau_{+}, p_{+}\right)$(now as a right postshock state) the lower part of the curve $H=0$ (Figure 4.11) is the locus of all states ( $\tau, p$ ) connected (as preshock states) to ( $\tau_{+}, p_{+}$) by an admissible 1 -shock. As was noted in Remark 4.37, if ( $\tau_{+}, p_{+}$) is renamed ( $\tau_{-}, p_{-}$) and taken as a left (preshock) state, the upper part of $H=0$ (denoted as $P_{3}^{+}$in Figure 4.11) serves again as the locus of admissible postshock states connected to it by a 1 -shock. However, the expression for $u_{+}$[instead of (4.95)], where " + " is still the right state, is now

$$
\begin{equation*}
u_{+}=u_{-}-\left[\left(p_{-}-p_{+}\right)\left(\tau_{+}-\tau_{-}\right)\right]^{1 / 2} \tag{4.96}
\end{equation*}
$$

and expressing $\tau_{+}$in terms of $p_{+}$, we obtain the curve $u=u_{-}-\phi_{1}(p)$ (Figure 4.13) representing the velocity behind an admissible 1 -shock as a function of pressure.


Figure 4.13. The 1-Hugoniot curve in the $(u, p)$ plane. $\left(u_{-}, p_{-}\right)$is the preshock state.

Remark 4.40 It is worth observing (see Figures 4.12 and 4.13) that in all cases (1- or 3-shocks) we have $u_{-}>u_{+}$for admissible shocks.

We know from the general theory (Summary 4.14 and Proposition 4.17) that admissible postshock states form one-parameter families. In general, this is true only for "small" jumps. However, in the case of compressible fluid flow, this is true for arbitrary jumps, provided only that the thermodynamic assumptions leading to the existence of the curve $H=0$ [see Equation (4.92)] are valid. As we shall see later, this is true in particular for the important class of perfect gases. Furthermore, under the assumptions leading to Summary 4.36 the Hugoniot curves can be parametrized by any one of the flow variables, including the shock speed. This is stated as follows:

Proposition 4.41 Given a preshock state ( $\rho_{0}, p_{0}, u_{0}$ ), any admissible postshock state $\left(\rho_{1}, p_{1}, u_{1}\right)$ is fully determined either by one of the variables $\rho_{1}, p_{1}, u_{1}$ or by the corresponding shock speed $\sigma$.

Proof We may suppose that the shock is a 3-shock, in which case $\left(\rho_{0}, p_{0}, u_{0}\right)=$ $\left(\rho_{+}, p_{+}, u_{+}\right)$. From Summary 4.36 and Equation (4.95) we see that indeed any of the values $\rho_{-}, p_{-}, u_{-}$fully determines the other two. Furthermore, we have by (4.86)(i)

$$
\sigma_{3}=\frac{\rho_{+} u_{+}-\rho_{-} u_{-}}{\rho_{+}-\rho_{-}}
$$

Assume now that $\sigma_{3}$ is given. Then we know $v_{+}=u_{+}-\sigma_{3}$ and hence $M=$ $-\rho_{+} v_{+}$. According to (4.89)(ii), $-M^{2}$ is the slope of the segment connecting $\left(\tau_{+}, p_{+}\right)$to the point $\left(\tau_{-}, p_{-}\right) \in P_{3}^{+}$(see Figure 4.11). However, the convexity of $P_{3}^{+}$implies that the slope uniquely determines the point ( $\tau_{-}, p_{-}$) and hence also the velocity $u_{-}$.

## Centered Rarefaction Waves

The Rankine-Hugoniot jump condition (4.76) turned out to be independent of the variation in cross-sectional area [see the discussion following (4.76)]. This however is not the case with centered rarefaction waves; the cross-sectional area $A(r)$ plays a significant role in determining their structure. Indeed, unlike the case of a shock, where the speed is determined by the limiting values of the flow variables, the CRW represents a "full structure" of characteristic curves fanning out of a common center. In the strict conservation form, as discussed in Section 4.1, the characteristic curves are straight lines, each carrying
constant values of all components of the solution (see Definition 4.5). In our context of quasi-1-D flow, this applies only to planar flow (see Remark 4.31). In the more general case $\left[A^{\prime}(r) \neq 0\right]$ the planar case serves as a limiting ("asymptotic") part of the solution, for infinitesimally short time. In other words, the instantaneous values of the flow variables at the center are determined by the planar approximation. The characteristic curves emanating from the center then bend, modified by the cross-sectional area variation. The flow variables evolve along each curve, subject to the characteristic relations (4.66), (4.67).

We note that the treatment of a CRW, as given in Definition 4.5, was based on the fact that it connects two constant states, $\mathbf{u}_{\mathrm{r}}$ and $\mathbf{u}_{1}$. If, however, the "head" or "tail" characteristic curve (the extreme curves of the CRW fan) propagates into a nonuniform region, its slope varies according to Equation (4.64). In particular, all characteristic curves in the CRW become curvilinear and the solution is no longer self-similar. This observation is valid even in the planar case. As we shall see in Chapter 5, the treatment of the "non-self-similar" CRW is fundamental in the solution of the generalized Riemann problem.

We shall study only the planar case here [Equation (4.47)], deferring the quasi-1-D case to Section 5.1. Thus, we may invoke the general theory of Section 4.1 and study in detail the features of a 1-CRW. Recall that in view of Claim 4.30 both $\lambda_{1}$ and $\lambda_{3}$ characteristic families are genuinely nonlinear, thus enabling CRW solutions.

As in the shock case, we use " + " and " - " to indicate, respectively, right and left states. They are now separated by the CRW fan, which consists of straight $C_{-}$characteristics (see Figure 4.14). As in Definition 4.7, we let $y$ be the slope of the line $C_{-}^{y}, u_{-}-c_{-} \leq y \leq u_{+}-c_{+}$. All flow variables are constant


Figure 4.14. A planar 1-CRW. It is necessarily isentropic.
along $C_{-}^{y}$, and we denote them as $u(y), \rho(y) \ldots$ In particular, $u\left(u_{ \pm}-c_{ \pm}\right)=$ $u_{ \pm}, c\left(u_{ \pm}-c_{ \pm}\right)=c_{ \pm}$, and in general

$$
\begin{equation*}
y=u(y)-c(y), \quad u_{-}-c_{-} \leq y \leq u_{+}-c_{+} \tag{4.97}
\end{equation*}
$$

The particle paths $C_{0}$ are also depicted in Figure 4.14. They intersect the $C_{-}^{y}$ curves transversally, since their slopes at the point of intersection are $u(y)>$ $u(y)-c(y)$. The flow within the CRW (outside of the singularity at 0 ) is smooth, so that by (4.67)(ii) the particle paths are adiabatic, carrying constant values of the entropy $S$. Since, by assumption, the entropy is uniform along the extreme characteristic lines $y=u_{ \pm}-c_{ \pm}$(being adjacent to constant states), it is uniform throughout the CRW. We have therefore established the following:

Claim 4.42 A planar CRW (connecting two constant states) is isentropic. In particular, the entropies of the two constant states are equal.

This observation enables us to fully resolve the CRW. Let $S$ be the constant entropy. Then $c^{2}=\left(\frac{\partial p}{\partial \rho}\right)_{S}$ is a function of $\rho$. Any characteristic curve $C_{+}$traverses the CRW and can be parametrized by $y$, designating its point of intersection with $C_{-}^{y}$. The density $\rho(y)$ along $C_{+}$determines $c(y)$. Implementing Equation (4.72) we obtain

$$
\begin{equation*}
R_{+}(\rho(y), u(y)) \equiv \int_{\rho_{-}}^{\rho(y)} \frac{c(\rho)}{\rho} d \rho+u(y)=k, \quad u_{-}-c_{-} \leq y \leq u_{+}-c_{+} \tag{4.98}
\end{equation*}
$$

where $k$ is a constant. It can be determined by using either endpoint $y=$ $u_{ \pm}-c_{ \pm}$,

$$
\begin{equation*}
k=u_{-}=u_{+}+\int_{\rho_{-}}^{\rho_{+}} \frac{c(\rho)}{\rho} d \rho \quad(1-\mathrm{CRW}) \tag{4.99}
\end{equation*}
$$

If $u_{+}<u_{-}$we must have $\rho_{+}>\rho_{-}$, but then $c_{+}=c\left(\rho_{+}\right)>c_{-}=c\left(\rho_{-}\right)$and $u_{+}-c_{+}<u_{-}-c_{-}$, which contradicts the assumed structure of the CRW (see Figure 4.14). Furthermore, we may apply the same considerations to any sector of the CRW, corresponding to $y_{1} \leq y \leq y_{2}$, which is also a CRW. We obtain therefore, $u\left(y_{2}\right) \geq u\left(y_{1}\right)$, whereas $p\left(y_{2}\right) \leq p\left(y_{1}\right)$ and $\rho\left(y_{2}\right) \leq \rho\left(y_{1}\right)$. Thus, we have the following corollary.

Corollary 4.43 Across the CRW (in the direction of particle paths) the velocity increases whereas density and pressure decrease.


Figure 4.15. A 1-CRW in Lagrangian representation. The $C_{+}$curves are hyperbolas within the CRW.

This corollary justifies the terminology "rarefaction wave," inasmuch as the fluid "rarefies" as it moves across the wave. (Observe that the " $\pm$ " in (4.72) refer to the two different Riemann invariants and should not be confused with the " $\pm$ " used here to designate the two constant states. Here we are using the Riemann invariant $R_{+}$, which is constant along $C_{+}$.) Of course, a more explicit relation between $u(y)$ and $\rho(y)$ can be obtained only when we have a more explicit equation $c=c(\rho)$. This will be done in the following for the case of a perfect (polytropic) gas.

Finally, we note that once $u(y), \rho(y)$, and $c(y)$ are determined by (4.98), they are the constant values of the solution along the line $x=y t$.

We conclude the treatment of a planar CRW by studying its representation in Lagrangian coordinates. Specializing to a 1-CRW, we recall [see Equation (4.84)] that the slopes of the $C_{-}$characteristic lines are $-g=-\rho c$ [since $A(r) \equiv 1$ ]. In particular, all slopes are negative (see Figure 4.15). By definition, the particle paths are vertical lines $\xi=$ constant, whereas the $C_{+}$ characteristic curves satisfy $\frac{d \xi}{d t}=g$. Here the slopes $-g$ play a role analogous to that of $y$ in the preceding case. In particular, $-g=\xi / t$ throughout the CRW, and the equation for the $C_{+}$curves becomes $\frac{d \xi}{d t}=-\frac{\xi}{t}$; hence $\xi t=$ constant . We summarize in the following claim.

Claim 4.44 Consider a 1-CRW for planar flow, in the Lagrangian framework. Then the $C_{-}$characteristic lines are given by

$$
\xi=-g t, \quad g_{+} \leq g \leq g_{-}
$$

(necessarily $g_{-}=\rho_{-} c_{-} \geq g_{+}=\rho_{+} c_{+}$). The $C_{+}$curves are the hyperbolas

$$
C_{+}: \xi t=k, \quad k<0
$$

where $k=-g_{-}^{-1} \xi_{-}^{2}$ if the curve intersects $\xi=-g_{-}$t at $\left(\xi_{-},-g_{-}^{-1} \xi_{-}\right)$.

We shall return to the study of non-self-similar centered rarefaction waves in Section 5.1.

## The Riemann Problem (RP) for Planar Flows

The system (4.47) of the equations governing planar flow is in conservation form and is thus subject to the general framework discussed in Section 4.1. In particular, one can study the Riemann problem associated with the system (see Definition 4.26).

The role played by the RP in all aspects of fluid dynamics is indeed remarkable. It was initiated by Riemann in his pioneering work on mathematical fluid dynamics (see Courant and Friedrichs [30, Chapter III, Section 80] and historical comments there). Since the early times of computational fluid dynamics it served as a cornerstone in the construction of discrete schemes (Godunov [56], Glimm [49], and references in Godlewski and Raviart [55]). As we shall see in Chapter 6 (and, in fact, have already seen in Chapter 3) the Riemann problem is accepted as a universal tool in measuring the efficiency and accuracy of various numerical schemes. In the field of physical fluid dynamics it is better known as the "shock tube" problem. It is extensively used in the analysis of a wide variety of experiments (see the Handbook of Shock Waves [16]).

The theory developed in Section 4.1 allows us to conclude that, given two sufficiently close states $\mathbf{U}_{\mathrm{R}}, \mathbf{U}_{\mathrm{L}}$ there exists a unique, self-similar solution to the IVP (4.47) [or, equivalently, to (4.62), with $A \equiv 1$ ], subject to the initial data

$$
\mathbf{U}(x, 0)= \begin{cases}\mathbf{U}_{\mathrm{L}}, & x<0  \tag{4.100}\\ \mathbf{U}_{\mathrm{R}}, & x>0\end{cases}
$$

We denote this solution by $\mathbf{R}\left(\frac{x}{t} ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right)$. It consists in general of three waves $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$. In view of Claim 4.30, $\Gamma_{1}$ and $\Gamma_{3}$ can be either admissible shocks or centered rarefaction waves. $\Gamma_{2}$ is necessarily a contact discontinuity. The flow between any two adjacent waves is uniform. For suitably chosen initial data, one or two waves may be absent.

It is our intention to develop in more detail the solution to the RP in the context of planar flow. As a rule, the RP can now be solved for quite general initial data


Figure 4.16. A schematic solution to the RP for planar flow.
(not necessarily close) as long as the equation of state is not "pathological." By this we mean that, in addition to the thermodynamical assumptions underlying Summary 4.36, the "Interaction Curves", as given in Summary 4.45 below, remain convex for a large range of pressures and densities. However, a comprehensive discussion of this topic is beyond the scope of this monograph, and we refer the reader to Godlewski and Raviart [55] and references therein.

As a starting point in our treatment, we recall that the variables $p, u$ are continuous across a contact discontinuity [see (4.77)]. It follows that $p=$ $p^{*}, u=u^{*}$ are constant in the whole sector between the waves $\Gamma_{1}$ and $\Gamma_{3}$ (see Figure 4.16). The basic idea is then to locate $u^{*}, p^{*}$ as the common point of the $u-p$ interaction curves (see Definition 4.19) for the states $\mathbf{U}_{\mathrm{R}}, \mathbf{U}_{\mathrm{L}}$.

Recall that the part $P_{3}^{+}$of the curve $H(\tau, p)=0$ (see Summary 4.36) is the locus of all left states $(\tau, p)$ connected to the right state $\left(\tau_{+}, p_{+}\right)$by an admissible 3 -shock. The lower part of that curve ( $\tau>\tau_{+}$) is not the lower part of the 3interaction curve (see Remark 4.37). Indeed, the lower part of the interaction curve (Definition 4.19) consists of the left states ( $\tau, p$ ) connected to ( $\tau_{+}, p_{+}$) by a 3-CRW. Thus, in view of Claim 4.42, it is simply the isentropic curve $S(p, \tau)=S\left(p_{+}, \tau_{+}\right)$(restricted to $\left.\tau \geq \tau_{+}\right)$through the point $\left(\tau_{+}, p_{+}\right)$in the $(\tau, p)$ thermodynamic plane. We can refer to this full curve as the "projection" of the (right) 3-interaction curve on the ( $\tau, p$ ) plane. We note that in view of the general theory [see Equation (4.25)] the joint curve has a continuous tangent at $\left(\tau_{+}, p_{+}\right) .{ }^{10}$

[^12]Turning now to the representation of the interaction curve in the $(u, p)$ plane, we repeat the same procedure, patching together the "shock" part [projection of the full Hugoniot curve on the $(u, p)$ plane] and the "rarefaction" part. Specializing now to the 1 -interaction curve we obtain the shock part from (4.96) (see Figure 4.13) and the rarefaction part from (4.98). For future reference we summarize as follows.

Summary 4.45 Given a left state ( $\tau_{-}, p_{-}, u_{-}$), of entropy $S_{-}=S\left(p_{-}, \tau_{-}\right)$, let $I_{1}^{1}$ be its (left) 1-interaction curve, consisting of all right states that can be connected to it by an admissible 1 -shock or a CRW. Then its projection on the $(u, p)$ plane is given by

$$
u= \begin{cases}u_{-}-\phi_{1}(p)=u_{-}-\left[\left(p_{-}-p\right)\left(\tau-\tau_{-}\right)\right]^{1 / 2}, & p>p_{-}  \tag{4.101}\\ u_{-}-\int_{\rho_{-}}^{\rho} \frac{c(\beta)}{\beta} d \beta, & p<p_{-}\end{cases}
$$

In the top line $\tau$ is determined from $p$ by the implicit relation $H(\tau, p)=0$ [through ( $\tau_{-}, p_{-}$); see (4.92) and Remark 4.37] and in the bottom line $c=c(\rho)$ and $\rho=\rho(p)$ along the isentropic curve $S(p, \tau)=S_{-}$.

We obtain in the same way the curve $I_{3}^{\mathrm{r}}$. It is the locus of all left states connected to the right state $\left(\tau_{+}, p_{+}, u_{+}\right)$by a 3-wave (admissible shock or CRW). Combining (4.95) and the Riemann invariant $R_{-}(\rho, u)$ [see Equation (4.72)] gives its projection on the $(u, p)$ plane [in analogy with (4.101)]:

$$
u= \begin{cases}u_{+}+\phi_{3}(p)=u_{+}+\left[\left(p-p_{+}\right)\left(\tau_{+}-\tau\right)\right]^{1 / 2}, & p>p_{+}  \tag{4.102}\\ u_{+}+\int_{\rho_{+}}^{\rho} \frac{c(\beta)}{\beta} d \beta, & p<p_{+}\end{cases}
$$

Note that by (4.95), (4.96) the curves are symmetric with respect to $u=u_{ \pm} .{ }^{11}$ We refer to Figure 4.17 where both curves are schematically shown.

In view of the foregoing discussion, the solution to the RP is a straightforward matter.

[^13]

Figure 4.17. $u-p$ representation of $I_{1}^{l}, I_{3}^{r}$ interaction curves. The parts $p>p_{ \pm}$represent shocks.

Construction 4.46 (Solution to the RP-planar flow) Let the right and left states $\mathbf{U}_{\mathrm{R}}$ and $\mathbf{U}_{\mathrm{L}}$, respectively, be given. In the ( $u, p$ ) plane construct the curves
$I_{3}^{\mathrm{r}}$ with respect to the right state $\mathbf{U}_{\mathrm{R}}$, $I_{1}^{1}$ with respect to the left state $\mathbf{U}_{\mathrm{L}}$.

Let $\left(u^{*}, p^{*}\right)$ be theirpoint of intersection in the $(u, p)$ plane. Then the solution to the $R P$ with initial data $\mathbf{U}(x, 0)$ as in $(4.100)$ is depicted in Figure 4.16, where
$\Gamma_{2}$ is a contact discontinuity moving at speed $u^{*}$,
$\Gamma_{1}$ is an admissible 1 -shock (resp. 1-CRW) if $p^{*}>p_{\mathrm{L}}$ (resp. $p^{*}<p_{\mathrm{L}}$ ), $\Gamma_{3}$ is an admissible 3-shock (resp. 3-CRW) if $p^{*}>p_{\mathrm{R}}$ (resp. $p^{*}<p_{\mathrm{R}}$ ),

The pressure $p=p^{*}$ is uniform in the sectorial region between $\Gamma_{1}$ and $\Gamma_{3}$. The density $\rho_{\mathrm{L}}^{*}$ is uniform in the sectorial region $\left[\Gamma_{1}, \Gamma_{2}\right]$, and is determined by the respective interaction curve in the ( $\tau, p$ ) plane from the knowledge of $\mathbf{U}_{\mathrm{L}}$ and $p^{*}$. If $\Gamma_{1}$ is a shock, use Proposition 4.41; if $\Gamma_{1}$ is a CRW, use the fact that $\left(\rho_{\mathrm{L}}, p_{\mathrm{L}}\right)$ and $\left(\rho_{\mathrm{L}}^{*}, p^{*}\right)$ are isentropic. Similarly, $\rho_{\mathrm{R}}^{*}$ is uniform in the sectorial region $\left[\Gamma_{2}, \Gamma_{3}\right]$, and is likewise determined from the state $\mathbf{U}_{\mathrm{R}}$ and the wave $\Gamma_{3}$.


Figure 4.18. Solutions to the Riemann problem.
In Figure 4.18 we present two possible solutions of Riemann problems based on the preceding analysis.

Remark 4.47 The analysis of the RP presumes the intersection of $I_{1}^{1}$ and $I_{3}^{\mathrm{r}}$ [in the $(u, p)$ plane]. As has been observed earlier, the general theory does not necessarily guarantee such an intersection, if the states $\mathbf{U}_{\mathrm{R}}$ and $\mathbf{U}_{\mathrm{L}}$ are not sufficiently close. We shall see shortly that this question can be fully resolved in the case of a perfect gas.

Remark 4.48 (The RP in Lagrangian coordinates) The planar RP in Lagrangian coordinates is the IVP for the system (4.83), where $A \equiv 1$ and

$$
\mathbf{V}(\xi, 0)= \begin{cases}\mathbf{V}_{\mathrm{L}}, & \xi<0  \tag{4.103}\\ \mathbf{V}_{\mathrm{R}}, & \xi>0\end{cases}
$$

In view of Definition 4.32 [and Equation (4.79) there, with $r_{0}=0$ ], $\xi=\rho_{\mathrm{R}} r$ (resp. $\xi=\rho_{\mathrm{L}} r$ ) for $r>0$ (resp. $r<0$ ). The features of the solution, including its self-similar character, are then readily obtained from Construction 4.46. It is further simplified by the fact that the contact discontinuity (the wave $\Gamma_{2}$ ) coincides with the line $\xi=0$ and carries the constant (and equal on both sides) values $u=u^{*}, p=p^{*}$. Thus, the wave $\Gamma_{1}$ necessarily propagates into the domain $\{\xi<0\}$, whereas $\Gamma_{3}$ propagates into the domain $\{\xi>0\}$. Note further that in this case the CRW has a simple form as in Claim 4.44.

## Perfect ( $\gamma$-Law) Gas

The most common equation of state for gases is that of a perfect gas (see Landau and Lifshitz [74]), sometimes also referred to as a polytropic gas (see Courant and Friedrichs [30]). In addition to serving as a common model in physics, it is used almost exclusively in the investigation of advanced numerical methods
for fluid dynamics. In terms of the specific internal energy $e$ and the density $\rho$, the pressure is given by

$$
\begin{equation*}
p=(\gamma-1) \rho e, \tag{4.104}
\end{equation*}
$$

where $\gamma>1$ is a constant that depends on the gas. ${ }^{12}$ Furthermore, in such gases one has $e=c_{v} T$, where $T$ is the temperature, so that the first law of thermodynamics (4.49) can be explicitly integrated. Regarding now $p$ as a function of $(\rho, S)$ [see (4.60)] we can write

$$
\begin{equation*}
p=A(S) \rho^{\gamma} \tag{4.105}
\end{equation*}
$$

where $A(S)$ is a function of entropy given by

$$
\begin{equation*}
A(S)=\exp \left(\frac{S}{c_{v}}\right) \tag{4.106}
\end{equation*}
$$

We refer to Courant and Friedrichs [30, Chapter I, Sections 3 and 4] for a detailed discussion of this topic.

Owing to the form (4.105) of the isentropic curves, the term " $\gamma$-law gas" is also used for perfect gases.

It follows from the definition (4.61) that the speed of sound is given explicitly by

$$
\begin{equation*}
c^{2}=\frac{\gamma p}{\rho} \tag{4.107}
\end{equation*}
$$

and the Riemann invariants for isentropic flow [see (4.72)] take the form

$$
\begin{equation*}
R_{ \pm}(\rho, u)=\frac{2}{\gamma-1} c \pm u \tag{4.108}
\end{equation*}
$$

Next, we can find explicit expressions for the Hugoniot curve. To do this it is convenient to introduce a constant $\mu$ such that

$$
\begin{equation*}
\mu^{2}=\frac{\gamma-1}{\gamma+1} \tag{4.109}
\end{equation*}
$$

Inserting (4.104) in (4.92) we find

$$
\begin{equation*}
2 \mu^{2} H(\tau, p)=\left(\tau-\mu^{2} \tau_{+}\right) p-\left(\tau_{+}-\mu^{2} \tau\right) p_{+} \tag{4.110}
\end{equation*}
$$

Recall (Summary 4.36) that when $\left(\tau_{+}, p_{+}\right)$is a preshock state, all possible postshock states $(\tau, p)$ are given by $H(\tau, p)=0$, with $p>p_{+}, \tau<\tau_{+}$. Inserting

12 More specifically, $\gamma=1+\frac{R}{\lambda c v}$, where $R$ is the universal constant of gases, $\lambda$ is the molecular weight of the gas, and $c_{v}$ is its specific heat at constant volume. Typically, $\gamma=5 / 3$ for a monatomic gas, and $\gamma=7 / 5$ for a diatomic gas. (See Fermi [46] for a detailed account.)
this in (4.95), we find the explicit form for the projection of the Hugoniot curve of a 3 -shock on the $(u, p)$ plane,

$$
\begin{equation*}
u=u_{+}+\phi_{3}(p)=u_{+}+\left(p-p_{+}\right) \sqrt{\frac{\left(1-\mu^{2}\right) \tau_{+}}{p+\mu^{2} p_{+}}} \tag{4.111}
\end{equation*}
$$

Using (4.107) this can also be written as

$$
\begin{equation*}
u=u_{+}+\frac{c_{+}}{\gamma p_{+}} \cdot\left(p-p_{+}\right)\left[1+\left(\frac{\gamma+1}{2 \gamma}\right) \frac{p-p_{+}}{p_{+}}\right]^{-1 / 2} \tag{4.112}
\end{equation*}
$$

and similarly, by (4.96) for a 1-shock,

$$
\begin{equation*}
u=u_{-}-\phi_{1}(p)=u_{-}-\left(p-p_{-}\right) \sqrt{\frac{\left(1-\mu^{2}\right) \tau_{-}}{p+\mu^{2} p_{-}}} \tag{4.113}
\end{equation*}
$$

which, in analogy with (4.112), can be written as

$$
\begin{equation*}
u=u_{-}-\frac{c_{-}}{\gamma p_{-}} \cdot\left(p-p_{-}\right)\left[1+\left(\frac{\gamma+1}{2 \gamma}\right) \frac{p-p_{-}}{p_{-}}\right]^{-1 / 2} \tag{4.114}
\end{equation*}
$$

where now ( $\tau_{-}, p_{-}, u_{-}$) is the preshock state, and $p>p_{-}, \tau<\tau_{-}$.
Note that if $\rho_{+}, p_{+}$and $\rho, p$ are isentropic then the corresponding speeds of sound satisfy

$$
\frac{c}{c_{+}}=\left[\frac{p}{p_{+}}\right]^{\frac{\gamma-1}{2 \gamma}}
$$

The general expressions (4.101), (4.102) for the ( $u, p$ ) interaction curves can now be rewritten in explicit algebraic form, by combining the expressions (4.108) for the Riemann invariants and Equations (4.111)-(4.114). For later reference, we summarize as follows:

Summary 4.49 Given a left (resp. right) state $\mathbf{U}_{\mathrm{L}}=\left(\tau_{\mathrm{L}}, p_{\mathrm{L}}, u_{\mathrm{L}}\right)\left[\right.$ resp. $\mathbf{U}_{\mathrm{R}}=$ $\left(\tau_{\mathrm{R}}, p_{\mathrm{R}}, u_{\mathrm{R}}\right)$ ], with entropy $S_{\mathrm{L}}$ and speed of sound $c_{\mathrm{L}}\left(\right.$ resp. $\left.S_{\mathrm{R}}, c_{\mathrm{R}}\right)$, let $I_{1}^{1}$ and $I_{3}^{\mathrm{r}}$ be the corresponding left and right interaction curves, as in Summary 4.45. Then their projections on the $(u, p)$ plane are given by

$$
u= \begin{cases}u_{\mathrm{L}}-\frac{c_{\mathrm{L}}}{\gamma p_{\mathrm{L}}} \cdot\left(p-p_{\mathrm{L}}\right)\left[1+\left(\frac{\gamma+1}{2 \gamma}\right) \frac{p-p_{\mathrm{L}}}{p_{\mathrm{L}}}\right]^{-1 / 2}, & p \geq p_{\mathrm{L}}  \tag{4.115}\\ u_{\mathrm{L}}-\left(\frac{2}{\gamma-1}\right) c_{\mathrm{L}} \cdot\left[\left(\frac{p}{p_{\mathrm{L}}}\right)^{\frac{\gamma-1}{2 \gamma}}-1\right], & p \leq p_{\mathrm{L}}\end{cases}
$$

for the $I_{1}^{1}$ interaction curve and by

$$
u= \begin{cases}u_{\mathrm{R}}+\frac{c_{\mathrm{R}}}{\gamma p_{\mathrm{R}}} \cdot\left(p-p_{\mathrm{R}}\right)\left[1+\left(\frac{\gamma+1}{2 \gamma}\right) \frac{p-p_{\mathrm{R}}}{p_{\mathrm{R}}}\right]^{-1 / 2}, & p \geq p_{\mathrm{R}}  \tag{4.116}\\ u_{\mathrm{R}}+\left(\frac{2}{\gamma-1}\right) c_{\mathrm{R}} \cdot\left[\left(\frac{p}{p_{\mathrm{R}}}\right)^{\frac{\gamma-1}{2 \gamma}}-1\right], & p \leq p_{\mathrm{R}}\end{cases}
$$

for the $I_{3}^{\mathrm{r}}$ interaction curve.
The projections of the interaction curves on the $(\tau, p)$ plane are given by

$$
\tau= \begin{cases}\tau_{\mathrm{L}} \frac{p_{\mathrm{L}}+\mu^{2} p}{p+\mu^{2} p_{\mathrm{L}}}, & p \geq p_{\mathrm{L}}  \tag{4.117}\\ \tau_{\mathrm{L}}\left(\frac{p_{\mathrm{L}}}{p}\right)^{\frac{1}{\gamma}}, & p \leq p_{\mathrm{L}}\end{cases}
$$

for the $I_{1}^{1}$ interaction curve and by

$$
\tau= \begin{cases}\tau_{\mathrm{R}} \frac{p_{\mathrm{R}}+\mu^{2} p}{p+\mu^{2} p_{\mathrm{R}}}, & p \geq p_{\mathrm{R}}  \tag{4.118}\\ \tau_{\mathrm{R}}\left(\frac{p_{\mathrm{R}}}{p}\right)^{\frac{1}{\gamma}}, & p \leq p_{\mathrm{R}}\end{cases}
$$

for the $I_{3}^{\mathrm{r}}$ interaction curve.

The interaction curves $I_{1}^{1}, I_{3}^{\mathrm{r}}$ intersect the zero pressure line at the points $u_{1}=u_{\mathrm{L}}+\left(\frac{2}{\gamma-1}\right) c_{\mathrm{L}}$ and $u_{\mathrm{r}}=u_{\mathrm{R}}-\left(\frac{2}{\gamma-1}\right) c_{\mathrm{R}}$, respectively. These points have a clear meaning. For example, when a 1-CRW propagates into a state ( $\tau_{\mathrm{L}}, p_{\mathrm{L}}, u_{\mathrm{L}}$ ), the velocity $u_{l}$ is the maximum velocity attained by the rarefied gas, when the tail pressure (at the back state) vanishes. Inspection of the expressions for the interaction curve shows clearly that they do not intersect (at a nonnegative pressure) if and only if $u_{\mathrm{r}}>u_{1}$. In view of Construction 4.46 we conclude that this is also the only case in which the Riemann problem is not solvable. We can summarize this as follows.

Corollary 4.50 Given left and right states, $\mathbf{U}_{\mathrm{L}}$ and $\mathbf{U}_{\mathrm{R}}$, respectively, as in Summary 4.49, the planar Riemann problem (4.47), (4.100) for a $\gamma$-law gas is solvable in all cases, except for the case where $u_{\mathrm{r}}>u_{1}$.

Remark 4.51 The solution to the RP in this case consists of solving a pair of nonlinear algebraic equations. Note that if the variable $p$ is replaced by $\zeta=p^{\frac{\gamma-1}{2 \gamma}}$, the rarefaction parts of the interaction curves are transformed into linear relations between $u$ and $\zeta$. In Appendix C we describe in detail an efficient
"Riemann solver," where this fact is exploited. Because of the basic role played by the Riemann problem in many modern numerical methods, the literature concerning efficient Riemann solvers (for perfect as well as general gases) is very rich. We refer the reader to the papers by Alcrudo and Garcia-Navarro [1], Chorin [25], Dai and Woodward [35], Garcia-Navarro, Hubbard, and Priestley [47], Saurel, Larini, and Loraud [99], Schulz-Rinne [100], Teng [109], and Yang and Przekwas [122], as well as to Toro's book [111] and references therein.

Another interesting phenomenon in connection with the Hugoniot curve of a perfect gas is related to its "high end," namely, when the pressure increases to infinity. From Equation (4.110) we see that if, along the curve $H(\tau, p)=0$, we let $\frac{p}{p_{+}}$go to infinity, the ratio $\frac{\tau}{\tau_{+}}$tends to $\mu^{2}$. We therefore have the following conclusion.

Corollary 4.52 (An "infinite shock") As the pressure increases to infinity along the Hugoniot curve of a perfect gas, the "compression ratio" $\frac{\rho}{\rho_{+}}$approaches the limiting value $\frac{\gamma+1}{\gamma-1}$.

## The Generalized Riemann Problem (GRP) for Compressible Fluid Dynamics

This chapter is concerned with the main topic of the monograph, namely, the solution of the GRP for quasi-1-D, inviscid, compressible, nonisentropic, timedependent flow. In Section 5.1 we formulate the problem and study its solution in the Lagrangian and Eulerian frames. In particular, we state and prove the main ingredient in the GRP method, Theorem 5.7. A weaker form of this theorem leads to the "acoustic approximation" (Proposition 5.9). Summary 5.24 gives a step-by-step description of the GRP analysis. In Section 5.2 we present the GRP methodology for the construction of second-order, high-resolution finite-difference (or finite-volume) schemes. Starting out from the (first-order) Godunov scheme, we present the basic $\left(E_{1}\right)$ GRP scheme. It is based on the acoustic approximation and constitutes the simplest second-order extension of Godunov's scheme. This is followed by a presentation of the full array of GRP schemes (as well as MUSCL). Generally speaking, the presentation in this chapter follows closely the GRP papers [7] and [10].

### 5.1 The GRP for Quasi-1-D, Compressible, Inviscid Flow

In Section 4.2 we studied the Euler equations (4.45) governing the quasi-1-D flow in a duct of variable cross section. We emphasized in particular the role of the Riemann problem ("shock tube problem"), namely, the IVP subject to initial data (4.100). As we shall see in this chapter, the solution to the Riemann problem is a basic ingredient in the numerical resolution of the flow. It was observed that in the planar case (4.47) of uniform cross-sectional area this solution is "selfsimilar" and is readily obtained by solving a pair of algebraic equations (see Construction 4.46 and Figure 4.16). In the important special case of a perfect gas this procedure is further simplified, as seen in Appendix C. The simplicity of the solution is conducive to the selection of a numerical scheme based on
the Riemann problem solution. ${ }^{1}$ However, as already noted in Section 3.2, such a scheme ("Godunov's scheme") yields poor results in the resolution of singularities, even in the scalar case. It was further demonstrated there that the resolution is greatly improved when switching to piecewise-linear data, thus leading to the generalized Riemann problem. Turning back to the quasi-1-D system (4.45), we noted in Remark 4.31 that it is not in strict conservation form. In particular, one cannot expect here a self-similar solution to the Riemann problem, implying that it cannot be reduced to an algebraic problem, as in the planar case. Thus, in dealing with the general case, we have to resort to further analysis of the problem, even in the case of initial data as in (4.100) (see Glimm, Marshall, and Plohr [53] in this case). Replacing the piecewiseconstant by piecewise-linear initial data brings about a dramatic improvement in the numerical results. This has been observed in Section 3.2 in the scalar case and was first established for the fluid-dynamical case in the pioneering work of van Leer (see van Leer [112]). We shall therefore concentrate in this section on the IVP for the system (4.45), with initial data that are linear on the two sides of the singularity, across which both the functions and their slopes may experience a jump. The term "generalized Riemann problem" (GRP) has been attached to this problem (see Section 3.1 and Ben-Artzi and Falcovitz [7]) and we shall employ it henceforth.

The analytic treatment of the GRP given here relies on some basic theoretical results, which we now proceed to describe. We refer the reader to Harabetian [60] and to Godlewski and Raviart [55] and references therein for detailed analysis.

## Structure of the Solution to the GRP

Let $\mathbf{U}(r, t)$ be the solution to the GRP, namely, the IVP for the system (4.45), subject to the initial data

$$
\mathbf{U}(r, 0)=\mathbf{U}_{0}(r)= \begin{cases}\mathbf{U}_{\mathrm{L}}+r \mathbf{U}_{\mathbf{L}}^{\prime}, & r<0,  \tag{5.1}\\ \mathbf{U}_{\mathrm{R}}+r \mathbf{U}_{\mathrm{R}}^{\prime}, & r>0,\end{cases}
$$

where $\mathbf{U}_{\mathrm{R}}, \mathbf{U}_{\mathrm{R}}^{\prime}, \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{L}}^{\prime}$ are constant vectors.

Remark 5.1 The location of the initial discontinuity at $r=0$ was selected for notational convenience. Clearly, in the case of cylindrical or spherical coordinates, where $r=0$ is a geometric singularity, this location must be shifted to $r \neq 0$, with obvious modifications.

[^14]

Figure 5.1. The solutions to the GRP (a), and its associated RP (b).
The initial structure of the solution $\mathbf{U}(r, t)$ is determined by the limiting values (at $r=0 \pm) \mathbf{U}_{\mathrm{R}}, \mathbf{U}_{\mathrm{L}}$. We therefore associate with the GRP its "limiting planar problem."

Definition 5.2 The "associated Riemann problem" [to the GRP with initial data (5.1)] is the Riemann problem [for the planar system (4.47)] subject to the piecewise-constant initial data

$$
\mathbf{U}_{0}^{\mathrm{A}}(r)= \begin{cases}\mathbf{U}_{\mathrm{L}}, & r<0  \tag{5.2}\\ \mathbf{U}_{\mathrm{R}}, & r>0\end{cases}
$$

In accordance with the notation introduced following (4.100) we denote by $\mathbf{U}^{\mathrm{A}}(r, t)=\mathbf{R}^{\mathrm{A}}\left(\frac{r}{t} ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right)$ the solution to the associated problem, and we retain the notation " $r$ " for the spatial coordinate (instead of " $x$ " used in Section 4.2 for the planar case). Observe that $\mathbf{U}^{\mathrm{A}}$ is self-similar, depending only on the direction $\frac{r}{t}$.

A schematic description of $\mathbf{U}(r, t)$ and $\mathbf{U}^{\mathrm{A}}(r, t)$ is given in Figures 5.1(a) and 5.1(b) respectively. Note that Figure 5.1(b) is identical to Figure 4.16, except for the superscript "A". It should be emphasized that the solutions are shown only for a short time $t$, following the "disintegration" of the initial discontinuity at $r=0$. The waves (in terms of type and initial strength) emanating from that discontinuity are completely determined by the limiting values $\mathbf{U}_{\mathrm{R}}, \mathbf{U}_{\mathrm{L}}$ and the planar solution $\mathbf{U}^{\mathrm{A}}$. This is due to the fundamental property of "finite propagation speed"; the solution at a point $(r, t)$ depends only on a finite interval of the initial data. ${ }^{2}$ As $(r, t)$ approaches $(0,0)$, this interval shrinks to the point $r=0$, and $\mathbf{U}(r, t)$ "approaches" $\mathbf{U}^{\mathrm{A}}(r, t)$. In general, the solution $\mathbf{U}(r, t)$ consists of three waves $\Gamma_{1}, \Gamma_{2}, \Gamma_{3},{ }^{3}$ in tandem with the three planar waves $\Gamma_{1}^{\mathrm{A}}, \Gamma_{2}^{\mathrm{A}}, \Gamma_{3}^{\mathrm{A}}$ (Figure 5.1). Whereas $\Gamma_{2}$ and $\Gamma_{2}^{\mathrm{A}}$ are always contact discontinuities, the waves

[^15]$\Gamma_{i}$, and $\Gamma_{i}^{\mathrm{A}}(i=1,3)$ are either shocks or centered rarefaction waves. The type (shock or CRW) of $\Gamma_{i}$ is identical to that of $\Gamma_{i}^{\mathrm{A}}$. Furthermore, in the shock case ( $\Gamma_{3}, \Gamma_{3}^{\mathrm{A}}$ in Figure 5.1) the initial speeds (slopes) and initial jumps of all flow variables are identical. In the case of a CRW the head and tail characteristics (of $\Gamma_{1}, \Gamma_{1}^{\mathrm{A}}$ in Figure 5.1) emanate from $r=0$ with equal slopes. For any characteristic $C_{-}$within the fan $\Gamma_{1}$, approaching the origin with limiting slope $\mu$ (see Figure 5.1), there is a matching characteristic $C_{-}^{\mathrm{A}}$ in $\Gamma_{1}^{\mathrm{A}}$ of (constant) slope $\mu$. Recall that the flow variables along $C_{-}$are not constant. However, the limiting values of the flow variables along $C_{-}$, as $t \rightarrow 0$, are equal to the corresponding (constant) values of these variables along $C_{-}^{\mathrm{A}}$. Finally, the solution $\mathbf{U}(r, t)$ in the regions between the three waves is smooth and approaches, along any direction $r=\mu t$, the corresponding value of $\mathbf{U}^{\mathrm{A}}$, which is constant along the full ray $r=\mu t, t>0$. For future reference we record this fact in the following equation:
\[

$$
\begin{equation*}
\lim _{t \rightarrow 0+} \mathbf{U}(\mu t, t)=\mathbf{U}^{\mathrm{A}}(\mu t, t)=\mathbf{R}^{\mathrm{A}}\left(\mu ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right), \quad-\infty<\mu<\infty \tag{5.3}
\end{equation*}
$$

\]

The smoothness of $\mathbf{U}(r, t)$ (between waves) implies in particular that the wave trajectories (discontinuities, characteristics) are smooth curves.

The solution $\mathbf{U}(r, t)$ can be represented by an asymptotic expansion in terms of $r, t$. However, for the purpose of this monograph we shall need only the first-order terms of this expansion. ${ }^{4}$ More explicitly, we need the following definition.

Definition 5.3 (The linear GRP) Given the initial data (5.1), let $\mathbf{U}(r, t)$ be the solution to the GRP. The linear GRP is the following: Evaluate the limiting value

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}=\lim _{t \rightarrow 0+} \frac{\partial}{\partial t} \mathbf{U}(0, t) \tag{5.4}
\end{equation*}
$$

The rest of this section will be devoted to a detailed discussion of the solution to the linear GRP.

## Remark 5.4

(a) As we shall see in the course of the solution, our method is equally applicable to the evaluation of the directional derivative

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{\alpha}=\lim _{t \rightarrow 0+} \frac{d}{d t} \mathbf{U}(r=\alpha t, t), \quad-\infty<\alpha<\infty \tag{5.5}
\end{equation*}
$$

[^16]As indicated here, this means that we obtain the full first-order perturbation built into $\mathbf{U}(r, t)$, with respect to the associated $\mathbf{U}^{\mathrm{A}}(r, t)$. This will be important in the application of the GRP numerical method to general "moving grids."
(b) The evaluation of the directional derivatives (5.5) given in this section can be extended to higher order derivatives, using the same methodology. This is not done here since the entire numerical treatment in this monograph is based solely on the linear GRP, combining the simplicity of the algorithm with its high-resolution capability.

## The Linear GRP in Lagrangian Coordinates - Setup and Statement of the Main Theorem

Defining the Lagrangian coordinate $\xi$ as in (4.79), we replace the system (4.47) by (4.83). In particular, the three unknown flow variables $\mathbf{V}=(\tau, u, E)$ now replace those of the Eulerian representation $\mathbf{U}=(\rho, \rho u, \rho E)$, where $\tau=1 / \rho$. Recall [see the discussion following (4.84)] that the Lagrangian formulation leads to certain simplifications in the structure of the solution to the GRP. The most significant is the fact that the contact discontinuity carries a constant value of $\xi$. Thus, taking $r_{0}=0$ so that $\xi=0$ at the initial discontinuity ensures that the contact discontinuity $\Gamma_{2}$ stays along $\xi=0$ for $t>0$. The wave pattern for the solution to the GRP in $(\xi, t)$ coordinates [analogous to the one depicted in Figure 5.1(a)] is schematically given in Figure 5.2.

Observe that the limiting values $\mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}$ are related to $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}$, respectively, as indicated previously. The linear initial data (5.1) are replaced by the linear


Figure 5.2. Structure of the solution to the GRP in Lagrangian coordinates.
(in $\xi$ ) initial data

$$
\mathbf{V}(\xi, 0)=\mathbf{V}_{0}(\xi)= \begin{cases}\mathbf{V}_{\mathrm{L}}+\xi \mathbf{V}_{\mathrm{L}}^{\prime}, & \xi<0  \tag{5.6}\\ \mathbf{V}_{\mathrm{R}}+\xi \mathbf{V}_{\mathrm{R}}^{\prime}, & \xi>0\end{cases}
$$

This is justified as follows. Let $Q$ be any flow variable (say, $Q=\rho$ or $Q=u$ ). The initial value $Q(r, 0)$ is linear (say, for $r>0$ ) and using (4.81) we get

$$
\begin{equation*}
\left.\frac{\partial}{\partial \xi} Q(\xi, 0)\right|_{\xi=0+}=\left.\left[A(0) \rho_{\mathrm{R}}\right]^{-1} \frac{\partial}{\partial r} Q(r, 0)\right|_{r=0+} \tag{5.7}
\end{equation*}
$$

In this equation we are using $\left.\frac{\partial}{\partial \xi}\right|_{\xi=0+},\left.\frac{\partial}{\partial r}\right|_{r=0+}$ to denote the one-sided (from the right) derivatives and $\rho_{\mathrm{R}}=\rho(0+, 0)$ to denote the value of the density in $\mathbf{U}_{\mathrm{R}}$ [i.e., the limiting value of $\rho(r, 0)$ as $r \rightarrow 0+$ ]. Clearly, if $Q(r, 0)$ is linear, $Q(\xi, 0)$ is generally not linear (in $\xi$ ). However, the solution to the linear $G R P$, as we shall see, depends only on the limiting slopes $\left.\frac{\partial}{\partial \xi} Q(\xi, 0)\right|_{\xi=0 \pm}$. Thus, we are justified in assuming that $\mathbf{V}_{0}(\xi)$ is given by (5.6), where the relation of $\mathbf{U}_{\mathrm{R}}^{\prime}$ to $\mathbf{V}_{\mathrm{R}}^{\prime}$ is obtained from (5.7). Similarly, the left-hand-side derivatives are given by

$$
\begin{equation*}
\left.\frac{\partial}{\partial \xi} Q(\xi, 0)\right|_{\xi=0-}=\left.\left[A(0) \rho_{\mathrm{L}}\right]^{-1} \frac{\partial}{\partial r} Q(r, 0)\right|_{r=0-} \tag{5.8}
\end{equation*}
$$

for any flow variable $Q$. Note that the cross-sectional area $A(r)$ is assumed to be continuous (and even continuously differentiable) at all points, including $r=0$.

We denote by $\mathbf{V}(\xi, t)$ the solution to the GRP (in Lagrangian coordinates) subject to the initial data (5.6). The associated Riemann solution (Definition 5.2) $\mathbf{V}^{\mathrm{A}}(\xi, t)=\mathbf{R}^{\mathrm{A}}\left(\frac{\xi}{t} ; \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}\right)$ is obtained as in Remark 4.48. As in the Eulerian case, the solution $\mathbf{V}^{\mathrm{A}}$ is the "limit of $\mathbf{V}$ " as $t \rightarrow 0$ [see (5.3)]. In particular, it will be useful to denote by $\mathbf{V}_{\mathrm{L}}^{*}, \mathbf{V}_{\mathrm{R}}^{*}$ the (constant) values of the solution along the two sides of the contact discontinuity (compare Figure 4.16)

$$
\begin{equation*}
\mathbf{V}_{\mathrm{L}}^{*}=\mathbf{V}^{\mathrm{A}}(0-, t), \quad \mathbf{V}_{\mathrm{R}}^{*}=\mathbf{V}^{\mathrm{A}}(0+, t) \tag{5.9}
\end{equation*}
$$

Clearly, in the case of the pressure and the velocity $p_{\mathrm{L}}^{*}=p_{\mathrm{R}}^{*}=p^{*}$ and $u_{\mathrm{L}}^{*}=$ $u_{\mathrm{R}}^{*}=u^{*}$.

The linear GRP in this framework is transformed into the problem of evaluating the instantaneous time derivatives

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} \mathbf{V}\right)^{*}=\lim _{t \rightarrow 0+} \frac{\partial}{\partial t} \mathbf{V}(0, t) \tag{5.10}
\end{equation*}
$$

Table 5.5. Notation for the linear GRP in Lagrangian coordinates

| Symbol | Definition |
| :---: | :---: |
| $\mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}$ | $\lim \mathbf{V}(\xi, 0) \quad$ as $\quad \xi \rightarrow 0-, 0+$ |
| $\mathbf{V}_{\mathrm{L}}^{\prime}, \mathbf{V}_{\mathrm{R}}^{\prime}$ | $\frac{\partial}{\partial \xi} \mathbf{V}(\xi, 0) \quad$ for $\quad \xi<0, \xi>0$ |
| $\mathbf{R}^{\mathrm{A}}\left(\frac{\xi}{t} ; \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}\right)$ | Lagrangian solution of the associated RP |
| $\mathbf{V}^{*}, \mathbf{V}_{\mathrm{L}}^{*}, \mathbf{V}_{\mathrm{R}}^{*}$ | $\mathbf{R}^{\text {A }}\left(0 ; \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}\right)$ |
|  | ( $\rho_{\mathrm{L}}^{*}, \rho_{\mathrm{R}}^{*}, \ldots$ for discontinuous variables) |
| $\left(\frac{\partial}{\partial t} \mathbf{V}\right)^{*}$ | $\lim _{t \rightarrow 0+} \frac{\partial}{\partial t} \mathbf{V}(0, t)$ |
|  | $\left(\right.$ for discontinuous variables: $\left.\left(\frac{\partial}{\partial t} \rho\right)_{\mathrm{L}}^{*},\left(\frac{\partial}{\partial t} \rho\right)_{\mathrm{R}}^{*} \cdots\right)$ |
| $\left(\frac{\partial}{\partial \xi} \mathbf{V}\right)_{\mathrm{R}}{ }^{*}$ | $\lim _{t \rightarrow 0+} \lim _{\xi \rightarrow 0+} \frac{\partial}{\partial \xi} \mathbf{V}(\xi, t)$ |
| $\left(\frac{\partial}{\partial \xi} \mathbf{V}\right)_{\mathrm{L}}^{*}$ | $\lim _{t \rightarrow 0+} \lim _{\xi \rightarrow 0-} \frac{\partial}{\partial \xi} \mathbf{V}(\xi, t)$ |
| $\left(\frac{\partial}{\partial t} \mathbf{V}\right)_{\mathrm{R}}$ | $\lim _{\xi \rightarrow 0+} \lim _{t \rightarrow 0+} \frac{\partial}{\partial t} \mathbf{V}(\xi, t)$ |
| $\left(\frac{\partial}{\partial t} \mathbf{V}\right)_{\mathrm{L}}$ | $\lim _{\xi \rightarrow 0-} \lim _{t \rightarrow 0+} \frac{\partial}{\partial t} \mathbf{V}(\xi, t)$ |
| $\lambda$ | $\frac{A^{\prime}(0)}{A(0)}=\left.\frac{1}{A(0)} \frac{d}{d r} A(r)\right\|_{r=0}$ |
|  | $=$ rate of change of cross-sectional area |

along the contact discontinuity $\xi=0$. As already noted in Remark 5.4, the determination of all other directional derivatives [and in particular $\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}$ along $r=0$, as in (5.4)] will then be an easy matter. Clearly, for discontinuous variables (such as density) we must distinguish sides, using the obvious notation

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} \rho\right)_{\mathrm{L}}^{*}=\lim _{t \rightarrow 0+} \frac{\partial}{\partial t} \rho(0-, t), \quad\left(\frac{\partial}{\partial t} \rho\right)_{\mathrm{R}}^{*}=\lim _{t \rightarrow 0+} \frac{\partial}{\partial t} \rho(0+, t) . \tag{5.11}
\end{equation*}
$$

In Table 5.5 we summarize the notation needed in the solution of the linear GRP. This notation is also indicated in Figure 5.2. The Riemann solution $\mathbf{R}^{\mathrm{A}}\left({ }_{t}^{\xi} ; \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}\right)$ refers to the Lagrangian solution. Observe also that although $\mathbf{V}=(\tau, u, E)$, the notation applies equally to all other flow variables, for example $\left(\frac{\partial}{\partial t} p\right)^{*}$, etc.

Remark 5.6 The order in which the limits in $t$ and $\xi$ are taken is important. Thus, $\left(\frac{\partial}{\partial t} \mathbf{V}\right)_{\mathrm{R}}$ is obtained by evaluating first the time derivative at $t=0$ (and $\xi>0)$ and then letting $\xi \rightarrow 0$. In particular, $\left(\frac{\partial}{\partial t} \mathbf{V}\right)_{\mathrm{R}}$ can be evaluated directly from the initial data, using the system (4.83). However, $\left(\frac{\partial}{\partial t} \mathbf{V}\right)^{*}$ can only be evaluated in the context of the full solution of the linear GRP. Similarly, $\left(\frac{\partial}{\partial \xi} \mathbf{V}\right)_{R}^{*}$ is obtained by taking the $\xi$ derivative on the right side of the contact discontinuity (at $t>0$ ) and then letting $t \rightarrow 0$.

The main ingredient in the solution of the linear GRP and, indeed, the fundamental building block of the GRP method, is the following theorem.

Theorem 5.7 (Main theorem of linear GRP) Let $\left(\frac{\partial u}{\partial t}\right)^{*}$ and $\left(\frac{\partial p}{\partial t}\right)^{*}$ be the time derivatives of the velocity and pressure along the contact discontinuity, evaluated at $t=0+$. These derivatives are determined by a pair of linear equations

$$
\begin{align*}
& a_{\mathrm{L}}\left(\frac{\partial u}{\partial t}\right)^{*}+b_{\mathrm{L}}\left(\frac{\partial p}{\partial t}\right)^{*}=d_{\mathrm{L}}  \tag{5.12}\\
& a_{\mathrm{R}}\left(\frac{\partial u}{\partial t}\right)^{*}+b_{\mathrm{R}}\left(\frac{\partial p}{\partial t}\right)^{*}=d_{\mathrm{R}} \tag{5.12}
\end{align*}
$$

The coefficients depend on the equation of state, ${ }^{5}$ and in addition

$$
\begin{array}{llll}
a_{\mathrm{L}}, b_{\mathrm{L}}, d_{\mathrm{L}} & \text { depend on } & \lambda, \mathbf{V}_{\mathrm{L}}^{*}, \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{L}}^{\prime} & \text { (see Claim 5.17) and } \\
a_{\mathrm{R}}, b_{\mathrm{R}}, d_{\mathrm{R}} & \text { depend on } & \lambda, \mathbf{V}_{\mathrm{R}}^{*}, \mathbf{V}_{\mathrm{R}}, \mathbf{V}_{\mathrm{R}}^{\prime} & \text { (see Claim 5.18). }
\end{array}
$$

All six coefficients can be explicitly evaluated from the indicated data, as will be seen in the course of the proof. (See Corollary 5.15 and Corollary 5.20 in the case of a $\gamma$-law gas.)

Because the proof of the theorem is rather long, we break it up into several steps, terminating in Claims 5.17 and 5.18 . For the reader's convenience we include in Summary 5.24 a general layout of the various steps.

## Remark 5.8

(a) Note that equations $(5.12)_{\mathrm{L}, \mathrm{R}}$ are coupled only through the dependence of all six coefficients on the associated Riemann solution $\mathbf{V}^{*}$. Apart from that, the "left" (resp. "right") coefficients $a_{\mathrm{L}}, b_{\mathrm{L}}, d_{\mathrm{L}}$ (resp. $a_{\mathrm{R}}, b_{\mathrm{R}}, d_{\mathrm{R}}$ ) depend only on the "left-side" (resp. "right-side") initial data.

[^17](b) The cross-sectional area $A(r)$ and hence also the Lagrangian coordinate $\xi$ are arbitrary up to a constant factor, which means that $\mathbf{V}_{\mathbf{L}}^{\prime}, \mathbf{V}_{\mathrm{R}}^{\prime}$ are only determined up to this factor. In the formulas this is balanced by suitable multiplication by $A$. Mathematically speaking, it means that we could use the normalization $A(0)=1$. However, we refrain from doing that for the following two reasons: (i) to retain the "dimensional correctness" of formulas such as those appearing in Proposition 5.9 below and (ii) to facilitate the translation of the formulas to the actual GRP numerical algorithm as presented in Section 5.2 (where obviously the cross-sectional area varies from one node to the other).

The proof of Theorem 5.7 requires some preparations, most notably the treatment of a CRW in the GRP setting. This will be done in the next subsections. However, before dealing with the general case, let us specialize to the "acoustic case."

## The Acoustic Case

Assume that the initial flow variables are all continuous at $\xi=0$ so that $\mathbf{V}_{\mathrm{L}}=$ $\mathbf{V}_{\mathrm{R}}$, but we allow jumps in their slopes $\mathbf{V}_{\mathrm{L}}^{\prime} \neq \mathbf{V}_{\mathrm{R}}^{\prime}$. Clearly, the associated Riemann solution is now constant:

$$
\mathbf{V}^{\mathrm{A}}(\xi, t) \equiv \mathbf{V}_{\mathrm{L}}=\mathbf{V}_{\mathrm{R}}
$$

hence, according to (5.3) the GRP solution $\mathbf{V}(\xi, t)$ is continuous at $\xi=t=0$. It follows that the initial wave pattern of $\mathbf{V}(\xi, t)$ does not contain a jump discontinuity (shock or contact), nor does it contain a CRW. The "waves" emanating from the origin are therefore just characteristic curves $C_{-}, C_{+}$as in Figure 5.3 (the curve $C_{0}$ coincides with the particle path $\xi=0$ ). These curves


Figure 5.3. The "acoustic case" $\mathbf{V}_{\mathrm{L}}=\mathbf{V}_{\mathrm{R}}, \mathbf{V}_{\mathrm{L}}^{\prime} \neq \mathbf{V}_{\mathrm{R}}^{\prime}$.
are characterized as "sound waves" (see Remark 4.31), justifying the terminology "acoustic case" used here. In view of (4.85) their slopes are $-A(0) g_{\mathrm{L}}=$ $-A(0) \rho_{\mathrm{L}} c_{\mathrm{L}}$ (for $C_{-}$) and $A(0) g_{\mathrm{R}}=A(0) \rho_{\mathrm{R}} c_{\mathrm{R}}$ (for $C_{+}$), where $c_{\mathrm{L}}, c_{\mathrm{R}}$ are the initial speeds of sound (in the Eulerian frame), as $r \rightarrow 0-, 0+$, respectively. When viewed from the side of the contact discontinuity, these slopes are, respectively, $-A(0) g_{\mathrm{L}}^{*}$ and $A(0) g_{\mathrm{R}}^{*}$. Of course, these values are equal to the previous ones, since $\mathbf{V}^{*}=\mathbf{V}_{\mathrm{L}}=\mathbf{V}_{\mathrm{R}}$. However, we retain the two-sided notation (such as $g_{\mathrm{L}}, g_{\mathrm{L}}^{*}, g_{\mathrm{R}}, g_{\mathrm{R}}^{*}$, which are all equal) in the formulas. This will enable us to use them in the numerical application based on the acoustic case (see Construction 5.38) where $\mathbf{V}_{\mathrm{L}} \neq \mathbf{V}_{\mathrm{R}}$, but their difference is sufficiently "small" (see Remark 5.11). We shall see later (Remark 5.21) that the coefficients depend continuously on $\mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}$.

Proposition 5.9 (The acoustic case-Lagrangian framework) Assume $\mathbf{V}_{\mathrm{L}}=$ $\mathbf{V}_{\mathrm{R}}, \mathbf{V}_{\mathrm{L}}^{\prime} \neq \mathbf{V}_{\mathrm{R}}^{\prime}$. Then the coefficients in Equations $(5.12)_{\mathrm{L}, \mathrm{R}}$ are given by

$$
\begin{align*}
a_{\mathrm{L}} & =1, b_{\mathrm{L}}=\left(g_{\mathrm{L}}^{*}\right)^{-1}=\left(\rho_{\mathrm{L}}^{*} c_{\mathrm{L}}^{*}\right)^{-1}, \\
d_{\mathrm{L}} & =-\left(g_{\mathrm{L}}^{*}\right)^{-1} g_{\mathrm{L}}\left\{A(0)\left[g_{\mathrm{L}} u_{\mathrm{L}}^{\prime}+p_{\mathrm{L}}^{\prime}\right]+\lambda u_{\mathrm{L}} c_{\mathrm{L}}\right\}, \\
a_{\mathrm{R}} & =-1, b_{\mathrm{R}}=\left(g_{\mathrm{R}}^{*}\right)^{-1}=\left(\rho_{\mathrm{R}}^{*} c_{\mathrm{R}}^{*}\right)^{-1},  \tag{5.13}\\
d_{\mathrm{R}} & =-\left(g_{\mathrm{R}}^{*}\right)^{-1} g_{\mathrm{R}}\left\{A(0)\left[g_{\mathrm{R}} u_{\mathrm{R}}^{\prime}-p_{\mathrm{R}}^{\prime}\right]+\lambda u_{\mathrm{R}} c_{\mathrm{R}}\right\} .
\end{align*}
$$

In particular, the coefficients in $(5.12)_{\mathrm{L}, \mathrm{R}}$ depend only on the initial data (including the speed of sound).

Note that the derivatives in $d_{\mathrm{L}}, d_{\mathrm{R}}$ are the $\xi$ derivatives (conforming with the notation $\mathbf{V}_{\mathrm{L}}^{\prime}, \mathbf{V}_{\mathrm{R}}^{\prime}$ ). Using (5.8) we get, for example,

$$
u_{\mathrm{L}}^{\prime}=\left.A(0)^{-1} \rho_{\mathrm{L}}^{-1} \frac{\partial}{\partial r} u(r, 0)\right|_{r=0-}
$$

Proof (of Proposition 5.9) Since $u, p$ are continuous across the line $\xi=0$, the same holds true for their time derivatives $\frac{\partial u}{\partial t}, \frac{\partial p}{\partial t}$. They are therefore continuous in the full domain between $C_{-}$and $C_{+}$(see Figure 5.3) and approach, respectively, $\left(\frac{\partial u}{\partial t}\right)^{*},\left(\frac{\partial p}{\partial t}\right)^{*}$ as $(\xi, t) \rightarrow(0,0)$ in this domain. In view of the second equation in (4.83) the derivative $\frac{\partial p}{\partial \xi}$ is also continuous in this domain and approaches the value $A(0)\left(\frac{\partial p}{\partial \xi}\right)^{*}=-\left(\frac{\partial u}{\partial t}\right)^{*}$ as $(\xi, t) \rightarrow(0,0)$. The pressure is also continuous across $C_{-}$; hence the same is true for its derivative $\frac{d p}{d t}$ (along $C_{-}$). Using the chain rule, we can express this derivative in two ways, approaching
$C_{-}$from either side. For $t \rightarrow 0+$, we record separately the two limiting values of the slope as $-A(0) g_{\mathrm{L}}$ and $-A(0) g_{\mathrm{L}}^{*}$, obtaining

$$
\begin{equation*}
\left(\frac{\partial p}{\partial t}\right)^{*}-A(0) g_{\mathrm{L}}^{*}\left(\frac{\partial p}{\partial \xi}\right)^{*}=\left(\frac{\partial p}{\partial t}\right)_{\mathrm{L}}-A(0) g_{\mathrm{L}} p_{\mathrm{L}}^{\prime} \tag{5.14}
\end{equation*}
$$

The flow is isentropic along $\xi=$ constant [see (4.59)] so that [in view of (4.61)]

$$
\begin{equation*}
\left(\frac{\partial p}{\partial t}\right)_{\mathrm{L}}=c_{\mathrm{L}}^{2}\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{L}}=-g_{\mathrm{L}}^{2}\left(\frac{\partial \tau}{\partial t}\right)_{\mathrm{L}}=-g_{\mathrm{L}}^{2}(A u)_{\mathrm{L}}^{\prime} \tag{5.15}
\end{equation*}
$$

where in the last step we have used the first equation in (4.83). We now observe that, by (4.81),

$$
\begin{equation*}
(A u)_{\mathrm{L}}^{\prime}=\frac{d}{d \xi}[A(r(\xi, 0)) u(\xi, 0)]_{\xi=0-}=\lambda \rho_{\mathrm{L}}^{-1} u_{\mathrm{L}}+A(0) u_{\mathrm{L}}^{\prime}, \tag{5.16}
\end{equation*}
$$

and inserting this in (5.15) yields

$$
\begin{equation*}
\left(\frac{\partial p}{\partial t}\right)_{\mathrm{L}}=-\lambda g_{\mathrm{L}} c_{\mathrm{L}} u_{\mathrm{L}}-A(0) g_{\mathrm{L}}^{2} u_{\mathrm{L}}^{\prime} \tag{5.17}
\end{equation*}
$$

Using (5.17) and $A(0)\left(\frac{\partial p}{\partial \xi}\right)^{*}=-\left(\frac{\partial u}{\partial t}\right)^{*}$ in (5.14) we get

$$
g_{\mathrm{L}}^{*}\left(\frac{\partial u}{\partial t}\right)^{*}+\left(\frac{\partial p}{\partial t}\right)^{*}=-A(0) g_{\mathrm{L}}^{2} u_{\mathrm{L}}^{\prime}-A(0) g_{\mathrm{L}} p_{\mathrm{L}}^{\prime}-\lambda g_{\mathrm{L}} c_{\mathrm{L}} u_{\mathrm{L}}
$$

which is identical to $(5.12)_{\mathrm{L}}$ with $a_{\mathrm{L}}, b_{\mathrm{L}}, d_{\mathrm{L}}$ as in (5.13).
The values of $a_{\mathrm{R}}, b_{\mathrm{R}}, d_{\mathrm{R}}$ in (5.13) are obtained in exactly the same way (or by using the previous argument for the transformed setting $r \rightarrow-r, \xi \rightarrow$ $-\xi, u \rightarrow-u$, and $p \rightarrow p$ ).

Remark 5.10 Once the time derivative $\left(\frac{\partial p}{\partial t}\right)^{*}$ is known, the time derivatives for the density are given by

$$
\begin{equation*}
\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{L}, \mathrm{R}}^{*}=\left(c^{*}\right)_{\mathrm{L}, \mathrm{R}}^{-2}\left(\frac{\partial p}{\partial t}\right)^{*} \tag{5.18}
\end{equation*}
$$

The density is evidently continuous across $\xi=0$ when $\mathbf{V}_{\mathrm{L}}=\mathbf{V}_{\mathrm{R}}$. However, Equation (5.18) will be used in the more general setting as discussed in the paragraph preceding Proposition 5.9.

Remark 5.11 As we shall see in Section 5.2, the acoustic case [i.e., the coefficients as given in (5.13)] is fully adequate for the numerical simulation of practically all compressible flow problems. The versions of the GRP method based on this observation (labeled $E_{1}$ and $L_{1}$; see Remarks 5.38 and 5.40) combine simplicity with accuracy in resolving sharp flow discontinuities ("high-resolution" property).

## Resolution of a CRW in the Lagrangian Framework

We now turn back to the general setting of the linear GRP (5.10) and assume that the wave pattern is as in Figure 5.2. In particular, the $\Gamma_{1}$ wave is a CRW. Whereas the associated Riemann solution $\mathbf{R}^{\mathrm{A}}\left(\frac{\xi}{t} ; \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}\right)$ is self-similar (so that all characteristic curves in the CRW are straight lines carrying constant values of $\mathbf{V}$ ), the CRW in the GRP setting is curvilinear [compare Figures 5.1(a) and (b)]. The values of $\mathbf{V}$ vary along each characteristic curve. However, in view of (5.3), they converge at the singularity to the corresponding values of the associated solution.

Our first objective is to study the (nonzero) directional derivatives of the flow variables inside the CRW at the singularity. As will be seen later, this constitutes the main technical step in the proof of Theorem 5.7. We start out by "mapping" the CRW in terms of "characteristic coordinates." This is done as shown in Figure 5.4. The CRW consists of $C_{-}$characteristic curves fanning out of the origin and $C_{+}$transversal curves. Their slopes (and characteristic relations) are given by Equation (4.85). The structure of the associated CRW is described in Claim 4.44. In particular, the slopes of corresponding $C_{-}$characteristic curves coincide at the singularity; these limiting slopes range from $-A(0) g_{\mathrm{L}}=-A(0) \rho_{\mathrm{L}} c_{\mathrm{L}}$ at the leading (head) curve to $-A(0) g_{\mathrm{L}}^{*}=-A(0) \rho_{\mathrm{L}}^{*} c_{\mathrm{L}}^{*}$


Figure 5.4. Characteristic coordinates in a 1-CRW.
at the tail curve. ${ }^{6}$ We parametrize the $C_{-}$curves by the normalized slope $\beta=\frac{g}{g_{\mathrm{L}}}$, so that $\beta=1$ along the leading curve whereas $\beta=\beta^{*}=\frac{g_{\mathrm{L}}^{*}}{g_{\mathrm{L}}} \leq 1$ along the tail curve. The transversal family of characteristic curves $C_{+}$is parametrized by assigning to each curve a value $\alpha$ that is the $\xi$ coordinate of its point of intersection with the leading $C_{-}$curve $(\beta=1)$. In particular, the $C_{+}$curve at the singularity degenerates to a single point and carries the value $\alpha=0$. In analogy with "polar coordinates" at the center, this degenerate curve still carries all values of $\beta \in\left[\beta^{*}, 1\right]$ (the center in polar coordinates carries all the angular values in $[0,2 \pi]$ ). Fixing a small negative value $\bar{\alpha}<0$, we conclude that the "triangular" sector $\Omega$ of the CRW shown in Figure 5.4 is "mapped" onto the rectangle [in the $(\alpha, \beta)$ plane]

$$
\begin{equation*}
D=\left\{(\alpha, \beta), \quad \bar{\alpha} \leq \alpha \leq 0, \quad 0<\beta^{*} \leq \beta \leq 1\right\} \tag{5.19}
\end{equation*}
$$

The coordinates $(\xi, t)$ in $\Omega$ can be expressed in terms of $\alpha$ and $\beta$,

$$
\begin{equation*}
\xi=\xi(\alpha, \beta), \quad t=t(\alpha, \beta), \quad(\alpha, \beta) \in D \tag{5.20}
\end{equation*}
$$

These functions are smooth, but they are not one-to-one, of course, since $\xi(0, \beta)=t(0, \beta)=0$ for all $\beta^{*} \leq \beta \leq 1$. In the case of the associated Riemann problem, explicit expressions can easily be deduced from Claim 4.44. Indeed, the $C_{-}$curves are straight lines satisfying $\xi=-A(0) g_{\mathrm{L}} \beta t$, whereas the $C_{+}$ curves are hyperbolas satisfying $\xi t=-A(0)^{-1} g_{\mathrm{L}}^{-1} \alpha^{2}$, so that

$$
\begin{equation*}
\xi=\alpha \beta^{1 / 2}, \quad t=-A(0)^{-1} g_{\mathrm{L}}^{-1} \alpha \beta^{-1 / 2}, \quad(\alpha, \beta) \in D \tag{5.21}
\end{equation*}
$$

In the general case, the expressions (5.21) are the leading terms (in powers of $\alpha$ ) in the transformations (5.20), which can therefore be rewritten as

$$
\begin{align*}
& \xi(\alpha, \beta)=\alpha \beta^{1 / 2}+\epsilon(\alpha, \beta) \alpha^{2}, \quad(\alpha, \beta) \in D \\
& t(\alpha, \beta)=-A(0)^{-1} g_{\mathrm{L}}^{-1} \alpha \beta^{-1 / 2}+\eta(\alpha, \beta) \alpha^{2}, \quad(\alpha, \beta) \in D \tag{5.22}
\end{align*}
$$

where $\epsilon(\alpha, \beta)$ and $\eta(\alpha, \beta)$ are smooth functions in $D$.
These arguments may now be extended to all flow variables defined in the CRW. Thus, if $Q=Q(\xi, t)$ stands for such a variable (say, $Q=\rho$ or $Q=u$ ), we can substitute for $\xi, t$ the expressions (5.22), so that $Q=Q(\alpha, \beta)$ becomes a smooth function of $(\alpha, \beta) \in D$. It should be emphasized that in general $Q(\xi, t)$ is not even continuous at $(\xi, t)=(0,0)$, as it may approach different limiting

[^18]values along different $C_{-}$curves. However, this is resolved in the $(\alpha, \beta)$ representation, where two different $C_{-}$curves correspond to two different $\beta: \beta_{1}$ and $\beta_{2}$. As $\alpha \rightarrow 0$, they approach different points $\left(0, \beta_{1}\right),\left(0, \beta_{2}\right)$, carrying different limiting values $Q\left(0, \beta_{1}\right), Q\left(0, \beta_{2}\right)$ of any flow variable $Q$. Note finally that the relation (5.3) between the solution to the GRP and the associated Riemann solution implies that the limiting values $Q(0, \beta), \beta^{*} \leq \beta \leq 1$, are identical in both solutions for any flow variable $Q$.

In the associated solution, all flow variables are uniform along $C_{-}$curves, namely, $Q(\alpha, \beta) \equiv Q(0, \beta), \bar{\alpha} \leq \alpha \leq 0$, and in particular $\left.\frac{\partial}{\partial \alpha} Q(\alpha, \beta)\right|_{\alpha=0}=0$. This (directional) derivative expresses the initial variation of $Q(\alpha, \beta)$ in the direction of $C_{-}$(corresponding to the normalized slope $\beta$ ) as it emanates from the singularity. In the GRP case it does not generally vanish. In fact, the evaluation of $\left.\frac{\partial}{\partial \alpha} Q(\alpha, \beta)\right|_{\alpha=0}$ is essential to our treatment of the linear GRP and the proof of Theorem 5.7, as was already indicated.

To simplify notation we shall write $\frac{\partial}{\partial \alpha} Q(0, \beta)$ for $\left.\frac{\partial}{\partial \alpha} Q(\alpha, \beta)\right|_{\alpha=0}$ when there is no risk of confusion.

It is instructive at this point to see how Equations (5.22) can be formally justified. In fact, at every point in the CRW the cross-sectional area $A$ can be expressed as a function $\widetilde{A}(\alpha, \beta)$,

$$
\widetilde{A}(\alpha, \beta)=A(r(\xi, t))=A(r(\xi(\alpha, \beta), t(\alpha, \beta)))
$$

At $\xi=0, \widetilde{A}(0, \beta) \equiv A(0)$. The equations (4.85) for the characteristic directions can be written as

$$
\begin{align*}
& \text { (i) } \frac{\partial \xi}{\partial \alpha}=-g \widetilde{A} \frac{\partial t}{\partial \alpha} \\
& \text { (ii) } \frac{\partial \xi}{\partial \beta}=g \widetilde{A} \frac{\partial t}{\partial \beta} \tag{5.23}
\end{align*}
$$

Differentiating the first equation with respect to $\beta$ and the second with respect to $\alpha$, and noting that at $\alpha=0, \frac{\partial t}{\partial \beta}(0, \beta)=\frac{\partial \widetilde{A}}{\partial \beta}(0, \beta)=0$ we obtain

$$
2 g(0, \beta) \cdot \frac{\partial}{\partial \beta}\left(\frac{\partial t}{\partial \alpha}(0, \beta)\right)+\frac{\partial g}{\partial \beta}(0, \beta) \cdot \frac{\partial t}{\partial \alpha}(0, \beta)=0 .
$$

By definition $g(0, \beta)=g_{\mathrm{L}} \beta$ and $\frac{\partial t}{\partial \alpha}(0,1)=-A(0)^{-1} g_{\mathrm{L}}^{-1}$. Hence $\frac{\partial t}{\partial \alpha}(0, \beta)=$ $-A(0)^{-1} g_{\mathrm{L}}^{-1} \beta^{-1 / 2}$, so that $\frac{\partial \xi}{\partial \alpha}(0, \beta)=\beta^{1 / 2}$, by (5.23)(i). This establishes (5.22) by Taylor's theorem.

The key result in the GRP treatment of the CRW is that, if we single out the velocity $u(\alpha, \beta)$, its derivative $\frac{\partial u}{\partial \alpha}(0, \beta)$ can be readily determined. This is stated in the following proposition. We refer to Table 5.5 for some of the notation used here.

Proposition 5.12 Consider the CRW as in Figure 5.4, parametrized by $(\alpha, \beta) \in$ $D\left[\right.$ see (5.19)]. Let $a(\beta)=\frac{\partial u}{\partial \alpha}(0, \beta), \beta^{*} \leq \beta \leq 1$. Then there exists a function $H(\beta)$ such that

$$
\begin{equation*}
\frac{d}{d \beta} a(\beta)+H(\beta)=-\frac{1}{2} \lambda A(0)^{-1} g_{\mathrm{L}}^{-1} \beta^{-1 / 2} \frac{d}{d \beta}[u(0, \beta) c(0, \beta)] \tag{5.24}
\end{equation*}
$$

The function $H(\beta)$ depends only on $\mathbf{V}_{\mathrm{L}}$ and on the associated Riemann solution. Furthermore, if the state ahead (in our case to the left) of the CRW is isentropic, in the sense that $S_{\mathrm{L}}^{\prime}=0$ (where $S$ is the entropy) then $H(\beta) \equiv 0$ for $\beta^{*} \leq \beta \leq 1$. The relation (5.24) is supplemented by the initial condition

$$
\begin{equation*}
a(1)=u_{\mathrm{L}}^{\prime}+g_{\mathrm{L}}^{-1} p_{\mathrm{L}}^{\prime} \tag{5.25}
\end{equation*}
$$

to yield a unique solution a $\beta$ ). (See Corollary 5.15 for explicit expressions in the case of a $\gamma$-law gas.)

The proof given here follows Ben-Artzi and Falcovitz [10] and is rather technical. The reader may skip it on first reading.

Proof As in (5.23), we rewrite the characteristic relations (4.85) in terms of $(\alpha, \beta)$, so that [note that $A^{\prime}=\frac{d}{d r} A(r)$, and then substitute $r=r(\xi(\alpha, \beta), t(\alpha, \beta))$ to get $\left.\left.\left.\widetilde{A^{\prime}}(\alpha, \beta)\right)\right)\right]$

$$
\begin{align*}
& \text { (i) } \frac{\partial \mathrm{p}}{\partial \alpha}-\mathrm{g} \frac{\partial \mathrm{u}}{\partial \alpha}+(\widetilde{\mathrm{A}})^{-1} \tilde{\mathrm{~A}}^{\prime} \text { guc } \frac{\partial \mathrm{t}}{\partial \alpha}=0  \tag{5.26}\\
& \text { (ii) } \frac{\partial \mathrm{p}}{\partial \beta}+\mathrm{g} \frac{\partial \mathrm{u}}{\partial \beta}+(\tilde{\mathrm{A}})^{-1} \tilde{\mathrm{~A}}^{\prime} \operatorname{guc} \frac{\partial \mathrm{t}}{\partial \beta}=0
\end{align*}
$$

Differentiate the first equation with respect to $\beta$ and the second with respect to $\alpha$ and then evaluate the difference at $\alpha=0$ (where of course $\frac{\partial t}{\partial \beta} \equiv 0$ ). This leads to

$$
\begin{gather*}
2 g(0, \beta) a^{\prime}(\beta)+\frac{\partial g}{\partial \alpha}(0, \beta) \frac{\partial u}{\partial \beta}(0, \beta)+a(\beta) \frac{\partial g}{\partial \beta}(0, \beta) \\
-\lambda \frac{\partial t}{\partial \alpha}(0, \beta) \frac{\partial}{\partial \beta}[u(0, \beta) c(0, \beta) g(0, \beta)]=0 \tag{5.27}
\end{gather*}
$$

[note that $\frac{\partial}{\partial \beta}\left[(\widetilde{A})^{-1} \widetilde{A}^{\prime}\right] \equiv 0$ at $\alpha=0$ since $\widetilde{A}(0, \beta)^{-1} \cdot \widetilde{A}^{\prime}(0, \beta) \equiv A(0)^{-1}$ $\left.A^{\prime}(0)\right]$. To establish (5.24) we need to express $\frac{\partial g}{\partial \alpha}(0, \beta)$ in terms of $a(\beta)$ [and flow variables of the associated solution at $(0, \beta)]$. Observe that $\frac{\partial p}{\partial \alpha}(0, \beta)$ is readily available in these terms, in view of (5.26)(i). However, the CRW is not
isentropic, so $g$ is not only a function of $p$ but also of the entropy $S$. We therefore proceed as follows.

Let $\left(\rho_{I}, p_{I}\right)$ be any state given by its density and pressure. The thermodynamic states isentropic to this state can be parametrized by $p$. In particular, the variable $g=\rho c$ can be expressed as a function

$$
\begin{equation*}
g=G\left(p ; \rho_{I}, p_{I}\right) \tag{5.28}
\end{equation*}
$$

along this curve. The function $G$ is a smooth function of $p, \rho_{\mathrm{I}}, p_{\mathrm{I}}$.
Given any point $(\alpha, \beta)$ in the CRW, the entropy is invariant along the particle path $\xi=\xi(\alpha, \beta)$. We can therefore take the initial value

$$
\rho_{I}=\rho_{0}(\xi(\alpha, \beta))=\rho(\xi(\alpha, \beta), 0), \quad p_{I}=p_{0}(\xi(\alpha, \beta))=p(\xi(\alpha, \beta), 0)
$$

to obtain, at time $t=t(\alpha, \beta)$,

$$
\begin{equation*}
g(\alpha, \beta)=G\left(p(\alpha, \beta) ; \rho_{0}(\xi(\alpha, \beta)), p_{0}(\xi(\alpha, \beta))\right) \tag{5.29}
\end{equation*}
$$

In view of (5.22) (and the notation in Table 5.5) we have

$$
\left.\frac{\partial}{\partial \alpha} \rho_{0}(\xi(\alpha, \beta))\right|_{\alpha=0}=\rho_{\mathrm{L}}^{\prime} \cdot \beta^{1 / 2}
$$

and similarly for $p_{0}$. Differentiating (5.29) with respect to $\alpha$ and setting $\alpha=0$ yields

$$
\begin{align*}
\frac{\partial g}{\partial \alpha}(0, \beta) & =G_{\mathrm{p}}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \cdot \frac{\partial p}{\partial \alpha}(0, \beta)+I(\beta) \cdot \beta^{1 / 2} \\
I(\beta) & =G_{\rho_{I}}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \cdot \rho_{\mathrm{L}}^{\prime}+G_{p_{I}}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \cdot p_{\mathrm{L}}^{\prime} \tag{5.30}
\end{align*}
$$

Clearly $I(\beta)$ depends only on the equation of state (more specifically on $G$ ), the values $p(0, \beta)$ obtained from the associated Riemann solution, and the initial values $\rho_{\mathrm{L}}, \rho_{\mathrm{L}}^{\prime}, p_{\mathrm{L}}, p_{\mathrm{L}}^{\prime}$ ahead of the CRW.

Using (5.26)(i) we can rewrite (5.30) as

$$
\begin{align*}
\frac{\partial g}{\partial \alpha}(0, \beta)= & G_{p}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right)[g(0, \beta) a(\beta) \\
& \left.-\lambda \frac{\partial t}{\partial \alpha}(0, \beta) g(0, \beta) u(0, \beta) c(0, \beta)\right]+I(\beta) \beta^{1 / 2} \tag{5.31}
\end{align*}
$$

and inserting this in (5.27) yields

$$
\begin{align*}
& 2 g(0, \beta) a^{\prime}(\beta)+F(\beta) a(\beta)+\tilde{H}(\beta) \\
&= \lambda \frac{\partial t}{\partial \alpha}(0, \beta)\left\{\frac{\partial}{\partial \beta}[g(0, \beta) u(0, \beta) c(0, \beta)]+G_{p}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right)\right. \\
&\left.\times \frac{\partial u}{\partial \beta}(0, \beta) g(0, \beta) u(0, \beta) c(0, \beta)\right\} \tag{5.32}
\end{align*}
$$

where

$$
\begin{align*}
F(\beta) & =\frac{\partial g}{\partial \beta}(0, \beta)+G_{p}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) g(0, \beta) \frac{\partial u}{\partial \beta}(0, \beta)  \tag{5.33}\\
\tilde{H}(\beta) & =I(\beta) \frac{\partial u}{\partial \beta}(0, \beta) \beta^{1 / 2}
\end{align*}
$$

We claim that $F(\beta) \equiv 0$. Indeed, by (5.26)(ii), taken at $\alpha=0$, we have

$$
\frac{\partial p}{\partial \beta}(0, \beta)=-g(0, \beta) \frac{\partial u}{\partial \beta}(0, \beta)
$$

However, the CRW in the associated Riemann solution is isentropic; hence $g(0, \beta)=G\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right)$ and we get

$$
\begin{equation*}
F(\beta)=\frac{\partial g}{\partial \beta}(0, \beta)-G_{p}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \frac{\partial p}{\partial \beta}(0, \beta) \equiv 0 . \tag{5.34}
\end{equation*}
$$

Using the same consideration and noting that $\frac{\partial t}{\partial \alpha}(0, \beta)=-A(0)^{-1} g_{\mathrm{L}}^{-1} \beta^{-1 / 2}$, the right-hand side of (5.32) becomes

$$
\begin{align*}
& -\lambda A(0)^{-1} g_{\mathrm{L}}^{-1} \beta^{-1 / 2}\left\{\frac{\partial}{\partial \beta}[u(0, \beta) c(0, \beta) g(0, \beta)]-\frac{\partial g}{\partial \beta}(0, \beta) u(0, \beta) c(0, \beta)\right\} \\
& =-\lambda A(0)^{-1} \beta^{1 / 2} \frac{\partial}{\partial \beta}[u(0, \beta) c(0, \beta)] \tag{5.35}
\end{align*}
$$

where we have used $g(0, \beta)=g_{\mathrm{L}} \beta$. Incorporating (5.34), (5.35) in (5.32) we obtain (5.24), with

$$
\begin{equation*}
H(\beta)=\left(2 g_{\mathrm{L}} \beta\right)^{-1} \tilde{H}(\beta)=\frac{1}{2} g_{\mathrm{L}}^{-1} \beta^{-1 / 2} I(\beta) \frac{\partial u}{\partial \beta}(0, \beta) \tag{5.36}
\end{equation*}
$$

Now, if $S_{L}^{\prime}=0$, the initial entropy $S_{0}$ satisfies $S_{0}(\xi)-S_{\mathrm{L}}=O\left(\xi^{2}\right)$; hence the isentropic curves through $\left(\rho_{0}(\xi)\right.$, $\left.p_{0}(\xi)\right)$ and $\left(\rho_{\mathrm{L}}, p_{\mathrm{L}}\right)$ differ by $O\left(\xi^{2}\right)$. In particular, for all values $p$ close to $p_{\mathrm{L}}$,

$$
G\left(p ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right)-G\left(p ; \rho_{0}(\xi), p_{0}(\xi)\right)=O\left(\xi^{2}\right)
$$

and taking $\xi=\xi(\alpha, \beta), p=p(0, \beta)$, we have

$$
\begin{equation*}
G\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right)-G\left(p(0, \beta) ; \rho_{0}(\xi(\alpha, \beta)), p_{0}(\xi(\alpha, \beta))\right)=O\left(\alpha^{2}\right) \tag{5.37}
\end{equation*}
$$

where we have used (5.22) to replace $\xi=O(\alpha)$. Taking the $\alpha$ derivative of (5.37) at $\alpha=0$ we get

$$
\begin{array}{r}
I(\beta)=G_{\rho_{I}}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \rho_{\mathrm{L}}^{\prime}+G_{p_{I}}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) p_{\mathrm{L}}^{\prime} \equiv 0 \\
\left(\text { when } S_{\mathrm{L}}^{\prime}=0\right) \tag{5.38}
\end{array}
$$

hence $H(\beta) \equiv 0$ by (5.36).
Finally, we obtain (5.25) by the chain rule, (4.83), and (5.22),

$$
\begin{aligned}
a(1) & =\frac{\partial u}{\partial \alpha}(0,1)=u_{\mathrm{L}}^{\prime} \cdot \frac{\partial \xi}{\partial \alpha}(0,1)+\left(\frac{\partial u}{\partial t}\right)_{\mathrm{L}} \cdot \frac{\partial t}{\partial \alpha}(0,1) \\
& =u_{\mathrm{L}}^{\prime}+\left(-A(0) \frac{\partial p}{\partial \xi}\right)_{\mathrm{L}} \cdot\left(-A(0)^{-1} g_{\mathrm{L}}^{-1}\right)=u_{\mathrm{L}}^{\prime}+g_{\mathrm{L}}^{-1} p_{\mathrm{L}}^{\prime}
\end{aligned}
$$

Remark 5.13 Notice the role played here by the entropy $S$. The CRW in the associated solution is isentropic, so $g(0, \beta)=G\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right)$, and $Q(\alpha, \beta)=$ $Q(0, \beta)$ for every flow variable $Q$. However, in our case, if $S_{\mathrm{L}}^{\prime}=0$, we have $H(\beta) \equiv 0$. Nevertheless, if $a(1) \neq 0$ then still, in view of (5.24) (even in the planar case $\lambda=0) a(\beta) \neq 0$ and in particular, by $(5.26)(\mathrm{i}), \frac{\partial p}{\partial \alpha}(0, \beta) \neq 0$.

Remark 5.14 Equation (5.24) expresses the "decoupled" dependence of $a(\beta)$ on the "thermodynamic" data $H(\beta)$ (vanishing if $S_{\mathrm{L}}^{\prime}=0$ ) and the "geometric" right-hand side (vanishing in the planar case or more generally if $\lambda=$ $\left.A^{\prime}(0) A(0)^{-1}=0\right)$.

## Explicit Formulas for the (Lagrangian) GRP in the $\gamma$-Law Case

In the case of a perfect ( $\gamma$-law) gas [see (4.104), (4.105)] we can obtain fully explicit formulas for the CRW.

In view of (4.105)-(4.107), the function $G$ of (5.28) takes the form

$$
\begin{equation*}
g=g_{I}\left(\frac{p}{p_{I}}\right)^{\frac{\gamma+1}{2 \gamma}}=\left(\gamma p_{I} \rho_{I}\right)^{1 / 2}\left(\frac{p}{p_{I}}\right)^{\frac{\gamma+1}{2 \gamma}} \tag{5.39}
\end{equation*}
$$

Since $g(0, \beta)=g_{\mathrm{L}} \beta$, we easily obtain

$$
\begin{equation*}
p(0, \beta)=p_{\mathrm{L}} \beta^{\frac{2 \gamma}{\gamma+1}}, \quad \rho(0, \beta)=\rho_{\mathrm{L}} \beta^{\frac{2}{\gamma+1}}, \quad c(0, \beta)=c_{\mathrm{L}} \beta^{\frac{\gamma-1}{\gamma+1}} \tag{5.40}
\end{equation*}
$$

The Riemann invariant $R_{+}$[see (4.108)] is constant throughout the (isentropic) CRW in the associated solution, so that

$$
\begin{equation*}
u(0, \beta)=u_{\mathrm{L}}+\frac{2}{\gamma-1} c_{\mathrm{L}}-\frac{2}{\gamma-1} c(0, \beta)=u_{\mathrm{L}}+\frac{2 c_{\mathrm{L}}}{\gamma-1}\left(1-\beta^{\frac{\gamma-1}{\gamma+1}}\right) \tag{5.41}
\end{equation*}
$$

From the definition of $I(\beta)$ in (5.30) and (5.39) it follows that

$$
\begin{equation*}
I(\beta)=\left[\frac{1}{2} c_{\mathrm{L}} \rho_{\mathrm{L}}^{\prime}-\frac{1}{2 c_{\mathrm{L}}} p_{\mathrm{L}}^{\prime}\right] \cdot \beta \tag{5.42}
\end{equation*}
$$

hence, by (5.36) and (5.41),

$$
\begin{equation*}
H(\beta)=\frac{1}{2 \rho_{\mathrm{L}}(\gamma+1)}\left[\frac{1}{c_{\mathrm{L}}} p_{\mathrm{L}}^{\prime}-c_{\mathrm{L}} \rho_{\mathrm{L}}^{\prime}\right] \cdot \beta^{\frac{\gamma-3}{2(\gamma+1)}} \tag{5.43}
\end{equation*}
$$

The right-hand side of (5.24) can be evaluated explicitly using (5.40), (5.41):

$$
\begin{align*}
-\frac{1}{2} & \lambda A(0)^{-1} g_{\mathrm{L}}^{-1} \beta^{-1 / 2} \frac{d}{d \beta}[u(0, \beta) c(0, \beta)] \\
& =-\frac{1}{2} \frac{\lambda A(0)^{-1}}{(\gamma+1) \rho_{\mathrm{L}}}\left\{\left[(\gamma-1) u_{\mathrm{L}}+2 c_{\mathrm{L}}\right] \beta^{-\frac{\gamma+5}{2(\gamma+1)}}-4 c_{\mathrm{L}} \beta^{\frac{\gamma-7}{2(\gamma+1)}}\right\} . \tag{5.44}
\end{align*}
$$

Incorporating (5.43) and (5.44) in (5.24) we obtain the following explicit formula for $a(\beta)$.

Corollary 5.15 In the case of a $\gamma$-law gas, the function $a(\beta)=\frac{\partial u}{\partial \alpha}(0, \beta)$ of Proposition 5.12 is given by

$$
\begin{align*}
a(\beta)= & a(1)+\frac{1}{g_{\mathrm{L}}(3 \gamma-1)}\left[c_{\mathrm{L}}^{2} \rho_{\mathrm{L}}^{\prime}-p_{\mathrm{L}}^{\prime}\right]\left(\beta^{\frac{3 \gamma-1}{2(\gamma+1)}}-1\right) \\
& -\frac{\lambda A(0)^{-1}}{\rho_{\mathrm{L}}(\gamma-3)}\left[(\gamma-1) u_{\mathrm{L}}+2 c_{\mathrm{L}}\right]\left(\beta^{\frac{\gamma-3}{2(\gamma+1)}}-1\right) \\
& +\frac{4 \lambda A(0)^{-1} c_{\mathrm{L}}}{\rho_{\mathrm{L}}(3 \gamma-5)} \cdot\left(\beta^{\frac{3 \gamma-5}{2(\gamma+1)}}-1\right), \quad \gamma \neq \frac{5}{3}, 3 . \tag{5.45}
\end{align*}
$$

We refer to Ben-Artzi and Falcovitz [10, Equations (3.21) and (3.22)] for the exceptional cases $\gamma=\frac{5}{3}, 3$.

## Concluding the Treatment of the CRW

In the preceding subsections we established the general expression (5.24) for the directional derivative $a(\beta)=\frac{\partial u}{\partial \alpha}(0, \beta)$ and then derived its explicit form
for a $\gamma$-law gas. Once $a(\beta)$ is known, all other directional derivatives are readily available. In the following corollary we collect these facts. We use $\rho=J\left(p ; \rho_{I}, p_{I}\right)$ for the function representing all states $(\rho, p)$ isentropic to a given state $\left(\rho_{I}, p_{I}\right)$. This is related to the analogous expression (5.28) for $g$ by $G=\rho c=J \cdot\left(\frac{\partial J}{\partial p}\right)^{-1 / 2}$.

Corollary 5.16 (Directional derivatives in a CRW) Using notation as in Proposition 5.12, we have

$$
\begin{align*}
\frac{\partial p}{\partial \alpha}(0, \beta)= & g_{\mathrm{L}} \beta\left[a(\beta)+\lambda A(0)^{-1} g_{\mathrm{L}}^{-1} u(0, \beta) c(0, \beta) \beta^{-1 / 2}\right] \\
\frac{\partial \rho}{\partial \alpha}(0, \beta)= & {\left[J_{\rho_{I}}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \cdot \rho_{\mathrm{L}}^{\prime}+J_{p_{I}}\left(p(0, \beta) ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \cdot p_{\mathrm{L}}^{\prime}\right] \beta^{1 / 2} } \\
& +c(0, \beta)^{-2} \frac{\partial p}{\partial \alpha}(0, \beta) \tag{5.46}
\end{align*}
$$

Proof The expression for $\frac{\partial p}{\partial \alpha}$ follows by combining (5.26)(i) with (5.22). The one for $\frac{\partial \rho}{\partial \alpha}$ is obtained from $\rho(\alpha, \beta)=J\left(p(\alpha, \beta) ; \rho_{0}(\xi(\alpha, \beta)), p_{0}(\xi(\alpha, \beta))\right)$ as in (5.30).

In the case of a $\gamma$-law gas, we have

$$
\begin{equation*}
\rho=J\left(p ; \rho_{I}, p_{I}\right)=\rho_{I}\left(\frac{p}{p_{I}}\right)^{\frac{1}{\gamma}} \tag{5.47}
\end{equation*}
$$

and explicit expressions can be derived for $\frac{\partial p}{\partial \alpha}$ and $\frac{\partial \rho}{\partial \alpha}$ by using (5.40), (5.41), and (5.45).

## Time Derivatives of $\boldsymbol{p}, \boldsymbol{u}$ on the Interface - Proof of the Main Theorem

We are now in a position to prove the main theorem of this section, Theorem 5.7. We assume that the solution is as shown in Figure 5.2 and treat separately the coefficients in $(5.12)_{\mathrm{L}}$ and $(5.12)_{\mathrm{R}}$. The notation employed here is that used already and in Table 5.5. This applies in particular to the function $a(\beta)$ as in Proposition 5.12.

Claim 5.17 (The coefficients $\boldsymbol{a}_{\mathrm{L}}, \boldsymbol{b}_{\mathrm{L}}, \boldsymbol{d}_{\mathrm{L}}$ ) Equation (5.12) holds with

$$
\begin{equation*}
a_{\mathrm{L}}=1, \quad b_{\mathrm{L}}=\left(g_{\mathrm{L}}^{*}\right)^{-1}, \quad d_{\mathrm{L}}=-\left(g_{\mathrm{L}} g_{\mathrm{L}}^{*}\right)^{1 / 2} A(0) a\left(\beta^{*}\right)-\lambda u^{*} c_{\mathrm{L}}^{*} \tag{5.48}
\end{equation*}
$$

Proof The flow in the region $\xi\left(\alpha, \beta^{*}\right) \leq \xi \leq 0$ (i.e., between the tail characteristic of the rarefaction wave and the contact discontinuity) is smooth. Using the chain rule at $\left(\alpha, \beta^{*}\right)$ and then letting $\alpha \rightarrow 0$ we obtain

$$
\begin{equation*}
\frac{\partial p}{\partial \alpha}\left(0, \beta^{*}\right)=\left(\frac{\partial p}{\partial t}\right)^{*} \frac{\partial t}{\partial \alpha}\left(0, \beta^{*}\right)+\left(\frac{\partial p}{\partial \xi}\right)_{\mathrm{L}}^{*} \frac{\partial \xi}{\partial \alpha}\left(0, \beta^{*}\right) . \tag{5.49}
\end{equation*}
$$

By (4.83) we have $A(0)\left(\frac{\partial p}{\partial \xi}\right)_{\mathrm{L}}^{*}=-\left(\frac{\partial u}{\partial t}\right)^{*}$ and by (5.22)

$$
\frac{\partial \xi}{\partial \alpha}\left(0, \beta^{*}\right)=\left(\beta^{*}\right)^{1 / 2}, \quad \frac{\partial t}{\partial \alpha}\left(0, \beta^{*}\right)=-A(0)^{-1} g_{\mathrm{L}}^{-1}\left(\beta^{*}\right)^{-1 / 2}
$$

Also, by (5.46),

$$
\frac{\partial p}{\partial \alpha}\left(0, \beta^{*}\right)=g_{\mathrm{L}} \beta^{*}\left[a\left(\beta^{*}\right)+\lambda A(0)^{-1} g_{\mathrm{L}}^{-1} u^{*} c_{\mathrm{L}}^{*}\left(\beta^{*}\right)^{-1 / 2}\right]
$$

Incorporating these equations in (5.49) and noting $\beta^{*}=g_{\mathrm{L}}^{-1} g_{\mathrm{L}}^{*}$ we obtain (5.48).

We now turn to the treatment of the coefficients in $(5.12)_{R}$. Two difficulties are encountered here. First, all flow variables are discontinuous across the shock. Second, the state behind the shock is not uniform, since the initial data are not uniform. The flow in the two regions separated by the shock is smooth, and so is the shock trajectory. For clarity, we shall denote by $Q_{+}(\xi, t)$ the value of the flow variable $Q$ ( $Q=\rho, u$, etc.) in the region ahead of the shock (i.e., the region between $\Gamma_{3}$ and the positive $\xi$ axis in Figure 5.2) while retaining the notation $Q(\xi, t)$ for the values behind the shock (i.e., between $\Gamma_{3}$ and the contact discontinuity $\xi=0$ ). We parametrize the shock trajectory $\Gamma_{3}$ as $\xi(\theta)$, $t(\theta)$, with $(\xi(0), t(0))=(0,0)$. Along this curve we can simplify the notation of the flow variables on the two sides in an obvious way,

$$
Q(\theta)=Q(\xi(\theta), t(\theta)), \quad Q_{+}(\theta)=Q_{+}(\xi(\theta), t(\theta))
$$

The shock relation (4.102) can be written here as

$$
\begin{equation*}
u(\theta)=u_{+}(\theta)+\Phi\left(p(\theta) ; \rho_{+}(\theta), p_{+}(\theta)\right) \tag{5.50}
\end{equation*}
$$

[since $p(\theta) \geq p_{+}(\theta), \Phi=\phi_{3}$ of (4.102)]. According to (4.88), (4.89) the shock speed $\sigma=\xi^{\prime}(t)=\frac{\xi^{\prime}(\theta)}{t^{\prime}(\theta)}$ can be expressed as

$$
\begin{equation*}
\sigma(\theta)=A(\theta) \frac{p(\theta)-p_{+}(\theta)}{u(\theta)-u_{+}(\theta)}, \quad A(\theta)=A(r(\xi(\theta), t(\theta))) \tag{5.51}
\end{equation*}
$$

and the derivative $\frac{d f}{d \theta}$ can be expressed as

$$
\begin{equation*}
\frac{d f}{d \theta}=\left(\sigma(\theta) \frac{\partial f}{\partial \xi}+\frac{\partial f}{\partial t}\right) \cdot t^{\prime}(\theta) \tag{5.52}
\end{equation*}
$$

for any function $f=f(\xi, t)$. Clearly, if $f(\xi, t)=Q(\xi, t)$ the derivatives $\frac{\partial Q}{\partial \xi}, \frac{\partial Q}{\partial t}$ in (5.52) are evaluated behind the shock [i.e., at $\xi=\xi(\theta)-, t=t(\theta)+$ ] and similarly for $Q_{+}(\xi, t)$.

The assertion of the next claim is that the coefficients $a_{\mathrm{R}}, b_{\mathrm{R}}, d_{\mathrm{R}}$ of $(5.12)_{\mathrm{R}}$ are obtained by differentiating (5.50).

Claim 5.18 (The coefficients $\left.\boldsymbol{a}_{\mathbf{R}}, \boldsymbol{b}_{\mathbf{R}}, \boldsymbol{d}_{\mathbf{R}}\right)$ Equation (5.12) $)_{\mathrm{R}}$ holds true with coefficients $a_{\mathrm{R}}, b_{\mathrm{R}}, d_{\mathrm{R}}$, which depend only on the following: the initial data $\mathbf{V}_{\mathrm{R}}, \mathbf{V}_{\mathrm{R}}^{\prime}$ to the right of the discontinuity, the function $\Phi$ of (5.50), and the values $p^{*}, u^{*}, \rho_{\mathrm{R}}^{*}$ obtained in the solution of the associated Riemann problem.

Detailed expressions for $a_{\mathrm{R}}, b_{\mathrm{R}}, d_{\mathrm{R}}$ are given in the following [Equation (5.58)] for the general case, as well as Equation (5.62) for the special case of a $\gamma$-law gas].

Proof We consider the function $\Phi$ as a function of three variables, $\Phi=\Phi$ $\left(p ; \rho_{I}, p_{I}\right)$ [compare (5.28)]. Differentiating (5.50) with respect to $\theta$ and using (5.52) we get

$$
\begin{align*}
\frac{\partial u}{\partial t}+\sigma(\theta) \frac{\partial u}{\partial \xi}= & \frac{\partial u_{+}}{\partial t}+\sigma(\theta) \frac{\partial u_{+}}{\partial \xi} \\
& +\Phi_{p}\left(p(\theta) ; \rho_{+}(\theta), p_{+}(\theta)\right) \cdot\left[\frac{\partial p}{\partial t}+\sigma(\theta) \frac{\partial p}{\partial \xi}\right] \\
& +\Phi_{\rho_{I}}\left(p(\theta) ; \rho_{+}(\theta), p_{+}(\theta)\right) \cdot\left[\frac{\partial \rho_{+}}{\partial t}+\sigma(\theta) \frac{\partial \rho_{+}}{\partial \xi}\right] \\
& +\Phi_{p_{I}}\left(p(\theta) ; \rho_{+}(\theta), p_{+}(\theta)\right) \cdot\left[\frac{\partial p_{+}}{\partial t}+\sigma(\theta) \frac{\partial p_{+}}{\partial \xi}\right] \tag{5.53}
\end{align*}
$$

Inspecting Figure 5.2 and using the notation in Table 5.5 we see that as $\theta \rightarrow 0$ we have the following limits:

$$
\begin{align*}
\frac{\partial p}{\partial t} & \rightarrow\left(\frac{\partial p}{\partial t}\right)^{*}, & \frac{\partial u}{\partial t} \rightarrow\left(\frac{\partial u}{\partial t}\right)^{*} \\
\frac{\partial p}{\partial \xi} & \rightarrow\left(\frac{\partial p}{\partial \xi}\right)^{*}, & \frac{\partial u}{\partial \xi} \rightarrow\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{R}}^{*} \tag{5.54}
\end{align*}
$$

and, for $Q_{+}=p_{+}, u_{+}, \rho_{+}$,

$$
\begin{equation*}
\frac{\partial Q_{+}}{\partial t} \rightarrow\left(\frac{\partial Q}{\partial t}\right)_{\mathrm{R}}, \quad \frac{\partial Q_{+}}{\partial \xi} \rightarrow Q_{R}^{\prime} \tag{5.55}
\end{equation*}
$$

Furthermore, using Equations (4.83) and (5.18), we have

$$
\begin{align*}
A(0)\left(\frac{\partial p}{\partial \xi}\right)^{*} & =-\left(\frac{\partial u}{\partial t}\right)^{*} \\
A(0)\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{R}}^{*} & =\left(\frac{\partial \tau}{\partial t}\right)_{\mathrm{R}}^{*}-u^{*}\left(\frac{\partial}{\partial \xi} A(r(\xi, 0))\right)_{\mathrm{R}}^{*}  \tag{5.56}\\
& =-\left(g_{\mathrm{R}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}-\lambda\left(\rho_{\mathrm{R}}^{*}\right)^{-1} u^{*}
\end{align*}
$$

Note that we have used, as in Remark 5.6,

$$
\left(\frac{\partial}{\partial \xi} A(r(\xi, 0))\right)_{\mathrm{R}}^{*}=\lim _{t \rightarrow 0+} \frac{A^{\prime}(r(0, t))}{A(r(0, t))} \cdot \rho(0+, t)^{-1}=\lambda\left(\rho_{\mathrm{R}}^{*}\right)^{-1}
$$

However,

$$
\begin{align*}
\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{R}} & =-\rho_{\mathrm{R}}^{2}\left(\frac{\partial \tau}{\partial t}\right)_{\mathrm{R}}=-\rho_{\mathrm{R}}^{2} \frac{\partial}{\partial \xi}[A u]_{\xi=0+} \\
& =-\rho_{\mathrm{R}}^{2}\left[\lambda \rho_{\mathrm{R}}^{-1} u_{\mathrm{R}}+A(0) u_{\mathrm{R}}^{\prime}\right] \quad[\text { compare }(5.15)], \\
\left(\frac{\partial p}{\partial t}\right)_{\mathrm{R}} & =c_{\mathrm{R}}^{2}\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{R}}  \tag{5.57}\\
& =-g_{\mathrm{R}}^{2}\left[\lambda \rho_{\mathrm{R}}^{-1} u_{\mathrm{R}}+A(0) u_{\mathrm{R}}^{\prime}\right] \quad[\text { compare }(5.17)], \\
\left(\frac{\partial u}{\partial t}\right)_{\mathrm{R}} & =-A(0) p_{\mathrm{R}}^{\prime} .
\end{align*}
$$

We can now let $\theta \rightarrow 0$ in (5.53) and use these relations to get

$$
\begin{align*}
{[1+} & \left.A(0)^{-1} \sigma(0) \Phi_{p}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}\right)\right]\left(\frac{\partial u}{\partial t}\right)^{*} \\
& +\left[-A(0)^{-1} \sigma(0)\left(g_{\mathrm{R}}^{*}\right)^{-2}-\Phi_{p}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}\right)\right]\left(\frac{\partial p}{\partial t}\right)^{*} \\
= & {\left[\sigma(0)-\rho_{\mathrm{R}}^{2} A(0) \Phi_{\rho_{I}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}\right)-g_{\mathrm{R}}^{2} A(0) \Phi_{p_{I}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}\right)\right] u_{\mathrm{R}}^{\prime} } \\
& +\left[-A(0)+\sigma(0) \Phi_{p_{I}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}\right)\right] p_{\mathrm{R}}^{\prime}+\sigma(0) \Phi_{\rho_{I}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}\right) \rho_{\mathrm{R}}^{\prime} \\
& +\lambda\left\{A(0)^{-1} \sigma(0)\left(\rho_{\mathrm{R}}^{*}\right)^{-1} u^{*}-\rho_{\mathrm{R}} u_{\mathrm{R}} \Phi_{\rho_{I}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}\right)\right. \\
& \left.-g_{\mathrm{R}}^{2} \rho_{\mathrm{R}}^{-1} u_{\mathrm{R}} \Phi_{p_{I}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}\right)\right\} . \tag{5.58}
\end{align*}
$$

The limiting speed $\sigma(0)$ is identical to that of the associated solution, and by (5.51) we have

$$
\begin{equation*}
\sigma(0)=A(0) \frac{p^{*}-p_{\mathrm{R}}}{u^{*}-u_{\mathrm{R}}} \tag{5.59}
\end{equation*}
$$

This concludes the proof of the claim, and indeed, the proof of Theorem 5.7.

Remark 5.19 Observe that in view of (5.58) $d_{\mathrm{R}}$ is linear in $u_{\mathrm{R}}^{\prime}, p_{\mathrm{R}}^{\prime}, \rho_{\mathrm{R}}^{\prime}$ and $\lambda=A^{\prime}(0) A(0)^{-1}$, and can be written as

$$
\begin{equation*}
d_{\mathrm{R}}=L_{u} u_{\mathrm{R}}^{\prime}+L_{p} p_{\mathrm{R}}^{\prime}+L_{\rho} \rho_{\mathrm{R}}^{\prime}+L_{\lambda} \cdot \lambda \tag{5.60}
\end{equation*}
$$

where $L_{u}, L_{p}, L_{\rho}, L_{\lambda}$ depend on $\mathbf{V}_{\mathrm{R}}, \mathbf{V}_{\mathrm{R}}^{*}$ and the equation of state (in terms of $\Phi$ ). Specializing to a $\gamma$-law gas we have, by (4.111),

$$
\begin{equation*}
\Phi\left(p ; \rho_{I}, p_{I}\right)=\left(p-p_{I}\right) \sqrt{\frac{1-\mu^{2}}{\rho_{I}\left(p+\mu^{2} p_{I}\right)}}, \quad \mu^{2}=\frac{\gamma-1}{\gamma+1} \tag{5.61}
\end{equation*}
$$

and carrying out the differentiations in (5.58) we get the following explicit expressions.

Corollary 5.20 (The coefficients $\boldsymbol{a}_{\mathbf{R}}, \boldsymbol{b}_{\mathbf{R}}, \boldsymbol{d}_{\mathbf{R}}$ for a $\gamma$-law gas) In the $\gamma$-law case we have from (5.58)-(5.61), with $\sigma(0)$ as in (5.59) and $d_{\mathrm{R}}$ as in (5.60),

$$
\begin{align*}
a_{\mathrm{R}}= & 2-\frac{1}{2} \frac{p^{*}-p_{\mathrm{R}}}{p^{*}+\mu^{2} p_{\mathrm{R}}}, \\
b_{\mathrm{R}}= & -A(0)^{-1} \sigma(0)\left(g_{\mathrm{R}}^{*}\right)^{-2}-A(0) \sigma(0)^{-1}\left(a_{\mathrm{R}}-1\right), \\
L_{u}= & \sigma(0)+\frac{A(0)}{2} \rho_{\mathrm{R}}\left(u^{*}-u_{\mathrm{R}}\right)+\left(A(0) g_{\mathrm{R}}\right)^{2} \sigma(0)^{-1}\left[1+\frac{\mu^{2}\left(p^{*}-p_{\mathrm{R}}\right)}{2\left(p^{*}+\mu^{2} p_{\mathrm{R}}\right)}\right] \\
L_{p}= & -\left(2+\frac{\mu^{2}}{2} \frac{p^{*}-p_{\mathrm{R}}}{p^{*}+\mu^{2} p_{\mathrm{R}}}\right) A(0),  \tag{5.62}\\
L_{\rho}= & -\left(\frac{p^{*}-p_{\mathrm{R}}}{2 \rho_{\mathrm{R}}}\right) A(0), \\
L_{\lambda}= & A(0)^{-1} \sigma(0) u^{*}\left(\rho_{\mathrm{R}}^{*}\right)^{-1}+u_{\mathrm{R}} \rho_{\mathrm{R}}^{-1}\left(u^{*}-u_{\mathrm{R}}\right) \\
& \times\left[g_{\mathrm{R}}^{2}\left(\frac{1}{p^{*}-p_{\mathrm{R}}}+\frac{\mu^{2}}{2} \cdot \frac{1}{p^{*}+\mu^{2} p_{\mathrm{R}}}\right)+\frac{\rho_{\mathrm{R}}}{2}\right] .
\end{align*}
$$

Remark 5.21 (The "acoustic limit" $V_{L}=V_{R}$ ) When $V_{L}=V_{R}$ the solution of the associated Riemann problem is constant and $\mathbf{V}^{*}=\mathbf{V}_{\mathrm{L}}=\mathbf{V}_{\mathrm{R}}$. The shock
speed $\sigma(0)$ is replaced by the characteristic slope $A(0) g_{\mathrm{R}}$. Invoking these facts in (5.62) we obtain the coefficients $a_{\mathrm{R}}, b_{\mathrm{R}}, d_{\mathrm{R}}$ of the acoustic case (5.13) (multiplied by a factor of -2 ). Similarly, in this case $\beta^{*}=1$ and $a\left(\beta^{*}\right)=a(1)$, as in (5.25). The coefficients $a_{\mathrm{L}}, b_{\mathrm{L}}, d_{\mathrm{L}}$ of (5.48) are then identical to those of (5.13).

## Conclusion of the Linear GRP in the Lagrangian Case

The linear GRP in the Lagrangian coordinates, as posed in (5.10), is now fully solved. Indeed, the derivatives $\left(\frac{\partial p}{\partial t}\right)^{*},\left(\frac{\partial u}{\partial t}\right)^{*}$ are determined by Theorem 5.7. The time derivatives of the density on the two sides of the contact discontinuity are then obtained by

$$
\begin{equation*}
\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{R}}^{*}=\left(c_{\mathrm{R}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}, \quad\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{L}}^{*}=\left(c_{\mathrm{L}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*} . \tag{5.63}
\end{equation*}
$$

(We refer to Figure 5.2 and Table 5.5 for notation.)
The solution to the linear GRP in Eulerian coordinates (see Proposition 5.26) also requires knowledge of the $\xi$ derivatives at the contact discontinuity.

The $\xi$ derivatives of $p, u$ on the two sides of the discontinuity are evaluated as in (5.56):

$$
\begin{align*}
A(0)\left(\frac{\partial p}{\partial \xi}\right)^{*} & =-\left(\frac{\partial u}{\partial t}\right)^{*} \\
A(0)\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{R}}^{*} & =-\left(g_{\mathrm{R}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}-\lambda\left(\rho_{\mathrm{R}}^{*}\right)^{-1} u^{*} \tag{5.64}
\end{align*}
$$

[and an analogous expression for $\left(\frac{\partial u}{\partial \xi}\right)_{L}^{*}$ ]. The remaining derivatives are $\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{R}}^{*}$, $\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{L}}^{*}$. Here we face a difficulty, since these $\xi$ derivatives do not appear (directly) in the basic system of equations (4.83). We therefore resort to the method employed in the proof of Claim 5.18.

Claim 5.22 ( $\boldsymbol{\xi}$ derivatives of $\boldsymbol{\rho}$ at the contact discontinuity) Assume again the wave pattern of Figure 5.2. Using the notation of Table 5.5 we can express the derivatives $\left(\frac{\partial \rho}{\partial \xi}\right)_{L}^{*},\left(\frac{\partial \rho}{\partial \xi}\right)_{R}^{*}$ as follows:

$$
\begin{equation*}
\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{L}}^{*}=\left(\beta^{*}\right)^{-1 / 2} \frac{\partial \rho}{\partial \alpha}\left(0, \beta^{*}\right)+A(0)^{-1}\left(g_{\mathrm{L}}^{*}\right)^{-1}\left(c_{\mathrm{L}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*} \tag{5.65}
\end{equation*}
$$

where $\frac{\partial \rho}{\partial \alpha}(0, \beta)$ is given in (5.46) and $\beta^{*}=\frac{g_{\mathrm{L}}^{*}}{g_{\mathrm{L}}}$, and

$$
\begin{align*}
\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{R}}^{*}= & {\left[-\left(\rho_{\mathrm{R}}^{*}\right)^{2} A(0)^{2} \sigma(0)^{-3}-3\left(c_{\mathrm{R}}^{*}\right)^{-2} \sigma(0)^{-1}\right]\left(\frac{\partial p}{\partial t}\right)^{*} } \\
& +3\left(\rho_{\mathrm{R}}^{*}\right)^{2} A(0) \sigma(0)^{-2}\left(\frac{\partial u}{\partial t}\right)^{*}+3\left(\rho_{\mathrm{R}}^{*}\right)^{2} A(0)^{2} \sigma(0)^{-2} p_{\mathrm{R}}^{\prime}+\left(\frac{\rho_{\mathrm{R}}^{*}}{\rho_{\mathrm{R}}}\right)^{2} \rho_{\mathrm{R}}^{\prime} \\
& +\left[-g_{\mathrm{R}}^{2} A(0)^{3}\left(\rho_{\mathrm{R}}^{*}\right)^{2} \sigma(0)^{-3}-3 A(0) \sigma(0)^{-1}\left(\rho_{\mathrm{R}}^{*}\right)^{2}\right] u_{\mathrm{R}}^{\prime} \\
& +\rho_{\mathrm{R}}^{*} \sigma(0)^{-1}\left\{\rho_{\mathrm{R}}^{-1} u_{\mathrm{R}} \rho_{\mathrm{R}}^{*}\left[-g_{\mathrm{R}}^{2} A(0)^{2} \sigma(0)^{-2}-1\right]-2 u^{*}\right\} \lambda, \tag{5.66}
\end{align*}
$$

where $\sigma(0)$ is given by (5.59).
Proof By the chain rule [compare (5.49)], we have

$$
\frac{\partial \rho}{\partial \alpha}\left(0, \beta^{*}\right)=\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{L}}^{*} \frac{\partial t}{\partial \alpha}\left(0, \beta^{*}\right)+\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{L}}^{*} \frac{\partial \xi}{\partial \alpha}\left(0, \beta^{*}\right),
$$

from which (5.65) follows by solving for $\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{L}}^{*}$ and noting (5.22) and (5.63).
To establish (5.66) we recall the parametric notation introduced in the paragraph preceding (5.50) and the jump relation (4.89)(iii). This relation can be written as

$$
\begin{equation*}
\left(p(\theta)-p_{+}(\theta)\right)\left(\tau_{+}(\theta)-\tau(\theta)\right)=\left(u(\theta)-u_{+}(\theta)\right)^{2} . \tag{5.67}
\end{equation*}
$$

Differentiating with respect to $\theta$ according to (5.52) and setting $\theta=0$ we get, in view of (5.54), (5.55),

$$
\begin{align*}
{[\sigma(0)} & \left.\left(\left(\frac{\partial p}{\partial \xi}\right)^{*}-p_{\mathrm{R}}^{\prime}\right)+\left(\frac{\partial p}{\partial t}\right)^{*}-\left(\frac{\partial p}{\partial t}\right)_{\mathrm{R}}\right]\left(\tau_{\mathrm{R}}-\tau_{\mathrm{R}}^{*}\right) \\
& +\left[\sigma(0)\left(\tau_{\mathrm{R}}^{\prime}-\left(\frac{\partial \tau}{\partial \xi}\right)_{\mathrm{R}}^{*}\right)+\left(\frac{\partial \tau}{\partial t}\right)_{\mathrm{R}}-\left(\frac{\partial \tau}{\partial t}\right)_{\mathrm{R}}^{*}\right]\left(p^{*}-p_{\mathrm{R}}\right) \\
= & 2\left(u^{*}-u_{\mathrm{R}}\right)\left[\sigma(0)\left(\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{R}}^{*}-u_{\mathrm{R}}^{\prime}\right)+\left(\frac{\partial u}{\partial t}\right)^{*}-\left(\frac{\partial u}{\partial t}\right)_{\mathrm{R}}\right] \tag{5.68}
\end{align*}
$$

We now make the following substitutions:

$$
\begin{array}{rlll} 
& \left(\frac{\partial p}{\partial \xi}\right)^{*}, & \left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{R}}^{*} & \text { by }(5.56), \\
\left(\frac{\partial p}{\partial t}\right)_{\mathrm{R}}, & \left(\frac{\partial u}{\partial t}\right)_{\mathrm{R}}, & \left(\frac{\partial \tau}{\partial t}\right)_{\mathrm{R}} & \text { by }(5.57) .
\end{array}
$$

Also, by (5.63), $\left(\frac{\partial \tau}{\partial t}\right)_{\mathrm{R}}^{*}=-\left(g_{\mathrm{R}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}$, and by (4.89), (5.59),

$$
\begin{equation*}
\sigma(0)=A(0) \frac{p^{*}-p_{\mathrm{R}}}{u^{*}-u_{\mathrm{R}}}, \quad \sigma(0)^{2}=A(0)^{2} \frac{p^{*}-p_{\mathrm{R}}}{\tau_{\mathrm{R}}-\tau^{*}} \tag{5.69}
\end{equation*}
$$

Inserting these substitutions in (5.68) and solving for $\left(\frac{\partial \tau}{\partial \xi}\right)_{\mathrm{R}}^{*}=-\left(\rho_{\mathrm{R}}^{*}\right)^{-2}\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{R}}^{*}$ we obtain (5.66).

Equations (5.65), (5.66) are more complicated than (5.64). However, in the acoustic case they can be considerably simplified.

Claim 5.23 ( $\xi$ derivatives of $\boldsymbol{\rho}$ at the contact discontinuity - acoustic case) In the acoustic case (see Proposition 5.9) we have, instead of (5.65), (5.66),

$$
\begin{align*}
& \left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{L}}^{*}=\left(g_{\mathrm{L}}^{*}\right)^{-1}\left[\rho_{\mathrm{L}}^{2} u_{\mathrm{L}}^{\prime}+g_{\mathrm{L}} \rho_{\mathrm{L}}^{\prime}+\lambda A(0)^{-1} \rho_{\mathrm{L}} u_{\mathrm{L}}+A(0)^{-1}\left(c_{\mathrm{L}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}\right] \\
& \left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{R}}^{*}=\left(g_{\mathrm{R}}^{*}\right)^{-1}\left[-\rho_{\mathrm{R}}^{2} u_{\mathrm{R}}^{\prime}+g_{\mathrm{R}} \rho_{\mathrm{R}}^{\prime}-\lambda A(0)^{-1} \rho_{\mathrm{R}} u_{\mathrm{R}}-A(0)^{-1}\left(c_{\mathrm{R}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}\right] . \tag{5.70}
\end{align*}
$$

Proof Using the same reasoning as in (5.14) we get

$$
\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{L}}^{*}-A(0) g_{\mathrm{L}}^{*}\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{L}}^{*}=\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{L}}-A(0) g_{\mathrm{L}} \rho_{\mathrm{L}}^{\prime}
$$

Since

$$
\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{L}}=c_{\mathrm{L}}^{-2}\left(\frac{\partial p}{\partial t}\right)_{\mathrm{L}}, \quad\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{L}}^{*}=\left(c_{\mathrm{L}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}
$$

we have by (5.17)

$$
\left(c_{\mathrm{L}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}-A(0) g_{\mathrm{L}}^{*}\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{L}}^{*}=-\lambda \rho_{\mathrm{L}} u_{\mathrm{L}}-A(0) \rho_{\mathrm{L}}^{2} u_{\mathrm{L}}^{\prime}-A(0) g_{\mathrm{L}} \rho_{\mathrm{L}}^{\prime}
$$

which yields (5.70) for the left derivative. The right derivative is handled similarly.

All $\xi$ and $t$ derivatives of flow variables (at the singularity) are now accounted for. As a first step in their evaluation, we solve the associated Riemann problem and determine the values $\mathbf{V}^{*}=\mathbf{R}^{\mathrm{A}}\left(0 ; \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}\right)$ (including discontinuous values
such as $\rho_{\mathrm{L}}^{*}, \rho_{\mathrm{R}}^{*}$ ). The second step is the solution of the linear GRP [see (5.10)], namely, finding all (instantaneous) time derivatives at the singularity. The third step completes the treatment by providing for all $\xi$ derivatives there. For the reader's convenience we summarize here the procedure involved in the second and third steps. The first step, that of solving the Riemann problem, is given in Construction 4.46 and Appendix C. Recall that notation used below is that introduced in Table 5.5.

## Summary 5.24 (Solving the linear GRP in Lagrangian coordinates)

(I) Find the derivatives $\left(\frac{\partial u}{\partial t}\right)^{*},\left(\frac{\partial p}{\partial t}\right)^{*}$ as in Theorem 5.7. $\gamma$-law gas: Explicit formulas are given in Corollary 5.15 and Corollary 5.20.
(II) Evaluate $\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{L}}^{*},\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{R}}^{*}$ by (5.63), and evaluate $\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{L}}^{*},\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{R}}^{*},\left(\frac{\partial p}{\partial \xi}\right)^{*}$ by (5.64).
(III) Determine $\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{L}}^{*},\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{R}}^{*}$ by (5.65), (5.66) [or (5.70) in the acoustic case].
(IV) In the acoustic case the coefficients in Theorem 5.7 are given in (5.13) and do not depend on the equation of state. (See also Remark 5.21.) In this case Equations (5.65), (5.66) are replaced by (5.70).

Remark 5.25 Our formulas were based on the hypothesis that the wave pattern for the GRP is as in Figure 5.2. All other possibilities can be easily derived from these formulas by simple "reflections." For example, if the wave $\Gamma_{3}$ is a CRW, we obtain the coefficients $a_{\mathrm{L}}, b_{\mathrm{L}}, d_{\mathrm{L}}$, from Proposition 5.12 and Claim 5.17 by reflecting $\xi \rightarrow-\xi, t \rightarrow t, u \rightarrow-u$ and leaving unchanged the thermodynamic variables (so that $-u_{\mathrm{R}}$ replaces $u_{\mathrm{L}}$ but $u_{\mathrm{R}}^{\prime}$ comes instead of $u_{\mathrm{L}}^{\prime}$ ).

## The Linear GRP in the Eulerian Framework

We are now in a position to address the (Eulerian) linear GRP as stated in (5.4). Indeed, having the $\xi$ and $t$ derivatives at our disposal, we can obtain any directional derivative by the chain rule. This applies in particular to the line $r=0$, when represented as a curve in the $(\xi, t)$ plane, $r(\xi, t)=0$.

We distinguish three typical cases as depicted in Figure 5.5. All three correspond to the wave pattern assumed in Figure 5.2.

The line $r=0$ is represented in the $(\xi, t)$ plane by a curve $\xi=\xi(t), \xi(0)=0$. To find its functional form we simply differentiate the identity $r(\xi(t), t)=0$ to
obtain by (4.80), (4.81)

$$
\begin{equation*}
\xi^{\prime}(t)=-A(0) \rho(\xi, t) u(\xi, t), \quad \xi(0)=0 \tag{5.71}
\end{equation*}
$$

We basically distinguish two cases:
(a) The "nonsonic" case is when the line $r=0$ is not "included" in a CRW. This corresponds to Figures 5.5(a) and (b).
(b) The "sonic" case is when the line $r=0$ is tangent (at $r=t=0$ ) to a characteristic curve within a rarefaction fan, such as Figure 5.5(c).
In the setup of Figure 5.5, the instantaneous values behind the shock $\Gamma_{3}$ (at $t=0+$ ) are included in $\mathbf{V}_{\mathrm{R}}^{*}$ (see Table 5.5), whereas those behind the CRW $\left(\Gamma_{1}\right)$ are included in $\mathbf{V}_{\mathrm{L}}^{*}$. According to (5.3) the limiting values of the solution to the GRP along $r=0$, as $t \rightarrow 0$, are given by

$$
\begin{equation*}
\mathbf{U}_{0}=\lim _{t \rightarrow 0+} \mathbf{U}(0, t)=\mathbf{R}^{\mathrm{A}}\left(0 ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right) \tag{5.72}
\end{equation*}
$$


(a) $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ propagate to the left.

(b) $r=0$ scparates $\Gamma_{2}$ and $\Gamma_{3}$.

(c) The sonic casc.

Figure 5.5. Possible Eulerian GRP solutions for the wave pattern of Figure 5.2.

By the discussion preceding (5.3) we also know that the position of $r=0$ (near $t=0$ ) relative to the waves $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ is fully determined by the solution to the associated Riemann problem. In particular (always assuming the wave pattern of Figure 5.5), the line $r=0$ is nonsonic if either $u^{*}-c_{\mathrm{L}}^{*}<0$ (the full CRW propagates into the region $r<0$ ) or $u_{\mathrm{L}}-c_{\mathrm{L}}>0$ (it propagates into the region $r>0$ ). Since the shock speed $\sigma_{\mathrm{E}}$ (in Eulerian coordinates) is given by

$$
\sigma_{\mathrm{E}}=\frac{\rho_{\mathrm{R}} u_{\mathrm{R}}-\rho_{\mathrm{R}}^{*} u^{*}}{\rho_{\mathrm{R}}-\rho_{\mathrm{R}}^{*}}
$$

[see (4.86)], we infer that the line $r=0$ is situated between the contact discontinuity $\Gamma_{2}$ and the shock $\Gamma_{3}$ [as in Figure 5.5(a)] if $u^{*}<0<\sigma_{\mathrm{E}}$ and so on.

Taking $Q=Q(r, t)$ to be any flow variable (such as $p$ or $u$ ) we denote [as in (5.72)]

$$
Q_{0}=\lim _{t \rightarrow 0+} Q(0, t)
$$

The initial slope $\xi^{\prime}(0)$ of the curve $\xi(t)$ is then obtained from (5.71),

$$
\begin{equation*}
\xi^{\prime}(0)=-A(0) \rho_{0} u_{0} \tag{5.73}
\end{equation*}
$$

We now consider $Q=Q(\xi, t)$ in the Lagrangian framework and take its partial derivative along the line $r=0$ [which is represented by $\xi=\xi(t)$ ]. The limiting values of these derivatives at the initial point $(0,0)$ are determined according to the location of the line $r=0$. In the nonsonic case, this line lies between two waves, or to the left or right [as in Figure 5.5(a)] of all the three. We denote by $\partial_{t}^{0} Q, \partial_{\xi}^{0} Q$ those limiting derivatives:

$$
\begin{align*}
\partial_{t}^{0} Q & =\left.\lim _{t \rightarrow 0+} \frac{\partial}{\partial t} Q(\xi, t)\right|_{\xi=\xi(t)} \\
\partial_{\xi}^{0} Q & =\left.\lim _{t \rightarrow 0+} \frac{\partial}{\partial \xi} Q(\xi, t)\right|_{\xi=\xi(t)} \tag{5.74}
\end{align*}
$$

For example, in the situation displayed in Figure 5.5(a) ( $r=0$ to the right of $\Gamma_{3}$ ),

$$
\partial_{t}^{0} Q=\left(\frac{\partial}{\partial t} Q\right)_{\mathrm{R}}, \quad \partial_{\xi}^{0} Q=Q_{\mathrm{R}}^{\prime}
$$

whereas in the case of Figure 5.5(b) $\left(r=0\right.$ between $\Gamma_{2}$ and $\left.\Gamma_{3}\right)$,

$$
\partial_{t}^{0} Q=\left(\frac{\partial}{\partial t} Q\right)_{\mathrm{R}}^{*}, \quad \partial_{\xi}^{0} Q=\left(\frac{\partial}{\partial \xi} Q\right)_{\mathrm{R}}^{*}
$$

(see Table 5.5).
The solution to the linear GRP (5.4) is now straightforward. Since $\mathbf{U}(0, t)=$ $\mathbf{U}(\xi(t), t)$, we have, by the chain rule, the following:

## Proposition 5.26 (The linear GRP in Eulerian coordinates - nonsonic case)

The solution $\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}$ to the linear GRP in the nonsonic case is given by the chain rule,

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}=\partial_{t}^{0} \mathbf{U}-A(0) \rho_{0} u_{0} \partial_{\xi}^{0} \mathbf{U} \tag{5.75}
\end{equation*}
$$

The derivatives in the right-hand side of (5.75) are obtained as in Summary 5.24.

We are now left with the sonic case, as in Figure 5.5(c). Here $u_{\mathrm{L}}-c_{\mathrm{L}}<0<$ $u^{*}-c_{\mathrm{L}}^{*}$, so that the line $r=0$ is tangent (at $t=0$ ) to a characteristic contained in the rarefaction fan. In the language of the characteristic coordinates introduced for the analysis of the CRW [see the discussion preceding (5.19)] we can identify the line $r=0$ with a smooth trajectory $\alpha(t), \beta(t)$, so that $(\alpha(0), \beta(0))=\left(0, \beta_{0}\right)$, $\beta^{*} \leq \beta_{0} \leq 1$. The limiting slope (at $t=0$ ) of the characteristic $C_{-}$associated with $\beta$ is $u(0, \beta)-c(0, \beta)$, so that the tangency of $r=0$ to the $\beta_{0}$ characteristic implies

$$
\begin{equation*}
u\left(0, \beta_{0}\right)=c\left(0, \beta_{0}\right) .^{7} \tag{5.76}
\end{equation*}
$$

The chain rule formula (5.75) is clearly meaningless here. Using the notation introduced in the paragraph following (5.22), we can represent the solution throughout the CRW as $\mathbf{U}(\alpha, \beta)$. In particular, along $r=0$, the solution $\mathbf{U}(0, t)$ can be expressed as $\mathbf{U}(\alpha(t), \beta(t))$ and differentiated at $t=0$.

Proposition 5.27 (The linear GRP in Eulerian coordinates - sonic case) Assume the wave pattern of Figure 5.5(c) and let $r=0$ be represented in the characteristic framework by $(\alpha(t), \beta(t))$, where $\beta_{0}$ satisfies (5.76).

The solution $\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}$ to the linear $G R P$ in this case is given by

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}=\frac{\partial}{\partial \alpha} \mathbf{U}\left(0, \beta_{0}\right) \cdot \alpha^{\prime}(0)+\frac{\partial}{\partial \beta} \mathbf{U}\left(0, \beta_{0}\right) \cdot \beta^{\prime}(0) \tag{5.77}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha^{\prime}(0)=-A(0) g_{\mathrm{L}} \beta_{0}^{1 / 2}  \tag{5.78}\\
& \beta^{\prime}(0)=\frac{1}{2} \beta_{0}^{1 / 2} A(0)\left[\frac{\partial(\rho c)}{\partial \alpha}\left(0, \beta_{0}\right)-\frac{\partial(\rho u)}{\partial \alpha}\left(0, \beta_{0}\right)\right] . \tag{5.79}
\end{align*}
$$

The derivatives $\frac{\partial}{\partial \beta} \mathbf{U}\left(0, \beta_{0}\right)$ are obtained from the associated Riemann solution $\mathbf{R}^{\mathrm{A}}\left(\mu ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right)$ [see (5.3)] or its Lagrangian equivalent $\mathbf{V}^{\mathrm{A}}(\xi, t)$ [where

[^19]$\beta$ corresponds to the $C_{-}$characteristic $\left.\xi(t)=-A(0) g_{\mathrm{L}} \beta t\right]$. In the case of a $\gamma$-law gas use Equations (5.40) and (5.41).

The derivatives $\frac{\partial}{\partial \alpha} \mathbf{U}\left(0, \beta_{0}\right)$ are obtained in the process of the resolution of the CRW (Proposition 5.12 and Corollary 5.16). In the case of a $\gamma$-law gas see Remark 5.28 later in this subsection.

Proof Equation (5.77) follows from the chain rule, and it remains to prove (5.78), (5.79). Regarding $t(\alpha, \beta)$ as a function along $(\alpha(t), \beta(t))$ we have the obvious identity $t=t(\alpha(t), \beta(t))$. Differentiating at $t=0$ and using (5.22) we get

$$
1=\frac{\partial t}{\partial \alpha}\left(0, \beta_{0}\right) \cdot \alpha^{\prime}(0)+\frac{\partial t}{\partial \beta}\left(0, \beta_{0}\right) \cdot \beta^{\prime}(0)=-A(0)^{-1} g_{\mathrm{L}}^{-1} \beta_{0}^{-1 / 2} \alpha^{\prime}(0)
$$

which proves (5.78). The proof of (5.79) is considerably more intricate and the reader may skip it on first reading.

The line $r=0$ is represented by $\xi=\xi(t)=\xi(\alpha(t), \beta(t))$, so by (5.22)

$$
\begin{align*}
\xi^{\prime}(t) & =\frac{\partial \xi}{\partial \alpha} \alpha^{\prime}(t)+\frac{\partial \xi}{\partial \beta} \beta^{\prime}(t) \\
& =\left[\beta(t)^{1 / 2}+2 \alpha(t) \epsilon(0, \beta)\right] \alpha^{\prime}(t)+\frac{1}{2} \alpha(t) \beta(t)^{-1 / 2} \beta^{\prime}(t)+O\left(t^{2}\right) \tag{5.80}
\end{align*}
$$

whereas from (5.71) we have

$$
\xi^{\prime}(t)=-A(0) \rho(\alpha(t), \beta(t)) u(\alpha(t), \beta(t))
$$

so that

$$
\begin{align*}
\xi^{\prime}(t)= & -A(0)\left\{(\rho u)\left(0, \beta_{0}\right)+\frac{\partial(\rho u)}{\partial \alpha}\left(0, \beta_{0}\right) \cdot \alpha(t)\right. \\
& \left.+\frac{\partial(\rho u)}{\partial \beta}\left(0, \beta_{0}\right) \cdot\left(\beta(t)-\beta_{0}\right)\right\}+O\left(t^{2}\right) \tag{5.81}
\end{align*}
$$

However, the characteristic relation (5.26)(ii), evaluated for the associated Riemann solution (i.e., along the degenerate $C_{+}$characteristic $\alpha=0$ ), in conjunction with (5.76), yields ${ }^{8}$
$c\left(0, \beta_{0}\right)^{2} \frac{\partial \rho}{\partial \beta}\left(0, \beta_{0}\right)+\rho\left(0, \beta_{0}\right) c\left(0, \beta_{0}\right) \frac{\partial u}{\partial \beta}\left(0, \beta_{0}\right)=c\left(0, \beta_{0}\right) \frac{\partial}{\partial \beta}(\rho u)\left(0, \beta_{0}\right)=0$.

8 The CRW for the associated solution is isentropic, so that

$$
\frac{\partial p}{\partial \beta}(0, \beta)=c(0, \beta)^{2} \frac{\partial \rho}{\partial \beta}(0, \beta)
$$

Therefore (5.81) can be rewritten as

$$
\begin{align*}
\xi^{\prime}(t) & =-A(0)\left\{(\rho u)\left(0, \beta_{0}\right)+\frac{\partial(\rho u)}{\partial \alpha}\left(0, \beta_{0}\right) \cdot \alpha(t)\right\}+O\left(t^{2}\right) \\
& =-A(0)\left\{(\rho c)\left(0, \beta_{0}\right)+\frac{\partial(\rho u)}{\partial \alpha}\left(0, \beta_{0}\right) \cdot \alpha(t)\right\}+O\left(t^{2}\right) \tag{5.83}
\end{align*}
$$

Comparing zero-order terms in (5.80) and (5.83) we capture again (5.78), since $g\left(0, \beta_{0}\right)=g_{\mathrm{L}} \beta_{0}$. For first-order terms we have

$$
\begin{align*}
& 2 \epsilon\left(0, \beta_{0}\right) \alpha^{\prime}(0)^{2}+\alpha^{\prime}(0) \beta^{\prime}(0) \beta_{0}^{-1 / 2}+\beta_{0}^{1 / 2} \alpha^{\prime \prime}(0) \\
& \quad=-A(0) \frac{\partial(\rho u)}{\partial \alpha}\left(0, \beta_{0}\right) \cdot \alpha^{\prime}(0) . \tag{5.84}
\end{align*}
$$

Similarly, differentiating the identity $t(\alpha(t), \beta(t))=t$ and retaining first-order terms we have

$$
\begin{equation*}
2 \eta\left(0, \beta_{0}\right) \alpha^{\prime}(0)^{2}+A(0)^{-1} g_{\mathrm{L}}^{-1} \beta_{0}^{-3 / 2} \alpha^{\prime}(0) \beta^{\prime}(0)-A(0)^{-1} g_{\mathrm{L}}^{-1} \beta_{0}^{-1 / 2} \alpha^{\prime \prime}(0)=0 \tag{5.85}
\end{equation*}
$$

Combining (5.84) and (5.85) we can eliminate $\alpha^{\prime \prime}(0)$ to obtain

$$
\begin{equation*}
2 \alpha^{\prime}(0)\left[A(0) g_{\mathrm{L}} \beta_{0} \eta\left(0, \beta_{0}\right)+\epsilon\left(0, \beta_{0}\right)\right]+2 \beta_{0}^{-1 / 2} \beta^{\prime}(0)=-A(0) \frac{\partial(\rho u)}{\partial \alpha}\left(0, \beta_{0}\right) \tag{5.86}
\end{equation*}
$$

It remains to evaluate the expression in the square brackets in (5.86). To this end we use Equation (5.23)(i) along $(\alpha(t), \beta(t))$. Once again we expand up to first-order terms and we use $\widetilde{A}(\alpha(t), \beta(t))=A(0)$ to get, by (5.22),

$$
\begin{aligned}
\beta(t)^{1 / 2}+2 \alpha(t) \epsilon\left(0, \beta_{0}\right)= & -A(0) g\left(0, \beta_{0}\right)\left[-A(0)^{-1} g_{\mathrm{L}}^{-1} \beta(t)^{-1 / 2}\right. \\
& \left.+2 \alpha(t) \eta\left(0, \beta_{0}\right)\right]-A(0) \frac{\partial g}{\partial \alpha}\left(0, \beta_{0}\right) \\
& \times\left[A(0)^{-1} g_{\mathrm{L}}^{-1} \beta_{0}^{-1 / 2} \alpha(t)\right]+O\left(t^{2}\right)
\end{aligned}
$$

Using $g\left(0, \beta_{0}\right)=g_{\mathrm{L}} \beta_{0}$ and equating first-order terms we get

$$
2\left[A(0) g_{\mathrm{L}} \beta_{0} \eta\left(0, \beta_{0}\right)+\epsilon\left(0, \beta_{0}\right)\right]=-\frac{\partial g}{\partial \alpha}\left(0, \beta_{0}\right) g_{\mathrm{L}}^{-1} \beta_{0}^{-1 / 2}
$$

Inserting this expression in (5.86) and noting (5.78) we obtain (5.79).

Remark 5.28 ( $\gamma$-law gas) In the case of a $\gamma$-law gas the $\alpha$ derivatives in (5.79) are obtained by combining Equations (5.40), (5.41), and (5.47) and Corollaries 5.15 and 5.16. The value of $\beta_{0}$, obtained from (5.76) in conjunction with (5.41), is

$$
\begin{equation*}
\beta_{0}=\left[\frac{\gamma-1}{\gamma+1}\left(\frac{u_{\mathrm{L}}}{c_{\mathrm{L}}}+\frac{2}{\gamma-1}\right)\right]^{\frac{\gamma+1}{\gamma-1}} . \tag{5.87}
\end{equation*}
$$

We have concluded the treatment of the linear GRP in all cases. As in the Lagrangian case (Summary 5.24), we include a short summary.

## Summary 5.29 (Solving the linear GRP in Eulerian coordinates)

(I) Obtain the Lagrangian solution (namely, $\xi$ and $t$ derivatives at the contact discontinuity) as in Summary 5.24.
(II) Determine the various (initial) speeds of the waves $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ in Eulerian coordinates. In the case depicted in Figures 5.2 and 5.5, these are (see Table 5.5 for notation)
$u_{\mathrm{L}}-c_{\mathrm{L}}$ and $u^{*}-c_{\mathrm{L}}^{*}$ for the head and tail $C_{-}$characteristics of $\Gamma_{1}$,

$$
\begin{aligned}
& u^{*} \text { for the speed of the contact discontinuity } \Gamma_{2}, \\
& \qquad \sigma_{\mathrm{E}}=\frac{\rho_{\mathrm{R}} u_{\mathrm{R}}-\rho_{\mathrm{R}}^{*} u_{\mathrm{R}}^{*}}{\rho_{\mathrm{R}}-\rho_{\mathrm{R}}^{*}} \text { for the shock } \Gamma_{3}
\end{aligned}
$$

(III) Locate the line $r=0$ relative to these waves and use the associated Riemann solution $\mathbf{R}^{\mathrm{A}}\left(\frac{r}{t} ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right)$ [see (5.3)] to obtain the initial values

$$
\mathbf{U}_{0}=\lim _{t \rightarrow 0+} \mathbf{U}(0, t)
$$

(IV) If the line $r=0$ is not contained in a CRW (nonsonic case) evaluate the derivative $\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}$ as in Proposition 5.26.
(V) If the line $r=0$ is contained in a CRW (sonic case) evaluate the derivative $\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}$ as in Proposition 5.27.

Remark 5.30 (The "acoustic case") We emphasize [see Summary 5.24(IV)] that in the acoustic case the time derivatives $\left(\frac{\partial u}{\partial t}\right)^{*},\left(\frac{\partial p}{\partial t}\right)^{*}$ are readily available (Proposition 5.9). It then follows [Summary 5.24(II) and (III)] that the full solution to the linear GRP in Lagrangian coordinates is reduced to simple algebraic expressions. In particular, these expressions do not depend on the equation of state.

Remark 5.31 (Directional derivatives) Note that the preceding discussion enables us to find the directional derivatives in any desired direction (instead of $r=0$ ). In a nonsonic direction, one simply applies Equation (5.75), replacing the direction $\xi^{\prime}(0)=-A(0) \rho_{0} u_{0}$ by any other direction [expressed in $(\xi, t)$ coordinates]. Compare this also with Remark 5.4(a).

### 5.2 The GRP Numerical Method for Quasi-1-D, Compressible, Inviscid Flow

The previous section dealt with the solution to the linear GRP. Given initial piecewise-linear data, we can find the value of the solution [to the system (4.45)] and its time derivative at the singularity. In this section we show how to implement this solution in the design of a suitable numerical scheme, and in fact a group of such schemes.

The schemes presented here range from the very basic one (Definition 5.37), which is just a straightforward, easy-to-implement, extension of the classical Godunov scheme, to the "full GRP" scheme (Definition 5.41), which requires the full power of the analysis presented in Section 5.1. However, we emphasize that, in all cases, the schemes are based on explicit formulas, derived on the basis of the Riemann solution and the equation of state. For a $\gamma$-law gas, these formulas are given in detail in Section 5.1. Once these formulas are incorporated into the numerical fluxes, the schemes prove to be robust and no intricate postprocessing procedures are needed (except for a simple "slope limiter", described in the final paragraph of this section). This claim will be amply demonstrated in Chapter 6 and by the numerical examples discussed in Part II of this monograph.

The basic methodology has already been introduced in Section 3.1. We take a uniform spatial $\operatorname{grid}^{9} r_{j}=j \Delta r,-\infty<j<\infty$, and uniformly spaced time levels $t_{n+1}=t_{n}+k, t_{0}=0$. We refer to the interval ( $r_{j-1 / 2}, r_{j+1 / 2}$ ) as "cell $j$ " and to its endpoints as the "cell boundaries."

At the time level $t_{n}$, the solution to (4.45) in cell $j$ is approximated by an average $\mathbf{U}_{j}^{n}$. In analogy with Equation (3.1) we advance the averages $\left\{\mathbf{U}_{j}^{n}\right\}_{j}$ to the next time level by a general ("quasi-conservative") scheme

$$
\begin{align*}
\mathbf{U}_{j}^{n+1}= & \mathbf{U}_{j}^{n}-\frac{\Delta t}{(\Delta v)_{j}}\left[A\left(r_{j+1 / 2}\right) \mathbf{F}_{j+1 / 2}^{n+1 / 2}-A\left(r_{j-1 / 2}\right) \mathbf{F}_{j-1 / 2}^{n+1 / 2}\right] \\
& -\frac{\Delta t}{\Delta r}\left[\mathbf{G}_{j+1 / 2}^{n+1 / 2}-\mathbf{G}_{j-1 / 2}^{n+1 / 2}\right], \tag{5.88}
\end{align*}
$$

[^20]where
$$
(\Delta v)_{j}=\int_{r_{j-1 / 2}}^{r_{j+1 / 2}} A(r) d r
$$
is the volume of the duct segment in cell $j$. The scheme (5.88) is a "finitevolume" scheme. It is obtained by integrating the quasi-conservation law (4.45) [after multiplication by $A(r)$ ] over the space-time rectangle $\left(r_{j-1 / 2}, r_{j+1 / 2}\right) \times$ $\left(t_{n}, t_{n+1}\right)$. The integral
$$
\int_{r_{j-1 / 2}}^{r_{j+1 / 2}} A(r) \mathbf{U}\left(r, t_{n}\right) d r
$$
is approximated by $\mathbf{U}_{j}^{n}(\Delta v)_{j}$, and similarly for $t=t_{n+1}$. The integral
$$
\int_{r_{j-1 / 2}}^{r_{j+1 / 2}} A(r) \frac{\partial}{\partial r} \mathbf{G}(\mathbf{U}(r, t)) d r
$$
is approximated by $\frac{(\Delta v)_{j}}{\Delta r}\left[\mathbf{G}\left(\mathbf{U}\left(r_{j+1 / 2}, t\right)\right)-\mathbf{G}\left(\mathbf{U}\left(r_{j-1 / 2}, t\right)\right)\right]$. The "side" integrals
$$
\int_{t_{n}}^{t_{n+1}} A\left(r_{j \pm 1 / 2}\right) \mathbf{F}\left(\mathbf{U}\left(r_{j \pm 1 / 2}, t\right)\right) d t, \quad \int_{t_{n}}^{t_{n+1}} \mathbf{G}\left(\mathbf{U}\left(r_{j \pm 1 / 2}, t\right)\right) d t
$$
are then approximated, respectively, by
\[

$$
\begin{equation*}
A\left(r_{j \pm 1 / 2}\right) \mathbf{F}_{j \pm 1 / 2}^{n+1 / 2}, \quad \mathbf{G}_{j \pm 1 / 2}^{n+1 / 2}, \tag{5.89}
\end{equation*}
$$

\]

which need to be determined. In fact, their evaluation in terms of the data $\left\{\mathbf{U}_{j}^{n}\right\}_{j}{ }^{10}$ is what is commonly referred to as the "design of a scheme."

Definition 5.32 The terms $\mathbf{F}_{j \pm 1 / 2}^{n+1 / 2}, \mathbf{G}_{j \pm 1 / 2}^{n+1 / 2}$ are called the "numerical fluxes" for the quasi-conservative scheme (5.88).

In the rest of this section we follow closely the presentation in Section 3.1. In particular, we shall always assume that the ratio $\frac{k}{\Delta r}$ satisfies the CFL condition

[^21]in the sense of Corollary 3.2 and Remark 3.4. However, in the case at hand (and in the case of virtually any hyperbolic system of physical interest) there exists no simple bound on the "maximal wave speed" [analogous to (3.7)]. Thus, the restriction on the size of $\frac{k}{\Delta r}$ cannot be accomplished as in (3.6). Instead, we shall always assume that the CFL condition is satisfied in the sense that no wave issuing from a singularity $r_{j+1 / 2}$ at time $t=t_{n}$ reaches the adjacent cell boundaries $r_{j-1 / 2}, r_{j+3 / 2}$ during the time interval $\left(t_{n}, t_{n}+k\right)$. In practice, this is achieved by inspecting all such waves at time $t=t_{n}$ and taking their maximal speed $S_{n}$. Since (generally speaking) the wave speeds vary in time, an additional "safety" factor $\mu_{\text {CFL }}<1$ is added to make up for a possible growth of the maximal speed. This factor is then labeled "CFL ratio", and the next time step $k_{n}$ is set to be $k_{n}=\mu_{\mathrm{CFL}} \cdot \frac{\Delta r}{S_{n}}$. For notational simplicity we omit henceforth the dependence of $k$ on $n$, and we write $k_{n}=k .{ }^{11}$

## The Godunov Scheme

Given the initial data $\mathbf{U}_{0}(r)=\mathbf{U}(r, 0)$, we define the initial set of cell averages by

$$
\begin{equation*}
\mathbf{U}_{j}^{0}=\frac{1}{(\Delta v)_{j}} \int_{r_{j-1 / 2}}^{r_{j+1 / 2}} A(r) \mathbf{U}_{0}(r) d r, \quad-\infty<j<\infty \tag{5.90}
\end{equation*}
$$

Next we assume that the cell averages $\left\{\mathbf{U}_{j}^{n}\right\}_{j}$ are known and determine the numerical fluxes in (5.88). To this end we assume that the cross-sectional area is "locally uniform" in cells $j-1, j, j+1$. The system (4.45) is then transformed into the "planar" one (4.47), near the cell boundaries $r_{j \pm 1 / 2}$. We further assume that the flow distribution is piecewise (or "cellwise") constant, being equal to $\mathbf{U}_{j}^{n}$ throughout cell $j$ (at time $t=t_{n}$ ). These assumptions imply that, owing to the CFL condition, the solution in the time interval ( $t_{n}$, $t_{n}+k$ ) consists of a "sequence of Riemann problems." Each cell boundary $r_{j+1 / 2}$ carries an initial discontinuity, separating two constant states $\mathbf{U}_{\mathbf{L}}=\mathbf{U}_{j}^{n}$, $\mathbf{U}_{\mathrm{R}}=\mathbf{U}_{j+1}^{n}[$ see (4.100) $]$. Translating the point $r=r_{j+1 / 2}$ to the origin, and using the notation introduced in Section 4.1 [see the paragraph following (4.100)], we conclude that the solution along the line $r=r_{j+1 / 2}$ is constant and equal to $\mathbf{R}\left(0 ; \mathbf{U}_{j}^{n}, \mathbf{U}_{j+1}^{n}\right)$. The CFL restriction on $k$ prevents the waves emanating from $r_{j+1 / 2}$ from reaching either $r_{j-1 / 2}$ or $r_{j+3 / 2}$, as seen in Figure 5.6.

[^22]

Figure 5.6. Structure of the solution for Godunov's scheme.

The situation now is completely analogous to that of the scalar conservation law. Indeed, integrating the system (4.47) over the space-time rectangle $\left(r_{j-1 / 2}, r_{j+1 / 2}\right) \times\left(t_{n}, t_{n}+k\right)$ we see that the average, over cell $j$, of the solution at time $t=t_{n+1}$ is exactly given by the formula for $\mathbf{U}_{j}^{n+1}$ in the following.

Definition 5.33 (The Godunov scheme) Given the initial distribution $\left\{\mathbf{U}_{j}^{0}\right\}_{-\infty<j<\infty}$, determine successively (for $n=1,2, \ldots$ ) the cell averages by

$$
\begin{align*}
\mathbf{U}_{j}^{n+1}= & \mathbf{U}_{j}^{n}-\frac{k}{(\Delta v)_{j}}\left[A\left(r_{j+1 / 2}\right) \mathbf{F}_{j+1 / 2}^{\mathrm{G}, n+1 / 2}-A\left(r_{j-1 / 2}\right) \mathbf{F}_{j-1 / 2}^{\mathrm{G}, n+1 / 2}\right] \\
& -\frac{k}{\Delta r}\left[\mathbf{G}_{j+1 / 2}^{\mathrm{G}, n+1 / 2}-\mathbf{G}_{j-1 / 2}^{\mathrm{G}, n+1 / 2}\right], \quad-\infty<j<\infty \tag{5.91}
\end{align*}
$$

where the numerical fluxes satisfy

$$
\begin{align*}
\mathbf{F}_{j+1 / 2}^{\mathrm{G}, n+1 / 2}=\mathbf{F}\left(\mathbf{R}\left(0 ; \mathbf{U}_{j}^{n}, \mathbf{U}_{j+1}^{n}\right)\right), & -\infty<j<\infty \\
\mathbf{G}_{j+1 / 2}^{\mathrm{G}, n+1 / 2}=\mathbf{G}\left(\mathbf{R}\left(0 ; \mathbf{U}_{j}^{n}, \mathbf{U}_{j+1}^{n}\right)\right), & -\infty<j<\infty \tag{5.92}
\end{align*}
$$

with $\mathbf{F}(\mathbf{U}), \mathbf{G}(\mathbf{U})$ as in (4.45).

Remark 5.34 It should be emphasized that in light of our assumptions concerning the local uniformity of the cross-sectional area and cellwise constant distribution of the flow variables at $t=t_{n}$, the formula (5.91) is the only possible choice. Indeed, the exact solution along $r=r_{j+1 / 2}$ is then given by $\mathbf{R}\left(0 ; \mathbf{U}_{j}^{n}, \mathbf{U}_{j+1}^{n}\right)$, for a suitably short time. Integrating (4.45) over cell $j$, between $t=t_{n}$ and $t=t_{n+1}$, leads to (5.91) for the cell average of the exact solution [compare (3.10)].

## The Basic GRP Scheme

We have seen in Section 3.1 that (at least in the context of scalar conservation laws) the approximate solutions obtained by the Godunov scheme are quite adequate. This is true even in regards to the "capturing" of jump discontinuities. However, the excessive "dissipativity" of the scheme tends to "spread out" discontinuities (compare Figures 3.10 and 3.12) and to "clip out" extremal points (compare Figures 3.5 and 3.7). These numerical effects are even more pronounced in the case of systems, as we shall see in Chapter 6.

The remedy suggested in Section 3.1 was based on the fundamental observation by van Leer [112]: Replace the cellwise-constant distribution of variables at time $t=t_{n}$ by a "piecewise-linear" distribution, thus achieving second-order accuracy [see (3.15) and Claim 3.8]. At the same time, maintaining the "upwind" character of the scheme as in (5.88) enables the accurate capturing of jump discontinuities. Following this line of thought, we now assume, as in (3.14), that the flow variables are linearly distributed in each cell, so that at time $t=t_{n}$

$$
\begin{equation*}
\mathbf{U}^{n}(r)=\mathbf{U}_{j}^{n}+\left(r-r_{j}\right) \mathbf{L}_{j}^{n}, \quad r_{j-1 / 2}<r<r_{j+1 / 2} . \tag{5.93}
\end{equation*}
$$

At the cell boundaries $r_{j \pm 1 / 2}$ we therefore allow a jump of both the variables and their gradients, as in Figure 5.7. The problem is once again to determine the numerical fluxes (5.88). Furthermore, if we assume that all slopes $\mathbf{L}_{j}^{n}$ vanish and the cross-sectional area is (locally) uniform, we are reduced to the Godunov setup and we require that the fluxes coincide with those of the Godunov scheme (5.92).

The reasoning employed in the case of the Godunov scheme can be implemented here. The CFL condition implies that during the time interval $\left(t_{n}, t_{n}+k\right)$ the exact solution $\mathbf{U}(r, t)$ to the system (4.45), subject to initial data $\mathbf{U}^{n}(r)$, is not affected (along the line $r=r_{j+1 / 2}$ ) by waves issuing from the neighboring discontinuities at $r_{j-1 / 2}, r_{j+3 / 2}$. Shifting $r=r_{j+1 / 2}$ to $r=0$ (see Remark 5.1) and the time $t_{n}$ to $t=0$, we see that the solution $\mathbf{U}\left(r_{j+1 / 2}, t\right), t_{n} \leq t \leq t_{n+1}$, is


Figure 5.7. Distribution of flow variables at time $t=t_{n}$ (GRP setup).
that of the GRP where, as in (5.1),

$$
\begin{array}{ll}
\mathbf{U}_{\mathrm{L}}=\mathbf{U}_{j}^{n}+\frac{\Delta r}{2} \mathbf{L}_{j}^{n}, & \mathbf{U}_{\mathrm{R}}=\mathbf{U}_{j+1}^{n}-\frac{\Delta r}{2} \mathbf{L}_{j+1}^{n}  \tag{5.94}\\
\mathbf{U}_{\mathrm{L}}^{\prime}=\mathbf{L}_{j}^{n}, & \mathbf{U}_{\mathrm{R}}^{\prime}=\mathbf{L}_{j+1}^{n}
\end{array}
$$

Unlike the case of the Godunov scheme, where the waves emanating from the discontinuities propagate along straight lines (see Figure 5.6), these waves are now typically as shown in Figure 5.1(a). The solution $\mathbf{U}\left(r_{j+1 / 2}, t\right)$ cannot be obtained exactly and we must resort to appropriate approximations. The basic guideline here is to maintain the second-order accuracy, as in (3.15).

With an eye to a simple second-order extension of the Godunov scheme, we now try to design numerical fluxes based on the GRP solution. It should be analogous to the algorithm developed in the scalar case (Construction 3.10). It will be assumed that the CFL condition is satisfied and the ratio $\frac{k}{\Delta r}$ $=$ constant.

As in (3.21), the first step is the evaluation of the "instantaneous" values of the solution $\mathbf{U}(r, t)$ at the jump discontinuities $\left(r_{j+1 / 2}, t_{n}\right)$. These values are obtained, in accordance with (5.3), as Riemann solutions related to the values of $\mathbf{U}^{n}(r)$ at the cell boundaries. Designating these values as

$$
\begin{equation*}
\mathbf{U}_{j+1 / 2,-}^{n}=\mathbf{U}_{j}^{n}+\frac{\Delta r}{2} \mathbf{L}_{j}^{n}, \quad \mathbf{U}_{j+1 / 2,+}^{n}=\mathbf{U}_{j+1}^{n}-\frac{\Delta r}{2} \mathbf{L}_{j+1}^{n} \tag{5.95}
\end{equation*}
$$

[these are $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}$ in (5.94)] and using the notation of (5.3), we get

$$
\begin{equation*}
\mathbf{U}_{j+1 / 2}^{n}=\lim _{t \rightarrow t_{n}+} \mathbf{U}\left(r_{j+1 / 2}, t\right)=\mathbf{R}^{\mathrm{A}}\left(0 ; \mathbf{U}_{j+1 / 2,-}^{n}, \mathbf{U}_{j+1 / 2,+}^{n}\right) . \tag{5.96}
\end{equation*}
$$

Next we examine the meaning of "second-order accuracy" in the present context. As was the case in Definition 2.21 and (3.15), this notion is applicable only in regions of smooth flow. ${ }^{12}$ Suppose that $\widetilde{\mathbf{U}}(r, t)$ is smooth in a neighborhood of the rectangle $\left[r_{j-1 / 2}, r_{j+1 / 2}\right] \times\left[t_{n}, t_{n+1}\right]$. Then the functions $\mathbf{F}(\widetilde{\mathbf{U}})$, $\mathbf{G}(\tilde{\mathbf{U}})$ are smooth in the rectangle and may be compared to the numerical fluxes

[^23]$\mathbf{F}_{j+1 / 2}^{n+1 / 2}, \mathbf{G}_{j+1 / 2}^{n+1 / 2}$. The scheme is second-order accurate if
\[

$$
\begin{align*}
& A\left(r_{j+1 / 2}\right) \mathbf{F}_{j+1 / 2}^{n+1 / 2}-A\left(r_{j-1 / 2}\right) \mathbf{F}_{j-1 / 2}^{n+1 / 2}=\frac{1}{k} \int_{t_{n}}^{t_{n+1}}\left[A\left(r_{j+1 / 2}\right) \mathbf{F}\left(\tilde{\mathbf{U}}\left(r_{j+1 / 2}, t\right)\right)\right. \\
& \left.\quad-A\left(r_{j-1 / 2}\right) \mathbf{F}\left(\tilde{\mathbf{U}}\left(r_{j-1 / 2}, t\right)\right)\right] d t+O\left(k^{3}\right), \\
& \mathbf{G}_{j+1 / 2}^{n+1 / 2}-\mathbf{G}_{j-1 / 2}^{n+1 / 2}=\frac{1}{k} \int_{t_{n}}^{t_{n}+1}\left[\mathbf{G}\left(\tilde{\mathbf{U}}\left(r_{j+1 / 2}, t\right)\right)-\mathbf{G}\left(\tilde{\mathbf{U}}\left(r_{j-1 / 2}, t\right)\right)\right] d t+O\left(k^{3}\right) . \tag{5.97}
\end{align*}
$$
\]

Claim 3.8 and its proof can be repeated here verbatim.
Claim 5.35 (Second-order accuracy) Let $\widetilde{\mathbf{U}}(r, t)$ be smooth, and let $\mathbf{F}_{j+1 / 2}^{n+1 / 2}$, $\mathbf{G}_{j+1 / 2}^{n+1 / 2}$ be the corresponding numerical fluxes. Then the scheme (5.88) is secondorder accurate if

$$
\begin{align*}
\mathbf{F}_{j+1 / 2}^{n+1 / 2} & =\mathbf{F}\left(\tilde{\mathbf{U}}\left(r_{j+1 / 2}, t_{n}\right)\right)+\frac{k}{2} \frac{\partial}{\partial t} \mathbf{F}\left(\tilde{\mathbf{U}}\left(r_{j+1 / 2}, t_{n}\right)\right) \\
\mathbf{G}_{j+1 / 2}^{n+1 / 2} & =\mathbf{G}\left(\tilde{\mathbf{U}}\left(r_{j+1 / 2}, t_{n}\right)\right)+\frac{k}{2} \frac{\partial}{\partial t} \mathbf{G}\left(\tilde{\mathbf{U}}\left(r_{j+1 / 2}, t_{n}\right)\right) \tag{5.98}
\end{align*}
$$

Turning back to the setup of piecewise-linear data, we let $\mathbf{U}^{n}(r)$ [as in (5.93)] approximate the smooth flow $\widetilde{\mathbf{U}}\left(r, t_{n}\right)$. We need to express the right-hand sides of (5.98) in terms of $\mathbf{U}^{n}(r)$, which does not seem to be an easy task. However, taking in (5.95)

$$
\begin{equation*}
\mathbf{U}_{j}^{n}=\tilde{\mathbf{U}}\left(r_{j}, t_{n}\right), \quad \mathbf{L}_{j}^{n}=\frac{\partial}{\partial r} \tilde{\mathbf{U}}\left(r_{j}, t_{n}\right) \tag{5.99}
\end{equation*}
$$

we have by Taylor's theorem

$$
\begin{equation*}
\mathbf{U}_{j+1 / 2, \pm}^{n}=\tilde{\mathbf{U}}\left(r_{j+1 / 2}, t_{n}\right)+\mathbf{B}_{ \pm}\left(r_{j+1 / 2}, t_{n}\right) \cdot k^{2} \tag{5.100}
\end{equation*}
$$

where $\mathbf{B}_{ \pm}(r, t)$ are smooth functions. The same conclusion applies therefore to the Riemann solutions $\mathbf{U}_{j+1 / 2}^{n}$ [see (5.96)] and we conclude that

$$
\begin{equation*}
\mathbf{U}_{j+1 / 2}^{n}-\mathbf{U}_{j-1 / 2}^{n}-\left[\tilde{\mathbf{U}}\left(r_{j+1 / 2}, t_{n}\right)-\tilde{\mathbf{U}}\left(r_{j-1 / 2}, t_{n}\right)\right]=O\left(k^{3}\right) \tag{5.101}
\end{equation*}
$$

The handling of $\frac{\partial}{\partial t} \widetilde{\mathbf{U}}\left(r_{j+1 / 2}, t_{n}\right)$ is the central goal of the numerical aspect of this monograph. It leads us naturally to the linear GRP as posed in Definition 5.3. In fact, given the linear distribution (5.94) on the two sides of the discontinuity at
$r=r_{j+1 / 2}$, the results of Section 5.1 (see Summary 5.29) allow us to determine the time derivative of the evolving solution. However, the algebraic calculations can be considerably reduced by turning to the acoustic case. Indeed, by (5.100) the limiting values $\mathbf{U}_{j+1 / 2, \pm}^{n}$ differ from $\widetilde{\mathbf{U}}\left(r_{j+1 / 2}, t_{n}\right)$ only by an $O\left(k^{2}\right)$ term, whereas the slopes $\mathbf{L}_{j}^{n}, \mathbf{L}_{j+1}^{n}$ differ from $\frac{\partial}{\partial r} \widetilde{\mathbf{U}}\left(r_{j+1 / 2}, t_{n}\right)$ by an $O(k)$ term. It follows that the evolution of the time derivatives based on the acoustic approximation [Proposition 5.9 and Summary 5.24(IV)] entails only an $O(k)$ smooth error relative to the exact time derivative. If the acoustic approximation of the time derivative is designated by $\left(\frac{\partial}{\partial t} \mathbf{U}^{\text {ac }}\right)_{j+1 / 2}^{n}$, the foregoing remarks yield

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{ac}}\right)_{j+1 / 2}^{n}-\left(\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{ac}}\right)_{j-1 / 2}^{n}=O\left(k^{2}\right) \tag{5.102}
\end{equation*}
$$

Inspecting the right-hand sides of (5.98) we see that the time derivatives are multiplied by $k$; hence, as in (5.101), the differences between values at the two cell boundaries $r_{j \pm 1 / 2}$ are again $O\left(k^{3}\right)$. These observations may therefore be summarized in the following key statement for the GRP method.

Theorem 5.36 (Numerical fluxes for the basic GRP scheme) Consider the piecewise-linear distribution $\mathbf{U}^{n}(r)$ as in (5.93). At the point $r_{j+1 / 2}$ define the values $\mathbf{U}_{j+1 / 2}^{n}$ as the Riemann solution (5.96) and $\left(\frac{\partial}{\partial t} \mathbf{U}^{\text {ac }}\right)_{j+1 / 2}^{n}$ as the acoustic time derivative, based on the linear profiles (5.94) (see Construction 5.39 in the following). Define the numerical fluxes by

$$
\begin{align*}
\mathbf{F}_{j+1 / 2}^{n+1 / 2} & =\mathbf{F}\left(\mathbf{U}_{j+1 / 2}^{n}+\frac{k}{2}\left(\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{ac}}\right)_{j+1 / 2}^{n}\right),  \tag{5.103}\\
\mathbf{G}_{j+1 / 2}^{n+1 / 2} & =\mathbf{G}\left(\mathbf{U}_{j+1 / 2}^{n}+\frac{k}{2}\left(\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{ac}}\right)_{j+1 / 2}^{n}\right) .
\end{align*}
$$

Using these fluxes in (5.88), we find that the resulting scheme is of second-order accuracy.

Definition 5.37 The scheme presented in Theorem 5.36 is the basic GRP scheme, and we label it the $E_{1}$ scheme.

Remark 5.38 (The $E_{1}$ scheme as a generalization to Godunov's scheme) Godunov's scheme serves as the foundation of the $E_{1}$ scheme. As has been observed in Sections 3.1 and 3.2 (and will be further demonstrated in Chapter 6)
it carries the main burden of the "upwinding." As a result, it serves as the basis for the "shock-capturing" capability of the scheme. The refinement involved in the $E_{1}$ scheme contributes (as has already been amply illustrated in Sections 3.2 and 3.3) to the high resolution (i.e., "sharpness") of the captured discontinuities.

Inasmuch as "computation time" is considered, the construction of the time derivatives $\left(\frac{\partial}{\partial t} \mathbf{U}^{\text {ac }}\right)_{j+1 / 2}^{n}$ (which we recall later in Construction 5.39 for the reader's convenience) adds, in practical cases, only $2-5 \%$ to the time required for the computation of the Riemann solution $\mathbf{U}_{j+1 / 2}^{n}$. Note that no information concerning the equation of state is needed for the time derivatives. A further simplification can obviously be achieved by replacing the exact Riemann solution (5.96) by an "approximate" one (see Footnote 1 in Section 5.1).

Note in particular that if the slopes $\mathbf{L}_{j}^{n}, \mathbf{L}_{j+1}^{n}$ vanish, then $\mathbf{U}_{j+1 / 2,+}^{n}=\mathbf{U}_{j+1}^{n}$, $\mathbf{U}_{j+1 / 2,-}^{n}=\mathbf{U}_{j}^{n}$. If, in addition, $A^{\prime}\left(r_{j+1 / 2}\right)=0$, then $\left(\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{ac}}\right)_{j+1 / 2}^{n}=0$ and, by (5.92),

$$
\begin{equation*}
\mathbf{F}_{j+1 / 2}^{n+1 / 2}=\mathbf{F}_{j+1 / 2}^{G, n+1 / 2}, \quad \mathbf{G}_{j+1 / 2}^{n+1 / 2}=\mathbf{G}_{j+1 / 2}^{G, n+1 / 2} \tag{5.104}
\end{equation*}
$$

In fact, because of (5.100) the choice (5.96) for $\mathbf{U}_{j+1 / 2}^{n}$ as the Riemann solution can be replaced, say, by $\frac{1}{2}\left(\mathbf{U}_{j+1}^{n}+\mathbf{U}_{j}^{n}\right)=\tilde{\mathbf{U}}\left(r_{j+1 / 2}, t_{n}\right)+O\left(k^{2}\right)$, without losing the second-order accuracy expressed in (5.101). However, the reducibility (5.104) to Godunov's scheme is then lost.

We recall the simple steps required in the evaluation of $\left(\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{ac}}\right)_{j+1 / 2}^{n}$, using the simplified notation of (5.94). It should be emphasized that, unlike the continuity assumption $\mathbf{V}_{\mathrm{L}}=\mathbf{V}_{\mathrm{R}}$ in Proposition 5.9, we have here in general $\mathbf{U}_{\mathrm{L}} \neq \mathbf{U}_{\mathrm{R}}$. This is the reason for keeping the two-sided notation in (5.13). Evidently, the result for $\left(\frac{\partial}{\partial t} \mathbf{U}^{\text {ac }}\right)_{j+1 / 2}^{n}$ based on Proposition 5.9 will only approximate the exact derivative $\frac{\partial}{\partial t} \mathbf{U}\left(r_{j+1 / 2}, t_{n}\right)$, within an $O(k)$ error bound, as already discussed. At the same time, in view of Remark 5.38, we retain the Riemann solution $\mathbf{U}_{j+1 / 2}^{n}$ as in (5.96). The full wave pattern at the singularity is determined by this Riemann solution. This includes the type and initial speeds of all three waves $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ (see Figure 5.1). As in (5.72) we introduce $\mathbf{U}_{0}=\mathbf{U}_{j+1 / 2}^{n}$ for the limiting values along $r=r_{j+1 / 2}$ and $\mathbf{U}_{\mathbf{L}}^{*}, \mathbf{U}_{\mathbf{R}}^{*}$ (see Table 5.5) for the limiting values along the contact discontinuity $\Gamma_{2}$. We recall that $\lambda=\frac{A^{\prime}\left(r_{j+1 / 2}\right)}{A\left(r_{j+1 / 2}\right)}$ and the initial Lagrangian derivatives used in (5.13) are obtained from the Eulerian ones $\mathbf{U}_{\mathrm{L}}^{\prime}, \mathbf{U}_{\mathrm{R}}^{\prime}$ via (5.7). To keep the notation in the following construction in line with the foregoing notation, we take $r_{j+1 / 2}$ as the location of the singularity (replacing $r=0$ in the context of Section 5.1).

Construction 5.39 (The acoustic time derivative $\left.\left(\frac{\partial}{\partial t} \mathrm{U}^{\mathrm{ac}}\right)_{j+1 / 2}^{n}\right)$

$$
\begin{aligned}
\mathbf{U}_{0}=\mathbf{U}_{j+1 / 2}^{n}= & \mathbf{R}^{\mathrm{A}}\left(0 ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right) \\
\mathbf{U}_{\mathrm{L}}^{*}, \mathbf{U}_{\mathrm{R}}^{*}= & \text { limiting values on the two sides } \\
& \text { of the contact discontinuity } \Gamma_{2}
\end{aligned}
$$

The full wave pattern is determined by the Riemann solution $\mathbf{R}^{\mathrm{A}}\left(\mu ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right)$.
(A) If the line $r=r_{j+1 / 2}$ is to the right of $\Gamma_{3}$ [as in Figure 5.5(a)] or to the left of $\Gamma_{3}$, the derivative $\left(\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{ac}}\right)_{j+1 / 2}^{n}$ is simply determined from the initial data by (4.45).
(B) Suppose that the line $r=r_{j+1 / 2}$ is between $\Gamma_{1}$ and $\Gamma_{3}$ (on either side of the contact discontinuity $\Gamma_{2}$ ). Both $\Gamma_{1}$ and $\Gamma_{3}$ are now viewed as characteristics $C_{-}$and $C_{+}$(see Figure 5.3). The initial slopes of $C_{-}$ (viewed from its two sides) are $u_{\mathrm{L}}-c_{\mathrm{L}}, u^{*}-c_{\mathrm{L}}^{*}$, whereas those of $C_{+}$ are $u_{\mathrm{R}}+c_{\mathrm{R}}, u^{*}+c_{\mathrm{R}}^{*}$.
(C) Denote by $\left(\frac{\partial Q}{\partial r}\right)_{\mathrm{L}}^{n},\left(\frac{\partial Q}{\partial r}\right)_{\mathrm{R}}^{n}$ the initial slopes in cells $j, j+1$, respectively [these are the components of $\mathbf{L}_{j}^{n}, \mathbf{L}_{j+1}^{n}$, respectively, in (5.94)]. Define the set of coefficients in (5.13) by

$$
\begin{aligned}
& a_{\mathrm{L}}=1, \quad b_{\mathrm{L}}=\left(g_{\mathrm{L}}^{*}\right)^{-1}, \\
& d_{\mathrm{L}}=-\left(g_{\mathrm{L}}^{*}\right)^{-1}\left[c_{\mathrm{L}} g_{\mathrm{L}}\left(\frac{\partial u}{\partial r}\right)_{\mathrm{L}}^{n}+c_{\mathrm{L}}\left(\frac{\partial p}{\partial r}\right)_{\mathrm{L}}^{n}-\lambda u_{\mathrm{L}} c_{\mathrm{L}} g_{\mathrm{L}}\right], \\
& a_{\mathrm{R}}=-1, \quad b_{\mathrm{R}}=\left(g_{\mathrm{R}}^{*}\right)^{-1}, \\
& d_{\mathrm{R}}=-\left(g_{\mathrm{R}}^{*}\right)^{-1}\left[c_{\mathrm{R}} g_{\mathrm{R}}\left(\frac{\partial u}{\partial r}\right)_{\mathrm{R}}^{n}-c_{\mathrm{R}}\left(\frac{\partial p}{\partial r}\right)_{\mathrm{R}}^{n}+\lambda u_{\mathrm{R}} c_{\mathrm{R}} g_{\mathrm{R}}\right],
\end{aligned}
$$

where

$$
\lambda=\frac{A^{\prime}\left(r_{j+1 / 2}\right)}{A\left(r_{j+1 / 2}\right)}
$$

Obtain the time derivatives $\left(\frac{\partial u}{\partial t}\right)^{*},\left(\frac{\partial p}{\partial t}\right)^{*}$ along the contact discontinuity (Theorem 5.7) by solving the pair of linear equations

$$
\begin{aligned}
& a_{\mathrm{L}}\left(\frac{\partial u}{\partial t}\right)^{*}+b_{\mathrm{L}}\left(\frac{\partial p}{\partial t}\right)^{*}=d_{\mathrm{L}} \\
& a_{\mathrm{R}}\left(\frac{\partial u}{\partial t}\right)^{*}+b_{\mathrm{R}}\left(\frac{\partial p}{\partial t}\right)^{*}=d_{\mathrm{R}}
\end{aligned}
$$

and then

$$
\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{L}}^{*}=\left(c_{\mathrm{L}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*},\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{R}}^{*}=\left(c_{\mathrm{R}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*} .
$$

(D) Evaluate the $\xi$ derivatives at the contact discontinuity as in Summary 5.24:

$$
\begin{align*}
A\left(r_{j+1 / 2}\right)\left(\frac{\partial p}{\partial \xi}\right)^{*}= & -\left(\frac{\partial u}{\partial t}\right)^{*} \\
A\left(r_{j+1 / 2}\right)\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{R}}^{*}= & -\left(g_{\mathrm{R}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}-\lambda\left(\rho_{\mathrm{R}}^{*}\right)^{-1} u^{*} \\
A\left(r_{j+1 / 2}\right)\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{L}}^{*}= & -\left(g_{\mathrm{L}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}-\lambda\left(\rho_{\mathrm{L}}^{*}\right)^{-1} u^{*} \\
A\left(r_{j+1 / 2}\right)\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{L}}^{*}= & \left(g_{\mathrm{L}}^{*}\right)^{-1}\left[\rho_{\mathrm{L}}\left(\frac{\partial u}{\partial r}\right)_{\mathrm{L}}^{n}\right. \\
& \left.+c_{\mathrm{L}}\left(\frac{\partial \rho}{\partial r}\right)_{\mathrm{L}}^{n}+\lambda \rho_{\mathrm{L}} u_{\mathrm{L}}+\left(c_{\mathrm{L}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}\right] \\
A\left(r_{j+1 / 2}\right)\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{R}}^{*}= & \left(g_{\mathrm{R}}^{*}\right)^{-1}\left[-\rho_{\mathrm{R}}\left(\frac{\partial u}{\partial r}\right)_{\mathrm{R}}^{n}+c_{\mathrm{R}}\left(\frac{\partial \rho}{\partial r}\right)_{\mathrm{R}}^{n}\right. \\
& \left.-\lambda \rho_{\mathrm{R}} u_{\mathrm{R}}-\left(c_{\mathrm{R}}^{*}\right)^{-2}\left(\frac{\partial p}{\partial t}\right)^{*}\right] \tag{5.105}
\end{align*}
$$

(E) As in Proposition 5.26 define
$\left[\partial_{t}^{0} \mathbf{U}, \partial_{\xi}^{0} \mathbf{U}\right]= \begin{cases}{\left[\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{\mathrm{L}}^{*},\left(\frac{\partial}{\partial \xi} \mathbf{U}\right)_{\mathrm{L}}^{*}\right]} & \text { if } r=r_{j+1 / 2} \text { is between } \Gamma_{1} \text { and } \Gamma_{2}, \\ {\left[\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{\mathrm{R}}^{*},\left(\frac{\partial}{\partial \xi} \mathbf{U}\right)_{\mathrm{R}}^{*}\right]} & \text { if } r=r_{j+1 / 2} \text { is between } \Gamma_{2} \text { and } \Gamma_{3},\end{cases}$
and evaluate finally [see (5.75)]

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{ac}}\right)_{j+1 / 2}^{n}=\partial_{t}^{0} \mathbf{U}-A\left(r_{j+1 / 2}\right) \rho_{0} u_{0} \partial_{\xi}^{0} \mathbf{U} \tag{5.106}
\end{equation*}
$$

(The acoustic case is always "nonsonic".)

Remark 5.40 ( $\boldsymbol{L}_{\mathbf{1}}$ scheme) This construction describes the $E_{1}$ scheme. For a numerical approximation in the Lagrangian framework, the process is even
simpler; the evaluation of the time derivatives in step (C) of the construction suffices to construct the numerical fluxes. Indeed, the grid lines $\xi=$ constant now coincide with the contact discontinuities issuing from all boundaries.

In both cases, the $E_{1}$ and $L_{1}$ schemes constitute the simplest extensions of the Godunov scheme that combine second-order accuracy with high-resolution properties in capturing discontinuities. The majority of the numerical examples in Chapter 6 are carried out using these schemes, where only a few grid points with large jumps are treated by the $E_{\infty}$ algorithm.

## The $E_{\infty}$ and $L_{\infty}$ Schemes, Intermediate Schemes, and MUSCL

In Theorem 5.36 we defined the numerical fluxes based on the acoustic approximation. However, starting from the piecewise-linear distribution (5.93) we can evaluate, by means of the full solution to the linear GRP, the exact time derivative $\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{j+1 / 2}^{n}$. This procedure corresponds to that described in Summary 5.29 for the determination of $\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}{ }^{13}$ Equation (5.103) for the numerical fluxes is then replaced by

$$
\begin{align*}
\mathbf{F}_{j+1 / 2}^{n+1 / 2} & =\mathbf{F}\left(\mathbf{U}_{j+1 / 2}^{n}+\frac{k}{2}\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{j+1 / 2}^{n}\right), \\
\mathbf{G}_{j+1 / 2}^{n+1 / 2} & =\mathbf{G}\left(\mathbf{U}_{j+1 / 2}^{n}+\frac{k}{2}\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{j+1 / 2}^{n}\right) . \tag{5.107}
\end{align*}
$$

Definition 5.41 ( $\boldsymbol{E}_{\infty}$ scheme) The scheme (5.88), with numerical fluxes given by (5.107), is called the $E_{\infty}$ Scheme.

As in Remark 5.40, there is a corresponding $L_{\infty}$ scheme; the fluxes are then obtained as in the first step of Summary 5.29 (detailed in Summary 5.24).

The reason for the indices in labeling the $E_{1}$ and $E_{\infty}$ schemes lies in the order (in $k$ ) in which the numerical fluxes are evaluated. In $E_{\infty}$, they are obtained from the exact solution to the linear GRP, and no approximation is involved [once the linear distributions $\mathbf{U}^{n}(r)$ are given]. In contrast, in the case of $E_{1}$, the numerical

[^24]fluxes are based on the time derivative $\left(\frac{\partial}{\partial t} \mathbf{U}^{\text {ac }}\right)_{j+1 / 2}^{n}$, which approximates the exact solution to the linear GRP only within $O(k)$. By this convention, if the computed time derivative approximates the exact one $\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{j+1 / 2}^{n}$ within $O\left(k^{2}\right)$ error, we refer to the resulting scheme as an $E_{2}$ scheme. Such an approximation results if the acoustic approximation is replaced by the assumption that the waves $\Gamma_{1}, \Gamma_{3}$ are always shocks satisfying the Rankine-Hugoniot condition, which means that a CRW is replaced by a "rarefaction shock." This assumption and the resulting approximation is the one used by van Leer [112] in his pioneering work. ${ }^{14}$ Bram van Leer named his Lagrangian scheme "MUSCL" (Monotonic Upstream-centered Scheme for Conservation Laws). In Appendix D we show that the MUSCL scheme is in fact an $L_{2}$ scheme. In particular, we derive there the MUSCL expressions for the approximation of the time derivatives $\left(\frac{\partial}{\partial t} \mathbf{V}^{*}\right)_{j+1 / 2}^{n}$ (see Table 5.5), namely, the time derivatives along the contact discontinuity.

## Updating the Slopes

Once the numerical fluxes $\mathbf{F}_{j+1 / 2}^{n+1 / 2}, \mathbf{G}_{j+1 / 2}^{n+1 / 2}$ have been determined, the new averages $\left\{\mathbf{U}_{j}^{n+1}\right\}_{j}$ at $t=t_{n+1}$ are obtained by (5.88). To construct the new piecewiselinear profiles $\mathbf{U}^{n+1}(r)$ [see (5.93)] it is necessary to determine the new slopes $\mathbf{L}_{j}^{n+1}$. This is done in exactly the same way as in the scalar case (Step 3 of Construction 3.10). Thus, let $\left(\frac{\partial}{\partial t} \mathbf{U}^{\text {app }}\right)_{j+1 / 2}^{n}$ be the approximation to the time derivative of the solution to the linear GRP (which is $\left(\frac{\partial}{\partial t} \mathbf{U}^{\text {ac }}\right)_{j+1 / 2}^{n}$ in the $E_{1}$ scheme and is $\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{j+1 / 2}^{n}$ in the $E_{\infty}$ scheme). We set

$$
\begin{align*}
\mathbf{U}_{j+1 / 2}^{n+1} & =\mathbf{U}_{j+1 / 2}^{n}+k \cdot\left(\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{app}}\right)_{j+1 / 2}^{n}  \tag{5.108}\\
\mathbf{L}_{j}^{n+1} & =\frac{1}{\Delta r}\left(\mathbf{U}_{j+1 / 2}^{n+1}-\mathbf{U}_{j-1 / 2}^{n+1}\right) \tag{5.109}
\end{align*}
$$

In particular, we observe that the solution to the linear GRP plays a double role. First, it is used in the evaluation of the numerical fluxes (at "half time step" $t=t_{n}+\frac{k}{2}$ ), and second, it serves to determine the new values $\mathbf{U}_{j+1 / 2}^{n+1}$ at cell boundaries, from which the slopes $\mathbf{L}_{j}^{n+1}$ are obtained.

[^25]Remark 5.42 Second-order accuracy is achieved even if the updated slopes are derived from the updated cell averages, for example,

$$
\mathbf{L}_{j}^{n+1}=\frac{1}{2 \Delta r}\left(\mathbf{U}_{j+1}^{n+1}-\mathbf{U}_{j-1}^{n+1}\right) .
$$

However, our point here is that the GRP solution is used not only to get the numerical fluxes (and thus $\mathbf{U}_{j}^{n+1}$ by the conservation laws) but also, independently, the cell-boundary values $\mathbf{U}_{j+1 / 2}^{n+1}$. This suggests the interpretation that, in the GRP approach, not only the new cell averages but also the new slopes are based on a direct discretization of the underlying differential equations.

## Concluding the GRP Algorithm

We can now sum up the GRP algorithm, which is a second-order, upwind, finitedifference scheme for the system (4.45) governing quasi-1-D, compressible flow. Referring to this system, we have the vector of unknown flow variables

$$
\mathbf{U}=\left[\begin{array}{c}
\rho \\
\rho u \\
\rho E
\end{array}\right] .
$$

At the cell boundaries $\left\{r_{j+1 / 2}\right\}$ we obtain the values $\left\{\mathbf{U}_{j+1 / 2}^{n}\right\}$ by solving the (planar) Riemann problem (5.96). Next we evaluate the "instantaneous" time derivatives $\left(\frac{\partial}{\partial t} \mathbf{U}^{\text {app }}\right)_{j+1 / 2}^{n}$. A detailed description of their evaluation in the acoustic case ( $E_{1}$ ) is given in Construction 5.39. The necessary modification for the $E_{\infty}$ scheme (the full solution to the linear GRP) is then given in Footnote 13. Following the evaluation of $\left\{\mathbf{U}_{j+1 / 2}^{n}\right\}$ and the corresponding time derivatives, the numerical fluxes are given by

$$
\begin{align*}
\mathbf{F}_{j+1 / 2}^{n+1 / 2} & =\mathbf{F}\left(\mathbf{U}_{j+1 / 2}^{n}+\frac{k}{2}\left(\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{app}}\right)_{j+1 / 2}^{n}\right),  \tag{5.110}\\
\mathbf{G}_{j+1 / 2}^{n+1 / 2} & =\mathbf{G}\left(\mathbf{U}_{j+1 / 2}^{n}+\frac{k}{2}\left(\frac{\partial}{\partial t} \mathbf{U}^{\text {app }}\right)_{j+1 / 2}^{n}\right),
\end{align*}
$$

and the new values $\left\{\mathbf{U}_{j}^{n+1}\right\}$ are given by (5.88). The new cell boundary values $\left\{\mathbf{U}_{j+1 / 2}^{n+1}\right\}$ are determined according to (5.108) and the new slopes $\left\{\mathbf{L}_{j}^{n+1}\right\}$ by (5.109).

Finally, the slopes in all cells are subjected to a "slope-limiter" algorithm, without ever changing the average values $\left\{\mathbf{U}_{j}^{n+1}\right\}$. The fact that slope-limiting is
indispensable has already been demonstrated in Chapter 3 (see Example 3.14). The final slopes of the "primitive" variables $\rho, p, u^{15}$ are determined by the GRP "slope limiter" given in Construction 3.15. The slopes of all other flow variables required in the GRP algorithm (on both sides of cell boundaries $r_{j+1 / 2}$ ) are determined from their functional dependence on $(\rho, p, u)$.

15 This was the practice followed in all the examples of Chapter 6. Numerical experiments have shown, however, that applying the "slope-limiter" restriction to other sets of flow variables (e.g., $S, p, u)$ did not produce any noticeable change in the results.

## Analytical and Numerical Treatment of Fluid Dynamical Problems

Here the fluid dynamical theory and GRP schemes of Chapters 4 and 5 are applied to one-dimensional test cases. The problems are aimed primarily at demonstrating the capabilities of the scheme, but they are also revealing of nontrivial fluid dynamical phenomena that arise even at the relatively simple one-dimensional settings considered here. In Section 6.1 we treat a shock tube problem, using several scheme options to solve it. An interesting class of fluid dynamical problems is that of wave interactions, to which Section 6.2 is devoted. We selected four different cases in this class, shock-shock, shock-contact, shock-rarefaction, and rarefaction-contact interactions. In each case the GRP solution is compared to either an exact one or to a solution of a Riemann problem that approximates the exact one in some "asymptotic" sense. In the remainder of the chapter we employ the quasi-one-dimensional ("duct flow") scheme, solving three different problems, comparing each numerical solution to the corresponding exact one. Section 6.3 treats a spherically converging flow of cold gas, and Section 6.4 is devoted to the flow induced by an expanding sphere. Finally, in Section 6.5 we present a detailed treatment of the steady flow in a converging-diverging nozzle, obtained numerically as a large-time solution by the GRP scheme.

The notation for the fluid dynamical variables here is identical to that of Chapters 4 and 5.

### 6.1 The Shock Tube Problem

A shock tube problem is a particular type of Riemann problem, having two initial states that comprise quiescent fluids of different pressures and densities, separated by a diaphragm. This problem serves as an idealized model of the flow commencing upon the burst of a diaphragm that separates a high-pressure
("driver") gas from a low-pressure ("driven") gas in a shock tube (see Shock Wave Handbook [16]). Following the survey article by Sod [104], the shock tube problem with the data proposed by Sod has become a standard test case for the evaluation of numerical schemes. We selected this problem as a basic demonstration of the GRP fluid dynamical scheme presented in Chapter 5. The initial value problem is solved here in the two frameworks discussed in Chapter 5 - Eulerian and Lagrangian - as well as in a hybrid EulerianLagrangian system.

The data of Sod's shock tube problem (at $t=0$ ) consist of a left state $[\rho, p, u]_{\mathrm{L}}=[1,1,0]$ for $x<50$ and a right state $[\rho, p, u]_{\mathrm{R}}=[0.125,0.100,0]$ for $x>50$, with a perfect gas of $\gamma=1.40$ on both sides. The resulting IVP is a Riemann problem with an initial discontinuity located at $x=50$. Its (selfsimilar) solution consists of three waves (compare Construction 4.46):
(a) a right-propagating shock wave moving along the line $x=1.752156 t$,
(b) a contact discontinuity moving along the line $x=0.9274526 t$, and
(c) a left-propagating CRW with head and tail characteristics given, respectively, by $x=-1.183216 t, x=-0.6514463 t$.

At the contact discontinuity the (continuous) velocity and pressure are $\left[u^{*}, p^{*}\right]=$ [ $0.9274526,0.3031302$ ], and the densities on either side are $\rho_{\mathrm{L}}^{*}=0.4263194$, $\rho_{\mathrm{R}}^{*}=0.2655737$ (see Figure 4.16).

In the numerical simulation the spatial domain is $0 \leq x \leq 100$, which is divided into equal-length cells of $\Delta x=1$. The boundary conditions are $u=0$ at the domain endpoints, which implies that the only nonvanishing flux component there is the pressure term in the momentum flux. The computation is performed in the time interval $[0,20]$, with a constant time step $\Delta t$ chosen so that $\mu_{\mathrm{CFL}}<1 .{ }^{1}$

Two numerical solutions are calculated in each case, one with the Godunov (first-order-accurate) scheme and the other with the GRP (second-order-accurate) scheme. For both schemes the results are presented as spatial distributions of velocity and density, with the numerical solution plotted as discrete points, and the corresponding exact solution shown as solid lines.

Consider first the Eulerian case, with a time step $\Delta t=0.20$, which produces a value $\mu_{\text {cFL }} \approx 0.45$. Both Godunov and GRP results are shown in Figure 6.1. The most noticeable feature here is the dramatic improvement of the second-order solution relative to the first-order one. It is particularly interesting to note that the improved accuracy of the GRP solution is not merely in smooth regions of the
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Figure 6.1. Eulerian solution of shock tube flow at $t=20$ ( 100 cells).
flow (the rarefaction wave) but also at flow singularities - the shock and contact discontinuities and the gradient discontinuities at the head and tail points of the rarefaction wave. This property of the numerical scheme is commonly referred to as a "high-resolution" capability, which is taken to mean that singular flow features are "sharply resolved" by the finite-difference approximation. From an analytic point of view, this capability is evidence to an "optimal" combination of the second-order-accurate scheme with the mandatory "limiter" [see the discussion following Equations (5.110)] that effectively reduces the scheme to a first-order level of accuracy at points of discontinuity.

The Lagrange scheme follows directly from the basic Lagrangian analysis of the generalized Riemann problem presented in Summary 5.24. Thus, each cell interface (grid point) follows the particle path and hence coincides with the contact discontinuity, and we have $u_{i+1 / 2}^{n}=u^{*}, u_{i+1 / 2}^{n+1 / 2}=u^{*}+\frac{\Delta t}{2}\left(\frac{d u}{d t}\right)^{*}$, where here " $i+1 / 2$ " refers to the Lagrangian grid point $\xi_{i+1 / 2}$ [see Equation (4.79)]. We remark that the only nonzero flux terms at a Lagrange cell interface are the pressure-related flux components of the momentum and energy equations [see Equations (4.83)].

The Lagrangian computation was performed with identical initial data and boundary conditions; the only difference is the time step, which was reduced to $\Delta t=0.160$, producing $\mu_{\mathrm{CFL}} \approx 0.43$. Both Godunov and GRP results are shown in Figure 6.2. As in the Eulerian case, we notice a remarkable improvement of the second-order solution relative to the first-order one. It is also interesting to compare the two solutions - the Eulerian and the Lagrangian - which differ only in the choice of coordinates (and, consequently, grid and finite-difference scheme). Clearly, the Eulerian solution is superior in accuracy to the Lagrangian one in all features but for the sharper resolution of the contact discontinuity in the Lagrangian case. This may be interpreted as indicating the significance of grid spacing. In the Eulerian case the grid spacing is uniform, whereas the Lagrangian grid points are attached to (moving) "material points." Consequently, fluid compression produces narrower cells, whereas fluid expansion produces wider cells. For example, inspection of Figure 6.1 and 6.2 shows that the rarefaction wave is spread over 23 cells in the Eulerian case, compared to 16 cells in the Lagrangian case.

Because this sample problem shows dependence on the coordinate type and the corresponding finite-difference scheme, could a better performance be


Figure 6.2. Lagrangian solution of shock tube flow at $t=20$ ( 100 cells).
obtained with an "intermediate" type of grid? Specifically, we refer to the socalled ALE (arbitrary Euler Lagrange) grid option, where grid points move at an arbitrary (time-dependent) velocity (Hirt and Amsden [62]). The ALE grid in our sample problem is chosen to maintain a sharp contact discontinuity, by specifying the grid point initially at $x=50$ (the initial position of the discontinuity) as a Lagrangian point. Thus, this midpoint maintains the separation between the left-state and the right-state fluids at all times. The grid points on the left side and on the right side are assigned velocities designed to maintain a uniformly spaced grid on either side. These moving grid points are neither "Eulerian" nor "Lagrangian"; they are in fact "hybrid" (i.e., "ALE") points. The fluxes at these points are readily obtained from the full GRP analysis (see Remark 5.31).

The ALE time step was the same as that of the Lagrangian computation, producing nearly the same value of the CFL ratio ( $\Delta t=0.160$ and $\mu_{\mathrm{CFL}} \approx 0.43$ ). Indeed, the results in Figure 6.3 do show an "intermediate" accuracy level between the Eulerian and the Lagrangian cases. In particular, we note that the tail of the rarefaction wave is better resolved in the ALE solution than in the Lagrangian solution, but not as well as in the Eulerian solution.


Figure 6.3. ALE solution of shock tube flow at $t=20$ ( 100 cells).

In summary, we have demonstrated that the Eulerian GRP scheme, with a relatively modest grid (of 100 cells), produces quite an accurate high-resolution solution of a typical shock tube problem. The improvement relative to the Godunov scheme is dramatic, which demonstrates the significant progress achieved by increasing the order of accuracy from first to second order. We also take notice of the dependence of the numerical solution on the coordinate type and the related grid. The quality of the Lagrangian solution is lower than that of the corresponding Eulerian solution, with the ALE scheme producing a solution of intermediate quality.

Remark 6.1 As in the ALE approach referred to here, one can use the full GRP analysis to "track" various singularities (shock, contact discontinuity, edge characteristics of a rarefaction wave, etc.) in the flow. We refer to Section 8.2 for further details.

### 6.2 Wave Interactions

The interaction between a pair of single waves (taken here as one-dimensional shock, CRW, or contact discontinuity) is a problem of fundamental theoretical and practical significance in fluid dynamics. For a theoretical introduction to the fluid dynamics of wave interaction we refer the reader to the classical book by Courant and Friedrichs [30, Chapter III, Section D]. Although here our interest is naturally focused at the theoretical and numerical aspects of the topic, we point out that analysis of wave interactions is motivated by the need to understand related phenomena in diverse applications, such as shock tubes, shock tunnels, and internal combustion engines. In our consideration of various wave interaction cases, we point out that each case (in a sense to be explained in the following) may be related to a respective "asymptotic Riemann problem."

The initial data for the shock tube problem considered in Section 6.1 consist of two adjacent constant states $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right]$. They lead to a self-similar solution, which in general comprises three waves emanating from the discontinuity. The next natural step would be the consideration of the IVP for which the initial data consist of three constant states $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{M}}, \mathbf{U}_{\mathrm{R}}\right.$ ] [see Figure 6.4(a)]. In general, each discontinuity would lead to three waves, and the resulting wave structure would evolve into a complex pattern because of wave interactions. In this section we assume therefore that the initial data are selected so as to produce a single wave emanating from each one of the two discontinuities. ${ }^{2}$ This is always
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Figure 6.4. Wave interaction - A schematic description.
possible since a particular Riemann problem may be designed to produce just a single wave (see discussion and Footnote 3 , following Definition 5.2). To fix ideas, consider the procedure for selecting $\mathbf{U}_{\mathrm{L}}$, given the "middle" state $\mathbf{U}_{\mathrm{M}}$. Let the left wave [see Figure 6.4(a)] be a $k$-wave ( $k=1,2,3$ ). Using the notation introduced for "interaction curves" (see Section 4.2, Summary 4.45) we see that $\mathbf{U}_{\mathrm{L}}$ lies on the curve $I_{k}^{\mathrm{r}}$, namely, the curve representing all left states connected to the right state $\mathbf{U}_{\mathrm{M}}$ by a $k$-wave. To be more specific, we shall henceforth denote this curve by $I_{k}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{M}}\right)$. Similarly, if the right wave is a $k$-wave, then $\mathbf{U}_{\mathrm{R}}$ lies on the curve $I_{k}^{1}\left(\mathbf{U}_{\mathrm{M}}\right)$, which represents all right states connected to the left state $\mathbf{U}_{\mathrm{M}}$ by a $k$-wave. Equivalently, in this case $\mathbf{U}_{\mathrm{M}}$ lies on the curve $I_{k}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$.

Considering the wave interaction in terms of a time evolution, we refer to the $(x, t)$ diagram in Figure 6.5 (where for simplicity the incident waves are taken as sharp jumps - shocks or contact discontinuities). The interaction takes place ("abruptly") at the point where the two trajectories intersect, which we shall always take as $(x, t)=(0,0)$. The waves $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ emanating from that point have the same pattern as a solution to a Riemann problem [compare Figures 4.16


Figure 6.5. Schematic $(x, t)$ diagram of the interaction of two-waves.
and 5.1(b)]. Indeed, at $(x, t)=(0,0)$ the entire flow profile reduces to the single discontinuity $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right.$ ], as also shown in Figure 6.4(b), where it is appropriately labeled a "Riemann problem." The postinteraction flow depicted in Figure 6.4(c) thus corresponds to a profile of the waves $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ in Figure 6.5, taken at some fixed time $t>0$. Summarizing the case where each of the interacting waves is a sharp jump, we see that the IVP always reduces to a Riemann problem ${ }^{3}$ at $(x, t)=(0,0)$; it may be solved as such, and, in particular, the solution is selfsimilar relative to the origin [see Equation (4.100) and the discussion around it].

We now turn to the case where one of the waves (or even both) is a CRW, and we designate by "wave front" the extreme (head or tail) characteristics bounding the CRW on either side. The interaction then commences at $(x, t)=(0,0)$ where the earliest intersection between the two wave fronts takes place. Obviously, this is also the moment at which the length of the intermediate state $\mathbf{U}_{\mathrm{M}}$ in the flow profile just vanishes. In this case the flow profile at $t=0$ includes (in addition to the extreme states $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}$ ) segments of continuous variation (within the CRW) and thus does not correspond to a Riemann problem, and its solution at $t>0$ is non-self-similar.

It is instructive to consider the Riemann problem [ $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}$ ] obtained by eliminating the middle state $\mathbf{U}_{\mathrm{M}}$. Loosely speaking, its self-similar solution is related to the full foregoing wave interaction in some "asymptotic" sense. It is shown that at large times $t>0$, the full interaction solution approaches the corresponding Riemann solution. However, owing to some "fine features" of the solution to the interaction IVP that persist for all times, the convergence to the Riemann solution is only in some "overall" sense. The analysis of such situations, sometimes referred to as "perturbed" Riemann problems, is known as stability analysis. There are no rigorous results in this direction for the case of nonisentropic, compressible flow [i.e., the system (4.47)], but we refer to Liu [86] for the analysis of a simpler case.

As for the numerical solution, we use the same (Eulerian) GRP scheme employed in Section 6.1. Moreover, as in that case, the computation domain is taken to be wide enough so that the waves emanating from the considered interaction do not reach the domain endpoints. We then impose the respective state $\left(\mathbf{U}_{\mathrm{L}}\right.$ or $\left.\mathbf{U}_{\mathrm{R}}\right)$ as the state defining the flux at those endpoints. Additionally, in all the wave interactions studied here we assume that the fluid is a perfect gas with $\gamma=1.4$.

In the rest of this section we deal with four cases of wave interaction. The first two involve only discontinuous waves (shocks and contacts), and the other

[^28]two involve a CRW. In Subsection 6.2 .1 we consider the physically common case of shock transition through a contact discontinuity, and in Subsection 6.2.2 the interaction is between two 3-shocks. An interaction between a 3-shock and a 1-CRW is then presented in Subsection 6.2.3, followed by the interaction of a 3-CRW and a contact discontinuity in Subsection 6.2.4.

### 6.2.1 Shock-Contact Interaction

Here we consider the physically common case of shock wave interaction with a contact discontinuity. We take the left wave to be a 3-shock, while the right wave is a contact discontinuity. Let the three states $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{M}}, \mathbf{U}_{\mathrm{R}}\right]$ be as in Figure 6.4(a). Then $\mathbf{U}_{L}$ lies on the shock branch of $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{M}\right)$, and $\left[\mathbf{U}_{M}, \mathbf{U}_{\mathrm{R}}\right]$ is a contact discontinuity (i.e., $\rho_{\mathrm{M}} \neq \rho_{\mathrm{R}}$ while the pressure and velocity are continuous across this surface). When crossing the contact discontinuity from left to right, the density may either increase or decrease, and we select the latter case. As we shall see in a moment, the interaction will then produce a "transmitted" 3-shock and a "reflected" 1-CRW. We specify the shock by the postshock pressure $p_{\mathrm{L}} / p_{\mathrm{M}}=5$, and the contact discontinuity by $\rho_{\mathrm{R}} / \rho_{\mathrm{M}}=0.3$. Using the Rankine-Hugoniot jump conditions for a perfect gas (Summary 4.49) gives the initial states

$$
\begin{align*}
& \mathbf{U}_{\mathrm{L}}=[\rho, p, u]_{\mathrm{L}}=[2.8182,5,1.6064] \text {, } \\
& \mathbf{U}_{\mathrm{M}}=[\rho, p, u]_{\mathrm{M}}=[1,1,0] \text {, }  \tag{6.1}\\
& \mathbf{U}_{\mathrm{R}}=[\rho, p, u]_{\mathrm{R}}=[0.3,1,0] .
\end{align*}
$$

The exact solution to this wave interaction (at $t=0+$ ) is readily obtained by solving the Riemann problem having the initial data $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right]$. This solution (recall Construction 4.46) is obtained by the intersection of the interaction curves $I_{1}^{1}\left(\mathbf{U}_{\mathrm{L}}\right), I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$ in the $(u, p)$ plane, as depicted graphically (to true scale) in Figure 6.6. This figure also shows that $\mathbf{U}_{\mathrm{L}}$ lies on the shock branch of $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{M}}\right)$ and that the $(u, p)$ values of $\mathbf{U}_{M}$ and $\mathbf{U}_{\mathrm{R}}$ coincide. However, since the densities $\rho_{\mathrm{M}} \neq \rho_{\mathrm{R}}$, the curves $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{M}}\right), I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$ are different. The state $\mathbf{U}_{\mathrm{L}}$ is situated in the $(u, p)$ plane above $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$; consequently, the intersection point $\left(u^{*}, p^{*}\right)$ is obtained on the rarefaction branch of $I_{1}^{1}\left(\mathbf{U}_{\mathrm{L}}\right)$. The Riemann solution thus consists of a (left-facing) 1-CRW and a (right-facing) 3-shock. The velocity and pressure at the contact discontinuity are $\left(u^{*}, p^{*}\right)=(2.059973,3.301911)$, and the corresponding densities on either side are $\rho_{\mathrm{L}}^{*}=2.095325, \rho_{\mathrm{R}}^{*}=0.6711996$. In obtaining this solution we have followed the procedure described in Appendix C.


Figure 6.6. Riemann problem for the shock-contact interaction ( $\gamma=1.4$ ). Left state: 3 -shock with $p_{\mathrm{L}}=5$. Middle state $[\rho, p, u]_{\mathrm{M}}=[1,1,0]$. Right state $[\rho, p, u]_{\mathrm{R}}=$ [0.3, 1, 0].

Another representation of this wave interaction is the (true-scale) wave diagram shown in (Figure 6.7). The "incident" shock moves at speed $\sigma_{\mathrm{L}}=2.490$. When the shock passes through the contact surface at $t=0$, the flow splits into a 1 -CRW (facing left), a contact discontinuity, and a 3 -shock (compare Figure 4.16). The speeds of the extreme characteristic lines of the 1-CRW (shown in Figure 6.7) are 0.0304085292 (head) and 0.325695142 (tail), and the 3 -shock moves at speed $\sigma_{3}=3.72482334$.

We now turn to the numerical solution of this two-shock interaction, using the same (Eulerian) GRP scheme as previously used in Section 6.1. We choose


Figure 6.7. Wave diagram of the shock-contact interaction. 1 - "Incident" 3 -shock, 2 - contact discontinuity, 3 - "transmitted" 3-shock, 4 - contact discontinuity, 5 "reflected" 1-CRW.


Figure 6.8. Initial data for shock-contact interaction. Solid line - exact data; points GRP ( 50 cells shown).
the initial time as $t_{\mathrm{i}}=-10$, so that the initial data are as follows:

$$
\mathbf{U}(x,-10)= \begin{cases}\mathbf{U}_{\mathrm{L}}=[\rho, p, u]_{\mathrm{L}}=[2.8182,5,1.6064], & x<x_{\mathrm{L}}  \tag{6.2}\\ \mathbf{U}_{\mathrm{M}}=[\rho, p, u]_{\mathrm{M}}=[1,1,0], & x_{\mathrm{L}}<x<x_{\mathrm{R}} \\ \mathbf{U}_{\mathrm{R}}=[\rho, p, u]_{\mathrm{R}}=[0.3,1,0], & x_{\mathrm{R}}<x\end{cases}
$$

where the left and right discontinuities are at $x_{\mathrm{L}}=-10 \sigma_{\mathrm{L}}=-24.90$ and $x_{\mathrm{R}}=0$, respectively.

The grid occupies the interval $[-40,100]$ and is divided into 70 cells of length $\Delta x=2$ each. The integration was performed from $t=t_{\mathrm{i}}=-10$ to the final time $t=20$ with a constant time step $\Delta t=0.20$, corresponding to the CFL ratio $\mu_{\mathrm{CFL}} \approx 0.49$. In accordance with the schematic description in Figure 6.4, the exact and numerical results are displayed at the initial time $\left(t_{\mathrm{i}}=-10\right)$ in Figure $6.8,{ }^{4}$ at the interaction moment $(t=0)$ in Figure 6.9, and at the postinteraction time $(t=20)$ in Figure 6.10. In each case the results are displayed over a subinterval of length 100 ( 50 cells), containing the relevant wave pattern (i.e., bounded by the initial states $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}$ ).

At the interaction moment $t=0$ the exact distribution is simply the twostate jump $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right]$, with the discontinuity at $(x, t)=(0,0)$. The computed distribution agrees quite well with the exact one, considering the relatively coarse grid (Figure 6.9).

The postinteraction results (Figure 6.10), are shown at a moment where the entire wave pattern is resolved by merely 38 cells. It is remarkable that the GRP scheme resolves this wave structure so accurately, considering the relative coarseness of the grid.

### 6.2.2 Shock-Shock Interaction

In this case both waves are 3-shocks; that is, $\mathbf{U}_{\mathrm{L}}$ lies on the shock branch of $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{M}}\right)$, while $\mathbf{U}_{\mathrm{R}}$ lies on the shock branch of $I_{3}^{1}\left(\mathbf{U}_{\mathrm{M}}\right)$. Observe that this also implies that $\mathbf{U}_{M}$ lies on the shock branch of $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{R}\right)$. For both shocks the preshock state is on the right, so we select the right state as the quiescent state

$$
\mathbf{U}_{\mathrm{R}}=[\rho, p, u]_{\mathrm{R}}=[1,1,0]
$$

The first shock ("right wave") is then obtained by specifying a postshock pressure of $p_{\mathrm{M}}=5$; across the second shock ("left wave") the pressure jumps tenfold
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Figure 6.9. Shock-contact interaction. Shock and contact merge at $(x, t)=(0,0)$. Solid line - exact solution; points - GRP (50 cells shown).
to $p_{\mathrm{L}}=50$. Using the Rankine-Hugoniot jump conditions for a perfect gas (Summary 4.49), we find that the postshock states are given by

$$
\begin{align*}
\mathbf{U}_{\mathrm{M}} & =[\rho, p, u]_{\mathrm{M}} \tag{6.3}
\end{align*}=[2.8182,5,1.6064], ~ 子 \mathbf{U}_{\mathrm{L}}=[\rho, p, u]_{\mathrm{L}}=[10.744,50,5.0386] .
$$



Figure 6.10. Shock-contact postinteraction results at $t=20$. Solid line - exact solution; points - GRP (50 cells shown).

Recall that with respect to the state $\mathbf{U}_{M}$ the left shock is supersonic whereas the right shock is subsonic [see the discussion following Equation (4.78)]. The latter is therefore overtaken by the former. At that moment the flow profile is reduced to the single jump discontinuity $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right]$, that is, to a Riemann problem


Figure 6.11. Riemann problem for the shock-shock interaction. Right state $[\rho, p, u]_{\mathrm{R}}=$ $[1,1,0], \gamma=1.4$; first shock: $p_{\mathrm{M}}=5$; second shock: $p_{\mathrm{L}}=50$.
[as in Figure 6.4(b)]. The exact solution to this wave interaction is thus obtained by solving the corresponding Riemann problem.

The solution to a Riemann problem (recall Construction 4.46) is obtained by the intersection of the interaction curves $I_{1}^{1}\left(\mathbf{U}_{\mathrm{L}}\right)$ and $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$ in the $(u, p)$ plane, as shown (to true scale) in Figure 6.11. Additionally, this figure shows the two-shock process leading to the initial data (6.3): $\mathbf{U}_{\mathrm{M}}$ is on the shock branch of $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$, and $\mathbf{U}_{\mathrm{L}}$ is on the shock branch of $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{M}}\right)$. The state $\mathbf{U}_{\mathrm{L}}$ is situated in the $(u, p)$ plane above $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$; consequently, the intersection point $\left(u^{*}, p^{*}\right)$ is obtained on the rarefaction branch of $I_{1}^{1}\left(\mathbf{U}_{\mathrm{L}}\right)$. The solution to this Riemann problem thus consists of a (left-facing) 1-CRW and a (rightfacing) 3 -shock. In obtaining this solution we have followed the procedure described in Appendix C. The velocity and pressure at the contact discontinuity are $\left(u^{*}, p^{*}\right)=(5.5059,38.509)$, and the corresponding densities on either side are $\rho_{\mathrm{L}}^{*}=8.9161, \rho_{\mathrm{R}}^{*}=5.2136$.

Another representation of this wave interaction is the (true-scale) wave diagram shown in Figure 6.12. The right and left shocks move at speeds $\sigma_{\mathrm{R}}=2.490$ and $\sigma_{\mathrm{L}}=6.259$, respectively. The latter overtakes the former at $t=0$, and as already discussed, the flow then splits into a 1-CRW (facing left), a contact discontinuity, and a 3-shock. The speeds of the extreme characteristic lines of the 1-CRW (shown in Figure 6.12) are 2.486 (head) and 3.047 (tail), and the 3 -shock moves at speed $\sigma_{3}=6.813$.

We now turn to the numerical solution of this two-shock interaction, using the GRP scheme. We choose the initial time as $t_{\mathrm{i}}=-9$, so that the initial data


Figure 6.12. Wave diagram of the shock-shock interaction. 1 - Right "incident" 3-shock; 2 - left "incident" 3-shock; 3 - "transmitted" 3 -shock; 4 - contact discontinuity, 5 - "reflected" 1-CRW.
are as follows:

$$
\mathbf{U}(x,-9)= \begin{cases}\mathbf{U}_{\mathrm{L}}=[\rho, p, u]_{\mathrm{L}}=[10.744,50,5.0386], & x<x_{\mathrm{L}}  \tag{6.4}\\ \mathbf{U}_{\mathrm{M}}=[\rho, p, u]_{\mathrm{M}}=[2.8182,5,1.6064], & x_{\mathrm{L}}<x<x_{\mathrm{R}} \\ \mathbf{U}_{\mathrm{R}}=[\rho, p, u]_{\mathrm{R}}=[1,1,0], & x_{\mathrm{R}}<x\end{cases}
$$

where the left and right jump discontinuities are positioned at $x_{\mathrm{L}}=-9 \sigma_{\mathrm{L}}=$ -56.3299 and $x_{\mathrm{R}}=-9 \sigma_{\mathrm{R}}=-22.4098$.

The grid occupies the interval [ $-100,140$ ] and is divided into 120 cells of length $\Delta x=2$ each. The integration was performed from $t=t_{\mathrm{i}}=-9$ to the final time $t=18$ with a constant time step $\Delta t=0.125$, corresponding to the CFL ratio $\mu_{\mathrm{CFL}} \approx 0.48$. In accordance with the schematic description in Figure 6.4, the exact and numerical results are displayed at the initial time $\left(t_{\mathrm{i}}=-9\right)$ in Figure 6.13, at the interaction moment $(t=0)$ in Figure 6.14, and at the postinteraction time $(t=18)$ in Figure 6.15. In each case the results are displayed over a subinterval of length 100 ( 50 cells), containing the relevant wave pattern (i.e., bounded by the initial states $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}$ ). Note that this choice is suggested by the fact that in the present case all wave speeds are positive (see Figure 6.12).

At the interaction moment $t=0$ the exact distribution is simply the twostate jump $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right]$, with the discontinuity at $(x, t)=(0,0)$. The computed distribution agrees quite well with the exact one, considering the relatively coarse grid (Figure 6.14).

The postinteraction results (Figure 6.15) are shown at a moment where the entire wave pattern is resolved by merely 40 cells. It is remarkable that the GRP scheme resolves this wave structure so accurately, considering the relative coarseness of the grid.


Figure 6.13. Initial data for shock-shock interaction. Solid line - exact data; points GRP (50 cells shown).


Figure 6.14. Shock-shock interaction. Shocks merge at $(x, t)=(0,0)$. Solid line exact solution; points - GRP ( 50 cells shown).


Figure 6.15. Shock-shock postinteraction results at $t=18$. Solid line - exact solution; points - GRP (50 cells shown).


Figure 6.16. Diagram of the interaction of a 3 -shock and a 1-CRW.

### 6.2.3 Shock-CRW Interaction

The former two examples dealt with the interaction between a pair of sharp discontinuities (shock-contact, shock-shock), resulting in a self-similar wave pattern. In the present case we consider the interaction between a 3-shock (facing right) and a 1-CRW (facing left), as depicted schematically in Figure 6.16. This interaction produces a non-self-similar solution (see the discussion at the beginning of this section).

As before, the two waves are specified by the postwave pressure. Assuming $p_{\mathrm{M}}=\rho_{\mathrm{M}}=1$, we take the pressure behind the shock as $p_{\mathrm{L}}=5$ and the pressure behind the CRW as $p_{\mathrm{R}}=1 / 5$. Using the shock and rarefaction relations for a perfect gas (Summary 4.49) gives the initial data at time $t=t_{\mathrm{i}}=-10$ :
$\mathbf{U}(x,-10)= \begin{cases}\mathbf{U}_{\mathrm{L}}=[\rho, p, u]_{\mathrm{L}}=[2.8182,5.0,1.6064], & x<x_{\mathrm{L}}, \\ \mathbf{U}_{\mathrm{M}}=[\rho, p, u]_{\mathrm{M}}=[1,1,0], & x_{\mathrm{L}}<x<x_{\mathrm{R}}, \\ \mathbf{U}_{\mathrm{R}}=[\rho, p, u]_{\mathrm{R}}=[0.31676,0.2,1.2152], & x_{\mathrm{R}}<x .\end{cases}$

The shock speed is $\sigma_{\mathrm{L}}=2.4900$, and the speed of the head of the CRW is $-\sqrt{\gamma p_{\mathrm{M}} / \rho_{\mathrm{M}}}=-1.1832$. The initial discontinuities are thus positioned at $x_{\mathrm{L}}=$ $-10 \sigma_{\mathrm{L}}=-24.900$ and $x_{\mathrm{R}}=11.832$.

At $(x, t)=(0,0)$ the left shock intersects the head characteristic of the CRW. The flow profile at $t=0$ consists of a constant left state $\mathbf{U}_{\mathrm{L}}(x<0)$ and a smoothly varying right state, with limiting value at $x=0+$ of $\mathbf{U}_{\mathrm{M}}$. Referring to the discussion of the GRP in Section 5.1, we infer that the wave pattern for $t>0$ consists of a shock discontinuity (which is the only wave in the Riemann


Figure 6.17. Riemann problem for shock-rarefaction interaction. Zero state $[\rho, p, u]_{0}=[1,1,0], \gamma=1.4$. Right shock: $p_{\mathrm{L}}=5$. Left rarefaction: $p_{\mathrm{R}}=1 / 5$.
solution for initial data $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{M}}\right]$ ). This wave separates two regions of smooth flow, as shown in Figure 6.16.

We observe, however, that the solution to the three-state IVP (6.5) should approach at large times the solution to the Riemann problem corresponding to the initial data $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right]$. The procedure for obtaining the Riemann solution has already been discussed in the preceding subsections and is presented graphically (to true scale) in Figure 6.17, which also shows the shock branch of $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{M}}\right)$ on which $\mathbf{U}_{\mathrm{L}}$ lies and the rarefaction branch of $I_{1}^{1}\left(\mathbf{U}_{\mathrm{M}}\right)$ on which $\mathbf{U}_{\mathrm{R}}$ lies. The intersection point of the interaction curves $I_{1}^{1}\left(\mathbf{U}_{\mathrm{L}}\right)$ and $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$ is $\left(u^{*}, p^{*}\right)=(2.8819,1.4527)$. The waves $\Gamma_{1}$ and $\Gamma_{3}$ resolving the initial discontinuity $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right]$ are a 1-CRW and a 3-shock (same type as the respective interacting waves). The corresponding densities on either side of the contact discontinuity are $\rho_{\mathrm{L}}^{*}=1.1656, \rho_{\mathrm{R}}^{*}=1.0647$.

The GRP numerical solution of the IVP (6.5) was performed in the wide computation domain $[-50,400]$, which was divided into a grid of 450 equal cells. The time integration proceeded from $t_{\mathrm{i}}=-10$ to the final time $t=100$ in constant steps of $\Delta t=0.125$, resulting in a CFL ratio of $\mu_{\mathrm{CFL}}=0.54$.

The initial data are shown in Figure 6.18. The early time evolution, corresponding to $t=-2$, (i.e., just before the start of the interaction), is displayed in Figure 6.19. Here we clearly see the shock discontinuity approaching the head of the CRW. From this time on, we consider the postinteraction solution. Here we examine the solution at the time sequence $t=10,20,50,100$. Qualitatively, the evolution of the numerical solution is as shown in Figure 6.16.


Figure 6.18. Initial data for shock-CRW interaction. Middle state $[\rho, p, u]_{\mathrm{M}}=$ $[1,1,0]$. Perfect gas $(\gamma=1.4)$. 3-shock: $p_{\mathrm{L}}=5$. 1-CRW: $p_{\mathrm{R}}=1 / 5$. Solid line - exact data; points - GRP ( 60 cells).


Figure 6.19. Shock-CRW results at preinteraction time $t=-2$. Middle state $[\rho, p, u]_{\mathrm{M}}=[1,1,0]$. Perfect gas $(\gamma=1.4)$. 3-shock: $p_{\mathrm{L}}=5$. 1-CRW: $p_{\mathrm{R}}=1 / 5$. Points - GRP (60 cells).

To inspect its asymptotic behavior, we plot in Figure 6.20 the exact Riemann solution corresponding to the initial data $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right]$ at $t=0$. At this relatively early time $(t=10)$ we see that the disparity between the two solutions is rather large. In Figure 6.21 we display density profiles for the time sequence $t=10,20,50,100$. The results exhibit an asymptotic convergence to the Riemann solution. However, in the IVP solution there is no contact discontinuity. Rather, the steep variation in density observed near the Riemann contact is due to a fluid layer of smoothly varying entropy generated by the shock as it passed through the CRW.

### 6.2.4 CRW-Contact Interaction

In Subsection 6.2.1 we considered the case of shock-contact interaction. Here we take up the analogous case of CRW-contact interaction.

Let the left wave, which initially separates the states [ $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{M}}$ ], be a 3-CRW [see Figure 6.4(a)], while the right wave is a contact discontinuity separating the states $\left[\mathbf{U}_{M}, \mathbf{U}_{R}\right]$, with $\rho_{M}>\rho_{R}$. It is known (Courant and Friedrichs [30, Section 79]) that the interaction in this case produces a left-facing compression wave and a right-facing rarefaction wave. Specifically, we assume the following initial data for the time $t=t_{\mathrm{i}}=-10$ :

$$
\mathbf{U}(x,-10)=\left\{\begin{array}{lc}
\mathbf{U}_{\mathrm{L}}=[\rho, p, u]_{\mathrm{L}}=[0.42317,0.3,-0.93484], & x<x_{\mathrm{L}}  \tag{6.6}\\
\mathbf{U}_{\mathrm{M}}=[\rho, p, u]_{\mathrm{M}}=[1,1,0], & x_{\mathrm{L}}<x<x_{\mathrm{R}} \\
\mathbf{U}_{\mathrm{R}}=[\rho, p, u]_{\mathrm{R}}=[0.3,1,0], & x_{\mathrm{R}}<x
\end{array}\right.
$$

The initial discontinuities are positioned so that the interaction will commence at $(x, t)=(0,0)$; that is, $x_{\mathrm{L}}=-10 \times 1.1832=-11.832$ and $x_{\mathrm{R}}=0$.

As in the case of the CRW-shock interaction, it will prove instructive to consider the "asymptotic Riemann problem" having initial data $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right]$. The interaction curves for this case are shown (to true scale) in Figure 6.22. The intersection of $I_{1}^{1}\left(\mathbf{U}_{\mathrm{L}}\right)$ and $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$ produces the contact values $\left(u^{*}, p^{*}\right)=(-1.2083$, 0.43585 ) and the corresponding left and right densities $\rho_{\mathrm{L}}^{*}=0.55173, \rho_{\mathrm{R}}^{*}=$ 0.16577 . We note that the states $\mathbf{U}_{\mathrm{M}}$ and $\mathbf{U}_{\mathrm{R}}$ are represented by the same $(u, p)$ point. Yet, since $\rho_{\mathrm{M}} \neq \rho_{\mathrm{R}}$ the respective interaction curves $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{M}}\right), I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$ are different. In fact, because of this difference, the intersection point between $I_{3}^{\mathrm{r}}\left(\mathbf{U}_{\mathrm{R}}\right)$ and $I_{1}^{1}\left(\mathbf{U}_{\mathrm{L}}\right)$ lies on the rarefaction branch of the former and on the shock branch of the latter. The solution to this Riemann problem thus consists of a 1 -shock (facing left) and a 3-CRW (facing right).


Figure 6.20. Shock-CRW postinteraction results at $t=10$. Middle state $[\rho, p, u]_{\mathrm{M}}=$ $[1,1,0]$. Perfect gas ( $\gamma=1.4$ ). 3-shock: $p_{\mathrm{L}}=5.1$-CRW: $p_{\mathrm{R}}=1 / 5$. Solid line-Riemann solution; points - GRP (60 cells).


Figure 6.21. Shock-CRW interaction. Time sequence of density. Middle state: $[\rho, p, u]_{\mathrm{M}}=[1,1,0]$ Perfect gas $(\gamma=1.4)$. 3-shock: $p_{\mathrm{L}}=5.1-\mathrm{CRW}: p_{\mathrm{R}}=1 / 5$. Solid line - Riemann solution; Points - GRP.


Figure 6.22. Interaction of CRW with a contact discontinuity. Middle state: $[\rho, p, u]_{0}=$ $[1,1,0], \quad \gamma=1.4$. Right state: $[\rho, p, u]_{\mathrm{R}}=[0.3,1,0]$. 3-CRW: $[\rho, p, u]_{\mathrm{L}}=$ [0.42317, 0.3, -0.93484].

## Approximate Analysis of the Interaction

Consider the interaction as depicted qualitatively in the $(x, t)$ wave diagram of Figure 6.23. At the beginning of the interaction $(x, t)=(0,0)$, the flow profile consists of a smoothly varying CRW $(x<0)$ and a quiescent state $\mathbf{U}_{\mathrm{R}}(x>0)$.


Figure 6.23. CRW-contact interaction schematic.

Recalling the discussion of the GRP in Section 5.1, we infer that the contact discontinuity persists for $t>0$. In fact, it will separate two regions of smoothly varying flow, at least for some short time $t>0$. We wish to understand the gradual evolution of the flow toward the aforementioned "asymptotic Riemann solution." To this end we invoke some approximate analytic reasoning, since an exact solution is not available. ${ }^{5}$ When $\rho_{\mathrm{R}}<\rho_{\mathrm{M}}$ the interaction produces a leftfacing compression wave and a right-facing rarefaction wave. The compression wave evolves into a sharp shock wave, forming at some time $t_{\mathrm{c}}>0$. In the following, the analytic arguments supporting this claim are briefly outlined.

Referring to Figure 6.23 , we let $C_{+}^{\mu}$ denote a characteristic line within the CRW, having a slope $\mu=u_{\mu}+c_{\mu}$, where $\mu, u_{\mu}, c_{\mu}$ are constant along $C_{+}^{\mu}$ up to its intersection with the head characteristic $C_{-}^{h}$ of the reflected wave. It then extends (as a curved line) and intersects the contact surface at a point $A_{\mu}$. We assume that as the extended part of $C_{+}^{\mu}$ traverses the interaction zone, it does not intersect a shock front, so that the entropy $S_{\mu}=S_{M}$ is constant on the entire line $C_{+}^{\mu}$. Denote by $Q_{1}, Q_{2}$, respectively, the left and right values of any flow variable at the point $A_{\mu}$. The velocity and pressure are continuous across the contact; that is, $u_{1}=u_{2}, p_{1}=p_{2}$. But $c_{1} \neq c_{2}, \rho_{1} \neq \rho_{2}$, and by the isentropic assumption, $S_{1}=S_{\mathrm{M}}, S_{2}=S_{\mathrm{R}}$ (however, $S_{1} \neq S_{2}$ ). Invoking the $\gamma$ law isentropic relations, $c_{1} / c_{\mathrm{M}}=\left(p_{1} / p_{\mathrm{M}}\right)^{\frac{\gamma-1}{2 \gamma}}, c_{2} / c_{\mathrm{R}}=\left(p_{2} / p_{\mathrm{R}}\right)^{\frac{\gamma-1}{2 \gamma}}$, and using $p_{\mathrm{M}}=p_{\mathrm{R}}$, we infer that

$$
\begin{equation*}
c_{1} / c_{\mathrm{M}}=c_{2} / c_{\mathrm{R}}, \quad c_{\mathrm{M}} / c_{\mathrm{R}}=\sqrt{\rho_{\mathrm{R}} / \rho_{\mathrm{M}}} \tag{6.7}
\end{equation*}
$$

Now, recall that the Riemann invariants $R_{ \pm}$are constant along $C_{ \pm}$in isentropic regions [see Equation (4.108)]. We apply these relations three times: First, $R_{-}=\frac{2}{\gamma-1} c_{\mu}-u_{\mu}=\frac{2}{\gamma-1} c_{\mathrm{M}}$ is uniformly constant in the CRW up to the intersection with $C_{-}^{h}$ [compare (4.99)]; second, $R_{+}^{\mu}=\frac{2}{\gamma-1} c_{\mu}+u_{\mu}=\frac{2}{\gamma-1} c_{1}+u_{1}$ is constant along $C_{+}^{\mu}$ up to the point $A_{\mu}$; third, $R_{-}^{A}=\frac{2}{\gamma-1} c_{2}-u_{2}=\frac{2}{\gamma-1} c_{\mathrm{R}}$ is constant along the characteristic curve $C_{-}^{\mu}$ on the right side of the contact surface. Solving these equations for $u_{1}$ (which is equal to $u_{2}$ ), and using (6.7), we get

$$
\begin{equation*}
u_{1}=\frac{2}{1+\sqrt{\rho_{\mathrm{R}} / \rho_{\mathrm{M}}}} u_{\mu} \tag{6.8}
\end{equation*}
$$

Since $\rho_{\mathrm{R}}<\rho_{\mathrm{M}}$ (6.8) implies that $\left|u_{1}\right|>\left|u_{\mu}\right|$, which must bring about a compression wave, as explained by the following reasoning. Let $C_{0}$ be a particle path starting at $\left(x, t_{\mathrm{i}}\right), x_{\mathrm{L}}<x<0$ (Figure 6.23), and let this particle complete
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Figure 6.24. CRW-contact interaction. Initial data. Middle state: $[\rho, p, u]_{0}=[1,1,0]$, $\gamma=1.4 \cdot \mathbf{U}_{\mathrm{L}}:[\rho, p, u]_{\mathrm{L}}=[0.42317,0.3,-0.93484] . \mathbf{U}_{\mathrm{R}}:[\rho, p, u]_{\mathrm{R}}=[0.3,1,0]$. Solid line - initial data; points - GRP (40 cells shown).
its passage through the CRW and continue unaffected by the interaction. If we take $\mu=u_{\mathrm{L}}+c_{\mathrm{L}}$ (the tail characteristic of the CRW), Equation (6.8) implies that the extrapolated straight part of $C_{0}$ (shown in Figure 6.23 as a dashed line) intersects the contact discontinuity since $\left|u_{1}\right|>\left|u_{\mu}\right|$. Evidently, such intersection is impossible and will indeed be avoided by the formation of a compression wave between $C_{0}$ and the contact trajectory. Similarly, the contact discontinuity accelerates away from the fluid on its right, thereby producing a right-facing rarefaction wave. These wave-generating effects are analogous to those of an accelerated piston moving into, or away from, the adjacent fluid (Courant and Friedrichs [30, Sections 43 and 49]).

Consider the nature of the foregoing approximation by taking (instead of $C_{+}^{\mu}$ ) a characteristic curve $C_{+}^{L}$ starting at $\left(x, t_{i}\right)$, with $x<x_{\mathrm{L}}$ (see Figure 6.23). With $x_{\mathrm{L}}-x$ taken to be sufficiently large, $C_{+}^{L}$ intersects the shock front prior to its intersection point with the contact trajectory. Clearly, the former analysis cannot apply at this point since the entropy is not constant along $C_{+}^{L}$. Thus, the contact velocity $u_{1}$ obtained by (6.8) for the tail characteristic differs from the large-time velocity at the contact surface. Yet, it may be a reasonable approximation to that velocity. For example, in the present case the large-time velocity is presumably that obtained from the "asymptotic Riemann solution" $u^{*}=-1.208341$. By (6.8) we obtain $u_{1}=-1.208026$, with a relative error of about 0.0003 . This indicates that the analytic approximation is reasonably accurate in the present case.

## Numerical (GRP) Solution

We now turn to the numerical solution of the CRW-contact interaction, using the same GRP scheme employed in the previous cases. The grid occupies the interval $[-250,250]$ and is divided into 250 cells of length $\Delta x=2$ each. The initial data are as given in (6.6). The constant time step is $\Delta t=0.4$, and the integration is performed from $t_{\mathrm{i}}=-10$ to the final time $t=100$ (275 integration steps), with the corresponding value of the CFL ratio $\mu_{\mathrm{CFL}} \approx 0.63$.

The initial profiles are shown in Figure 6.24, along with the exact data. In Figure 6.25 we show the profiles obtained at the beginning of the interaction ( $t=0$ ), and also the initial data for the corresponding "asymptotic Riemann problem" $\left[\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right]$ (to which we refer to in the following as the "Riemann solution"). At time $t=10$ (Figure 6.26) there is already an extremal point in the velocity and density profiles, indicating an incipient formation of the compression wave. This trend becomes more pronounced at $t=20$ (Figure 6.27).

The full formation of the compression/shock wave is evident in Figure 6.28, where a time sequence of density profiles is shown. Clearly, the density peaks at a point that approaches the contact discontinuity of the Riemann solution.


Figure 6.25. CRW-contact interaction. Middle state: $[\rho, p, u]_{0}=[1,1,0], \gamma=1.4$. $\mathbf{U}_{\mathrm{L}}:[\rho, p, u]_{\mathrm{L}}=[0.42317,0.3,-0.93484] . \mathbf{U}_{\mathrm{R}}:[\rho, p, u]_{\mathrm{R}}=[0.3,1,0]$. Solid line initial data for "asymptotic RP"; points - GRP (40 cells shown).


Figure 6.26. CRW-contact interaction. $t=10$. Middle state: $[\rho, p, u]_{0}=[1,1,0]$, $\gamma=1.4 . \mathbf{U}_{\mathrm{L}}:[\rho, p, u]_{\mathrm{L}}=[0.42317,0.3,-0.93484] . \mathbf{U}_{\mathrm{R}}:[\rho, p, u]_{\mathrm{R}}=[0.3,1,0]$. Solid line - Riemann solution; points - GRP ( 40 cells shown).


Figure 6.27. CRW-contact interaction. $t=20$. Middle state: $[\rho, p, u]_{0}=[1,1,0]$, $\gamma=1.4 . \mathbf{U}_{\mathrm{L}}:[\rho, p, u]_{\mathrm{L}}=[0.42317,0.3,-0.93484] . \mathbf{U}_{\mathrm{R}}:[\rho, p, u]_{\mathrm{R}}=[0.3,1,0]$. Solid line - Riemann solution; points - GRP (40 cells shown).


Figure 6.28. CRW-contact interaction. Time sequence of density. Middle state: $[\rho, p, u]_{0}=[1,1,0], \gamma=1.4 . \mathbf{U}_{\mathrm{L}}:[\rho, p, u]_{\mathrm{L}}=[0.42317,0.3,-0.93484] . \mathbf{U}_{\mathrm{R}}$ : $[\rho, p, u]_{\mathrm{R}}=[0.3,1,0]$. Solid line - Riemann solution; points - GRP.

To the left of the peak (corresponding to the fluid on the left side of the contact surface) we see a left-facing compression wave, which steepens and seems to have fully developed into a shock wave at $t=100$. On the right side, the density profile spreads out, approaching at the latest time shown $(t=100)$ the CRW of the Riemann solution. Here the GRP method clearly demonstrates the capability of capturing a gradually forming shock wave.

Notwithstanding the apparent convergence to the Riemann solution (Figure 6.28), there are some fine differences between the IVP and Riemann solution that persist for all times. Consider in particular the fluid between the contact discontinuity and the shock front. In the Riemann solution the contact discontinuity corresponds to the resolution of the initial discontinuity $\left[\mathbf{U}_{L}, \mathbf{U}_{\mathrm{R}}\right]$, whereas in the IVP it evolves "isentropically" from the contact discontinuity $\left[\mathbf{U}_{\mathrm{M}}, \mathbf{U}_{\mathrm{R}}\right]$. Furthermore, a layer of smoothly varying entropy is obtained in the IVP solution owing to the gradual formation of the shock. This gradual density distribution (seven points) appears in the GRP solution at late times ( $t \geq 50$ ) as a captured contact discontinuity (Figure 6.28), which agrees well with the densities on either side of the contact in the Riemann solution. We attribute this agreement to the rather small entropy jump across the shock (relative magnitude $\approx 0.001$ ). In cases of different initial data the "fine features" disagreement may become conspicuous.

### 6.3 Spherically Converging Flow of Cold Gas

The former examples in this chapter involved only planar flow. Here we consider a duct flow with spherical symmetry, governed by Equations (4.45), with crosssectional area $A(r)=r^{2}$. This unique problem has been proposed by Noh [94] as a test case having an exact (self-similar) solution. The initial conditions consist of a spherically converging flow of a "cold" (zero-pressure) perfect gas with $\gamma=5 / 3$, having finite density and uniform velocity:

$$
\begin{equation*}
\mathbf{U}(r, 0)=[\rho, p, u]_{o}=[1,0,-1], \quad 0 \leq r . \tag{6.9}
\end{equation*}
$$

The solution consists of an expanding spherical shock (starting from the origin at $t=0$ ). The fluid behind the shock is quiescent with uniform pressure $p_{-}$and density $\rho_{-}$. The pressure jumps across the shock front from its zero preshock value to $p_{-}$; thus it is an "infinite shock" as discussed in Corollary 4.52. The density ratio is therefore $\rho_{-} / \rho_{+}=(\gamma+1) /(\gamma-1)=4$. The pressure ahead of the shock is zero; hence the (spherical) velocity retains its initial value -1 . The density, however, increases by (isentropic) spherical compression. If we denote the (constant) shock speed by $\sigma_{3}$, the mass flux through the shock front is
$\sigma_{3} \rho_{-}=\left(\sigma_{3}+1\right) \rho_{+}$. It follows that $\sigma_{3}=1 / 3$. To find the density profile ahead of the shock (i.e., $r \geq t / 3$ ) we observe that the fluid located at point $r$ at time $t$ was initially at the point $r+t$. This implies that the compression ratio is $\left(\frac{r+t}{r}\right)^{2}$; hence

$$
\begin{equation*}
\rho(r, t)=(1+t / r)^{2}, \quad r \geq \frac{t}{3} . \tag{6.10}
\end{equation*}
$$

In particular, at the shock front $r=t / 3$, we find $\rho_{+}=16$; hence $\rho_{-}=64$. The uniform pressure behind the shock is obtained from Equation (4.89)(i), $\left(p_{+}-p_{-}\right) /\left(u_{+}-u_{-}\right)=\sigma_{3} \rho_{-}$; hence $p_{-}=64 / 3$. The exact profiles are shown as solid lines in Figure 6.29.

The computation is performed with the GRP scheme for duct flows (Chapter 5), in the interval [ $0<r<100$ ], which is divided into a grid of 100 equal cells. The boundary conditions are zero velocity at the origin $(r=0)$ and the exact solution given by (6.10) at the outer boundary $r=100$. A constant time step $\Delta t=0.25$ is assumed, and the integration is performed up to $t=225$. The corresponding CFL ratio is $\mu_{\mathrm{CFL}}=0.31$.

The results are shown in Figure 6.29, where the distributions of the flow velocity, pressure, and density are shown along with the exact solution. The agreement with the exact solution is very good, with discrepancies occurring primarily for the density distribution near the origin. This error is due to the "startup" of the captured shock near the origin, where the numerical dissipation generates an entropy higher than the exact value. At the final time the shock wave is very sharply resolved, with the postshock flow variables close to the exact values. It is also interesting to note, in this unique problem, that the GRP method can correctly capture a shock wave of infinite intensity.

For further numerical studies of Noh's problem by the GRP method, we refer to Ben-Artzi and Birman [6] and to Birman et al. [17]. An extensive adaptive-mesh computational analysis of this problem was recently performed by Gehmeyr, Cheng, and Mihalas [48], with results quite similar to those obtained here.

### 6.4 The Flow Induced by an Expanding Sphere

When a spherical surface, initially at the origin, expands at a constant speed $s$ into a quiescent compressible fluid, a spherically expanding shock wave is formed. The shock moves at a constant speed $\sigma_{3}>s$. This problem has been studied by Taylor [108] in terms of the self-similar fluid dynamical equations for a spherically symmetric flow. As in the former example, the numerical solution here is also obtained by the GRP scheme for a (spherical) duct flow. In this case, however, a new feature is introduced - the boundary condition at the expanding


Figure 6.29. Distribution of flow variables for Noh's problem. Solid line - exact solution; points - GRP (100 cells shown).
spherical surface, which is treated by employing a moving grid. The fluid is a perfect gas with $\gamma=1.4$, having the uniform initial state $\mathbf{U}_{0}=[\rho, p, u]_{0}=$ $[1.4,1,0]$ and $s=1$. The corresponding value of the shock speed is $\sigma_{3}=1.328$.

Taylor [108] has shown that the (self-similar isentropic) flow in the region between the surface and the shock is governed by a pair of ordinary differential equations for the fluid velocity and the speed of sound as functions of the similarity coordinate $r / t$. These equations are derived from the first two equations in (4.45) with $A(r)=r^{2}$ (and assuming that the flow variables are functions of $r / t$ for $\left.s t \leq r \leq \sigma_{3} t\right)$. The exact solution is obtained by integrating these equations, requiring that at the spherical surface the fluid velocity equals $s$ and that across the shock front (the constant speed of which, $\sigma_{3}$, is not a priori known) the Rankine-Hugoniot jump conditions hold.

The solution by the GRP scheme makes use of the ALE capability (see Sections 6.3 and 8.2). The initial conditions are $\mathbf{U}(r, 0)=\mathbf{U}_{0}$, with a grid extending initially from $r=0$ to $r=140$ and divided into 40 equal cells. The leftmost grid point (corresponding to the spherical surface) moves at the constant velocity of $s=1$, while the rightmost point is stationary; all intermediate grid points move at a linearly interpolated velocity, keeping the (shrinking) grid intervals uniform at all time levels.

Special attention is given to the leftmost cell; its left boundary coincides with the expanding surface and the fluxes there cannot be obtained by solving a standard GRP. This is a typical situation in high-resolution computations, where moving boundaries (or complex geometric settings in multidimensional cases) make it necessary to deal in much greater detail with a small number of "special" cells, compared to the "standard" treatment accorded to the bulk of the mesh.

Let $\overline{\mathbf{U}}=[\bar{\rho}, \bar{p}, \bar{u}]$ and $\overline{\Delta \mathbf{U}}=[\overline{\Delta \rho}, \overline{\Delta p}, \overline{\Delta u}]$ be, respectively, the average state and linear variation in the leftmost cell. Thus, the state attributed to the left endpoint is $\overline{\mathbf{U}}-\frac{1}{2} \overline{\Delta \mathbf{U}}$. However, the expanding surface forces a velocity $s$ at that point, which in general is different from $\bar{u}-\frac{1}{2} \overline{\Delta u}$. We regard this situation as an IVP with initial discontinuity at that point. Employing the notation of Section 6.2 (see Figure 6.6) we let $I_{3}^{\mathrm{r}}\left(\overline{\mathbf{U}}-\frac{1}{2} \overline{\Delta \mathbf{U}}\right)$ be the interaction curve (namely, the ensemble of all left states connected to the right state $\overline{\mathbf{U}}-\frac{1}{2} \overline{\Delta \mathbf{U}}$ by a 3-wave). We then take the state $\mathbf{U}^{*} \in I_{3}^{\mathrm{r}}\left(\overline{\mathbf{U}}-\frac{1}{2} \overline{\Delta \mathbf{U}}\right)$ so that $u^{*}=s$. The density $\rho^{*}$ and pressure $p^{*}$ are thereby uniquely determined. We take the state $\mathbf{U}^{*}$ as constant at that point throughout the time interval $\left[t_{n}, t_{n+1}\right]$, and we determine the fluxes accordingly. At the rightmost grid point we take the quiescent state $\mathbf{U}_{0}$ as the solution to the local GRP, assuming that for the time interval considered, the shock will not reach that point. The time integration is performed with a constant
time step $\Delta t=0.5$, which corresponds to a CFL ratio of $\mu_{\mathrm{CFL}}=0.686$, up to the final time $t=100$.

The results shown in Figure 6.30 display a very good agreement with the exact solution, considering that the fluid in the region between the surface and the shock is resolved by merely 33 cells. It is noted that the shock wave is sharply captured, which is of special interest since shocks in spherical flow computation are generally less sharp than in planar flow.

In this self-similar flow the shock wave is of constant intensity, so that even though the flow between the surface and the shock front is not uniform, the entropy is. We therefore show (in Figure 6.30) the profile of $S=p / \rho^{\gamma}$, and indeed it is nearly uniform behind the shock front. The increase in entropy near the spherical surface is a "starting error" of the captured shock computation, which typically arises when a shock wave passes through a jump discontinuity or departs from a "piston-like" surface (as in the present case).

### 6.5 Converging-Diverging Nozzle Flow

In the former two examples we considered a special case of duct flow, namely, one-dimensional, spherically symmetric flow. The present example is also a duct flow, but it is different from the former two cases in several aspects. The quasi-one-dimensional flow here takes place in a duct where $A(r)$ is a nonmonotonic function; it serves as an approximate model to the fully two-dimensional flow in a nozzle of finite width (a comparison between the one-dimensional and the two-dimensional solutions of flow in a duct will be considered in Chapter 10 of this monograph). Moreover, since in most cases we are concerned with a steady compressible flow in such nozzles, our example is formulated as an IVP with boundary conditions designed to produce a steady flow at large times. Our presentation starts with a brief outline of one-dimensional steady flow in nozzles. We then specify a particular nozzle geometry and two cases of boundary conditions. In each case the exact steady solution is compared to the numerical (GRP) solution, and a strikingly good agreement is found.

A converging-diverging duct (the so-called Laval nozzle) is widely used for achieving steady supersonic flow in a variety of systems such as rocket motors and wind tunnels. The simplest analytic model for compressible flow in a Laval nozzle is the quasi-one-dimensional duct flow approximation (see Section 4.2). For a duct of finite lateral extent, this approximation is widely recognized as a basic "engineering model" for nozzle flow analysis, particularly when the flow is steady. The steady duct flow is governed by a system of ordinary differential


Figure 6.30. Flow variables in the fluid surrounding an expanding sphere. Perfect gas $(\gamma=1.4),[u, p, \rho]_{0}=[0,1,1.4]$. Sphere expansion speed $s=1$. Solid line - exact solution; points - GRP (40 points shown).
equations [derived from (4.45)] that is readily integrated. For a comprehensive account of the steady one-dimensional theory we refer the reader to Shapiro [102, Chapter 5] or Liepmann and Roshko [84, Chapter 5]. In the following we present two cases of steady, quasi-one-dimensional nozzle flow of a perfect gas with a polytropic index $\gamma=1.4$, which are compared to the large-time solution of the corresponding IVP, with suitably defined boundary conditions at the nozzle inlet and exit planes.

## Nozzle Geometry and Steady Flow

Here we consider a steady flow in a converging-diverging nozzle, which occupies the interval $0 \leq r \leq 1$ and has a smooth cross-sectional area function ${ }^{6}$ $A(r)$ given by the following expression:

$$
A(r)= \begin{cases}A_{\text {in }} \exp \left[-\log \left(A_{\text {in }}\right) \sin ^{2}(2 \pi r)\right], & 0 \leq r \leq 0.25,  \tag{6.11}\\ A_{\text {ex }} \exp \left[-\log \left(A_{\text {ex }}\right) \sin ^{2}\left(\frac{2 \pi(1-r)}{3}\right)\right], & 0.25 \leq r \leq 1,\end{cases}
$$

$$
A_{\text {in }}=A(0)=4.8643, \quad A_{\text {ex }}=A(1)=4.2346
$$

(see the symmetric nozzle contour in Figures 6.31-6.34). It is noted that the function $A(r)$ for the converging part of the nozzle is different from $A(r)$ of the diverging part. The two contour parts are joined smoothly at the throat ( $r=0.25$ ), where $A(r)=1, A^{\prime}(r)=0$, but $A^{\prime \prime}(r)$ is discontinuous.

From the theory of steady duct flow of a perfect gas (Shapiro [102, Chapter 5], Liepmann and Roshko [84, Chapter 5]) it follows that the Mach number $M(r)=$ $u(r) / c(r)$ is fully determined by $A(r)$ through the algebraic relation ${ }^{7}$

$$
\begin{equation*}
[A(r)]^{2}=\frac{1}{[M(r)]^{2}}\left[\frac{2}{\gamma+1}\left(1+\frac{\gamma-1}{2}[M(r)]^{2}\right)\right]^{(\gamma+1) /(\gamma-1)} \tag{6.12}
\end{equation*}
$$

Furthermore, one can specify two arbitrary constants ("stagnation" pressure and density) $p_{0}$ and $\rho_{0}$ so that the steady flow profiles in the nozzle are given

[^31]by
\[

$$
\begin{align*}
& p(r)=p_{0}\left(1+\frac{\gamma-1}{2}[M(r)]^{2}\right)^{-\frac{\gamma}{\gamma-1}}, \\
& \rho(r)=\rho_{o}\left(1+\frac{\gamma-1}{2}[M(r)]^{2}\right)^{-\frac{1}{\gamma-1}},  \tag{6.13}\\
& u(r)=M(r) \sqrt{\gamma p(r) / \rho(r)},
\end{align*}
$$
\]

as long as the flow is smooth (shock free). This is shown by the solid lines in Figures 6.31 and 6.32. In fact, in this case we note that fixing $p_{0}, \rho_{0}$, there is only one possible value for the exit pressure $p(1)$, which is given by (6.13).

Now, it turns out that one can obtain, for fixed values of $p_{0}, \rho_{0}$, another class of steady state solutions; they consist of two intervals of smooth flow, separated by a steady (left-facing) shock wave (see the solid lines in Figs. 6.336.34). This set of solutions is obtained by specifying the exit pressure $p(1)$ within a certain range of values. Expressions (6.12) and (6.13) remain valid in the smooth region upstream of the shock (i.e., between the inlet $r=0$ and the stationary shock). The pressure jump across the shock then serves to adjust the downstream pressure profile to its specified exit value $p(1) .{ }^{8}$

Two cases are considered here. In both we take $p_{0}=\rho_{0}=1$ and $A(r)$ as in (6.12).
(A) A smooth flow where $p(1)=0.0272237$ is obtained from (6.13) by taking $r=1$ in (6.12), leading to $M(1)=3$.
(B) Setting $p(1)=0.4$ leads to a discontinuous steady-state solution, as shown by the solid lines in Figures 6.33 and 6.34. The location of the shock is $r=0.76986$, and the pressure at the shock jumps from $p_{-}=0.044707$ to $p_{+}=0.36548$. Observe that, in compliance with the previous discussion, the profiles of the steady flow upstream of the shock are identical to those of the smooth flow in this interval.

It is also interesting to notice the discontinuity in $M^{\prime}(r)$ and $p^{\prime}(r)$ at the throat ( $r=0.25$ ), caused by the discontinuity in $A^{\prime \prime}(r)$ there.

[^32]

Figure 6.31. Large-time flow in Laval nozzle. First-order (Godunov) solution. $p_{0}=1 ; p_{\mathrm{b}}=0.02722$. Nominal (isentropic) $M_{\mathrm{ex}}=3$. Solid line - steady solution; points - Godunov ( 22 cells).




Figure 6.32. Large-time flow in Laval nozzle. Second-order (GRP) solution. $p_{0}=1 ; p_{\mathrm{b}}=0.02722$. Nominal (isentropic) $M_{\mathrm{ex}}=3$. Solid line - steady solution; points - GRP ( 22 cells).


Figure 6.33. Large-time flow in Laval nozzle. First-order (Godunov) solution. $p_{0}=1 ; p_{\mathrm{b}}=0.4$. Nominal (isentropic) $M_{\mathrm{ex}}=3$. Solid line - steady solution; points Godunov ( 22 cells).




Figure 6.34. Large-time flow in Laval nozzle. Second-order (GRP) solution. $p_{0}=1 ; p_{\mathrm{b}}=0.4$. Nominal (isentropic) $\quad M_{\mathrm{ex}}=3$. Solid line - steady solution; points GRP ( 22 cells).

## The Finite-Difference Solution

We seek a finite-difference solution to the IVP for the flow in the duct (6.11), with boundary conditions designed to produce a flow that approaches a steady state at large times. The initial data are discontinuous, as in a Riemann problem with the discontinuity at the throat point,

$$
\mathbf{U}(r, 0)= \begin{cases}\mathbf{U}_{\mathrm{L}}=\left[\rho_{0}, p_{0}, 0\right], & r<0.25,  \tag{6.14}\\ \mathbf{U}_{\mathrm{R}}=\left[\rho_{0}\left(p_{\mathrm{b}} / p_{0}\right)^{1 / \gamma}, p_{\mathrm{b}}, 0\right] & r>0.25,\end{cases}
$$

where $p_{\mathrm{b}}$ is the value designated for $p(1)$ at the steady-state solution [as in the preceding cases (A) and (B)]. Note that in both initial states the velocity is zero; in $\mathbf{U}_{\mathrm{L}}$ the values of pressure and density are those specified at the inlet $(r=0)$, and in $\mathbf{U}_{\mathrm{R}}$ the pressure has the value specified at the exit $(r=1)$. Both $\mathbf{U}_{\mathrm{L}}$ and $\mathbf{U}_{\mathrm{R}}$ lie on the same isentropic curve.

The boundary conditions are instrumental in obtaining a finite-difference solution that at large times approximates the exact steady flow in the nozzle. The main idea is to obtain the numerical fluxes at the boundary points as solutions to a suitable GRP, analogous to the treatment of regular ("internal") grid points. This is done by specifying a virtual initial state for the GRP at each boundary point, that is, at $r=0-$ just "outside" the inlet, and at $r=1+$ just "outside" the exit.

Consider first the inlet boundary point $r=0$. Let $M_{\text {in }}$ be the steady-flow Mach number at the inlet point [by (6.12) $M_{\mathrm{in}}=M(0)=0.12$ ]. The steady-flow variables at the inlet are then given by

$$
\begin{align*}
& p_{\mathrm{in}}=p_{0}\left(1+\frac{\gamma-1}{2} M_{\mathrm{in}}^{2}\right)^{-\frac{\gamma}{\gamma-1}}, \\
& \rho_{\mathrm{in}}=\rho_{0}\left(1+\frac{\gamma-1}{2} M_{\mathrm{in}}^{2}\right)^{-\frac{1}{\gamma-1}},  \tag{6.15}\\
& u_{\mathrm{in}}=M_{\mathrm{in}} \sqrt{\gamma p_{\mathrm{in}} / \rho_{\mathrm{in}}} .
\end{align*}
$$

Denote, respectively, by $\mathbf{U}_{1}$ and $\Delta \mathbf{U}_{1}$ the average state and linear variation in the cell adjacent to the inlet point (which we appropriately label as $1 / 2$ ). Let $\mathbf{U}_{1 / 2,-}=\left[\rho_{\text {in }}, p_{\text {in }}, u_{\text {in }}\right], \mathbf{U}_{1 / 2,+}=\mathbf{U}_{1}-\frac{1}{2} \Delta \mathbf{U}_{1}$. The GRP at this point is then set up with the initial data

$$
\mathbf{U}(r, 0)= \begin{cases}\mathbf{U}_{1 / 2,-}, & r<0  \tag{6.16}\\ \mathbf{U}_{1 / 2,+}+r\left(\Delta \mathbf{U}_{1} / \Delta r\right), & r>0\end{cases}
$$

where the corresponding initial slopes are taken as zero for the left state $(1 / 2,-)$ and $\left(\Delta \mathbf{U}_{1} / \Delta r\right)$ for the right state $(1 / 2,+)$.

Turning to the exit boundary condition, let the adjacent cell be designated as $N$. Let $\mathbf{U}_{N+1 / 2,-}=\mathbf{U}_{N}+\frac{1}{2} \Delta \mathbf{U}_{N}, \mathbf{U}_{N+1 / 2,+}=\left[\rho_{\mathrm{N}+1 / 2,-}, p_{\mathrm{b}}, u_{\mathrm{N}+1 / 2,-}\right]$. The GRP at the exit point $N+1 / 2$ is then set up with the initial data

$$
\mathbf{U}(r, 0)=\left\{\begin{array}{lr}
\mathbf{U}_{N+1 / 2,-}+(r-1)\left(\Delta \mathbf{U}_{N} / \Delta r\right), & r<1,  \tag{6.17}\\
\mathbf{U}_{N+1 / 2,+}, & r>1
\end{array}\right.
$$

In analogy to the inlet point, the initial slopes are zero for the right state and ( $\Delta \mathbf{U}_{N} / \Delta r$ ) for the left state. The only specified boundary condition here is the value of "background pressure" $p_{\mathrm{b}}$ imposed on the pressure $p(1)$; the density and velocity are simply extended by continuity across the boundary.

For the finite-difference computations, we deliberately selected a coarse grid, where the interval [ $0 \leq r \leq 1$ ] was divided into 22 equal cells. The integration was conducted with a time step $\Delta t=0.009$, up to final time $t=18$. This was done for the two previously specified cases (A) and (B), both producing approximately the same value of $\mu_{\mathrm{CFL}}=0.55$. In choosing the final time, we took notice of the nozzle "time of flow" $t_{\text {of }}$, that is, the time taken by a fluid particle to traverse the nozzle from inlet to exit at the steady flow. In case (A) we calculated from the exact solution $t_{\text {of }}=1.31$, whereas in case (B) we found $t_{\text {of }}=1.74$ (apparently because of the lower velocity downstream of the shock). Thus, the final computation time is $t>10 \times t_{\mathrm{of}}$, implying that a steady flow regime has probably been established in the nozzle by that time. Indeed, continuing the finite-difference computation for longer final time has produced flow profiles that were virtually identical to those obtained at $t=18$.

Turning to the results for case (A), we first consider the Godunov scheme computation (Figure 6.31). Here the overall agreement with the exact solution is fairly good, except for the pressure in the interval $0 \leq r \leq 0.25$. In that interval, where the steady flow is subsonic, the computed pressure is overvalued whereas the Mach number is nearly correct. In the language of steady flow, this implies that the computed stagnation pressure is overvalued. The only explanation we can propose for this is the simple statement that the large error is due to performing a first-order computation with a coarse grid. (Indeed, with a grid of 66 cells and $\Delta t=0.003$, the error decreased substantially, and the pressure profile became monotonically decreasing.)

When the computation of case (A) was repeated using the GRP scheme (Figure 6.32), a strikingly good agreement with the exact solution was obtained. This is a clear demonstration of the improved accuracy obtained by upgrading the scheme level of accuracy from first to second order. These results
are particularly interesting, because in the converging part of the nozzle the flow is resolved by only 6 cells (more precisely 5.5 ), whereas the cross-sectional area ratio is about 4.9. We also note the discontinuity in flow gradient at the throat, which is well reproduced by the GRP solution. ${ }^{9}$

For case (B) (Figures 6.33 and 6.34), the most conspicuous feature here is that upstream of the shock wave the computed solutions are identical to the respective case (A) solutions. In the diverging part of the nozzle, the flow between the throat and the shock is resolved by a coarse grid of 12 cells. Good agreement is obtained by the Godunov scheme (Figure 6.33) and even better agreement is obtained by the GRP computation (Figure 6.34). The pressure profiles obtained by either scheme comply well with the exit boundary condition $p_{\mathrm{b}}=0.4$.

Notice that the shock in case (B) is captured with perfect "sharpness" (although not perfect accuracy). Obviously, this feature is related to the fact that here we are dealing with a steady flow and hence a standing shock. The Godunov or GRP schemes treat standing shocks particularly well, since at the cell interface separating the preshock and postshock states, the solution of the corresponding Riemann problem would be the exact shock wave if the states at the adjacent cells were accurately computed. This is not the case here, because the numerical error in smooth regions of the flow is generally nonvanishing. However, the error associated with the (second-order-accurate) GRP method is smaller than the respective error of the (first-order-accurate) Godunov method. Hence the former method replicates the exact solution better than the latter.
${ }^{9}$ It is noted that the flow variables at the cell whose midpoint coincides with the throat $(r=0.25)$ cannot approximate the values of the exact profiles with second-order accuracy, since the gradients of the exact solution are discontinuous at that point.

## Part II

Numerical Implementation

## From the GRP Algorithm to Scientific Computing

The GRP algorithm was developed in Part I and tested against a variety of analytical examples. The next challenge is to adapt it to the needs of "Scientific Computing," that is, to implement it in the simulation of problems of physical significance. This is a formidable task for any numerical algorithm. The problems encountered in applications usually are multidimensional and involve complex geometries and additional physical phenomena. In this chapter we first describe in more detail some of these problems, as a general background for the following chapters. We then proceed to the main goal of the chapter, namely, the upgrading of the GRP algorithm (which is essentially one dimensional) to a two-dimensional, second-order scheme. To this end we recall (Section 7.2) Strang's method of "operator splitting" and then (Section 7.3) apply it to the (planar) fluid-dynamical case. Although the method can be further extended to the three-dimensional case, we confine our presentation to the two-dimensional setup, which serves in our numerical examples (Chapters 8 and 10).

### 7.1 General Discussion

In Part I we studied the mathematical basis of the GRP method. We also considered a variety of numerical examples for which analytic (or at least asymptotic) solutions were available. This provided us with some measure of the accuracy of the computational results, and helped identifiy potential difficulties (such as the resolution of contact discontinuities). In the absence of any rigorous results concerning the convergence of the profiles to the exact solutions (at least in the case of systems-which is our main objective here), such test cases play a very important role in the construction of any numerical algorithm. To estimate the improvement achieved by this second-order scheme, we have systematically compared it to its first-order counterpart, the Godunov scheme (of which the GRP
method is a natural extension, as noted in Sections 3.1 and 5.2). Although both schemes were quite successful in capturing the general features of wave patterns, the sharpness with which various discontinuities were resolved was substantially improved, thus justifying the transition from the first-order to the secondorder scheme. However, the entire treatment of Part I (Section 3.3 excepted) was confined to the one-dimensional (or quasi-1-D) setting. Indeed, the very foundation of the Godunov (hence also the GRP) approach is the solution of the Riemann problem, which is of a one-dimensional nature. In contrast, the vast majority of physical or fluid-dynamical problems of interest deal with two- or even three-dimensional settings. Thus, the first step to be taken is the conversion of the GRP algorithm of Section 5.2 into a multidimensional scheme. The fundamental idea is that of "operator splitting," which has already been used in Section 3.3. It allows the construction of a multidimensional scheme by using alternately one-dimensional solvers ("sweeps") in directions parallel to the coordinate axes. Strang [105] has found a way of constructing such a scheme, which, in addition, is second-order accurate when this is true for its one-dimensional "factors." This is therefore exactly what we need to implement a second-order-accurate multidimensional scheme based on the (1-D) GRP solver. Section 7.2 is devoted to a discussion of Strang's method, in a rather general setting of time-dependent partial differential equations. In Section 7.3 we specialize to the case of twodimensional compressible flow in the Cartesian plane. In principle, the method can be further extended to three-dimensional problems. However, since our examples (Chapters 8 and 10) are limited to the two-dimensional case we prefer to confine our discussion to this case. The flow equations are "natural candidates" for the operator-splitting method. Indeed, the spatial part decomposes as a sum of derivatives in the $x$ and $y$ directions ("divergence form"), so that the one-dimensional solvers bring us right back into the framework of Section 5.2. Invoking Strang's general construction we therefore obtain a second-order twodimensional scheme. It enables us to solve flow problems in rectangular domains, with sides that are parallel to the coordinate axes. However, the vast majority of compressible flow problems of physical interest cannot be represented in the rectangular framework. Indeed, these problems often involve complex (stationary or moving) boundaries. If we imagine a Cartesian (rectangular) computational grid, the cells intersected by such a boundary assume irregular shapes. The resulting problem is (at least) twofold, involving, first, the geometric handling of those irregular cells and, second, the adaptation of the two-dimensional scheme in this case. This topic will be taken up in Chapter 8.

Problems of physical interest involve, in many cases, various significant mechanisms beyond the basic conservation laws of mass, momentum, and
energy. Since this monograph deals only with nonlinear hyperbolic systems, which possess the property of "finite propagation speed" of waves, diffusive effects such as heat conduction or viscosity are excluded. Nonetheless, we deal in Chapter 9 with "reacting flows." The fluid in this case is subject to a chemical reaction that changes its composition, thus also changing its equation of state. Our model is perhaps the most elementary one, in which the fluid is a mixture of two species, "burnt" and "unburnt," and an exothermic reaction converts the unburnt component to the burnt one. This is a basic model for combustion, sufficient to describe "detonations" but not "deflagrations"; the latter involve a decrease of pressure and density in the burnt products and require effects such as heat conduction for their study. The basic building block in the numerical resolution of the reacting-flow system will again be a 1-D GRP solver, which deals with the coupled equations of compressible flow and chemical reaction. Indeed, the implementation of the 1-D GRP solver, either through spatial splitting or the addition of unknowns and equations, is a unifying theme in the handling of applications in this monograph.

Our final Chapter 10 deals with the (numerical) comparison of quasi-1-D and fully 2-D computations for a flow in a nozzle. The quasi-1-D approach was presented in Section 4.2 as a possible approximation to a flow that is nearly uniform on each cross section. Using the full capability of 2-D calculations, as developed in Chapter 8 (including the handling of rigid curvilinear boundaries by the MBT method; Section 8.3), we can try and validate this assumption. The test case studied in Chapter 10 illustrates the limitations of the quasi-1-D hypothesis.

### 7.2 Strang's Operator-Splitting Method

We consider here a solution $\psi$ to an evolution equation of the type

$$
\begin{equation*}
\frac{\partial}{\partial t} \psi=c[\psi] . \tag{7.1}
\end{equation*}
$$

Here $\psi(x, y, t)$ is a smooth function in the spatial coordinates $(x, y) \in \mathbb{R}^{2}$ and time $t \in[0, \infty)$. The operator $c[\psi]$ is a general nonlinear differential operator that may depend on $x, y, t$ as well as on $\psi, \psi_{x}, \psi_{y}, \psi_{x x}, \ldots$ (various spatial derivatives of $\psi$ ), but of course not on $\psi_{t}$. This dependence is in general nonlinear but smooth (as a function of all its variables). We now assume further that

$$
\begin{equation*}
c[\psi]=a[\psi]+b[\psi], \tag{7.2}
\end{equation*}
$$

where $a[\psi], b[\psi]$ are operators of the same type as $c[\psi]$. No further restrictions are imposed on $a, b$. In particular, $a, b$ need not commute $(a[b[\psi]] \neq b[a[\psi]]$ in general). We now describe a method due to Strang [105], allowing us to obtain a second-order-accurate approximation to (7.1), when such approximations are already available for the "simpler" equations $\psi_{t}=a[\psi], \psi_{t}=b[\psi]$.

We first address the notion of "order of accuracy" (see Definition 2.21) for the case at hand. To this end, we use the common notation

$$
\partial^{\alpha} \psi=\left(\frac{\partial}{\partial x}\right)^{\alpha_{1}}\left(\frac{\partial}{\partial y}\right)^{\alpha_{2}} \psi
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ is a "double index" of nonnegative integers, $\alpha_{1}, \alpha_{2}=$ $0,1,2, \ldots$, and in particular $\psi=\partial^{(0,0)} \psi$. The operators $a, b, c$ are functions of $(x, y, t)$ and $\left\{\partial^{\alpha} \psi ; \alpha \in J\right\}$, where $J$ is a finite set of double indices, common to all three of them. For simplicity we designate this dependence as $a\left(\partial^{\alpha} \psi, x, y, t\right)$, suppressing $J$, where there is no risk of confusion. We indicate by $z_{\alpha}$ the argument corresponding to $\partial^{\alpha} \psi$ in the functional expressions.

Example 7.1 In Equation (3.49) we have $a(\psi)=-\frac{\partial}{\partial x} f(\psi), \quad b(\psi)=$ $-\frac{\partial}{\partial y} g(\psi)$.

Differentiating Equation (7.1) with respect to $t$ and using the chain rule we get

$$
\begin{align*}
\psi_{t t}=\left(\frac{\partial}{\partial t}\right)^{2} \psi & =\frac{\partial}{\partial t} c\left(\partial^{\alpha} \psi, x, y, t\right)=c_{t}\left(\partial^{\alpha} \psi, x, y, t\right)+\sum_{\alpha \in J} \frac{\partial c}{\partial z_{\alpha}} \cdot \frac{\partial}{\partial t} \partial^{\alpha} \psi \\
& =c_{t}\left(\partial^{\alpha} \psi, x, y, t\right)+\sum_{\alpha \in J} \frac{\partial c}{\partial z_{\alpha}} \cdot \partial^{\alpha}\left[c\left(\partial^{\alpha} \psi, x, y, t\right)\right] \tag{7.3}
\end{align*}
$$

where in the last step we have again used Equation (7.1). Note that $\frac{\partial c}{\partial z_{\alpha}}$ is evaluated at ( $\left.\partial^{\alpha} \psi, x, y, t\right)$.

We now fix a time step $k=\Delta t>0$ and consider a discrete scheme $C_{k}$ acting on functions of $(x, y, t)$. The scheme is assumed to be "consistent" with Equation (7.1) in the sense that if $\psi(x, y, t)$ is a smooth solution then $C_{k} \psi(x, y, t)$ approximates $\psi(x, y, t+k)$. More precisely, as in Definition 2.21, we say that $C_{k}$ is second-order accurate if

$$
\begin{equation*}
\psi(x, y, t+k)-C_{k} \psi(x, y, t)=O\left(k^{3}\right) \quad \text { as } \quad k \rightarrow 0 .{ }^{1} \tag{7.4}
\end{equation*}
$$

[^33]Taylor's theorem yields, in conjunction with (7.1) and (7.3),

$$
\begin{align*}
\psi(x, y, t+k)= & \psi(x, y, t)+k \psi_{t}(x, y, t)+\frac{k^{2}}{2} \psi_{t t}(x, y, t)+O\left(k^{3}\right) \\
= & \psi(x, y, t)+k c\left(\partial^{\alpha} \psi, x, y, t\right)+\frac{k^{2}}{2}\left\{c_{t}\left(\partial^{\alpha} \psi, x, y, t\right)\right. \\
& \left.+\sum_{\alpha \in J} \frac{\partial c}{\partial z_{\alpha}} \cdot \partial^{\alpha}\left[c\left(\partial^{\alpha} \psi, x, y, t\right)\right]\right\}+O\left(k^{3}\right) \tag{7.5}
\end{align*}
$$

We now compare (7.4) and (7.5). Like the operator $c$, the discrete approximation $C_{k}$ may also depend explicitly on time (in addition to $\partial^{\alpha} \psi, x, y$ ) and we make this explicit by writing $C_{k}=C_{k}(t)$. The condition (7.4) for second-order accuracy can now be written as

$$
\begin{align*}
C_{k}(t) \psi(x, y, t)= & \psi(x, y, t)+k c\left(\partial^{\alpha} \psi, x, y, t\right)+\frac{k^{2}}{2}\left\{c_{t}\left(\partial^{\alpha} \psi, x, y, t\right)\right. \\
& \left.+\sum_{\alpha \in J} \frac{\partial c}{\partial z_{\alpha}} \cdot \partial^{\alpha}\left[c\left(\partial^{\alpha} \psi, x, y, t\right)\right]\right\}+O\left(k^{3}\right) \tag{7.6}
\end{align*}
$$

Let us now suppose that $A_{k}(t)$ [resp. $\left.B_{k}(t)\right]$ is a second-order-accurate scheme for $\psi_{t}=a\left(\partial^{\alpha} \psi, x, y, t\right)$ [resp. $\psi_{t}=b\left(\partial^{\alpha} \psi, x, y, t\right)$ ]. Then Equation (7.6) is satisfied with $C_{k}(t)$ replaced by $A_{k}(t)$ [resp. $\left.B_{k}(t)\right]$ and $c$ replaced by $a$ [resp. b].

Before stating Strang's result we clarify the meaning of the time dependence of $C_{k}(t)$. It is related to the explicit dependence of $c\left(\partial^{\alpha} \psi, x, y, t\right)$ on the last variable $t$. Thus Equation (7.6) yields

$$
\begin{align*}
C_{k}\left(t+\frac{k}{2}\right) \psi(x, y, t)= & \psi(x, y, t)+k c\left(\partial^{\alpha} \psi(x, y, t), x, y, t+\frac{k}{2}\right) \\
& +\frac{k^{2}}{2}\left\{c_{t}\left(\partial^{\alpha} \psi(x, y, t), x, y, t+\frac{k}{2}\right)+\sum_{\alpha \in J} \frac{\partial c}{\partial z_{\alpha}}\right. \\
& \left.\times \partial^{\alpha}\left[c\left(\partial^{\alpha} \psi(x, y, t), x, y, t+\frac{k}{2}\right)\right]\right\}+O\left(k^{3}\right) \tag{7.7}
\end{align*}
$$

Observe that the time step here is $k$; it is used as the index labeling $A_{k}, B_{k}, C_{k}$. Also, the arguments in $\frac{\partial c}{\partial z_{\alpha}}$ are $\left(\partial^{\alpha} \psi(x, y, t), x, y, t+\frac{k}{2}\right)$. We can now state the following theorem by Strang [105].

Theorem 7.2 Let $A_{k}, B_{k}$ be, respectively, second-order-accurate approximations for $\psi_{t}=a[\psi], \quad \psi_{t}=b[\psi]$. Then the product

$$
\begin{equation*}
C_{k}(t)=B_{\frac{k}{2}}\left(t+\frac{k}{2}\right) A_{k}(t) B_{\frac{k}{2}}(t) \tag{7.8}
\end{equation*}
$$

is a second-order approximation to $\psi_{t}=c[\psi]$, where $c$ satisfies (7.2).

Proof The proof is just a computation aimed at verifying (7.6). We apply (7.6) first to $A_{k} \tilde{\psi}$, with $\tilde{\psi}(x, y, t)=B_{\frac{k}{2}}(t) \psi(x, y, t)$, and then to $B_{\frac{k}{2}}(t) \psi$. For notational simplicity, we omit the arguments $(x, y, t)$ of $\psi, \tilde{\psi}, \partial^{\alpha} \psi$, and $\partial^{\alpha} \tilde{\psi}$. Then

$$
\begin{align*}
A_{k}(t) B_{\frac{k}{2}}(t) \psi= & \tilde{\psi}+k a\left(\partial^{\alpha} \tilde{\psi}, x, y, t\right)+\frac{k^{2}}{2}\left\{a_{t}\left(\partial^{\alpha} \tilde{\psi}, x, y, t\right)+\sum_{\alpha \in J} \frac{\partial a}{\partial z_{\alpha}}\right. \\
& \left.\times \partial^{\alpha}\left[a\left(\partial^{\alpha} \tilde{\psi}, x, y, t\right)\right]\right\}+O\left(k^{3}\right)=\psi+\frac{k}{2} b\left(\partial^{\alpha} \psi, x, y, t\right) \\
& +\frac{k^{2}}{8}\left\{b_{t}\left(\partial^{\alpha} \psi, x, y, t\right)+\sum_{\alpha \in J} \frac{\partial b}{\partial z_{\alpha}} \cdot \partial^{\alpha}\left[b\left(\partial^{\alpha} \psi, x, y, t\right)\right]\right\} \\
& +k\left\{a\left(\partial^{\alpha} \psi, x, y, t\right)+\sum_{\alpha \in J} \frac{\partial a}{\partial z_{\alpha}} \cdot\left(\partial^{\alpha} \tilde{\psi}-\partial^{\alpha} \psi\right)\right\} \\
& +\frac{k^{2}}{2}\left\{a_{t}\left(\partial^{\alpha} \psi, x, y, t\right)+\sum_{\alpha \in J} \frac{\partial a}{\partial z_{\alpha}} \cdot \partial^{\alpha}\left[a\left(\partial^{\alpha} \psi, x, y, t\right)\right]\right\} \\
& +O\left(k^{3}\right) . \tag{7.9}
\end{align*}
$$

Observe that in the first equality the arguments of $\frac{\partial a}{\partial z_{\alpha}}$ (like those of $a$ ) are $\left(\partial^{\alpha} \tilde{\psi}, x, y, t\right)$, whereas in the second equality the arguments, for both $\frac{\partial a}{\partial z_{\alpha}}$ and $\frac{\partial b}{\partial z_{\alpha}}$, are $\left(\partial^{\alpha} \psi, x, y, t\right)$. We have, by $\tilde{\psi}=B_{\frac{k}{2}}(t) \psi, \partial^{\alpha}(\tilde{\psi}-\psi)=$ $\frac{k}{2} \partial^{\alpha}\left[b\left(\partial^{\alpha} \psi, x, y, t\right)\right]+O\left(k^{2}\right)$, and inserting this in (7.9) and collecting terms we get

$$
\begin{align*}
A_{k}(t) B_{\frac{k}{2}}(t) \psi= & \psi+k\left\{\frac{1}{2} b\left(\partial^{\alpha} \psi, x, y, t\right)+a\left(\partial^{\alpha} \psi, x, y, t\right)\right\} \\
& +\frac{k^{2}}{2}\left\{\frac{1}{4} b_{t}\left(\partial^{\alpha} \psi, x, y, t\right)+\sum_{\alpha \in J}\left(\frac{1}{4} \frac{\partial b}{\partial z_{\alpha}}+\frac{\partial a}{\partial z_{\alpha}}\right)\right. \\
& \times \partial^{\alpha}\left[b\left(\partial^{\alpha} \psi, x, y, t\right)\right]+a_{t}\left(\partial^{\alpha} \psi, x, y, t\right) \\
& \left.+\sum_{\alpha \in J} \frac{\partial a}{\partial z_{\alpha}} \cdot \partial^{\alpha}\left[a\left(\partial^{\alpha} \psi, x, y, t\right)\right]\right\}+O\left(k^{3}\right) . \tag{7.10}
\end{align*}
$$

Finally, applying $B_{\frac{k}{2}}\left(t+\frac{k}{2}\right)$ to (7.10) we obtain

$$
\begin{align*}
C_{k}(t) \psi & =B_{\frac{k}{2}}\left(t+\frac{k}{2}\right) A_{k}(t) B_{\frac{k}{2}}(t) \psi \\
= & \psi+k\left\{\frac{1}{2} b\left(\partial^{\alpha} \psi, x, y, t\right)+a\left(\partial^{\alpha} \psi, x, y, t\right)\right\}+\frac{k^{2}}{2}\left\{\frac{1}{4} b_{t}\left(\partial^{\alpha} \psi, x, y, t\right)\right. \\
& +\sum_{\alpha \in J}\left(\frac{1}{4} \frac{\partial b}{\partial z_{\alpha}}+\frac{\partial a}{\partial z_{\alpha}}\right) \partial^{\alpha}\left[b\left(\partial^{\alpha} \psi, x, y, t\right)\right]+a_{t}\left(\partial^{\alpha} \psi, x, y, t\right) \\
& \left.+\sum_{\alpha \in J} \frac{\partial a}{\partial z_{\alpha}} \cdot \partial^{\alpha}\left[a\left(\partial^{\alpha} \psi, x, y, t\right)\right]\right\}+\frac{k}{2} b\left(\partial^{\alpha} \psi+k \partial^{\alpha}\left[\frac{1}{2} b\left(\partial^{\alpha} \psi, x, y, t\right)\right.\right. \\
& \left.\left.+a\left(\partial^{\alpha} \psi, x, y, t\right)\right], x, y, t+\frac{k}{2}\right)+\frac{k^{2}}{8}\left\{b_{t}\left(\partial^{\alpha} \psi, x, y, t+\frac{k}{2}\right)\right. \\
& \left.+\sum_{\alpha \in J} \frac{\partial b}{\partial z_{\alpha}} \cdot \partial^{\alpha}\left[b\left(\partial^{\alpha} \psi, x, y, t+\frac{k}{2}\right)\right]\right\}+O\left(k^{3}\right) \\
= & \psi+k\left\{a\left(\partial^{\alpha} \psi, x, y, t\right)+b\left(\partial^{\alpha} \psi, x, y, t\right)\right\} \\
& +\frac{k^{2}}{2}\left\{a_{t}\left(\partial^{\alpha} \psi, x, y, t\right)+b_{t}\left(\partial^{\alpha} \psi, x, y, t\right)+\sum_{\alpha \in J}\left(\frac{\partial a}{\partial z_{\alpha}}+\frac{\partial b}{\partial z_{\alpha}}\right)\right. \\
& \left.\times \partial^{\alpha}\left[a\left(\partial^{\alpha} \psi, x, y, t\right)+b\left(\partial^{\alpha} \psi, x, y, t\right)\right]\right\}+O\left(k^{3}\right) \tag{7.11}
\end{align*}
$$

which confirms the claim of the theorem in view of (7.6) (with $c=a+b$ ).

In typical applications to fluid dynamics, as well as to practically all equations of physical origin, the operators $a, b, c$ do not depend explicitly on time; they model phenomena that are invariant under a translation $t \rightarrow t+\beta, \beta=$ constant of the time scale. We shall henceforth assume that this is the case, so that the approximation operators $A_{k}, B_{k}, C_{k}$ are also independent of $t$. The statement of Theorem 7.2 can then be simplified to say that if $A_{k}, B_{k}$ are second-order accurate, then so is $C_{k}=B_{\frac{k}{2}} A_{k} B_{\frac{k}{2}}$. In fact, we can go a little further in this case.

Corollary 7.3 If $A_{k}, B_{k}, C_{k}$ are independent of $t$, then the approximation

$$
\begin{equation*}
\widetilde{C}_{2 k}=B_{\frac{k}{2}} A_{k} B_{k} A_{k} B_{\frac{k}{2}} \tag{7.12}
\end{equation*}
$$

Proof Clearly $C_{k}^{2}=B_{\frac{k}{2}} A_{k} B_{\frac{k}{2}} B_{\frac{k}{2}} A_{k} B_{\frac{k}{2}}$ is second-order accurate. Indeed, applying $C_{k}$ to Equation (7.4) we have $\psi(x, y, t+2 k)-C_{k}^{2} \psi(x, y, t)=O\left(k^{3}\right)$. The point is that we want to replace the middle term $B_{\frac{k}{2}} B_{\frac{k}{2}}$ by $B_{k}$. But the secondorder accuracy of $B_{k}$ yields, as for $C_{k}^{2}, B_{k} \psi(x, y, \stackrel{2}{t}){ }_{-}^{2} B_{\frac{k}{2}}^{2} \psi(x, y, t)=O\left(k^{3}\right)$, which implies that $\left(C_{k}^{2}-\widetilde{C}_{2 k}\right) \psi=O\left(k^{3}\right)$.

Remark 7.4 The same method of "grouping together" the middle terms $B_{\frac{k}{2}} B_{\frac{k}{2}}$ can be repeated, thus leading to the following approximating scheme for the solution $\psi(x, y, t+n k)$ :

$$
\begin{equation*}
\widetilde{C}_{n k} \psi(x, y, t)=B_{\frac{k}{2}}\left(A_{k} B_{k}\right)^{n-1} A_{k} B_{\frac{k}{2}} \psi(x, y, t) . \tag{7.13}
\end{equation*}
$$

This means that, apart from initial and final applications of $B_{\frac{k}{2}}$, the scheme consists of alternating applications of $A_{k}$ and $B_{k}$, thus reducing its overall complexity. In fact, this is the scheme used in Section 3.3, where $A_{k}, B_{k}, C_{k}$ correspond, respectively, to $H_{\Delta t}^{x}, H_{\Delta t}^{y}, H_{\Delta t}$ [see Equation (3.52)].

Remark 7.5 Observe that $\widetilde{C}_{n k}$ is slightly "nonsymmetric" with respect to the alternating operators $A_{k}, B_{k}$. In fact, there are a large variety of schemes, constructed from $A_{k}, B_{k}$, that retain second-order accuracy. An example that can easily be verified by the reader is given by the symmetrized form

$$
\begin{equation*}
\widetilde{\widetilde{C}}_{k}=\frac{1}{2}\left(A_{k} B_{k}+B_{k} A_{k}\right) \tag{7.14}
\end{equation*}
$$

Note that the approximation $\left(\widetilde{\widetilde{C}}_{k}\right)^{n}$ requires $4 n$ applications of either $A_{k}$ or $B_{k}$, roughly twice as many as needed for $\widetilde{C}_{n k}$.

We refer to Strang [105], Gottlieb [58], and Teng [109] for more detailed discussions of such schemes.

Definition 7.6 ("Split scheme") An "operator-splitting method" is any method used to construct an approximating scheme to $\psi_{t}=c[\psi]=a[\psi]+b[\psi]$ using schemes associated with the simpler problems $\psi_{t}=a[\psi], \psi_{t}=b[\psi]$. A scheme constructed by this method is referred to as a "split scheme."

The terms "fractional step method" or "time-splitting method" are also used by some authors.

In the treatment of 2-D fluid dynamical problems (using conservation laws) a natural "splitting" is obtained by taking $a, b$ to be the one-dimensional ( $x$ or $y$ ) terms. This has already been done in Section 3.3 [see Example 7.1
and Equation (3.51). In our 2-D extension of the GRP method we always use this "dimensional" splitting. The 1-D approximating schemes are those presented in Section 5.2. A more detailed discussion of this methodology is given in Section 7.3. The split scheme used in our treatment is always of the type $\widetilde{C}_{n k}$ [see (7.13)]. It has the advantage of being purely "multiplicative", that is, it does not involve any addition of operators such as in (7.14). Thus, its (linearized) stability condition can be inferred from the corresponding conditions for the $x$ and $y$ schemes (compare Remark 3.17 in Section 3.3). It turns out to be less restrictive than that of scheme (7.14). We refer to Strang [105] for a further discussion of this topic.

The most important issue related to the construction of an approximating scheme is naturally that of its convergence to the exact solution in a suitable norm (see, e.g., Definition 2.25 in Section 2.2). In the case of a split scheme, its convergence is not obvious even when the two components $A_{k}, B_{k}$ converge to the respective exact solutions. Take, for example, the case of the scalar equation (3.49), and let the split scheme $H_{\Delta t}$ be given by (3.52) [namely, (7.13)], where each of the components $H_{\Delta t}^{x}, H_{\Delta t}^{y}$ is the Godunov scheme. In view of Theorem 3.6 in Section 3.1, each component converges to the respective one-dimensional equation in (3.51). The fact that the split scheme $H_{\Delta t}$ (which is clearly only first-order accurate) indeed converges to the exact (entropy) solution to (3.49) follows from the work of Crandall and Majda [32, 33]. Since not much is known concerning the convergence of 1-D second-orderaccurate schemes, we can expect less for a scheme like (7.13), even in the scalar case.

We conclude this general treatment by pointing out the connection between split schemes and "product formulas." Indeed, the scheme (7.13) consists of an "alternating" product of operators approximating (for "short time") the solutions of $\psi_{t}=a[\psi], \psi_{t}=b[\psi]$. One can then ask what happens if these approximations are replaced by the exact solutions of the two equations. As an example, consider the simple case of a system of ordinary (constant coefficient) differential equations,

$$
\begin{equation*}
\frac{d}{d t} \psi=(A+B) \psi, \quad \psi(0)=\psi_{0}, \tag{7.15}
\end{equation*}
$$

where $\psi(t) \in \mathbb{R}^{n}$ and $A, B$ are real $n \times n$ matrices. As is well known, the solution is given by $\psi(t)=\exp [t(A+B)] \psi_{0}$. In contrast, the alternating product of the solution operators for $A, B$, using $k=\frac{t}{n}$, is

$$
C_{n} \psi_{0}=\left[\exp \left(\frac{t}{n} A\right) \exp \left(\frac{t}{n} B\right)\right]^{n} \psi_{0}
$$

If $A B \neq B A$, then $C_{n} \psi_{0} \neq \psi(t)$. However, the well-known theorem by Lie states that $C_{n} \psi_{0} \rightarrow \psi(t)$ as $n \rightarrow \infty$, for every fixed $t$. There are also theorems generalizing this "product formula." We refer to Chorin et al. [27] for a general survey of such results.

The structure of the split scheme (7.13) can be described in terms of two steps. First, the full solution operator is represented as (a limit of) a product of "short-term" solution operators of the two "partial" equations. Second, the short-term operators are replaced by suitable approximations. This description illustrates the difficulty involved in proving the convergence of the scheme.

### 7.3 Two-Dimensional Flow in Cartesian Coordinates

We consider here a split scheme for the numerical integration of the Euler equations of compressible, inviscid flow in the $(x, y)$ plane. The "natural" dimensional splitting is used, whereby the equations are integrated alternately in the $x$ and $y$ directions. This has already been done in Section 3.3, in the case of a scalar conservation law.

The Euler equations governing the flow are derived from the three basic conservation laws (mass, momentum and energy), as in Section 4.2. We have two components $(u, v)$ of velocity, so that the planar system (4.47) is now replaced by

$$
\begin{array}{cc}
\frac{\partial}{\partial t} \mathbf{U}+\frac{\partial}{\partial x} \mathbf{H}(\mathbf{U})+\frac{\partial}{\partial y} \mathbf{L}(\mathbf{U})=\mathbf{0} \\
\mathbf{U}=\left[\begin{array}{c}
\rho \\
\rho u \\
\rho v \\
\rho E
\end{array}\right], & \mathbf{H}(\mathbf{U})=\left[\begin{array}{c}
\rho u \\
p+\rho u^{2} \\
\rho u v \\
(\rho E+p) u
\end{array}\right], \quad \mathbf{L}(\mathbf{U})=\left[\begin{array}{c}
\rho v \\
\rho u v \\
p+\rho v^{2} \\
(\rho E+p) v
\end{array}\right] \\
\mathbf{U}(x, y, 0)=\mathbf{U}_{0}(x, y) . \tag{7.16}
\end{array}
$$

The flow variables $\rho$ (density), $p$ (pressure), and $E$ (total energy per unit mass) are all functions of $x, y, t$, as are the two velocity components. The total energy is given by $E=e+\frac{1}{2}\left(u^{2}+v^{2}\right)$, where $e$ is the specific internal energy. An equation of state $p=p(\rho, e)$ is given. In the majority of numerical applications (certainly those used as "test cases") the equation of state is assumed to be that of a perfect ( $\gamma$-law) gas [see Equation (4.104)].

The Euler equations (7.16) cover a very rich panoply of fluid dynamical phenomena. Wave interactions lead to complex patterns involving triple points, Mach stems, and more (see Courant and Friedrichs [30]). We recall
that this complexity was manifested even in the case of a scalar equation [see Equation (3.66)] with relatively simple (sector-wise constant) initial data.

The notion of a weak solution can be defined in the case of Equations (7.16), in analogy with the quasi-1-D case [see Equation (4.73)]. This leads to "jump conditions" across "surfaces of discontinuity," which are now moving curves in the $(x, y)$ plane. These jump conditions are identical to the Rankine-Hugoniot condition [Equation (4.76)] when expressed in terms of the normal (to the surface) components of the velocity. From the mathematical viewpoint, very little is available in terms of rigorous results for solutions of the Euler system. This is true even for "Riemann-type" IVPs, namely, when the initial data are sectorwise constant (as in the scalar case of Section 3.3). Fortunately, numerical simulations have been very successful in reproducing laboratory experiments in a variety of nontrivial cases (e.g., Hillier [61], Falcovitz, Alfandary, and Ben-Dor [38], Sasoh, Maemura, Hirataka, Falcovitz, and Takayama [98], Igra, Falcovitz, Meguro, Takayama, and Heilig [66], Igra, Falcovitz, Reichenbach, and Heilig [67]).

We now turn to the split scheme for (7.16). As in the general treatment of Section 7.2, we construct separate schemes for the two equations,

$$
\begin{align*}
\frac{\partial}{\partial t} \mathbf{U}+\frac{\partial}{\partial x} \mathbf{H}(\mathbf{U}) & =0  \tag{7.17}\\
\frac{\partial}{\partial t} \mathbf{U}+\frac{\partial}{\partial y} \mathbf{L}(\mathbf{U}) & =0 \tag{7.18}
\end{align*}
$$

where $\mathbf{U}(x, y, 0)=\mathbf{U}_{0}(x, y)$ is given. Observe that in the " $x$ system" (7.17) the third equation (for $v$ ) can be written as

$$
\begin{equation*}
v_{t}+u v_{x}=0 \tag{7.19}
\end{equation*}
$$

by making use of the first equation $\rho_{t}+(\rho u)_{x}=0$. Thus, the $y$ component of the velocity is "passively" convected in the $x$ direction, with speed $u$. The system can be viewed as a planar compressible system to which an "unknown" $v$ is added and advected along the particle paths $\frac{d x}{d t}=u$. We shall encounter a similar extension in Chapter 9, where the added unknown is a "mass fraction" of unburnt gas. Even though such an extension remains very close to (4.47), the (three-component) system of planar flow, there are certain points that need to be clarified. We do this next, before resuming the description of the twodimensional split scheme.

## The Linear GRP for a Planar System with Advection

The system (7.17) conforms to the general abstract setting (4.1), so that the analytical framework of Section 4.1 is applicable to its study. However, its analysis
can be practically reduced to that of the planar system (4.47). This is done by separating the equation for $\rho v$ from the other three equations. To do this we need to modify the energy equation, since $E=e+\frac{1}{2}\left(u^{2}+v^{2}\right)$ depends on $v$. Note that by using the equation for $\rho v$ and its alternative form (7.19) we get

$$
\left.\left.\begin{array}{rl}
\frac{\partial}{\partial t}\left(\rho v^{2}\right)+\frac{\partial}{\partial x}\left(\rho v^{2} u\right)= & v
\end{array}\right] \frac{\partial}{\partial t}(\rho v)+\frac{\partial}{\partial x}(\rho v u)\right],
$$

which implies that in the energy equation we can substitute $E^{x}=e+\frac{1}{2} u^{2}$ for $E$. Thus, defining

$$
\begin{equation*}
\mathbf{U}^{x}=\left(\rho, \rho u, \rho E^{x}\right)^{T}, \quad \mathbf{H}^{x}\left(\mathbf{U}^{x}\right)=\left(\rho u, p+\rho u^{2},\left(\rho E^{x}+p\right) u\right)^{T} \tag{7.21}
\end{equation*}
$$

we can rewrite the system (7.17) as

$$
\begin{align*}
\frac{\partial}{\partial t} \mathbf{U}^{x}+\frac{\partial}{\partial x} \mathbf{H}^{x}\left(\mathbf{U}^{x}\right) & =\mathbf{0} .  \tag{7.22}\\
\frac{\partial}{\partial t}(\rho v)+\frac{\partial}{\partial x}(\rho u v) & =0 . \tag{7.23}
\end{align*}
$$

The system (7.22) is independent of $v$ and is in fact identical to the planar system (4.47). Its eigenvalues are [see (4.64)]

$$
\begin{equation*}
\lambda_{1}=u-c, \quad \lambda_{2}=u, \quad \lambda_{3}=u+c \tag{7.24}
\end{equation*}
$$

and the procedure of solving its Riemann problem is given in Construction 4.46. The solution to the linear GRP is outlined in Summary 5.29. Equation (7.23) is tied to the system (7.22) through the velocity field $u$. When written in the form (7.19) it yields the eigenvalue $\lambda_{4}=u$, whereby the equation serves as its characteristic relation, as in the abstract setting of Equation (4.6).

Remark 7.7 Observe the full analogy between Equations (4.59) and (7.19). Repeating the proof of Claim 4.30 we see that the $\lambda_{4}$ family is also linearly degenerate. Since $\lambda_{2}=\lambda_{4}$ the full system (7.17) is "doubly linearly degenerate."

In accordance with the discussion following Equation (4.77), the jumps of $v$ can take place only across a contact discontinuity. The solution for $v$ in the context of the linear GRP [to the system (7.17)] is thus reduced to the scalar case, as in Construction 3.10. We summarize these considerations in the following corollary. Note that for simplicity we omit the dependence on $y$ (that serves as a parameter in the treatment of Equation (7.22)).

Corollary 7.8 [RP and the linear GRP for the system (7.17)] Let the initial data $\mathbf{U}(x, 0)$ be given by

$$
\mathbf{U}(x, 0)= \begin{cases}\mathbf{U}_{\mathrm{L}}+x \mathbf{U}_{\mathrm{L}}^{\prime}, & x<0  \tag{7.25}\\ \mathbf{U}_{\mathrm{R}}+x \mathbf{U}_{\mathrm{R}}^{\prime}, & x>0\end{cases}
$$

where $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}, \mathbf{U}_{\mathrm{L}}^{\prime}, \mathbf{U}_{\mathrm{R}}$ are constant (four-component) vectors.
Let $\mathbf{U}(x, t)$ be the solution to (7.17) and let [see Equations (5.3) and (5.4)]

$$
\mathbf{U}_{0}=\lim _{t \rightarrow 0+} \mathbf{U}(0, t), \quad\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}=\lim _{t \rightarrow 0+} \frac{\partial}{\partial t} \mathbf{U}(0, t) .
$$

Then:
(I) The values $\mathbf{U}_{0}^{x},\left(\frac{\partial}{\partial t} \mathbf{U}^{x}\right)_{0}$ are derived from the planar system (7.22), namely, Construction $4.46\left(\right.$ for $\left.\mathbf{U}_{0}^{x}\right)$ and Summary $5.29\left[f o r\left(\frac{\partial}{\partial t} \mathbf{U}^{x}\right)_{0}\right]$.
(II) Let $u^{*}$ be the initial speed of the contact discontinuity. We have, by (7.19),

$$
\left(v_{0},\left(\frac{\partial v}{\partial t}\right)_{0}\right)= \begin{cases}\left(v_{\mathrm{L}},-u_{\mathrm{L}} v_{\mathrm{L}}^{\prime}\right), & \text { if } u^{*}>0  \tag{7.26}\\ \left(v_{\mathrm{R}},-u_{\mathrm{R}} v_{\mathrm{R}}^{\prime}\right), & \text { if } u^{*}<0\end{cases}
$$

Note that if $u^{*}=0$ then $v$ is discontinuous across $x=0$, but the flux $\rho v u^{*}$ vanishes.

## The Split Scheme for (7.16)

The numerical simulation is always performed on a rectangular grid $\left\{x_{j+1 / 2}, y_{k+1 / 2}\right\}_{j, k}$. For simplicity we assume a fixed mesh size, $x_{j+1 / 2}-$ $x_{j-1 / 2}=\Delta x, y_{k+1 / 2}-y_{k-1 / 2}=\Delta y$. As in the 1-D case (Section 5.2) we take the grid lines $x=x_{j+1 / 2}, y=y_{k+1 / 2}$ to be the lines of jump discontinuities (for flow variables and their slopes). The computational cell $\left(x_{j-1 / 2}, x_{j+1 / 2}\right) \times$ $\left(y_{k-1 / 2}, y_{k+1 / 2}\right)$ is labeled as "cell $(j, k)$." It is centered at $\left(x_{j}, y_{k}\right)=\frac{1}{2}\left(x_{j-1 / 2}+\right.$ $\left.x_{j+1 / 2}, y_{k-1 / 2}+y_{k+1 / 2}\right)$. At time $t_{n}$, the average values $\mathbf{U}_{j, k}^{n}$ are given, as well as the constant slopes $\left(\mathbf{U}_{x}\right)_{j, k}^{n},\left(\mathbf{U}_{y}\right)_{j, k}^{n}$. Given a time step $\Delta t$, we let $A_{\Delta t}^{x}, B_{\Delta t}^{y}$ be the GRP schemes for (7.17), (7.18) respectively. As already noted, the scheme $A_{\Delta t}^{x}$ approximates the system (7.22), (7.23) while $B_{\Delta t}^{y}$ approximates the analogous system in the $y$ direction. Each of them can be selected to be of the $E_{1}$ (Definition 5.37) or the $E_{\infty}$ type (Definition 5.41), or any other intermediate scheme. In each direction the scheme uses the cell averages and the slopes in that direction as the initial data for a 1-D computation.

Let us discuss the numerical procedure in some more detail. The implementation of $A_{\Delta t}^{x}$ is carried out row by row, fixing $k$ and "sweeping" over $j$, and


Figure 7.1. Setup for the Euler split scheme.
then repeating the process with $k$ replaced by $k+1$. Thus, in cell $(j, k)$ (see Figure 7.1) the only numerical fluxes needed at this stage are $\mathbf{H}_{j-1 / 2, k}^{n+1 / 2}, \mathbf{H}_{j+1 / 2, k}^{n+1 / 2}$, corresponding to the two vertical sides. The fluxes corresponding to the three components $\mathbf{H}^{x}\left(\mathbf{U}^{x}\right)$ [see (7.21)] are computed, in view of Corollary 7.8, by the 1-D GRP algorithm [Equation (5.110)]. Next, the values $v_{j \pm 1 / 2, k}^{n+1 / 2}$ are obtained as in (7.26), and the numerical fluxes for $\rho u v$ are evaluated by

$$
(\rho u v)_{j \pm 1 / 2, k}^{n+1 / 2}=(\rho u)_{j \pm 1 / 2, k}^{n+1 / 2} v_{j \pm 1 / 2, k}^{n+1 / 2}
$$

Equation (7.17) is now discretized as

$$
\begin{equation*}
\widetilde{\mathbf{U}}_{j, k}^{n+1}=\mathbf{U}_{j, k}^{n}-\frac{\Delta t}{\Delta x}\left(\mathbf{H}_{j+1 / 2, k}^{n+1 / 2}-\mathbf{H}_{j-1 / 2, k}^{n+1 / 2}\right) . \tag{7.27}
\end{equation*}
$$

Additionally, the new $x$ slopes $\left(\tilde{\mathbf{U}}_{x}\right)_{j, k}^{n+1}$ are obtained by the 1-D procedure, including the appropriate application of the slope limiter [see Equations (5.108) and (5.109)].

The "intermediate" cell averages $\widetilde{\mathbf{U}}_{j, k}^{n+1}$ serve as initial data for the application of $B_{\Delta t}^{y}$. Observe that the slopes $\left(\tilde{\mathbf{U}}_{y}\right)_{j, k}^{n}$ must be subjected to the monotonicity requirement with respect to the new averages $\widetilde{\mathbf{U}}_{j, k}^{n+1}$. Doing this we obtain the slopes $\left(\widetilde{\mathbf{U}}_{y}\right)_{j, k}^{n+1}$ and the $y$ scheme $B_{\Delta t}^{y}$ can be invoked to get the updated averages $\mathbf{U}_{j, k}^{n+1}$ and slopes $\left(\mathbf{U}_{x}\right)_{j, k}^{n+1},\left(\mathbf{U}_{y}\right)_{j, k}^{n+1}$.

The full scheme approximating (7.16) is given by

$$
\begin{equation*}
C_{\Delta t}=B_{\Delta t}^{y} A_{\Delta t}^{x} . \tag{7.28}
\end{equation*}
$$

This scheme is of the type (7.13). As noted in Remark 7.4 we must apply $A_{\Delta t}^{x} B_{\frac{\Delta t}{2}}^{y}$ initially at $t=0$ and $B_{\frac{\Delta t}{2}}^{y}$ at the end of the integration $(T=n \Delta t)$.

## The Split Scheme and Conservation Form

The full (2-D) system is in conservation form. This means that it can be recast in the form of a balance equation, analogous to Equation (2.3). Integrating over a space-time box $\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right] \times\left[t_{1}, t_{2}\right]$ we get

$$
\int_{y_{1}}^{y_{2}} \int_{x_{1}}^{x_{2}}\left[\mathbf{U}\left(x, y, t_{2}\right)-\mathbf{U}\left(x, y, t_{1}\right)\right] d x d y=-\int_{t_{1}}^{t_{2}} \int_{y_{1}}^{y_{2}}\left[\mathbf{H}\left(\mathbf{U}\left(x_{2}, y, t\right)\right)\right.
$$

$$
\begin{equation*}
\left.-\mathbf{H}\left(\mathbf{U}\left(x_{1}, y, t\right)\right)\right] d y d t-\int_{t_{1}}^{t_{2}} \int_{x_{1}}^{x_{2}}\left[\mathbf{L}\left(\mathbf{U}\left(x, y_{2}, t\right)\right)-\mathbf{L}\left(\mathbf{U}\left(x, y_{1}, t\right)\right)\right] d x d t \tag{7.29}
\end{equation*}
$$

In designing the numerical scheme for the one-dimensional cases we have always been guided by the principle of "conservative differencing," namely, compliance with the balance equation [see Equations (3.1) and (5.88)]. Imposing the same principle on the two-dimensional equation (7.29), with
$\left[x_{1}, x_{2}\right] \times\left[y_{1}, y_{2}\right]=\left[x_{j-1 / 2}, x_{j+1 / 2}\right] \times\left[y_{k-1 / 2}, y_{k+1 / 2}\right]$ and $\left[t_{1}, t_{2}\right]=\left[t_{n}, t_{n+1}\right]$,
we should seek numerical fluxes $\mathbf{H}_{j \pm 1 / 2, k}^{n+1 / 2}, \mathbf{L}_{j, k \pm 1 / 2}^{n+1 / 2}$ (referring to the setup in Figure 7.1) such that

$$
\begin{equation*}
\mathbf{U}_{j, k}^{n+1}-\mathbf{U}_{j, k}^{n}=-\frac{\Delta t}{\Delta x}\left(\mathbf{H}_{j+1 / 2, k}^{n+1 / 2}-\mathbf{H}_{j-1 / 2, k}^{n+1 / 2}\right)-\frac{\Delta t}{\Delta y}\left(\mathbf{L}_{j, k+1 / 2}^{n+1 / 2}-\mathbf{L}_{j, k-1 / 2}^{n+1 / 2}\right) \tag{7.30}
\end{equation*}
$$

This discrete scheme seems to be consistent with (7.28), where the $x$ step $A_{\Delta t}^{x}$ is given by (7.27), with a similar expression for $B_{\Delta t}^{y}$. However, in the case of (7.28), the step $B_{\Delta t}^{y}$ uses the intermediate values $\widetilde{\mathbf{U}}_{j, k}^{n+1},\left(\widetilde{\mathbf{U}}_{y}\right)_{j, k}^{n+1}$ as the initial data in the one-dimensional second step leading to $\mathbf{U}_{j, k}^{n+1}$. Thus, the one-dimensional steps $A_{\Delta t}^{x}, B_{\Delta t}^{y}$ use different initial data [in cell $(j, k)$ ] while carrying out the computation in the time interval $\left[t_{n}, t_{n+1}\right]$. This is not what is "naturally" expected of the numerical fluxes in (7.30). In general when these fluxes are all derived from the same discrete data (at time $t=t_{n}$ ) we say that the scheme is of the "finite-volume" class (see Kröner [72]). This means that the values $\mathbf{U}_{j, k}^{n}$ can be regarded as volume averages, rather than point values, and the scheme (7.30) serves as a discrete analog to the integral ("balance") equation (7.29) rather than the differential system (7.16). Thus, for (7.30) to be a "finite-volume" scheme we need to compute $\mathbf{H}_{j \pm 1 / 2, k}^{n+1 / 2}, \mathbf{L}_{j, k \pm 1 / 2}^{n+1 / 2}$ on the basis of the data $\mathbf{U}_{j, k}^{n},\left(\mathbf{U}_{x}\right)_{j, k}^{n}$,
$\left(\mathbf{U}_{y}\right)_{j, k}^{n}$. The general discussion of Section 7.2 has shown that in this case the resulting finite-difference approximation is only first-order accurate. We therefore lose the great advantage built into the second-order-accuracy approach, namely, the considerable improvement in wave resolution.

Finally, it should be noticed that even though the GRP split scheme (7.28), (7.30) as described here is not "finite volume," it certainly remains "conservative"; taking a computational domain large enough so that the numerical fluxes vanish on its boundary, we obtain, from (7.30),

$$
\begin{equation*}
\sum_{j, k} \mathbf{U}_{j, k}^{n+1}=\sum_{j, k} \mathbf{U}_{j, k}^{n} . \tag{7.31}
\end{equation*}
$$

Remark 7.9 A basic issue that arises in the use of split (rectangular) schemes is their compatibility with problems that are radially symmetric or, more generally, involve large variations in directions that are not aligned with the coordinate axes. For example, this is the case when one is trying to compute the flow in a "radial shock tube" where, initially, there are two different constant states (of the same gas) separated by a circle. In this case the solution retains the radial symmetry and can be accurately computed by the quasi-1-D scheme. However, it is possible to resolve the same problem using a split scheme like (7.28) on a Cartesian mesh. This poses a problem right at the initial stage: How does one assign values (density, pressure, etc.) to the boundary mesh cells, divided between the two states? This can be done in a variety of ways (e.g., averaging by area ratio or assigning the values of one state to the complete cell). The 2-D calculation is certainly sensitive to the choice of initial data. However, once a "suitable" choice is made, this calculation fits surprisingly well to the accurate quasi-1-D result. We refer the reader to Ben-Artzi, Falcovitz, and Feldman [13] and Birman, Har'el, Falcovitz, Ben-Artzi, and Feldman [17] for detailed studies of such test cases. The second reference actually employs a 3-D split (GRP) scheme to study the problem considered in Section 6.3 of this monograph.

## Geometric Extensions

This chapter addresses one of the most central issues of computational fluid dynamics, namely, the simulation of flows under complex geometric settings. The diversity of these issues is briefly outlined in Section 8.1, which points out the role played by the present extensions: the (1-D) "singularity tracking" and the (2-D) "moving boundary tracking" (MBT) schemes. Section 8.2 deals with the first extension, and Section 8.3 is devoted to an outline of the second one. In the former we present the scheme methodology and refer to GRP papers for examples. In the latter, the basic principles of the method are presented, and we refer to [39] for more algorithmic details. Finally, an illustrative example of the MBT method shows how an oval disk is "kicked-off" by a shock wave.

### 8.1 Grids That Move in Time

In Part I of this monograph we dealt with finite-difference approximations to the quasi-1-D hydrodynamic conservation laws, where the underlying grid was fixed and equally spaced in the majority of cases. In our two-dimensional numerical extension (Section 7.3) we restricted the treatment to a Cartesian (rectangular) grid. Naturally, finite-difference approximations assume their simplest form on such grids, and the motivation for seeking geometric extensions comes primarily from physical applications.

In the 1-D setting, a geometric extension is typically needed when it is desired to "track" special singularities of the flow. Such a "singularity tracking" extension is considered in Section 8.2, where selected flow singularities (shock, material interface, contact, and gradient discontinuity) are tracked as special (moving) grid points. More generally, in the context of the GRP methodology one can treat grid points having an arbitrary law of motion, thus allowing for a "dynamically changing" grid. This has already been done in the ALE
computation of the shock tube problem (Section 6.1), as well as in the expanding sphere problem (Section 6.4). In these cases the motion of grid points was designed to maintain computational cells of uniform size, thus contributing to the overall numerical accuracy. It should be noted that although this capability arises naturally from the GRP analysis, which provides the full range of directional derivatives (see Remark 5.31), it is not the case for most conservation law schemes, which are based on a fixed (Eulerian) or material (Lagrangian) grid.

In the multidimensional case there exists a rich variety of fluid dynamical problems involving time-changing geometry caused by "moving boundaries" (e.g., pistons in various machines). Furthermore, even fixed boundaries, (i.e., rigid wall surfaces) require complex grid geometries if they are not aligned with (Cartesian) coordinate directions. The numerical simulation of fluid flows in such "extended geometries," involving time-changing grids and "front tracking," has become a highly demanding technological endeavor. We refer to Richtmyer and Morton [96, Chapter 13], Chern et al. [24], Glimm et al. [50, 51, 52], Tabak [106], and references therein for such treatments. In the context of the present monograph, however, our aim is to focus on some basic principles of geometric extensions, and our scope of presentation will be far narrower.

A full multidimensional realization of the 1-D "tracking" idea is extremely complex and probably impossible to achieve in general geometric settings. Our two-dimensional extension, presented in Section 8.3, is thus restricted to tracking of regular curves, which move so that the relative fluid velocity is tangential to them (in other words, no fluid crosses the moving curve). The motion of the curve is imposed as a known boundary condition; it may also be stationary, enabling the treatment of arbitrary rigid boundaries. For a detailed description of the MBT method, with particular emphasis on its geometrical aspects, we refer to Falcovitz, Alfandary, and Hanoch [39].

As was already noted, the (1-D) extension presented in Section 8.2 draws on the analytic features of the GRP solution. However, the treatment of moving boundaries in Section 8.3 is practically independent of the particular finitedifference method.

### 8.2 Singularity Tracking

Consider quasi-one-dimensional flow in a duct of varying cross section, which is governed by the Euler equations (4.45). Its GRP numerical integration was described in Section 5.2, using a fixed (Eulerian) spatial grid, or a grid moving with the fluid (Lagrangian; see Remark 5.40). We now seek to extend the scheme to the case where the grid points are allowed to move arbitrarily with respect
to the Eulerian coordinate $r$. In so doing we draw on the GRP analytic solution of directional derivatives as described in Remark 5.31.

Let $\Sigma_{t}=\{r \mid a(t) \leq r \leq b(t)\}$ be a moving segment of the flow for which endpoints $a(t), b(t)$ trace out smooth trajectories. Using the equality

$$
\begin{align*}
\frac{d}{d t} \int_{\Sigma_{t}} A(r) \mathbf{U}(r, t) d r= & \int_{\Sigma_{t}} A(r) \frac{\partial}{\partial t} \mathbf{U}(r, t) d r+b^{\prime}(t) A(b(t)) \mathbf{U}(b(t), t)  \tag{8.1}\\
& -a^{\prime}(t) A(a(t)) \mathbf{U}(a(t), t)
\end{align*}
$$

and expressing $A(r) \frac{\partial}{\partial t} \mathbf{U}(r, t)$ in terms of spatial derivatives by (4.45), we get

$$
\begin{equation*}
\frac{d}{d t} \int_{\Sigma_{t}} A(r) \mathbf{U}(r, t) d r=-[(\mathbf{F}(\mathbf{U})-\Lambda \mathbf{U}) A(r)]_{a(t), t}^{b(t), t}-\int_{\Sigma_{t}} A(r) \frac{\partial}{\partial r} \mathbf{G}(\mathbf{U}) d r \tag{8.2}
\end{equation*}
$$

where $\Lambda(a(t), t)=a^{\prime}(t), \Lambda(b(t), t)=b^{\prime}(t)$.
Identifying $\Sigma_{t}=\left[r_{j-1 / 2}(t), r_{j+1 / 2}(t)\right]$ with a single cell of the grid (which varies in time), we let $\Lambda_{j \pm 1 / 2}^{n+1 / 2}=r_{j \pm 1 / 2}^{\prime}\left(t_{n+1 / 2}\right)$ denote the mean velocity of the cell endpoints. We can now set up a finite-difference approximation to (8.2) as follows:

$$
\begin{align*}
\mathbf{U}_{j}^{n+1}= & \frac{(\Delta v)_{j}^{n}}{(\Delta v)_{j}^{n+1}} \mathbf{U}_{j}^{n}-\frac{\Delta t}{(\Delta v)_{j}^{n+1}}\left\{[(\mathbf{F}(\mathbf{U})-\Lambda \mathbf{U}) A]_{j+1 / 2}^{n+1 / 2}\right. \\
& -[(\mathbf{F}(\mathbf{U})-\Lambda \mathbf{U}) A]_{j-1 / 2}^{n+1 / 2}-\frac{1}{2}\left[\mathbf{G}(\mathbf{U})_{j+1 / 2}^{n+1 / 2}-\mathbf{G}(\mathbf{U})_{j-1 / 2}^{n+1 / 2}\right] \\
& \left.\times\left(A_{j+1 / 2}^{n+1 / 2}+A_{j-1 / 2}^{n+1 / 2}\right)\right\} \tag{8.3}
\end{align*}
$$

where

$$
(\Delta v)_{j}^{n}=\int_{r_{j-1 / 2}\left(t_{n}\right)}^{r_{j+1 / 2}\left(t_{n}\right)} A(r) d r
$$

is the volume of cell $j$ at time $t=t_{n}$, and $A_{j+1 / 2}^{n+1 / 2}=A\left(r_{j+1 / 2}\left(t_{n+1 / 2}\right)\right)$. Let $D_{j+1 / 2}^{n}$ denote the directional derivative along the trajectory $r_{j+1 / 2}(t)$ [i.e., $\left.D_{j+1 / 2}^{n}(Q)=\frac{\partial Q}{\partial t}+r_{j+1 / 2}^{\prime}(t) \frac{\partial Q}{\partial r}\right]$, evaluated at $(r, t)=\left(r_{j+1 / 2}\left(t_{n}\right), t_{n}\right)$. The values at half time step $t=t_{n+1 / 2}$ are then evaluated as follows: Let the half-time-step state be approximated as in the linear GRP by

$$
\begin{equation*}
\mathbf{U}_{j+1 / 2}^{n+1 / 2}=\mathbf{U}_{j+1 / 2}^{n}+\frac{\Delta t}{2} D_{j+1 / 2}^{n}(\mathbf{U}) \tag{8.4}
\end{equation*}
$$

The half-time-step fluxes in (8.3) (again evaluated to within second-order accuracy; see Remark 3.9) are then expressed as

$$
\begin{align*}
\mathbf{F}_{j \pm 1 / 2}^{n+1 / 2} & =\mathbf{F}\left(\mathbf{U}_{j \pm 1 / 2}^{n+1 / 2}\right),  \tag{8.5}\\
\mathbf{G}_{j \pm 1 / 2}^{n+1 / 2} & =\mathbf{G}\left(\mathbf{U}_{j \pm 1 / 2}^{n+1 / 2}\right) .
\end{align*}
$$

Assume further that the half-time-step speed $\Lambda_{j+1 / 2}^{n+1 / 2}$ is known (i.e., as when the motion of the tracked point is externally imposed; other cases will be considered later). The new coordinates of moving grid points are thus given by

$$
\begin{equation*}
r_{j+1 / 2}^{n+1}=r_{j+1 / 2}^{n}+\Delta t \Lambda_{j+1 / 2}^{n+1 / 2} \tag{8.6}
\end{equation*}
$$

and hence the cell volumes $(\Delta v)_{j}^{n+1}$ are also known. This completes the evaluation of all variables needed in (8.3).

In this integration scheme, not only may the grid spacings $\left(r_{j+1 / 2}^{n}-r_{j-1 / 2}^{n}\right)$ change "dynamically," but their (spatial) order may change too. This will be the case, for example, when there is a fixed "underlying" grid while some moving grid points are assigned to a contact discontinuity, a shock, or a $C_{ \pm}$ characteristic curve. There are two aspects to the algorithm required in such cases. One is organizational, which consists in updating the information related to the (spatial) order of grid points and cells. The other is a "cell-merging" procedure, intended to avoid computation by (8.3) of a "small" cell, which would bring the time step down to unacceptable values. Thus, when a moving grid point approaches a fixed grid point, producing a cell of size smaller than some preassigned value, that cell is "merged" with the adjacent one, resulting in a bigger combined cell. The new values computed by (8.3) for the "merged cell" are then assigned to the two "constituent" cells.

We now resume the discussion of the grid point speed $\Lambda_{j+1 / 2}^{n+1 / 2}$. We proceed according to the type of singularity at that point, as follows:
(a) The simplest case is when $r_{j+1 / 2}(t)$ is an imposed smooth function (independent of the solution to the fluid-dynamical equations). We then have $\Lambda_{j+1 / 2}^{n+1 / 2}=r_{j+1 / 2}^{\prime}\left(t_{n+1 / 2}\right)$. The moving grid points in some test cases of Chapter 6 were treated this way (see Sections 6.1 and 6.4).
(b) When $r_{j+1 / 2}(t)$ is assigned to a contact discontinuity, $\Lambda_{j+1 / 2}^{n+1 / 2}=u_{j+1 / 2}^{*}+$ $\frac{\Delta t}{2}\left(\frac{\partial u}{\partial t}\right)_{j+1 / 2}^{*}$. (See Theorem 5.7 and Claims 5.17 and 5.18. Here the grid point $j+1 / 2$ corresponds to the point $r=0$ in the treatment of Section 5.1.)
(c) When a $C_{ \pm}$characteristic curve is tracked, the point speed is $\Lambda_{j+1 / 2}^{n+1 / 2}=$ $(u \pm c)_{j+1 / 2}^{n+1 / 2}$. These values, in turn, are obtained by adding to $(u \pm c)_{j+1 / 2}^{n}$ the term $\frac{\Delta t}{2} D_{j+1 / 2}^{n}(u \pm c)$, where $D_{j+1 / 2}^{n}$ is now the directional derivative along $C_{ \pm}$(see Remarks 5.4 and 5.31).
(d) When $r_{j+1 / 2}(t)$ is a shock trajectory, we proceed as follows: Let $\mathbf{U}_{j+1 / 2}^{n+1 / 2}$ denote the half-time-step state behind the shock, evaluated as in (8.4) by taking the directional derivative on the postshock side. Assuming a 3 -shock, we let the half-time-step state ahead be

$$
\left(\mathbf{U}_{j+1 / 2}^{n+1 / 2}\right)_{+}=\left(\mathbf{U}_{j+1 / 2}^{n}\right)_{+}+\frac{\Delta t}{2} D_{j+1 / 2}^{n}(\mathbf{U})_{+},
$$

where the time derivative ahead of the shock is evaluated from (4.45), using the linear data in cell $j+1$ at time $t=t_{n}$ [see also Equation (5.57)]. Then, to within second-order accuracy, the speed of the shock is given by the jump condition [as in (4.89)]

$$
\Lambda_{j+1 / 2}^{n+1 / 2}=u_{+}+\tau_{+} \frac{p-p_{+}}{u-u_{+}},
$$

where $u$ and $p$ are taken from $\mathbf{U}_{j+1 / 2}^{n+1 / 2}$, and $u_{+}, \tau_{+}, p_{+}$are taken from $\left(\mathbf{U}_{j+1 / 2}^{n+1 / 2}\right)_{+}$.

As previously mentioned, the moving grid points in Sections 6.1 and 6.4 were treated as in case (a) here. Option (b) is used for tracking either a contact discontinuity or a material interface (see Ben-Artzi and Birman [4] for the latter case). The tracking of characteristic curves [option (c)] is typically used to better resolve discontinuities in flow gradients across the head or tail characteristics of a rarefaction wave. And finally, option (d) is used to track shock waves. We refer to Falcovitz and Birman [41], where diverse test cases employing grid scheme of options (a)-(d) (and combinations thereof) are presented.

### 8.3 Moving Boundary Tracking (MBT)

In Section 7.3 we presented a basic "numerical extension" to the GRP method, whereby a two-dimensional computation was obtained by operator splitting on a Cartesian grid. Here we consider a further expansion of the scope of fluid-dynamical problems, where a "geometric extension" of the grid is introduced, aimed at treating curved moving (or stationary) boundary lines. Generally speaking, there are two different approaches to the construction of such grids. In the first approach the grid is "body-fitted" to the boundary line, whereas in the second the boundary line is treated as a separate geometric entity, cutting across a fixed underlying mesh. The MBT method (Falcovitz et al. [39]) belongs to the second category, and before presenting it in detail we briefly review the cardinal features of each approach.

Body-fitted grid generation is analogous to covering a floor in a room bounded by curved walls with tiles, using tiles of various shapes. The resulting grid usually requires an irregular (nonrectangular) connectivity (as for grids used by finite-element methods). When the boundary moves, the grid deforms "elastically" with it, so as to maintain the shape and size of all cells within an acceptable range. For example, a grid of this type was used in the simulation of the gas dynamics within an internal combustion engine by Wierse [119]. In this case, entire cell layers had to be periodically added or deleted to avoid excessive cell stretching or compression (caused by reciprocating piston motion). We observe that although the implementation of the boundary condition at the moving surface is simple in this type of grid, the treatment of the entire "dynamically" changing mesh is quite complex. It involves algorithms that typically require specific "tuning" for each problem, resulting in a nonrobust computational scheme.

Consider now the second approach of "moving boundary tracking" where the flow is approximated on a fixed Eulerian grid. Here the finite-difference computation of the flow at interior cells is unaffected by the moving boundary. The entire scheme, therefore, consists only of the algorithms needed to integrate the conservation laws in the cells intersected by the moving boundary line. In our presentation of the MBT method we show that its basic principles can be formulated at a modest level of complexity. This scheme is also robust, requiring no heuristic "tuning" tailored to particular applications. It is noted, however, that like any other algorithm of this family, the MBT is "geometrically intensive." By this we mean that it involves a good deal of geometrical analysis concerning the "monitoring" of a moving boundary relative to an underlying grid.

Let us first clarify the meaning of "tracking" in regards to the present MBT scheme. Given the flow profiles at time level $t=t_{n}$ [which includes the boundary curve location $\Lambda\left(t_{n}\right)$ ], the new location $\Lambda\left(t_{n+1}\right)$ is explicitly determined and is totally unrelated to the details of the flow field evolving from $t=t_{n}$ to $t=t_{n+1}$. In particular, this includes the special case of a rigid wall [in which $\Lambda\left(t_{n}\right) \equiv \Lambda$ is a fixed curve]. However, tracking an "internal boundary" such as a shock front, the motion of which constitutes an integral part of the solution, lies outside the scope of the method presented here.

As for the case of a material interface, it is strictly speaking analogous to a shock front in that its motion is derived as part of the overall solution. However, in various computational approaches, notably the CEL (Coupled EulerianLagrangian) method due to Noh [93], two adjacent fluids are described by different frames, one being Lagrangian while the other is Eulerian. In this case the material interface is the boundary of the "Lagrangian" side. Its motion between $t=t_{n}$ and $t=t_{n+1}$ is then fully determined (to first-order accuracy) by the Lagrangian velocity field at $t=t_{n}$ and is imposed on the Eulerian side
as an external condition. It is thus admissible as a "moving boundary" (for the Eulerian calculation) in the sense of the MBT scheme. In particular, a rigid body of fixed mass immersed in a compressible fluid and moving under the action of the pressure exerted by the fluid constitutes a reduced case of the previously cited CEL method. In the following, we shall consider a simple problem of this type, where a rigid elliptic disk lying on flat ground is "kicked up" by an incident shock wave.

### 8.3.1 Basic Setup

Here we introduce the fundamental concepts of the MBT scheme, assuming a simplified geometric setting. Some additional aspects related to the general algorithm are briefly discussed in the following subsection. We start our description of the scheme by a presentation of the geometric setup and then follow with an outline of the finite-difference scheme.

Referring to the schematic display in Figure 8.1, we see that the boundary line is specified as a single closed polygon, or as the union of several closed polygons, with the fluid occupying the domain exterior to them. Every such polygon is non-self-intersecting. Additionally, the polygons are free to move about the ( $x, y$ ) plane, including entering or exiting the (rectangular) computational domain, as long as they do not intersect each other.


Figure 8.1. Boundary polygons and underlying Cartesian grid.

Several types of cells are formed by the intersection between boundary polygons and the grid. Cell A is uncut by any polygon and is completely filled with fluid. We then refer to it as a "regular cell." Cell D, however, is completely covered by a polygon and contains no fluid, so it is labeled a "covered cell." The three cells B, C, and E are intersected by the boundary line and are consequently referred to as "boundary cells" (the term "cut cells" is also used in the literature). We now observe that a boundary cell may be intersected by more than one polygon (as is the case of cell C), and a side of a boundary cell may also be intersected by two different polygons (see cell C again), or by two different segments of the same polygon (see cell E). These observations point out that the calculation of fractional areas and side lengths in boundary cells is algorithmically difficult. This is further complicated by the fact that the configuration is not static.

Our finite-difference scheme should provide an approximation to the flow evolving over a time interval $\left[t_{n}, t_{n+1}\right]$, taking into account the geometric effects of the moving boundary in boundary cells. This is achieved by extending the balance equation (7.29) to a control volume that consists of a single grid cell intersected by the moving boundary line. The resulting balance equation leads to a finite-difference approximation of the hydrodynamic conservation laws in boundary cells, extending the split scheme (7.30).

Before considering the balance equation in this case let us focus on the boundary cell geometry, referring to the cell $\left[x_{j-1 / 2}, x_{j+1 / 2}\right] \times\left[y_{k-1 / 2}, y_{k+1 / 2}\right]$ shown in Figure 8.2. The control volume boundary is of a "mixed" type, meaning that it consists of whole or partial sides of the regular cell, complemented by segments of the (moving) boundary line. This structure varies over the time interval [ $\left.t_{n}, t_{n+1}\right]$. In Figure 8.2, we show the initial $\left(t=t_{n}\right)$, intermediate $\left(t_{n}<t<t_{n+1}\right)$, and final $\left(t=t_{n+1}\right)$ configurations. It is assumed that the vertices of the polygonal line move at constant (given) velocities over the time interval. This in


Figure 8.2. Cell $(j, k)$ intersected by a moving boundary.
turn determines the position of the line $\Lambda(t)$ at any given time $\left[t_{n} \leq t \leq t_{n+1}\right.$ ]. In particular, it follows that the location $Y(t)$, where $\Lambda(t)$ intersects the side $x=x_{j+1 / 2}$ of the cell, can be expressed as a function of $t$. Assume for simplicity (as is the case in Figure 8.2) that $Y(t)$ remains on the same side during the entire time interval. We take $Y_{n+1 / 2}=\frac{1}{\Delta t} \int_{t_{n}}^{t_{n+1}} Y(t) d t$ and regard it as an average location of the intersection of the moving line with that side. Similarly, referring again to Figure 8.2, we take the average location on the side $y=y_{k+1 / 2}$ as

$$
X_{n+1 / 2}=\frac{1}{\Delta t} \int_{t_{n}}^{t_{n+1}} X(t) d t
$$

Let the exposed (fluid-filled) area of this boundary cell at time $t$ be denoted by $\Omega(t)$, and let the (closed) boundary line of that cell be $\partial \Omega(t)$. We then denote by $\Lambda_{j, k}(t)=\partial \Omega(t) \cap \Lambda(t)$ the "moving boundary" part of $\partial \Omega(t)$, that is, that part of $\Lambda(t)$ which is located within the cell at time $t$. Following the common mathematical practice, we take the counterclockwise orientation around $\partial \Omega(t)$, as shown by the arrows in Figure 8.2. In particular, this determines the direction of the partial segment $\Lambda_{j, k}(t)$, along which we take the length coordinate $s$. The other ("static") part of $\partial \Omega(t)$ is designated as $\partial \Omega_{\text {stat }}(t)$, so that

$$
\begin{equation*}
\partial \Omega(t)=\partial \Omega_{\mathrm{stat}}(t) \cup \Lambda_{j, k}(t) \tag{8.7}
\end{equation*}
$$

Referring to the procedure leading to the balance equation (7.29), we repeat its derivation in the present "geometrically extended" setting, by integrating the conservation law (7.16) over the area of $\Omega(t)$ :

$$
\begin{equation*}
\iint_{\Omega(t)}\left(\mathbf{U}_{t}+\mathbf{H}(\mathbf{U})_{x}+\mathbf{L}(\mathbf{U})_{y}\right) d x d y=\mathbf{0} \tag{8.8}
\end{equation*}
$$

By Green's theorem we get

$$
\begin{equation*}
\iint_{\Omega(t)} \mathbf{U}_{t} d x d y+\oint_{\partial \Omega(t)} \mathbf{H}(\mathbf{U}) d y-\mathbf{L}(\mathbf{U}) d x=\mathbf{0} \tag{8.9}
\end{equation*}
$$

The integral of $\mathbf{U}_{t}$ over $\Omega(t)$ is now expressed as

$$
\begin{equation*}
\iint_{\Omega(t)} \mathbf{U}_{t} d x d y=\frac{d}{d t} \iint_{\Omega(t)} \mathbf{U} d x d y-\int_{\Lambda_{j, k}(t)} \mathbf{U}[\underline{\mathrm{V}}(s) \cdot \underline{\mathrm{n}}(s)] d s \tag{8.10}
\end{equation*}
$$

where the line integral over $\Lambda_{j, k}(t)$ "compensates" for the change in the area $|\Omega(t)|$ resulting from the motion of the boundary. Here $\underline{\mathrm{V}}(s)$ is the given velocity of the moving boundary, and $\underline{\mathrm{n}}(s)$ is the outward-pointing unit normal. The
product $\underline{\mathrm{V}}(s) \cdot \underline{\mathrm{n}}(s)$ is thus the normal component of the boundary velocity. By assumption, this component is equal to the normal component of the fluid velocity $(u, v)$, so that

$$
\begin{equation*}
[\underline{\mathrm{V}}(s) \cdot \underline{\mathrm{n}}(s)] d s=(u, v) \cdot(d y,-d x)=u d y-v d x . \tag{8.11}
\end{equation*}
$$

Inserting (8.10) and (8.11) into (8.9), and noting (8.7), we get

$$
\begin{align*}
& \frac{d}{d t} \iint_{\Omega(t)} \mathbf{U} d x d y+\int_{\partial \Omega_{\operatorname{sta}(t)}} \mathbf{H}(\mathbf{U}) d y-\mathbf{L}(\mathbf{U}) d x+\int_{\Lambda_{j, k}(t)}(\mathbf{H}(\mathbf{U})-u \mathbf{U}) d y \\
& \quad+\int_{\Lambda_{j, k}(t)}(-\mathbf{L}(\mathbf{U})+v \mathbf{U}) d x=\mathbf{0} \tag{8.12}
\end{align*}
$$

We can rewrite (8.12) as ${ }^{1}$

$$
\begin{align*}
& \frac{d}{d t} \iint_{\Omega(t)} \mathbf{U} d x d y+\int_{\partial \Omega_{\operatorname{stat}}(t)} \mathbf{H}(\mathbf{U}) d y-\mathbf{L}(\mathbf{U}) d x \\
& \quad+\int_{\Lambda_{j, k}(t)} \mathbf{M}(\mathbf{U}) d y-\mathbf{N}(\mathbf{U}) d x=\mathbf{0} \tag{8.13}
\end{align*}
$$

where

$$
\mathbf{M}(\mathbf{U})=\mathbf{H}(\mathbf{U})-u \mathbf{U}=\left[\begin{array}{c}
0  \tag{8.14}\\
p \\
0 \\
u p
\end{array}\right], \quad \mathbf{N}(\mathbf{U})=\mathbf{L}(\mathbf{U})-v \mathbf{U}=\left[\begin{array}{c}
0 \\
0 \\
p \\
v p
\end{array}\right]
$$

The balance equation (8.13) is now split along the $(x, y)$ directions as follows:

$$
\begin{align*}
& \frac{d}{d t} \iint_{\Omega(t)} \mathbf{U} d x d y+\int_{\partial \Omega_{\text {stat }}(t)} \mathbf{H}(\mathbf{U}) d y+\int_{\Lambda_{j, k}(t)} \mathbf{M}(\mathbf{U}) d y=\mathbf{0}  \tag{8.15a}\\
& \frac{d}{d t} \iint_{\Omega(t)} \mathbf{U} d x d y-\int_{\partial \Omega_{\operatorname{stat}}(t)} \mathbf{L}(\mathbf{U}) d x-\int_{\Lambda_{j, k}(t)} \mathbf{N}(\mathbf{U}) d x=\mathbf{0} . \tag{8.15b}
\end{align*}
$$

Note that this form is analogous to the split system (7.17), (7.18) in the sense that only the $x$-flux components $\mathbf{H}, \mathbf{M}$ are retained in Equation (8.15a), and likewise only the $y$-flux components $\mathbf{L}, \mathbf{N}$ in Equation (8.15b).
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Figure 8.3. Cell $(j, k)$ intersected by a boundary moving in the $x$ direction.

When solving Equations (8.15a), (8.15b) separately, we are obliged to also "split" the geometry. By this we mean that in the process of solving (8.15a) we take into account only the $x$ motion of the boundary line, and similarly for ( 8.15 b ). Thus, taking only the $x$ component of the velocity, the boundary line $\Lambda(t)$ moves horizontally, and we denote its position at time $t$ by $\Lambda^{x}(t)$. The situation is now completely analogous to the previous two-dimensional setup. In particular, the boundary $\partial \Omega(t)$ is now replaced by $\partial \Omega^{x}(t)$, where $\partial \Omega^{x}(t)=\partial \Omega_{\text {stat }}^{x}(t) \cup \Lambda_{j, k}^{x}(t)$ (see Figure 8.3). Similarly, when solving ( 8.15 b ) we take into account only the $y$ component of the motion of $\Lambda(t) .{ }^{2}$ Note that our assumption that the velocity of each vertex of $\Lambda(t)$ is constant throughout the time interval implies that the final position of the boundary line, when the $x$ and $y$ integration steps have been completed, is identical to $\Lambda\left(t_{n+1}\right)$. We now integrate (8.15a), replacing $\Lambda(t)$ by $\Lambda^{x}(t)$, thus obtaining

$$
\begin{align*}
& \iint_{\Omega^{x}\left(t_{n+1}\right)} \mathbf{U} d x d y-\iint_{\Omega^{x}\left(t_{n}\right)} \mathbf{U} d x d y \\
& \quad=-\int_{t_{n}}^{t_{n+1}} \int_{\partial \Omega_{\text {sat }}^{x}(t)} \mathbf{H}(\mathbf{U}) d y d t-\int_{t_{n}}^{t_{n+1}} \int_{\Lambda_{j, k}^{x}(t)} \mathbf{M}(\mathbf{U}) d y d t . \tag{8.16}
\end{align*}
$$

Denoting by $V_{j, k}^{n}, V_{j, k}^{n+1}, \mathbf{U}_{j, k}^{n}, \mathbf{U}_{j, k}^{n+1}$ the values of the boundary cell area and average $\mathbf{U}$ at the two time levels, we recast (8.16) in the form of a finite-difference

[^35]approximation,
\[

$$
\begin{align*}
& V_{j, k}^{n+1} \mathbf{U}_{j, k}^{n+1}-V_{j, k}^{n} \mathbf{U}_{j, k}^{n}=-\Delta t\left[A_{j+1 / 2, k}^{n+1 / 2} \mathbf{H}_{j+1 / 2, k}^{n+1 / 2}-A_{j-1 / 2, k}^{n+1 / 2} \mathbf{H}_{j-1 / 2, k}^{n+1 / 2}\right] \\
&-\Delta t\left[B_{j, k}^{n+1 / 2} \mathbf{M}_{j, k}^{n+1 / 2}\right] \\
& \mathbf{H}_{j \pm 1 / 2, k}^{n+1 / 2}=\mathbf{H}\left(\mathbf{U}_{j \pm 1 / 2, k}^{n+1 / 2}\right), \quad \mathbf{M}_{j, k}^{n+1 / 2}=\mathbf{M}\left(\mathbf{U}_{b}^{n+1 / 2}\right), \tag{8.17}
\end{align*}
$$
\]

where $A_{j \pm 1 / 2, k}^{n+1 / 2}$ are the effective lengths for the flux through the sides $x=$ $x_{j \pm 1 / 2}$, and $B_{j, k}^{n+1 / 2}$ is the mean projection of $\Lambda_{j, k}^{x}(t)$ on the side $x=x_{j+1 / 2}$. For the geometric setup in Figure 8.3, they are determined as follows: Let $Y^{x}(t)$ be the point of intersection of $\Lambda^{x}(t)$ with the side $x=x_{j+1 / 2}$, and let

$$
\left(Y^{x}\right)^{n+1 / 2}=\frac{1}{\Delta t} \int_{t_{n}}^{t_{n+1}} Y^{x}(t) d t
$$

be its mean value. We then let

$$
\begin{equation*}
A_{j+1 / 2, k}^{n+1 / 2}=\left(Y^{x}\right)^{n+1 / 2}-y_{k-1 / 2} \tag{8.18}
\end{equation*}
$$

The side $x=x_{j-1 / 2}$ is exposed throughout the time interval in this case, so that $A_{j-1 / 2, k}^{n+1 / 2}=y_{k+1 / 2}-y_{k-1 / 2}$. It is noted that according to these definitions, $A_{j \pm 1 / 2, k}^{n+1 / 2}$ is always positive (or zero).

Turning to the mean boundary projected length $B_{j, k}^{n+1 / 2}$, we see that it follows from (8.16) that it is generally given by

$$
\begin{equation*}
B_{j, k}^{n+1 / 2}=\frac{1}{\Delta t} \int_{t_{n}}^{t_{n}+1} \int_{\Lambda_{j, k}^{x}(t)} d y d t \tag{8.19}
\end{equation*}
$$

Here, the sign of $B_{j, k}^{n+1 / 2}$ is determined by the orientation of the line integral along $\Lambda_{j, k}^{x}(t)$; it may therefore be either negative or positive. In the particular setup of Figure $8.3, B_{j, k}^{n+1 / 2}$ is equal to the mean "covered" part of side $x=x_{j+1 / 2}$ and is thus given by

$$
\begin{equation*}
B_{j, k}^{n+1 / 2}=y_{k+1 / 2}-\left(Y^{x}\right)^{n+1 / 2} \tag{8.20}
\end{equation*}
$$

Now, consider the fluid states $\mathbf{U}_{j \pm 1 / 2, k}^{n+1 / 2}, \mathbf{U}_{\mathrm{b}}^{n+1 / 2}$. The states $\mathbf{U}_{j \pm 1 / 2, k}^{n+1 / 2}$ are determined by the solution to the GRP at the cell boundaries $(j \pm 1 / 2, k)$, as described in Section 7.3, with the added assumption that the slopes in the boundary
cell are taken as zero. As for the value of $\mathbf{U}_{\mathrm{b}}^{n+1 / 2}$ at the moving boundary, it requires careful attention and we evaluate it as follows.

At any given point on $\Lambda_{j, k}^{x}(t)$ we consider a "one-dimensional" interaction problem normal to the boundary. Denoting by $u^{\perp}$ the normal component of the fluid velocity, we obtain the state $\mathbf{U}^{\perp}=\left[\rho, \rho u^{\perp}, \rho E\right]^{T}$, in which values of $\rho, u^{\perp}, E$ are obtained from $\mathbf{U}_{j, k}^{n}$. Let now $V^{\perp}$ be the (imposed) normal velocity of the boundary $\Lambda_{j, k}^{x}(t)$ at that point. We have thus obtained an interaction problem as follows. The state $\mathbf{U}^{\perp}$ is taken to be a right state. The state $\mathbf{U}_{\mathrm{b}}^{n+1 / 2}$ is viewed as being connected to $\mathbf{U}^{\perp}$ by a 3-wave, thus lying on the interaction curve $I_{3}^{r}\left(\mathbf{U}^{\perp}\right)$ (see Section 6.2, Figure 6.6). Requiring that the normal velocity in $\mathbf{U}_{\mathrm{b}}^{n+1 / 2}$ be equal to $V^{\perp}$ fully determines $\mathbf{U}_{\mathrm{b}}^{n+1 / 2}$ (the tangential velocity in this state is set equal to that of $\mathbf{U}_{j, k}^{n}$ ). In fact, this description was confined to a fixed boundary point at time $t$, whereas the value of $\mathbf{U}_{\mathrm{b}}^{n+1 / 2}$ requires averaging over $\Lambda_{j, k}^{x}(t)$ and over the time interval. Note that as a result of the motion of $\Lambda_{j, k}^{x}(t)$ the normal velocities $u^{\perp}, V^{\perp}$ vary in time. In contrast, the values $\mathbf{U}_{j, k}^{n}$ are held fixed throughout the time interval.

The second equation (8.15b) in the $y$ direction is now treated in exactly the same fashion. The sequencing of the $x$ and $y$ integration steps is done as in (7.28).

The integration time step in (8.17) is naturally limited by the CFL condition. However, in dealing with a boundary cell, we always impose additional restrictions on the time step, which are summarized in the following remark.

Remark 8.1 (Time step restrictions for boundary cells) There are two additional restrictions on the time step for cells intersected by a moving boundary. One is because boundary cells are reduced in size; the other is related to the velocity of the boundary.
(1) The CFL condition is $\Delta t<\mu_{\text {CFI }} \frac{\Delta x}{S_{\max }}$, where $S_{\text {max }}$ is the maximal wave speed and $\mu_{\mathrm{CFL}}<1$. Here we take $\Delta x$ to be the (reduced) " $x$ length" of the boundary cell. This length is estimated by $\Delta x=2 V_{j, k}^{n} /\left(A_{j-1 / 2, k}^{n}+A_{j+1 / 2, k}^{n}\right)$, where $A_{j \pm 1 / 2, k}^{n}$ are the exposed side lengths at $t=t_{n}$.
(2) It is required that a covered cell will not become fully exposed over a single time step (or vice versa), since the MBT scheme cannot handle such a transition. In other words, when a cell changes status from covered to regular (or vice versa), it must go (for at least one time level) through the intermediate status of a boundary cell. This additional restriction is obtained when $S_{\text {max }}$ in the aforementioned inequality is replaced by the maximal speed of the boundary line. It is noted, however, that in typical physical problems the boundary speed is lower than $S_{\max }$, so that this additional
restriction is usually satisfied without having to be explicitly imposed. In fact, computational experience has shown that cells normally change status over several time steps.

We conclude this presentation with the following remark on uniform flow.

Remark 8.2 (The case of uniform flow) To illustrate the difficulty involved in dealing with boundary cells, we make the following observation concerning the MBT algorithm. Suppose that one or several polygons (as in Figure 8.1) are placed in a uniform flow field, moving with the fluid at the same (uniform) velocity. Then the MBT algorithm guarantees that (as expected of the exact solution) flow variables in boundary cells retain their constant values for all times. Even this seemingly elementary property turns out to be nontrivial in the context of algorithms aimed at treating flows with moving boundaries or interfaces.

### 8.3.2 Survey of the Full MBT Algorithm

In the preceding subsection the MBT method was presented in the context of a simple geometric setup. Here we briefly outline the main issues associated with a general geometric setting. In particular we focus our discussion on the algorithms for the average side lengths $A_{j \pm 1 / 2, k}^{n+1 / 2}, B_{j, k}^{n+1 / 2}$ needed to handle the full range of situations arising from the intersection of moving boundary polygons and the underlying grid. In formulating these algorithms, great care was taken to retain the uniform flow property (Remark 8.2). Our presentation here is rather brief, and we generally refer to Falcovitz et al. [39] for a more complete description of the MBT algorithms.

The geometric quantities to be evaluated are $V_{j, k}^{n}, V_{j, k}^{n+1}, A_{j \pm 1 / 2, k}^{n+1 / 2}$, and $B_{j, k}^{n+1 / 2}$ [see (8.17)], as well as $A_{j \pm 1 / 2, k}^{n}$, which serve to determine the time step $\Delta t$ (see Remark 8.1). The "static" values (at $t=t_{n}$ or $t=t_{n+1}$ ) are relatively simple to evaluate, and we need not expound on the algorithms involved. In determining the average exposed side lengths, the situation is complicated since the boundary polygons move, and a changing "intersection geometry" has to be considered. Using the notation $\Omega^{x}(t)$ introduced in Subsection 8.3.1, and noting the identity

$$
\begin{equation*}
\oint_{\partial \Omega^{x}(t)} d y=\int_{\partial \Omega_{\text {stat }}^{x}(t)} d y+\int_{\Lambda_{j, k}^{x}(t)} d y=0 \tag{8.21}
\end{equation*}
$$

we get the relation

$$
\begin{equation*}
A_{j+1 / 2, k}^{n+1 / 2}-A_{j-1 / 2, k}^{n+1 / 2}+B_{j, k}^{n+1 / 2}=0 \tag{8.22}
\end{equation*}
$$



Figure 8.4. Boundary moving one time step in the $x$ direction.

Observe that whereas the side lengths $A_{j \pm 1 / 2, k}^{n+1 / 2}$ are taken as positive, the sign of $B_{j, k}^{n+1 / 2}$ may be either positive or negative. Consequently, only $A_{j \pm 1 / 2, k}^{n+1 / 2}$ need to be determined by the time-averaging procedure.

In the following we illustrate the diversity of situations involved in evaluating $A_{j \pm 1 / 2, k}^{n+1 / 2}$, by considering some of the "geometric scenarios" shown in Figure 8.4. Consider the side $A D$, which is partially exposed $(A B)$ at $t=t_{n}$ and fully exposed at $t=t_{n+1}$. We note that its fully exposed status is reached at some intermediate time $t_{n}<t_{i}<t_{n+1}$, which is determined by the "sliding" motion of the intersection point from $J$ to $E$. All this has to be taken into account in evaluating the time-averaged length of that side. A similar scenario takes place for side $D M$, which starts as fully covered and becomes partially exposed ( $D L$ ). Here too, the same intermediate time $t_{\mathrm{i}}$ is required in evaluating the average side length. Obviously, an algorithm that would handle such situations on a case-by-case basis would be unreasonably complex. Instead, we make use of the fact that at this stage the boundary moves purely horizontally (in the $x$ direction). Therefore the projection of each individual side, such as $b_{n} c_{n}$ of the polygonal boundary, on the cell side $(A D)$ is invariant, and it is relatively
simple to determine its exposed portion $(A B)$. Repeating this procedure for all boundary sides in regards to their projection on the cell side $(A D)$, we obtain $A_{j+1 / 2, k}^{n+1 / 2}$ as a sum of the individual contributions.

Inspection of Equation (8.17), seems to indicate that all needed geometric values have been determined. However, referring again to the scenario of Figure 8.4, we consider the case of boundary cell 1. The numerical fluxes across side $G H$ (which is fully exposed at $t=t_{n}$ ) are determined by the GRP solver in the usual way (with the slopes in cell 1 set to zero). By contrast, the side $D M$ is completely covered at $t=t_{n}$, so that a GRP cannot be solved for that side. In this situation we apply a "merging" procedure. More specifically, we modify the geometric setup pertinent to this boundary cell. Whereas $\Omega^{x}\left(t_{n}\right)$ remains as before (i.e., the polygon HIJG), the polygon $\Omega^{x}\left(t_{n+1}\right)$ is taken to be the "merged" polygon $H K E G$, which comprises not only the exposed portion of boundary cell 1 but also that of boundary cell $2(D L E)$. Thus, the fluxes through side $D L$ are no longer needed. This scenario arises whenever a newly exposed boundary cell is formed. Similarly, when an existing boundary cell becomes fully covered during the time interval $\left[t_{n}, t_{n+1}\right]$, the same "merging" is applied in reverse. Such a case can be envisioned by considering an interchange of the old and new positions of the boundary line in Figure 8.4, so that cell 2 becomes fully covered and cell 1 remains a boundary cell of reduced area.

Another reason for merging of two adjacent boundary cells is to avoid an excessively small time step (see Remark 8.1). Take for example the situation of cells 3 and 4 in Figure 8.4. Here the time step would be limited in proportion to the size of cell 3 at $t=t_{n}(A B C)$. If that restriction is deemed excessive, we can follow a merging procedure similar to that just used for cells 1 and 2. For $\Omega^{x}\left(t_{n}\right), \Omega^{x}\left(t_{n+1}\right)$ we take the polygons $N G J c_{n} C, N G E c_{n+1} F$, respectively, thus avoiding the restriction of $\Delta t$ by the size of $A B C$. In all cases where a "pair merging" of two adjacent cells is performed, and when neither cell becomes fully covered, the values calculated by (8.17) at time $t=t_{n+1}$ are assigned to both cells.

### 8.3.3 An Example: Shock Lifting of an Elliptic Disk

Here we consider a demonstrative case using the MBT method to calculate the (2-D) motion of a solid disk immersed in a compressible (inviscid) fluid. Specifically, we take an elliptic disk that lies at rest on the ground; it is "kickedoff" by an incident planar shock wave (see Figure 8.5 , where the " $>$ " inside the disk indicates the shock-facing end). The motion of the disk is calculated step by step with the integration of the fluid-dynamical equations (8.17), using the


Figure 8.5. Kickoff of an elliptic disk by an $M_{\mathrm{s}}=3$ shock in air.
classical equations governing the translation and rotation of a solid (rigid) disk in two space dimensions. The smooth disk is approximated as a polygon, and the total force and moment (about the center of the disk) are simply calculated by summing up the contributions of the fluid pressure on every side. From the force and moment we determine the velocity of the center point ( $x_{\mathrm{c}}, y_{\mathrm{c}}$ ) and the rotational velocity about that point, assuming that both are constant throughout the time interval $\left[t_{n}, t_{n+1}\right]$. The displacement $\left(\Delta x_{q}, \Delta y_{q}\right)$ of each polygon vertex $q$ from $t=t_{n}$ to $t=t_{n+1}$ is then obtained as a superposition of the translational displacement of $\left(x_{\mathrm{c}}, y_{\mathrm{c}}\right)$ and the (finite-angle) rotation about that point. Finally, we calculate the vertex velocities $\left(u_{q}, v_{q}\right)=\left(x_{q} / \Delta t, \Delta y_{q} / \Delta t\right)$ and assume that
(in compliance with the MBT scheme) they are also constant throughout the time interval $\left[t_{n}, t_{n+1}\right]$.

The data for the specific example are as follows: The computational domain is an $x, y$ rectangle of dimensions $100 \times 20$, which is divided into a grid of $200 \times 40$ square cells. The fluid is a perfect gas with $\gamma=1.4$ and initial state $\left[\rho_{0}, p_{0}, u_{0}, v_{0}\right]=[1.3,0.1,0,0]$. The planar right-facing shock wave (3-shock) is initially at $x=8$, and its intensity is specified by the shock Mach number $M_{\mathrm{s}}=3$. Thus, the postshock state is given by $\left[\rho_{1}, p_{1}, u_{1}, v_{1}\right]=[5.0143$, $1.0333,0.72926,0]$. The boundary conditions are a rigid wall at the top $(y=$ $20)$ and bottom $(y=0)$ planes and the postshock state at the left plane $(x=0)$. At the right plane $(x=100)$ we set up a "nonreflecting" boundary condition intended to let 3-waves propagate "out" of the computational rectangle, as follows: Let $j, k$ indicate a cell adjacent to that boundary. We first set the slopes $\mathbf{U}_{j, k}^{\prime n}$ equal to zero. Then we define the data $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}$ for the Riemann problem at the boundary point $x_{j+1 / 2}$ by $\mathbf{U}_{\mathrm{L}}=\mathbf{U}_{j, k}^{n}$ and by "continuation" of the flow, $\mathbf{U}_{\mathrm{R}}=\mathbf{U}_{\mathrm{L}}$.

The disk is taken as an ellipse having major and minor axes $a=6.25$ and $b=2.5$, centered at $(x, y)=(15,3)$ (hence its bottom is 0.5 above the "ground plane" $x=0$, and its leftmost tip is located at $x=8.75$, i.e., 0.75 ahead of the initial shock front). The solid disk has a uniform mass density $\rho_{\mathrm{c}}=10 \rho_{0}$, so that its total mass and moment of inertia are $m_{\mathrm{c}}=\pi a b \rho_{\mathrm{c}}$ and $I_{\mathrm{c}}=\frac{1}{4} m_{\mathrm{c}}\left(a^{2}+b^{2}\right)$, respectively. The ellipse is approximated by a sixty-sided polygon, whose vertices $\left(x_{q}, y_{q}\right)$ are given by

$$
\left(x_{q}, y_{q}\right)=\left(15+a \cos \left(\frac{2 \pi q}{60}\right), 3+b \sin \left(\frac{2 \pi q}{60}\right)\right), \quad q=1,2, \ldots, 60 .
$$

In Figure 8.5 we see that the asymmetric shock diffraction (due the ground reflection) causes initial liftoff and rotational motion of the disk. This effect seems to persist through the entire computation, producing a "tumbling" motion as shown. The " $>$ " marker helps indicate that by time $t=100$ the disk has rotated by an angle of nearly $\pi$.

## 9

## A Physical Extension: Reacting Flow

In this chapter we consider the system of equations governing compressible reacting flow. The fluid is a homogeneous mixture of two species. The evolution of the flow under the mechanical conservation laws of mass, momentum and energy is coupled to the (continuous or abrupt) conversion of the "unburnt" species to the "burnt" one. We take the simplest model of such a reaction, namely, an irreversible exothermic process. The equation of state of the fluid depends on its chemical composition. The resulting (augmented) system is still nonlinear hyperbolic (in the sense of Chapter 4) and is amenable to the GRP methodology. The basic hypotheses are presented in Section 9.1, leading to the derivation of the characteristic relations and jump conditions. In Section 9.2 we describe the classical Chapman-Jouguet model of deflagrations and detonations, and the Zeldovich-von Neumann-Döring (Z-N-D) solution is presented in Section 9.3. In Section 9.4 we study the generalized Riemann problem for the system of reacting flow. The treatment here is close to that of the basic GRP case (Section 5.1), but there are significant differences because of the reaction equation. In Section 9.5 we outline briefly the resulting GRP numerical scheme and study a physical problem of ozone decomposition.

So far our physical model of compressible flow was based on the three conservation laws: those of mass, momentum and energy [see Equations (4.44)]. In the absence of external forces the internal "driving force" of the fluid motion is the pressure gradient. It is stipulated that, as a basic hypothesis, two independent thermodynamic variables (commonly taken as the density $\rho$ and the internal energy $e$ ) serve to determine all others (such as the pressure $p$, the entropy $S$, or the temperature $T$ ) by a suitable equation of state. The first law of thermodynamics [see (4.49)] expresses the dependence
of $S$ on $(e, \rho)$ by

$$
\begin{equation*}
T d S=d e+p d \tau, \quad \tau=1 / \rho \tag{9.1}
\end{equation*}
$$

(see Footnote 7 in Section 4.2).
There exists a great number of fluid-dynamical situations where various physical effects (or assumptions) are added to this basic system of compressible flow, without changing the character of the governing system of equations. In other words, the (extended or modified) system still belongs to the mathematical class of "systems of conservation laws," in the sense of Chapter 4. We mention two well-known cases included in this class:
(i) The equations of magnetohydrodynamics in plasma physics (and astrophysics). In this case the (compressible) fluid is a medium with electromagnetic properties and Maxwell's equations are added to the basic conservation laws (see Courant and Hilbert [31, Chapter 6] and Richtmyer and Morton [96, Chapter 12]).
(ii) Shallow-water equations. In this case, the equations of incompressible flow in a "shallow" (three-dimensional) layer are simplified by the assumption that the velocity field does not depend on the "depth" coordinate and the pressure is hydrostatic, depending linearly on depth (see Courant and Friedrichs [30, Chapter I]). This model is widely used in meteorology (see Alcrudo and Garcia-Navarro [1] and Garcia-Navarro, Hubbard, and Priestley [47]). In fact, when the equations are written using spherical coordinates, they do not conform exactly to the class of conservation laws, as the fluxes depend explicitly on the (spatial) coordinates.

These (nonlinear hyperbolic) systems possess a complete set of real eigenvalues (with corresponding eigenvectors). They all share the fundamental property of "finite propagation speed," thus enabling the construction of "local numerical fluxes" (see Remark 3.4). The Godunov scheme, as well as the full GRP methodology, can be adapted to the numerical resolution of such systems. In practice, however, there has only been a very limited amount of work in these directions.

In this chapter we study an important physical extension, commonly known as "reacting flow." It combines the three conservation laws with chemical reactions. The latter are responsible for the gradual or abrupt change of the chemical composition of the fluid, leading to corresponding changes in the equation of state. As an example one can think of the decomposition of a mixture of gases (or even isotopes of the same gas) under sufficiently high pressure. Another prototypical example is the process of (exothermic) combustion, in which the fluid
undergoes changes caused by reactive interactions of its constituent species. It is because of this example that the whole topic is labeled "reacting flow." In particular, it covers the phenomena of "deflagrations" and "detonations," which will be discussed in Sections 9.2 and 9.3. We refer to Landau and Lifshitz [74, Chapter 14] for a broader discussion of issues related to combustion. The model that we discuss here is perhaps the simplest one for "continuous" reaction. It assumes that the fluid consists of a (homogeneous) mixture of two species, "burnt" and "unburnt." Their ratio varies in time (and space) as a result of the chemical process.

### 9.1 The Equations of Compressible Reacting Flow

Let $0 \leq z \leq 1$ be the mass fraction of unburnt gas. Thus $z=1$ (resp. $z=0$ ) represents a completely unburnt (resp. burnt) mixture. In general, the mixture is assumed to be homogeneous and possesses a single set of thermodynamic variables $\rho, e, p$, etc. It undergoes an irreversible chemical reaction, whereby the fraction of the unburnt component always decreases. This rule is expressed by the "reaction law" (see Courant and Friedrichs [30, Chapter III, Section 93]),

$$
\begin{equation*}
\frac{D}{D t} z=-k(e, \rho, z), \tag{9.2}
\end{equation*}
$$

where we have used the "total" (or "Lagrangian") time derivative $\frac{D}{D t}=\frac{\partial}{\partial t}+$ $u \frac{\partial}{\partial x}$ [see Equations (4.50) and (4.82)]. The "reaction rate" function $k$ is assumed to be non negative and is indeed the rate at which the reaction (i.e., decrease of $z$ ) takes place along the trajectory of a fluid element.

As the mixture composition certainly affects the thermodynamic variables, we have to modify our previous assumptions. We take $(e, \rho, z)$ as the three basic (independent) variables, and these are used to determine all other thermodynamic quantities, such as the entropy $S=S(e, \rho, z)$ or the pressure $p=$ $p(e, \rho, z)$. Some caution must be exercised when applying the basic thermodynamical relations in this extended setting. Thus, by fixing $z$, the mixture retains a fixed ratio of its components and is therefore subject to the first law of thermodynamics (9.1). Since no change of $z$ takes place, this law can be written as

$$
\begin{equation*}
T d S_{z=\mathrm{const}} \equiv T\left(\frac{\partial S}{\partial e} d e+\frac{\partial S}{\partial \rho} d \rho\right)=d e+p d \tau \tag{9.3}
\end{equation*}
$$

In particular $\frac{\partial S}{\partial e}=\frac{1}{T}>0$. Solving for $e$ we obtain a dependence $e=e(\rho, S, z)$ and substituting this in the equation of state $p=p(e, \rho, z)$ we get $p=p(\rho, S, z)$.

In accordance with (4.61) the speed of sound $c$ is now defined by

$$
\begin{equation*}
c^{2}=\left(\frac{\partial p}{\partial \rho}\right)_{S, z} \tag{9.4}
\end{equation*}
$$

Following these preliminaries, we can now write the system of equations that governs planar reacting flow, namely, the compressible planar flow [as in Equations (4.47)] of a reacting fluid mixture, subject to the reaction law (9.2):

$$
\begin{gather*}
\frac{\partial}{\partial t} \mathbf{U}+\frac{\partial}{\partial x} \mathbf{F}(\mathbf{U})=\mathbf{K}(\mathbf{U}),  \tag{9.5}\\
\mathbf{U}=\left[\begin{array}{c}
\rho \\
\rho u \\
\rho\left(e+\frac{1}{2} u^{2}\right) \\
\rho z
\end{array}\right], \quad \mathbf{F}(\mathbf{U})=\left[\begin{array}{c}
\rho u \\
\rho u^{2}+p \\
\rho u\left(e+\frac{1}{2} u^{2}\right)+p u \\
\rho z u
\end{array}\right], \quad \mathbf{K}(\mathbf{U})=\left[\begin{array}{c}
0 \\
0 \\
0 \\
-k \rho
\end{array}\right] . \tag{9.6}
\end{gather*}
$$

Observe that the fourth (reaction) equation is written in the quasi-conservative form

$$
\begin{equation*}
\frac{\partial}{\partial t}(\rho z)+\frac{\partial}{\partial x}(\rho z u)=-k \rho \tag{9.7}
\end{equation*}
$$

which follows from (9.2) in view of the first (conservation of mass) equation.
The system (9.5) is not homogeneous; it contains a nonvanishing "source" term $\mathbf{K}(\mathbf{U})$. The situation encountered here is analogous to that of the quasi-onedimensional system (4.48). In both cases, dropping the undifferentiated (source) term leads to a system of conservation laws of the class studied in the general setting of Section 4.1 [Equation (4.1)]. In the quasi-one-dimensional case, this reduction led to the planar system of compressible flow (4.47). In the case of the system (9.5) the reduction yields

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{U}^{\mathrm{red}}+\frac{\partial}{\partial x} \mathbf{F}\left(\mathbf{U}^{\mathrm{red}}\right)=\mathbf{0}, \quad \mathbf{U}^{\mathrm{red}}=\left(\rho, \rho u, \rho\left(e+\frac{1}{2} u^{2}\right), \rho z^{\mathrm{red}}\right)^{T} \tag{9.8}
\end{equation*}
$$

This system is completely analogous to (7.17) [or, equivalently, (7.22) and (7.23)]; instead of the transversal velocity component $v$ we have here the "reduced" mass fraction $z^{\text {red }}$. These variables satisfy, respectively, Equations (7.19) and [in the case of (9.8)] $z_{t}^{\text {red }}+u z_{x}^{\text {red }}=0$. Both are convected "passively" along the particle paths $\frac{d x}{d t}=u$. The eigenvalues of (9.8), hence also of (9.5), are

$$
\begin{equation*}
\lambda_{1}=u-c, \quad \lambda_{2}=u, \quad \lambda_{3}=u+c, \quad \lambda_{4}=u \tag{9.9}
\end{equation*}
$$

[compare (7.24)]. The system is therefore "doubly linearly degenerate" (see Remark 7.7). In particular, the discontinuities of $z^{\text {red }}$ can take place only across contact discontinuities.

Let us now turn back to the reacting flow system (9.5). In this case Equation (9.2) implies that the mass fraction (of the unburnt component) decreases along particle paths. We shall see that as a result the entropy $S$ also varies along these paths, in contrast to the adiabatic law (4.59), which is valid in regions of smooth (nonreacting) flow. Note first that the derivation of Equation (4.58) was based solely on the conservation laws (4.45), namely, the first three equations in (9.5). We conclude that in the reacting case too,

$$
\begin{equation*}
\frac{D e}{D t}+p \frac{D \tau}{D t}=0 \tag{9.10}
\end{equation*}
$$

from which we infer, by (9.3),

$$
\begin{equation*}
\frac{\partial S}{\partial e} \frac{D e}{D t}+\frac{\partial S}{\partial \rho} \frac{D \rho}{D t}=0 \tag{9.11}
\end{equation*}
$$

(meaning that, for a fixed $z$, there is no change of entropy along smooth particle paths). The full variation of entropy is now given by

$$
\begin{equation*}
\frac{D S}{D t}=\frac{\partial}{\partial z} S(e, \rho, z) \frac{D z}{D t}=-k \frac{\partial}{\partial z} S=-f(e, \rho, z) \tag{9.12}
\end{equation*}
$$

where the right-hand side $-f$ is a thermodynamic function depending on the equation of state $S=S(e, \rho, z)$ and the reaction rate $k$. It expresses the change in entropy of a mixed element of the fluid as it undergoes chemical reaction.

As in the case of nonreacting flow, it is useful to formulate the system (9.5) in the Lagrangian framework. Since the flow is planar, the Lagrangian coordinate $\xi$ [see (4.79)] is defined here by

$$
\begin{equation*}
\xi=\int_{x_{0}}^{x} \rho(s, 0) d s \tag{9.13}
\end{equation*}
$$

Following the derivation of (4.83) and noting (9.2) we get

$$
\begin{gather*}
\frac{\partial}{\partial t} \mathbf{V}+\frac{\partial}{\partial \xi} \boldsymbol{\Phi}(\mathbf{V})=\mathbf{\Psi}(\mathbf{V}),  \tag{9.14}\\
\mathbf{V}=\left[\begin{array}{c}
\tau \\
u \\
E \\
z
\end{array}\right], \quad \boldsymbol{\Phi}(\mathbf{V})=\left[\begin{array}{c}
-u \\
p \\
p u \\
0
\end{array}\right], \quad \boldsymbol{\Psi}(\mathbf{V})=\left[\begin{array}{c}
0 \\
0 \\
0 \\
-k
\end{array}\right],
\end{gather*}
$$

where $E=e+\frac{1}{2} u^{2}$. Note that the definition of the Lagrangian coordinate implies that $\frac{\partial}{\partial t}$ here is identical to the total derivative $\frac{D}{D t}$. In regions of smooth
flow Equation (9.12) can be exploited in order to simplify (9.14), replacing $E$ by $S$, giving

$$
\begin{gather*}
\\
\frac{\partial}{\partial t} \widetilde{\mathbf{V}}+\frac{\partial}{\partial \xi} \widetilde{\mathbf{\Phi}}(\tilde{\mathbf{V}})=\widetilde{\mathbf{\Psi}}(\tilde{\mathbf{V}}),  \tag{9.15}\\
\widetilde{\mathbf{V}}=\left[\begin{array}{l}
\tau \\
u \\
S \\
z
\end{array}\right], \quad \widetilde{\mathbf{\Phi}}(\widetilde{\mathbf{V}})=\left[\begin{array}{c}
-u \\
p \\
0 \\
0
\end{array}\right], \quad \widetilde{\boldsymbol{\Psi}}(\widetilde{\mathbf{V}})=\left[\begin{array}{c}
0 \\
0 \\
-f \\
-k
\end{array}\right] .
\end{gather*}
$$

## The Characteristic Relations

The last two equations in (9.15) serve as the characteristic equations associated with the double eigenvalue $\lambda_{2}=\lambda_{4}=u$ [compare (4.67)(ii)]. The other two equations can be directly extracted from (9.15) as follows.

If we use $p=p(\rho, S, z)$ as in (9.4) the momentum equation yields

$$
u_{t}+c^{2} \rho_{\xi}+p_{S} S_{\xi}+p_{z} z_{\xi}=0,
$$

and adding to it suitable multiples of the other equations we get

$$
\begin{align*}
u_{t} & \pm \rho c u_{\xi} \pm \frac{c}{\rho}\left(\rho_{t} \pm \rho c \rho_{\xi}\right) \pm \frac{p_{S}}{\rho c}\left(S_{t} \pm \rho c S_{\xi}\right) \pm \frac{p_{z}}{\rho c}\left(z_{t} \pm \rho c z_{\xi}\right) \\
& =\mp \frac{1}{\rho c}\left(p_{S} f+p_{z} k\right) . \tag{9.16}
\end{align*}
$$

The left-hand side of (9.16) is seen to be equal to $\frac{d u}{d t} \pm \frac{1}{g} \frac{d p}{d t}$ along the characteristic directions $C_{ \pm}: \frac{d \xi}{d t}= \pm g= \pm \rho c$, where $g=\rho c$ is the Lagrangian speed of sound. As for the right-hand side in (9.16), we define the thermodynamic function

$$
\begin{align*}
\Lambda(e, \rho, z) & =p_{S} f+p_{z} k=k\left[\frac{\partial}{\partial S} p(\rho, S, z) \frac{\partial}{\partial z} S(e, \rho, z)+\frac{\partial}{\partial z} p(\rho, S, z)\right] \\
& =k(e, \rho, z) \frac{\partial}{\partial z} p(e, \rho, z), \tag{9.17}
\end{align*}
$$

so that (9.16) can be written as

$$
\begin{equation*}
g d u \pm d p=\mp \Lambda \quad \text { along } \quad C_{ \pm}: \frac{d \xi}{d t}= \pm g \tag{9.18}
\end{equation*}
$$

[compare (4.85)]. The role of the function $\Lambda$ is further highlighted in the relation

$$
\begin{equation*}
\frac{D p}{D t}=c^{2} \frac{D \rho}{D t}-\Lambda, \tag{9.19}
\end{equation*}
$$

where, as in (9.10)-(9.12), the total derivatives $\frac{D}{D t}$ are evaluated along particle paths.

To prove (9.19) we use the relations (9.4) and (9.17), in conjunction with equations (9.2) and (9.12), to obtain, with $p=p(\rho, S, z)$,

$$
\frac{D p}{D t}=c^{2} \frac{D \rho}{D t}+p_{S} \frac{D S}{D t}+p_{z} \frac{D z}{D t}=c^{2} \frac{D \rho}{D t}-\Lambda .
$$

Comparing (9.19) to the adiabatic relation (4.67), we see that $-\Lambda$ expresses the rate of change of the pressure resulting from the chemical reaction along a particle trajectory (beyond the adiabatic effect of compression).

The set of characteristic relations can be written in the Eulerian framework, along the directions given by the eigenvalues $\lambda_{1}, \ldots, \lambda_{4}$ [see (9.9)]. We have, as in (4.67),

$$
\begin{align*}
g d u \pm d p & =\mp \Lambda d t, & \text { along } \quad \frac{d x}{d t}=u \pm c  \tag{9.20}\\
d S=-f d t, \quad d z & =-k d t, & \text { along } \quad \frac{d x}{d t}=u . \tag{9.21}
\end{align*}
$$

## Discontinuities and Centered Rarefaction Waves

In dealing with the discontinuities of solutions to the system (9.5) we first recall that jumps in $z$ can take place only across contact discontinuities [see the discussion following Equation (9.8)]. In particular, $z$ is continuous across shocks associated with the $\lambda_{1}, \lambda_{3}$ families, and consequently there is no change in the mixture composition across such shocks. In the study of the jump (RankineHugoniot) conditions we may therefore assume a fixed value of $z=z_{0}$. The first three equations in (9.5) are then identical to the planar system ${ }^{1}$ (4.47) [with $p=$ $p\left(e, \rho, z_{0}\right)$ etc.]. The corresponding jump relations are then given by (4.76), or, in a more explicit form, by (4.86). The whole treatment of the shock conditions, leading up to Summary 4.36, can now be repeated verbatim. It should be kept in mind, however, that the Hugoniot curve $H(\tau, p)$ [see (4.92)] depends on the parameter $z_{0}$ (which determines the exact composition of the fluid and hence its equation of state). When the jumps in pressure and density across a shock front are known, the velocity jump is determined by (4.95) [resp. (4.96)] for a 3-shock [resp. 1-shock].

In the case of a contact discontinuity the pressure and velocity are continuous, whereas the mass fraction $z$ and the density may undergo jumps.

[^36]We now turn to the case of a centered rarefaction wave (CRW). As observed in Section 4.2 this type of nonlinear wave is associated with the $\lambda_{1}, \lambda_{3}$ characteristic families. As in the quasi-1-D case (see the discussion preceding Claim 4.42) we cannot expect (generally speaking) a "self-similar" CRW, owing to the presence of a nonvanishing $\mathbf{K}(\mathbf{U})$ in (9.5). This is still the case even if the CRW is assumed to connect two constant states. However, the reduced system (9.8) belongs to the general class of systems studied in Section 4.1 [recall the analogy with (7.17)]. As observed in the paragraph following (9.8), it decomposes into a convection equation for $z^{\text {red }}$ and a system identical to that of planar flow. The former implies that $z^{\text {red }}$ is constant throughout the CRW (connecting two constant states). It follows that all other flow variables can be obtained from the Riemann invariants, as in (4.98). Note that the speed of sound depends on the (constant) value of $z^{\text {red }}$. For later reference we summarize the above considerations as follows (see Claim 4.42).

Summary 9.1 A CRW solution of the reduced system (9.8), connecting two constant states, is self-similar, isentropic, and carries a constant value of $z^{\text {red }}$. The values of the other flow variables are obtained in terms of the Riemann invariants of isentropic planar flow (4.98).

As in the case of quasi-1-D flow, the "reduced" CRW is the "limit" (at the singularity) for the full CRW associated with (9.5). Heuristically, it means that the effect of the chemical reaction (through changes in $z$ ) is vanishing as we observe the solution closer and closer to the initial interaction (at the singularity).

### 9.2 The Chapman-Jouguet (C-J) Model

Before dealing with the Riemann and generalized Riemann problems for the full reacting flow system (9.5), we consider a well-known simplified model, the Chapman-Jouguet (C-J) model (see Courant and Friedrichs [30, Chapter III, Section 84]). The basic hypothesis of a continuous "homogeneous coexistence" of the burnt and unburnt species (represented by the mass fraction $z$ ) is suppressed. Instead, it is assumed that the two species are separated by a sharp discontinuity (shock front). ${ }^{2}$ Each species has its own equation of state, corresponding to the extreme cases of $z=0$ (burnt) and $z=1$ (unburnt) of the continuous model. The reaction equation (9.7) is dropped, and the system (9.5) is replaced by (9.8). However, the two species are governed by two different

[^37]equations of state. We designate these equations by $p=p^{(1)}(e, \rho)$ (unburnt) and $p=p^{(0)}(e, \rho)$ (burnt). Solving for $e$ we have $e=e^{(1)}(\rho, p)$ and $e=e^{(0)}(\rho, p)$ for the two species. Across a shock front separating the two species, the jump relations (4.77) are still valid, but the internal energies on the two sides are given by the respective equations of state. Let us take a fixed unburnt right state $\left(\tau_{+}, p_{+}\right)$as the preshock state. As in Summary 4.36, the set of all (left) burnt states $(\tau, p)$ satisfying the Rankine-Hugoniot jump condition [i.e., connected to $\left(\tau_{+}, p_{+}\right)$by a 3 -shock] is represented by the Hugoniot curve
\[

$$
\begin{equation*}
H^{(0)}(\tau, p)=\frac{\left(p+p_{+}\right)}{2}\left(\tau-\tau_{+}\right)+e^{(0)}(\tau, p)-e^{(1)}\left(\tau_{+}, p_{+}\right)=0 \tag{9.22}
\end{equation*}
$$

\]

Observe that, as $\tau \rightarrow \tau_{+}$, the pressure $p$ approaches a value $p_{l}$ such that

$$
\begin{equation*}
e^{(0)}\left(\tau_{+}, p_{l}\right)=e^{(1)}\left(\tau_{+}, p_{+}\right) \tag{9.23}
\end{equation*}
$$

Both $e^{(0)}$ and $e^{(1)}$ are increasing functions of pressure. We now add to it the physically plausible assumption that for any pressure value $p, e^{(1)}\left(\tau_{+}, p\right)>$ $e^{(0)}\left(\tau_{+}, p\right)$. This means that the unburnt species contains "chemical energy," which is released in the reaction process. To achieve the inequality (9.23), we must therefore have $p_{l}>p_{+}$.

Similarly, taking $p=p_{+}$in (9.22) we obtain $\tau=\tau_{l}$ such that

$$
\begin{equation*}
p_{+}\left(\tau_{l}-\tau_{+}\right)+e^{(0)}\left(\tau_{l}, p_{+}\right)-e^{(1)}\left(\tau_{+}, p_{+}\right)=0 \tag{9.24}
\end{equation*}
$$

As before $e^{(1)}\left(\tau, p_{+}\right)>e^{(0)}\left(\tau, p_{+}\right)$for any value of $\tau$. However, $e^{(0)}$ and $e^{(1)}$ are decreasing functions of $\tau$ (since they increase with increasing density), so that (9.24) yields $\tau_{l}>\tau_{+}$[otherwise the left-hand side in (9.24) is negative]. It follows that the Hugoniot curve (9.22) is as shown in Figure 9.1. In particular, it does not pass through $\left(\tau_{+}, p_{+}\right)$, and the portion between $\left(\tau_{l}, p_{+}\right)$and $\left(\tau_{+}, p_{l}\right)$ is omitted. The latter fact is due to the relation (4.89)(ii),

$$
\begin{equation*}
-M^{2}=\frac{p-p_{+}}{\tau-\tau_{+}} \tag{9.25}
\end{equation*}
$$

which is satisfied by all admissible left states $(\tau, p)$. The omitted portion corresponds to

$$
\frac{p-p_{+}}{\tau-\tau_{+}}>0
$$

In the nonreacting case, the upper and lower parts of the Hugoniot curve (see Figure 4.11) correspond to interchanged roles of right and left states, as in Remark 4.37. In the present case, by contrast, the roles played by the two


Figure 9.1. The $\mathrm{C}-\mathrm{J}$ Hugoniot curve $H^{(0)}(\tau, p)=0$ : Burnt states connected to an unburnt state $\left(\tau_{+}, p_{+}\right)$by a detonation or a deflagration front.
parts of the Hugoniot curve are very different. The lower part $\left(\tau>\tau_{l}\right)$ is called the "deflagration branch" of the curve. It represents burnt states for which both the pressure and the density are lower than those of the unburnt state. This is in contrast to the nonreacting case where, in view of entropy considerations, postshock values (of pressure and density) are higher than the preshock ones (Claim 4.35). Here too, the deflagration states are excluded on the basis of entropy considerations. In particular, it can be shown that for such states the shock is subsonic with respect to the unburnt (preshock) state, thus violating (4.78). We shall not deal any further with this branch and refer to Courant and Friedrichs [30, Chapter III, Section 88] for a detailed discussion.

The upper part ( $p>p_{l}$ ) of the Hugoniot curve is the "detonation branch." The pressure and the density of any state on this branch are higher than the respective values of the unburnt state. In this respect this branch "agrees" with the admissible (postshock) states of nonreacting flow. It therefore serves as a basic model for the physical phenomenon of detonation, where the chemical transition is fully completed over an "infinitesimally thin" layer, producing higher values of pressure and density in the burnt substance (while preserving mass, momentum and energy). Moreover, under plausible physical hypotheses on the equation of state it can be shown that the detonation branch is convex (compare Summary 4.36). It follows that a straight line [in the ( $\tau, p$ ) plane] emanating from the unburnt state $\left(\tau_{+}, p_{+}\right)$meets the detonation branch at exactly two points (or none at all), such as A and B in Figure 9.1. There is one
exception: The line can be tangent, touching the curve at the point marked as CJ in Figure 9.1. A straight line like this is called a "Rayleigh line." By (9.25) its slope is equal to $-M^{2}$. Recall that [see (4.88) with $A=1$ ] $M$ is the speed of the shock in the Lagrangian frame. If $\sigma_{3}$ is the speed in the Eulerian frame and $u_{+}$is the velocity (of the unburnt state), then the mass flux across the shock is $M=\rho_{+}\left(\sigma_{3}-u_{+}\right)>0$. Thus, the slope of the Rayleigh line in the $(\tau, p)$ plane determines the shock speed $\sigma_{3}$ [the state $\left(\tau_{+}, p_{+}, u_{+}\right)$is held fixed]. In particular we have the following conclusion, which will be needed in the next section.

Corollary 9.2 The shock speeds corresponding to the two detonation states on the same Rayleigh line (such as A and B in Figure 9.1) are identical. The shock speed at the tangency point CJ is minimal.

Denoting by $\left(\tau_{\mathrm{A}}, p_{\mathrm{A}}\right)$ and $\left(\tau_{\mathrm{B}}, p_{\mathrm{B}}\right)$ the states A and B , respectively, and substituting both of them in (9.22) we get, by subtraction,

$$
\frac{p_{\mathrm{A}}+p_{+}}{2}\left(\tau_{\mathrm{A}}-\tau_{+}\right)+e^{(0)}\left(\tau_{\mathrm{A}}, p_{\mathrm{A}}\right)-\left[\frac{p_{\mathrm{B}}+p_{+}}{2}\left(\tau_{\mathrm{B}}-\tau_{+}\right)+e^{(0)}\left(\tau_{\mathrm{B}}, p_{\mathrm{B}}\right)\right]=0
$$

Using (9.25) (with the same $M$ ) in this equation we readily obtain

$$
\begin{equation*}
\frac{p_{\mathrm{A}}+p_{\mathrm{B}}}{2}\left(\tau_{\mathrm{A}}-\tau_{\mathrm{B}}\right)+e^{(0)}\left(\tau_{\mathrm{A}}, p_{\mathrm{A}}\right)-e^{(0)}\left(\tau_{\mathrm{B}}, p_{\mathrm{B}}\right)=0 \tag{9.26}
\end{equation*}
$$

This equation has a very simple interpretation. Comparing it to Equation (4.92) we see that it means that the state A lies on the Hugoniot curve passing through B (in the burnt gas, where $e=e^{(0)}(\tau, p)$ is the internal energy) and vice versa. Let $u_{\mathrm{A}}, u_{\mathrm{B}}$ be the velocities at the states $\mathrm{A}, \mathrm{B}$ respectively. Since state A lies on the admissible part of the Hugoniot curve through B (see $P_{3}^{+}$in Figure 4.11 and Claim 4.35) the entropy condition (4.78) is satisfied, namely,

$$
\begin{equation*}
u_{\mathrm{A}}+c_{\mathrm{A}}>\sigma_{3} . \tag{9.27}
\end{equation*}
$$

However, the state B lies on the inadmissible (lower) part of the Hugoniot curve through A and the entropy condition (4.78) is violated,

$$
\begin{equation*}
u_{\mathrm{B}}+c_{\mathrm{B}}<\sigma_{3} . \tag{9.28}
\end{equation*}
$$

At the extreme case CJ (Figure 9.1), both points A and B coalesce at CJ, so that

$$
\begin{equation*}
u_{\mathrm{CJ}}+c_{\mathrm{CJ}}=\sigma_{3} . \tag{9.29}
\end{equation*}
$$

Detonations corresponding to points above CJ, namely, for which the pressure jump is higher than $p_{\mathrm{CJ}}-p_{+}$, are called strong detonations. Similarly, detonations corresponding to points below CJ are called weak detonations (see Figure 9.1). The detonation corresponding to the point CJ is called a $C-J$ detonation. We can summarize the above considerations as follows:

Corollary 9.3 The detonation front is
(a) subsonic with respect to the state behind it for a strong detonation;
(b) supersonic with respect to the state behind it for a weak detonation; and
(c) sonic with respect to the state behind it for a $C-J$ detonation.

In particular, weak detonations are in violation of the entropy condition (4.78) and are therefore inadmissible.

This corollary is known as "Jouguet's Rule." We refer to Courant and Friedrichs [30, Chapter III, Section 88] for a different derivation of this rule (based on Weyl's method). Thus, in addition to the full branch of deflagrations, we are also excluding the weak detonations from our admissible class of jump discontinuities. We should keep in mind, however, that these exclusions stem from the fact that we have used the simplified C-J model. Physically, the excluded waves can actually occur when other physical factors (such as heat conduction) come into play. We refer to Landau and Lifshitz [74, Chapter 14] for a further discussion of this topic. An interpretation, based on the Z-N-D solution, of these exclusions will be given in the next section.

We note the special case of a C-J detonation. The shock speed satisfies (9.29), meaning that the shock trajectory coincides with the characteristic line $\frac{d x}{d t}=u_{\mathrm{CJ}}+c_{\mathrm{CJ}}$. This is a "limiting case" for the entropy condition (4.78), where the characteristic line does not "run into" the shock front (as $t$ grows) but is instead tangent to it. If we express the (detonation) Hugoniot curve (9.22) as $p=p(\tau)$, we have at the CJ point $\frac{d p}{d \tau}=\frac{p-p_{+}}{\tau-\tau_{+}}$. However, by (9.22), we have

$$
\frac{\left(p_{\mathrm{CJ}}+p_{+}\right)}{2} d \tau+\frac{\left(\tau_{\mathrm{CJ}}-\tau_{+}\right)}{2} d p+d e^{(0)}\left(\tau_{\mathrm{CJ}}, p_{\mathrm{CJ}}\right)=0,
$$

which, in view of (9.1), yields (at the CJ state)

$$
T_{\mathrm{CJ}} d S+\frac{1}{2}\left[\left(\tau_{\mathrm{CJ}}-\tau_{+}\right) d p-\left(p_{\mathrm{CJ}}-p_{+}\right) d \tau\right]=0 ;
$$

hence $d S=0$ at the point CJ and the Hugoniot curve there is tangent to the isentropic curve $S(\tau, p)=S_{\mathrm{CJ}}$. The states on this curve, with $p<p_{\mathrm{CJ}}$, are
those connected to the CJ state by a CRW in the burnt gas (Claim 4.42). Since the (C-J) shock trajectory itself is a characteristic line, it can serve as the head characteristic of such a CRW. We have therefore obtained the following conclusions, where we assume, as before, that the $\mathrm{C}-\mathrm{J}$ detonation is a 3 -shock.

Corollary 9.4 Let $(\tau, p)$ be a state of the burnt gas, of entropy $S(\tau, p)$ equal to $S_{\mathrm{CJ}}$ and such that $p<p_{\mathrm{CJ}}$. Then it can be connected to the (unburnt) state $\left(\tau_{+}, p_{+}\right)$by a $C-J$ detonation followed by a centered rarefaction wave (associated with the same eigenvalue $\lambda=u+c$ ).

The Riemann problem in the C-J model deals with the flow evolving from initial data that consist of a constant unburnt state on the right and a constant burnt state on the left. The solution procedure is similar to the one discussed in Construction 4.46. However, in the present case the wave $\Gamma_{3}$ (which is the detonation separating the burnt and unburnt states) is either a strong detonation (when $p>p_{\mathrm{CJ}}$ ) or the combined wave discussed in Corollary 9.4. We shall not pursue this topic any further and refer to Courant and Friedrichs [30, Chapter III, Section 90] and Teng, Chorin, and Liu [110] for a detailed discussion.

### 9.3 The Z-N-D (Zeldovich-von Neumann-Döring) Solution

We now turn back to the full reacting flow system (9.5).
Fix $0 \leq z \leq 1$ and let $\left(\tau_{+}, p_{+}\right)$be a fixed state in the unburnt gas. We define

$$
\begin{equation*}
H^{(z)}(\tau, p)=\frac{\left(p+p_{+}\right)}{2}\left(\tau-\tau_{+}\right)+e(\tau, p, z)-e^{(1)}\left(\tau_{+}, p_{+}\right), \tag{9.30}
\end{equation*}
$$

where $e^{(1)}\left(\tau_{+}, p_{+}\right)=e\left(\tau_{+}, p_{+}, 1\right)$ as in (9.22). If we view the state $\left(\tau_{+}, p_{+}\right)$as a right preshock state, the Hugoniot curve

$$
\begin{equation*}
H^{(z)}(\tau, p)=0 \tag{9.31}
\end{equation*}
$$

is the locus of (left) postshock states with ratio $(1-z) / z$ of burnt to unburnt gas, which are connected to $\left(\tau_{+}, p_{+}\right)$by a 3 -shock (satisfying the RankineHugoniot jump condition). Thus the chemical composition of the fluid changes discontinuously across the shock; it is fully unburnt ahead of it but contains only a fraction $z$ of the unburnt species behind it. The curve (9.22) of the C-J model corresponds to $z=0$, whereas the one with $z=1$ is the Hugoniot curve in the unburnt species. These two, along with an intermediate one ( $0<z<1$ ) are shown in Figure 9.2. In view of the discussion in the preceding section, we show only the admissible (detonation) branches of the curves.


Figure 9.2. The $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ solution. The burnt state A (Figure 9.1) is obtained through a shock front $\left(A^{\prime}\right)$ in the unburnt gas, followed by a reaction zone $\left(A^{\prime} \rightarrow A\right)$ lying on the Rayleigh line.

The equation of the Rayleigh line through A and B (Figure 9.2) is given by (9.25). It intersects the curve $H^{(1)}=0$ at $\mathrm{A}^{\prime}$, and we denote by $\left(\tau_{z}, p_{z}\right)$ its point of intersection with $H^{(z)}=0,0 \leq z \leq 1$. The speed $\sigma_{3}=M \tau_{+}+u_{+}$is common to all shocks with postshock states $\left(\tau_{z}, p_{z}\right), 0 \leq z \leq 1$ [and preshock state $\left(\tau_{+}, p_{+}\right)$].

Given $\tau_{z}$, all other postshock values are uniquely determined, and we denote them as $u_{z}, S_{z}$, etc. The smaller the unburnt fraction $z$, the smaller the pressure jump $p_{z}-p_{+}$. The largest jump is attained at $\mathrm{A}^{\prime}$ [i.e., $\left.\left(\tau_{1}, p_{1}\right)\right]$. In this case the shock separates two fully unburnt states. For simplicity we shall henceforth refer to this shock as an " A '-shock" (Figure 9.2). Note that the entropy condition (4.78) yields (because the shocks are "strong detonations"; see Corollary 9.3)

$$
\begin{equation*}
u_{z}+c_{z}>\sigma_{3}>u_{z}, \quad 0 \leq z \leq 1 \tag{9.32}
\end{equation*}
$$

Consider the $\mathrm{A}^{\prime}$-shock starting at $x=0$ and traveling into the uniform unburnt state $\left(\tau_{+}, p_{+}\right)$. It is located at $x=\sigma_{3} t$ at time $t$ so that $z\left(\sigma_{3} t, t\right)=1$. We seek a special solution to the system (9.5), in the region behind the shock ( $x \leq \sigma_{3} t$ ),
for which all flow variables depend only on the distance $\eta=x-\sigma_{3} t$. Without the risk of confusion, we write these variables as functions of a single variable, $u=u(\eta), p=p(\eta)$, etc. A solution of this type is clearly a "traveling wave", namely, the profile of each variable moves, unmodified, at speed $\sigma_{3}$. In particular, the profile $z(\eta)$ is expected to decrease from $z(0)=1$ to 0 as $\eta$ decreases to $-\infty$.

To construct the solution, we start with Equation (9.2). We take for $u, e, \rho$ their values on the Rayleigh line $u_{z}, e_{z}, \rho_{z}$, which means that for a given $z=z(\eta)$ the state $(\rho(\eta), p(\eta), u(\eta))$ is the one corresponding to $z$ on the Rayleigh line. Equation (9.2) then reduces to

$$
\begin{equation*}
z^{\prime}(\eta)\left(-\sigma_{3}+u_{z(\eta)}\right)=-k\left(e_{z(\eta)}, \rho_{z(\eta)}, z(\eta)\right) \tag{9.33}
\end{equation*}
$$

Conservation of mass [Equation (4.87)(i)] implies $u_{z}-\sigma_{3}=-M \tau_{z}$; hence Equation (9.33) can be rewritten as

$$
\begin{equation*}
z^{\prime}(\eta)=M^{-1} \rho_{z(\eta)} k\left(e_{z(\eta)}, \rho_{z(\eta)}, z(\eta)\right) \tag{9.34}
\end{equation*}
$$

which is an ordinary first-order differential equation for $z(\eta),-\infty<\eta \leq 0$, subject to the initial condition $z(0)=1$. In particular, $z^{\prime}(\eta) \geq 0$ and we make the following assumption:

Equation (9.34) admits a unique solution z( $\eta$ ), $-\infty<\eta \leq 0$.
This solution is monotonic and nondecreasing, and either $z\left(\eta_{0}\right)=0$

$$
\begin{equation*}
\text { for some }-\infty<\eta_{0}<0, \text { or } \lim _{\eta \rightarrow-\infty} z(\eta)=0 \tag{9.35}
\end{equation*}
$$

Using this assumption we proceed to find a "traveling" solution to the first three equations of (9.5), which can now be written as

$$
\begin{align*}
-\sigma_{3} \tilde{\mathbf{U}}^{\prime}(\eta)+\frac{d}{d \eta} \tilde{\mathbf{F}}(\tilde{\mathbf{U}}(\eta)) & =\mathbf{0}, \quad-\infty<\eta \leq 0 \\
\tilde{\mathbf{U}}(\eta) & =\left[\begin{array}{c}
\rho(\eta) \\
\rho(\eta) u(\eta) \\
\rho(\eta)\left(e(\eta)+\frac{1}{2} u(\eta)^{2}\right)
\end{array}\right]  \tag{9.36}\\
\widetilde{\mathbf{F}}(\tilde{\mathbf{U}}(\eta)) & =\left[\begin{array}{c}
\rho(\eta) u(\eta) \\
\rho(\eta) u(\eta)^{2}+p(\eta) \\
u(\eta)\left[\rho(\eta)\left(e(\eta)+\frac{1}{2} u(\eta)^{2}\right)+p(\eta)\right]
\end{array}\right]
\end{align*}
$$

This system is supplemented by the initial condition

$$
\widetilde{\mathbf{U}}(0)=\left[\begin{array}{c}
\rho_{1} \\
\rho_{1} u_{1} \\
\rho_{1}\left(e_{1}+\frac{1}{2} u_{1}^{2}\right)
\end{array}\right] \quad \text { (the state at A'; Figure 9.2). }
$$

Integrating (9.36) we obtain the equivalent form

$$
\begin{equation*}
-\sigma_{3}[\widetilde{\mathbf{U}}(\eta)-\widetilde{\mathbf{U}}(0)]+\widetilde{\mathbf{F}}(\tilde{\mathbf{U}}(\eta))-\widetilde{\mathbf{F}}(\widetilde{\mathbf{U}}(0))=\mathbf{0} \tag{9.37}
\end{equation*}
$$

The solution to (9.37) is readily available. Indeed,

$$
\begin{equation*}
\tilde{\mathbf{U}}(\eta)=\tilde{\mathbf{U}}_{z(\eta)} \tag{9.38}
\end{equation*}
$$

namely, the state on the Rayleigh line at $z=z(\eta)$. The verification of (9.37) is straightforward: It is the Rankine-Hugoniot jump condition between the states $\left(\tau_{+}, p_{+}\right)$and $\left(\tau_{z(\eta)}, p_{z(\eta)}\right)$. The speed of this shock is $\sigma_{3}$, common to all states $\left(\tau_{z(\eta)}, p_{z(\eta)}\right)$ on the Rayleigh line.

Summary 9.5 (The Z-N-D traveling solution) Assuming (9.35), there exists a solution $\tilde{\mathbf{U}}(\eta)=\widetilde{\mathbf{U}}\left(x-\sigma_{3} t\right),-\infty<\eta \leq 0$, to the reacting-flow system (9.5). This solution has the following properties:
(i) $\tilde{\mathbf{U}}(\eta)$ lies on the Rayleigh line (Figure 9.2) for all $\eta$.
(ii) $\widetilde{\mathbf{U}}(0)$ is the state $A^{\prime}$ of the unburnt gas.
(iii) The pressure $p(\eta)$, density $\rho(\eta)$, and mass fraction $z(\eta)$ are all monotonic functions of $\eta$, decreasing as $\eta \rightarrow-\infty$.

Observe that property (iii) follows from the monotonicity of $z(\eta)$. As $z(\eta)$ decreases, the point $(\tau(\eta), p(\eta))=\left(\tau_{z(\eta)}, p_{z(\eta)}\right)$ moves down the Rayleigh line (Figure 9.2) from $\mathrm{A}^{\prime}$ to A .

Definition 9.6 The solution described in Summary 9.5 is called the " $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile." It is shown in Figure 9.3.

The $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile represents the "reaction-mechanism" built into the reacting-flow system (9.5). It starts with a leading shock in the unburnt gas, raising the pressure and density to their peak values $p_{1}, \rho_{1}\left(\mathrm{~A}^{\prime}\right.$ in Figure 9.2). There is also a corresponding rise in temperature, which initiates the chemical reaction, that is, the "ignition" of the unburnt gas. The reactive process that follows gradually transforms the unburnt species to the burnt one, thereby decreasing pressure and density. This whole process takes place on the segment


Figure 9.3. The Z-N-D profile, $p=p(\eta)$.
$\mathrm{A}^{\prime} \mathrm{A}$ of the Rayleigh line, which is therefore labeled as the "reaction zone" in Figure 9.2.

We also note that the state B of weak detonation (Figure 9.2) is not accessible by this mechanism; the gas is already completely burnt at the strong detonation state A.

Observe that if $k$ in Equation (9.34) is increased, the reaction process is accelerated and $z(\eta)$ decreases to 0 at a higher rate. In other words, the reaction zone becomes narrower and the strong detonation A (in the fully burnt gas) is attained more quickly. The $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile then comes closer to the $\mathrm{C}-\mathrm{J}$ model (compare Footnote 2).

Note that the $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile is not a solution to the Riemann problem associated with (9.5). Indeed, setting $t=0$ we see that $\mathbf{U}(\eta)$ solves the IVP for (9.5) with initial data identical to the $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile (which only reiterates the fact that this profile is a "traveling wave"). In the remaining sections we describe the GRP solution to the system (9.5). This solution does not rely, of course, on the $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile. In fact, if we resolve numerically a "reacting" Riemann problem (Section 9.4), the computed solution is found to possess the main features of that profile.

Finally, we note that there exist no theoretical results concerning the global existence and uniqueness of solutions to the IVP associated with the system (9.5). In fact, such results do not exist even in the case of the planar nonreacting system (4.47), except for certain cases (isentropic flow or initial data "close" to constant). A detailed discussion of this topic is beyond the scope of this monograph. The local existence of a solution to (9.5), with initial data having a jump at $x=0$, is shown in Ying and Wang [124]. In particular, it is shown there that
the (local) wave pattern is identical to that of the homogeneous system (9.8), thus providing a basis to our GRP solution.

A simplified model to the reacting flow system has been proposed in Majda [88]. It is an extension of Burgers' equation, adding an unknown that plays the role of the mass fraction $z$, with a suitable "reaction mechanism." A "traveling wave" solution corresponding to the $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile was given in Majda [88], and a proof of the existence and uniqueness of a solution to the general IVP was obtained in Levy [82] and Ying and Teng [123]. The paper by Levy [82] also provides a proof of the convergence to the $\mathrm{C}-\mathrm{J}$ model (in this simple case) and a numerical GRP algorithm.

### 9.4 The Linear GRP for the Reacting-Flow System

The linear GRP for the system (9.5) is stated as in the nonreacting case (Definition 5.3). The initial data $\mathbf{U}(x, 0)$ are piecewise linear with a possible jump at $x=0$,

$$
\mathbf{U}(x, 0)= \begin{cases}\mathbf{U}_{\mathrm{L}}+x \mathbf{U}_{\mathrm{L}}^{\prime}, & x<0  \tag{9.39}\\ \mathbf{U}_{\mathrm{R}}+x \mathbf{U}_{\mathrm{R}}^{\prime}, & x>0\end{cases}
$$

where $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}, \mathbf{U}_{\mathrm{L}}^{\prime}, \mathbf{U}_{\mathrm{R}}^{\prime}$ are constant (four-component) vectors. The situation is somewhat analogous to that of the system (7.17), where the added variable $v$ is "passively" advected along particle paths. There is, nevertheless, a substantial difference between Equations (7.19) and (9.2). The unknown $v$ can be effectively decoupled from the other equations, as in (7.22), (7.23). However, $z$ varies along a particle path, thus affecting the other flow variables (via the equation of state). This strong coupling within the system (9.5) is evident in Equation (9.19) [whereas in the case of (7.17) the adiabatic relation (4.68) remains unchanged].

## The Associated Riemann Problem

The "associated RP" to (9.5), (9.39) (see Definition 5.2) is the Riemann problem for the reduced system (9.8), subject to the initial data

$$
\mathbf{U}^{\mathrm{red}}(x, 0)= \begin{cases}\mathbf{U}_{\mathrm{L}}, & x<0  \tag{9.40}\\ \mathbf{U}_{\mathrm{R}}, & x>0\end{cases}
$$

Since the system and the initial data are homogeneous, the solution $\mathbf{U}^{\text {red }}(x, t)$ is "self-similar," depending only on $\frac{x}{t}$. Employing the same notation as in the
nonreacting case [see the paragraph following Equation (5.2)], we write

$$
\begin{equation*}
\mathbf{U}^{\mathrm{red}}(x, t)=\mathbf{R}^{\mathrm{A}}\left(\frac{x}{t} ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right) . \tag{9.41}
\end{equation*}
$$

The system (9.8) is analogous to (7.17). The first three equations (conservation laws) are identical to the planar system (4.47), and the resulting wave structure is determined in the same way [see Figures 4.16 and 5.1(b)]. In particular, since $z^{\text {red }}$ is invariant along particle paths,

$$
z^{\mathrm{red}}(x, t)= \begin{cases}z_{\mathrm{L}}, & x<u^{*} t  \tag{9.42}\\ z_{\mathrm{R}}, & x>u^{*} t\end{cases}
$$

where $u^{*}$ is the speed of the contact discontinuity. To obtain the solution $\mathbf{R}^{\mathrm{A}}\left(\frac{x}{t} ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right)$ we follow Construction 4.46. The main idea is that the interaction curves $I_{3}^{\mathrm{r}}, I_{1}^{1}$ [in the $(u, p)$ plane] intersect at the point $\left(u^{*}, p^{*}\right)$ (see Figure 4.18). These curves consist (each) of a "shock branch" and a "CRW branch," as in Summary 4.45. Note, however, that in the present case these curves depend on two different equations of state, namely, $p=p\left(e, \rho, z_{\mathrm{L}}\right)$ $\left[\right.$ resp. $\left.p=p\left(e, \rho, z_{\mathrm{R}}\right)\right]$ to the left (resp. right) of the contact discontinuity. The speeds of sound, needed in the isentropic branch of the interaction curves [the lower parts in Equations (4.101) and (4.102)] are evaluated as in (9.4), with $S_{\mathrm{L}}$, $z_{\mathrm{L}}\left(\right.$ resp. $\left.S_{\mathrm{R}}, z_{\mathrm{R}}\right)$ for $I_{1}^{1}$ (resp. $I_{3}^{\mathrm{r}}$ ). Also, the Hugoniot curves in the $(\tau, p)$ plane [hence the upper parts in (4.101) and (4.102)] depend on the values of $z .^{3}$

Remark 9.7 ( $\gamma$-law equation of state) A commonly used simple equation of state, which serves in virtually all numerical test cases of combustion, is that of a perfect ( $\gamma$-law) gas. [See (4.104)-(4.106) for the nonreacting case.) In the present case, the additional dependence on $z$ is introduced as follows:

$$
\begin{equation*}
p=(\gamma-1) \rho\left(e-q_{0} z\right), \quad \gamma>1, \quad q_{0}>0, \tag{9.43}
\end{equation*}
$$

where $\gamma$ is independent of $z$. The constant $q_{0}>0$ is the specific chemical energy contained in the unburnt gas and released in the combustion process. For any fixed $z$, the constant $q_{0} z$ is therefore just a "translation" of the "zero level" of the internal energy. As such, it has no effect on the other thermodynamical formulas. In particular, the entropy $S$ is a monotonic function of $p \tau^{-\gamma}$ [see

[^38](4.105)], which is therefore identical for two isentropic states with the same $z$. The speed of sound is given by (4.107), regardless of the value of $z$. The whole array of the Hugoniot equations in Summary 4.49 remains intact, since Equation (4.92) is independent of $z$. We conclude that the "Riemann solver" of Appendix C carries over to the present case.

Remark 9.8 A different procedure for the solution of the Riemann problem in the $\gamma$-law case is given in Chorin [26]. Even though $z$ is assumed to satisfy Equation (9.2) (see Chorin [26, Equation 13f]), the solution to the Riemann problem is performed using a "C-J model" allowing jumps of $z$ both on the contact discontinuity and on the shock front. This is not consistent with the quasi-conservation form (9.7), which permits jump discontinuities of $z$ only across a contact discontinuity. The continuity of $z$ across the shock front [in the case of the system (9.5)] is used in a substantial way in the following treatment of the linear GRP.

## Structure of the Solution to the Linear GRP-The Main Theorem

Given the initial data (9.39), let $\mathbf{U}(x, t)$ be the solution to (9.5). The linear GRP consists in finding the limiting values

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} \mathbf{U}\right)_{0}=\lim _{t \rightarrow 0+} \frac{\partial}{\partial t} \mathbf{U}(0, t) \tag{9.44}
\end{equation*}
$$

as in Definition 5.3.
This problem is solved by a sequence of steps almost identical to those employed in the nonreacting case (Section 5.1). These steps can be summarized as follows:
(I) Using the associated RP [(9.8), (9.40)], determine the local wave configuration.
(II) Define the Lagrangian coordinate $\xi=\int_{0}^{x} \rho(s, 0) d s$ as in (4.79) [with $A(s) \equiv 1]$. The system (9.5) is then transformed to [compare (4.83)]

$$
\begin{gather*}
\frac{\partial}{\partial t} \mathbf{V}+\frac{\partial}{\partial \xi} \boldsymbol{\Phi}(\mathbf{V})=\tilde{\mathbf{K}}(\mathbf{V}) \\
\mathbf{V}(\xi, t)=\left[\begin{array}{c}
\tau \\
u \\
e+\frac{1}{2} u^{2} \\
z
\end{array}\right], \quad \boldsymbol{\Phi}(\mathbf{V})=\left[\begin{array}{c}
-u \\
p \\
p u \\
0
\end{array}\right], \quad \widetilde{\mathbf{K}}(\mathbf{V})=\left[\begin{array}{c}
0 \\
0 \\
0 \\
-k
\end{array}\right] . \tag{9.45}
\end{gather*}
$$

The line $\xi=0$ is the contact discontinuity, and the initial slopes are obtained from (5.7) and (5.8).
(III) Evaluate [see (5.10)]

$$
\begin{equation*}
\left(\frac{\partial u}{\partial t}\right)^{*}=\lim _{t \rightarrow 0+} \frac{\partial}{\partial t} u(\xi=0, t), \quad\left(\frac{\partial p}{\partial t}\right)^{*}=\lim _{t \rightarrow 0+} \frac{\partial}{\partial t} p(\xi=0, t) \tag{9.46}
\end{equation*}
$$

which are the limiting values of the directional derivatives along the contact discontinuity (across which $u, p$ are continuous).
(IV) The line $x=0$ is expressed in the ( $\xi, t)$ framework [see (5.71)] and the solution (9.44) is obtained by the chain rule (Propositions 5.26 and 5.27).

We now proceed to describe these steps in more detail, underlining the modifications resulting from the additional chemical equation. The wave structure (determined by the associated RP) is assumed to be that of Figure 5.1. We refer consistently to the notation introduced in Section 5.1, especially Table 5.5 (see Figure 5.2). Our presentation here follows Ben-Artzi [3].

The central point is that the derivatives (9.46) can be obtained by solving a pair of linear equations (compare Theorem 5.7). We state this theorem in full generality, along with its proof. Subsequently, we remark on the special cases of the "acoustic approximation" (Corollary 9.10) and the $\gamma$-law gas (Summary 9.14). The reader may wish to skip the proof and proceed directly to Corollary 9.10 and its simple proof.

Theorem 9.9 The derivatives $\left(\frac{\partial u}{\partial t}\right)^{*},\left(\frac{\partial p}{\partial t}\right)^{*}$ are determined by a pair of linear equations

$$
\begin{align*}
& a_{\mathrm{L}}\left(\frac{\partial u}{\partial t}\right)^{*}+b_{\mathrm{L}}\left(\frac{\partial p}{\partial t}\right)^{*}=d_{\mathrm{L}}  \tag{9.47}\\
& a_{\mathrm{R}}\left(\frac{\partial u}{\partial t}\right)^{*}+b_{\mathrm{R}}\left(\frac{\partial p}{\partial t}\right)^{*}=d_{\mathrm{R}} . \tag{9.47}
\end{align*}
$$

The coefficients $a_{\mathrm{L}}, b_{\mathrm{L}}, d_{\mathrm{L}}$ (resp. $a_{\mathrm{R}}, b_{\mathrm{R}}, d_{\mathrm{R}}$ ) depend on $\mathbf{V}_{\mathrm{L}}^{*}, \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{L}}^{\prime}$ (resp. $\mathbf{V}_{\mathrm{R}}^{*}, \mathbf{V}_{\mathrm{R}}, \mathbf{V}_{\mathrm{R}}^{\prime}$ ). They also depend on the equation of state (see Footnote 5, in Theorem 5.7).

Proof We start with $a_{\mathrm{R}}, b_{\mathrm{R}}, d_{\mathrm{R}}$, employing the notational conventions introduced prior to the statement of Claim 5.18. The shock trajectory $\Gamma_{3}$ is parametrized as $\xi(\theta), t(\theta)$, and limiting values ahead and behind the shock front are denoted by $Q_{+}(\theta), Q(\theta)$ respectively. The unburnt mass fraction $z$ is continuous,
$z(\theta)=z_{+}(\theta)$. The shock relation (4.102) yields (see Footnote 3)

$$
\begin{equation*}
u(\theta)=u_{+}(\theta)+\Phi\left(p(\theta) ; \rho_{+}(\theta), p_{+}(\theta), z(\theta)\right) \tag{9.48}
\end{equation*}
$$

where the function $\Phi=\Phi\left(p ; \rho_{\mathrm{I}}, p_{\mathrm{I}}, z_{\mathrm{I}}\right)$ is a function of four variables. Equation (9.48) is now differentiated with respect to $\theta$, using the chain rule (5.52). The ensuing equation is identical to (5.53), apart from the term

$$
\begin{equation*}
\Phi_{z_{\mathrm{I}}}\left(p(\theta) ; \rho_{+}(\theta), p_{+}(\theta), z(\theta)\right) \cdot\left[\frac{\partial z_{+}}{\partial t}+\sigma(\theta) \frac{\partial z_{+}}{\partial \xi}\right] \tag{9.49}
\end{equation*}
$$

which is added to the right-hand side $\left[\sigma(\theta)=\frac{p(\theta)-p_{+}(\theta)}{u(\theta)-u_{+}(\theta)}\right.$ is the shock speed]. We get Equation $(9.47)_{\mathrm{R}}$ by letting $\theta$ tend to 0 , as in (5.58). To obtain only $t$ derivatives behind the shock and $\xi$ derivatives ahead of it, the substitutions (5.54)-(5.57) are invoked. Some minor modifications are needed, as follows:
(i) We set $A(0)=1$ and $\lambda=0$ in these formulas.
(ii) In view of (9.19) we have, ahead of the shock,

$$
\begin{equation*}
\left(\frac{\partial p}{\partial t}\right)_{\mathrm{R}}=c_{\mathrm{R}}^{2}\left(\frac{\partial \rho}{\partial t}\right)_{\mathrm{R}}-\Lambda\left(e_{\mathrm{R}}, \rho_{\mathrm{R}}, z_{\mathrm{R}}\right)=-g_{\mathrm{R}}^{2}\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{R}}-\Lambda\left(e_{\mathrm{R}}, \rho_{\mathrm{R}}, z_{\mathrm{R}}\right) \tag{9.50}
\end{equation*}
$$

(iii) By the same equation, behind the shock,

$$
\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{R}}^{*}=-\left(g_{\mathrm{R}}^{*}\right)^{-2}\left[\left(\frac{\partial p}{\partial t}\right)^{*}+\Lambda\left(e_{\mathrm{R}}^{*}, \rho_{\mathrm{R}}^{*}, z_{\mathrm{R}}\right)\right]
$$

(iv) The initial derivatives ( $u_{\mathrm{R}}^{\prime}$ etc.) in (5.58) are Lagrangian. We use in Equation (9.51) the Eulerian initial derivatives of (9.39).

The limiting equation takes the form

$$
\begin{align*}
{[1} & \left.+\sigma(0) \Phi_{p}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}, z_{\mathrm{R}}\right)\right]\left(\frac{\partial u}{\partial t}\right)^{*}+\left[-\sigma(0)\left(g_{\mathrm{R}}^{*}\right)^{-2}\right. \\
& \left.-\Phi_{p}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}, z_{\mathrm{R}}\right)\right]\left(\frac{\partial p}{\partial t}\right)^{*}=\left[\sigma(0)-\rho_{\mathrm{R}}^{2} \Phi_{\rho_{\mathrm{I}}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}, z_{\mathrm{R}}\right)\right. \\
& \left.-g_{\mathrm{R}}^{2} \Phi_{p_{\mathrm{I}}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}, z_{\mathrm{R}}\right)\right] \rho_{\mathrm{R}}^{-1} u_{\mathrm{R}}^{\prime}+\left[-1+\sigma(0) \Phi_{p_{\mathrm{I}}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}, z_{\mathrm{R}}\right)\right] \rho_{\mathrm{R}}^{-1} p_{\mathrm{R}}^{\prime} \\
& +\sigma(0) \Phi_{\rho_{\mathrm{I}}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}, z_{\mathrm{R}}\right) \rho_{\mathrm{R}}^{-1} \rho_{\mathrm{R}}^{\prime}-\Lambda\left(e_{\mathrm{R}}, \rho_{\mathrm{R}}, z_{\mathrm{R}}\right) \Phi_{p_{\mathrm{I}}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}, z_{\mathrm{R}}\right) \\
& +\Phi_{z_{\mathrm{I}}}\left(p^{*} ; \rho_{\mathrm{R}}, p_{\mathrm{R}}, z_{\mathrm{R}}\right)\left[-k\left(e_{\mathrm{R}}, \rho_{\mathrm{R}}, z_{\mathrm{R}}\right)+\sigma(0) \rho_{\mathrm{R}}^{-1} z_{\mathrm{R}}^{\prime}\right] \\
& +\sigma(0)\left(g_{\mathrm{R}}^{*}\right)^{-2} \Lambda\left(e_{\mathrm{R}}^{*}, \rho_{\mathrm{R}}^{*}, z_{\mathrm{R}}\right) \quad\left(\sigma(0)=\frac{p^{*}-p_{\mathrm{R}}}{u^{*}-u_{\mathrm{R}}}\right) . \tag{9.51}
\end{align*}
$$

Turning to the wave $\Gamma_{1}$, which is assumed to be a CRW, we adopt the notation used in Figure 5.4. The eigenvalues of the system (9.45), associated with the $\Gamma_{1}, \Gamma_{3}$ characteristic families, are $\pm g= \pm \rho c$ [see (4.85)]; hence the characteristic coordinates can be introduced as in (5.19)-(5.22) [with $A(0)=1$ ]. The key ingredient in the treatment of the CRW resides in the fact that the directional derivative $a(\beta)=\frac{\partial u}{\partial \alpha}(0, \beta)$ is obtained by an explicit integration (see Proposition 9.12). The left-side initial data $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{L}}^{\prime}$ determine $a(1)$. This process amounts to a "propagation" (or "transport") of the directional derivative $\frac{\partial u}{\partial \alpha}$ from the head to the tail characteristic of the CRW. Assuming $a\left(\beta^{*}\right)$ is known, we repeat Equation (5.49) to get

$$
\begin{equation*}
\frac{\partial p}{\partial \alpha}\left(0, \beta^{*}\right)=-g_{\mathrm{L}}^{-1}\left(\beta^{*}\right)^{-1 / 2}\left(\frac{\partial p}{\partial t}\right)^{*}-\left(\beta^{*}\right)^{1 / 2}\left(\frac{\partial u}{\partial t}\right)^{*} . \tag{9.52}
\end{equation*}
$$

Now, the characteristic relation (9.20) (along $\frac{d x}{d t}=u-c$ ) yields

$$
\begin{align*}
\frac{\partial p}{\partial \alpha}\left(0, \beta^{*}\right) & =g_{\mathrm{L}} \beta^{*} \frac{\partial u}{\partial \alpha}\left(0, \beta^{*}\right)-\Lambda\left(e_{\mathrm{L}}^{*}, \rho_{\mathrm{L}}^{*}, z_{\mathrm{L}}\right) \frac{\partial t}{\partial \alpha}\left(0, \beta^{*}\right) \\
& =g_{\mathrm{L}} \beta^{*} a\left(\beta^{*}\right)+g_{\mathrm{L}}^{-1}\left(\beta^{*}\right)^{-1 / 2} \Lambda\left(e_{\mathrm{L}}^{*}, \rho_{\mathrm{L}}^{*}, z_{\mathrm{L}}\right) . \tag{9.53}
\end{align*}
$$

Incorporating (9.53) into (9.52) and noting $\beta^{*}=g_{\mathrm{L}}^{-1} g_{\mathrm{L}}^{*}$ we get

$$
\begin{equation*}
\left(\frac{\partial u}{\partial t}\right)^{*}+\left(g_{\mathrm{L}}^{*}\right)^{-1}\left(\frac{\partial p}{\partial t}\right)^{*}=-\left(g_{\mathrm{L}} g_{\mathrm{L}}^{*}\right)^{1 / 2} a\left(\beta^{*}\right)-\left(g_{\mathrm{L}}^{*}\right)^{-1} \Lambda\left(e_{\mathrm{L}}^{*}, \rho_{\mathrm{L}}^{*}, z_{\mathrm{L}}\right) \tag{9.54}
\end{equation*}
$$

which establishes Equation $(9.47)_{\mathrm{L}}$.

## The Acoustic Approximation

The acoustic approximation was discussed in Section 5.1 (Proposition 5.9 and Remark 5.21). In this case the initial data at the singularity, $\mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}$ are assumed to be "close." The CRW then shrinks to a single characteristic curve, which entails a substantial simplification of the coefficients as follows.

Corollary 9.10 In the acoustic approximation the coefficients in Equations (9.47) ${ }_{\mathrm{L}, \mathrm{R}}$ are given by

$$
a_{\mathrm{L}}=1, b_{\mathrm{L}}=\left(g_{\mathrm{L}}^{*}\right)^{-1}, \quad d_{\mathrm{L}}=-\left(g_{\mathrm{L}}^{*}\right)^{-1}\left\{c_{\mathrm{L}}\left(g_{\mathrm{L}} u_{\mathrm{L}}^{\prime}+p_{\mathrm{L}}^{\prime}\right)+\Lambda\left(e_{\mathrm{L}}, \rho_{\mathrm{L}}, z_{\mathrm{L}}\right)\right\}
$$

$a_{\mathrm{R}}=-1, b_{\mathrm{R}}=\left(g_{\mathrm{R}}^{*}\right)^{-1}, \quad d_{\mathrm{R}}=-\left(g_{\mathrm{R}}^{*}\right)^{-1}\left\{c_{\mathrm{R}}\left(g_{\mathrm{R}} u_{\mathrm{R}}^{\prime}-p_{\mathrm{R}}^{\prime}\right)+\Lambda\left(e_{\mathrm{R}}, \rho_{\mathrm{R}}, z_{\mathrm{R}}\right)\right\}$,
where $u_{\mathrm{L}}^{\prime}, p_{\mathrm{L}}^{\prime}, u_{\mathrm{R}}^{\prime}, p_{\mathrm{R}}^{\prime}$ are the Eulerian initial slopes as in (9.39). In particular, the coefficients depend only on the left-side initial data and the associated Riemann solution.

Proof We use the method of proof of Proposition 5.9. This means that in (9.52) we take $\beta^{*}=1$ and equate the directional derivatives of $p$ as evaluated on either side:

$$
\begin{equation*}
\left(\frac{\partial p}{\partial t}\right)^{*}-g_{\mathrm{L}}^{*}\left(\frac{\partial p}{\partial \xi}\right)^{*}=\left(\frac{\partial p}{\partial t}\right)_{\mathrm{L}}-g_{\mathrm{L}}\left(\frac{\partial p}{\partial \xi}\right)_{\mathrm{L}} \tag{9.56}
\end{equation*}
$$

Using $\left(\frac{\partial p}{\partial \xi}\right)^{*}=-\left(\frac{\partial u}{\partial t}\right)^{*}$ and Equation (9.50) (with "L" instead of "R") in (9.56) we obtain (9.55) [note that $\left(\frac{\partial p}{\partial \xi}\right)_{\mathrm{L}}=\rho_{\mathrm{L}}^{-1} p_{\mathrm{L}}^{\prime}$ etc.], for $a_{\mathrm{L}}, b_{\mathrm{L}}, d_{\mathrm{L}}$. The expressions for $a_{\mathrm{R}}, b_{\mathrm{R}}, d_{\mathrm{R}}$ follow by "reflection," $\xi \rightarrow-\xi, t \rightarrow t, u \rightarrow-u, p \rightarrow p$.

## Resolution of the Centered Rarefaction Wave

We resume the study of the CRW, assuming the configuration and notation of Figure 5.4. In particular, the characteristic coordinates $(\alpha, \beta)$ play an essential role in this analysis. Our main goal is to obtain an ordinary differential equation for $a(\beta)=\frac{\partial u}{\partial \alpha}(0, \beta), \beta^{*} \leq \beta \leq 1$, and the method is close to that employed in the proof of Proposition 5.12. The reader may skip it on first reading.

Recall [Equation (9.42)] that in the solution to the associated Riemann problem $z^{\text {red }}=z_{\mathrm{L}}$ throughout the CRW; hence also $S^{\text {red }}=S_{\mathrm{L}}$ ( $S=$ entropy), as there is no change in chemical composition. Since the limiting values [at $(0, \beta)$ ] of the GRP solution are identical to those of the associated RP, we have

$$
\begin{equation*}
z(0, \beta)=z_{\mathrm{L}}, \quad S(0, \beta)=S_{\mathrm{L}}, \quad \beta^{*} \leq \beta \leq 1 \tag{9.57}
\end{equation*}
$$

The coordinates $\xi=\xi(\alpha, \beta), t=t(\alpha, \beta)$ are given by (5.22), with $A(0)=1$. In an attempt to imitate the proof of Proposition 5.12, we face the difficulty that $z$ and hence also $S$ are not constant along particle paths, thus invalidating the crucial equation (5.29) in the present case. Instead, we now use the three variables $p$, $S, z$ to write

$$
\begin{equation*}
g=\rho c=G(p, S, z) \tag{9.58}
\end{equation*}
$$

where $c$ is given in (9.4). Our first step is to obtain expressions for

$$
S_{\alpha}(0, \beta)=\frac{\partial S}{\partial \alpha}(0, \beta) \quad \text { and } \quad z_{\alpha}(0, \beta)=\frac{\partial z}{\partial \alpha}(0, \beta)
$$

in terms of the thermodynamical functions $f$ [see (9.12)] and $k$ [see (9.2)], which are expressed here as $f(p, S, z), k(p, S, z)$.

Proposition 9.11 The functions $S_{\alpha}(0, \beta), z_{\alpha}(0, \beta)$ satisfy

$$
\begin{align*}
\frac{d}{d \beta}\left(\beta^{-1 / 2} S_{\alpha}(0, \beta)\right) & =-g_{\mathrm{L}}^{-1} \beta^{-2} f\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right)  \tag{9.59}\\
\frac{d}{d \beta}\left(\beta^{-1 / 2} z_{\alpha}(0, \beta)\right) & =-g_{\mathrm{L}}^{-1} \beta^{-2} k\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right) \tag{9.60}
\end{align*}
$$

supplemented by the initial conditions

$$
\begin{align*}
& S_{\alpha}(0,1)=\rho_{\mathrm{L}}^{-1} S_{\mathrm{L}}^{\prime}+g_{\mathrm{L}}^{-1} f\left(p_{\mathrm{L}}, S_{\mathrm{L}}, z_{\mathrm{L}}\right) \\
& z_{\alpha}(0,1)=\rho_{\mathrm{L}}^{-1} z_{\mathrm{L}}^{\prime}+g_{\mathrm{L}}^{-1} k\left(p_{\mathrm{L}}, S_{\mathrm{L}}, z_{\mathrm{L}}\right) \tag{9.61}
\end{align*}
$$

where $S_{\mathrm{L}}^{\prime}, z_{\mathrm{L}}^{\prime}$ are the initial Eulerian slopes (9.39).

Proof We prove for $S$; the proof for $z$ is identical. Following the convention in Section 5.1, we use both the notation $Q(\xi, t)$ and $Q(\alpha, \beta)$ to represent any flow variable $Q$ throughout the CRW. Equation (9.12) is then written as

$$
\frac{\partial}{\partial \xi} S(\xi, t) \frac{\partial \xi}{\partial \alpha}(\alpha, \beta)-f(p(\alpha, \beta), S(\alpha, \beta), z(\alpha, \beta)) \frac{\partial t}{\partial \alpha}(\alpha, \beta)=\frac{\partial}{\partial \alpha} S(\alpha, \beta)
$$

and letting $\alpha \rightarrow 0$ we get, by (5.22),

$$
\begin{equation*}
\frac{\partial S}{\partial \xi}(0, \beta) \beta^{1 / 2}+f\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right) g_{\mathrm{L}}^{-1} \beta^{-1 / 2}=S_{\alpha}(0, \beta) \tag{9.62}
\end{equation*}
$$

Note that, even though $\xi(0, \beta) \equiv 0$, the limiting value of $\frac{\partial S}{\partial \xi}(\alpha, \beta)$, as $\alpha \rightarrow 0$, depends on $\beta$. To evaluate it we use (9.12) once more to get, by differentiation,

$$
\begin{aligned}
\frac{\partial^{2} S}{\partial t \partial \xi}(\xi, t) & =-\frac{\partial}{\partial \xi} f(p, S, z)=-f_{p} \frac{\partial p}{\partial \xi}-f_{\mathrm{S}} \frac{\partial S}{\partial \xi}-f_{z} \frac{\partial z}{\partial \xi} \\
& =f_{p} \frac{\partial u}{\partial t}-f_{\mathrm{S}} \frac{\partial S}{\partial \xi}-f_{z} \frac{\partial z}{\partial \xi}
\end{aligned}
$$

Expressing $t=t(\xi, \beta)$ and multiplying the last equation by $\frac{\partial t}{\partial \beta}$ we get

$$
\begin{equation*}
\frac{\partial}{\partial \beta} \frac{\partial S}{\partial \xi}(\xi, \beta)=f_{p} \frac{\partial u}{\partial t} \frac{\partial t}{\partial \beta}-\left[f_{\mathrm{S}} \frac{\partial S}{\partial \xi}+f_{z} \frac{\partial z}{\partial \xi}\right] \cdot \frac{\partial t}{\partial \beta} \tag{9.63}
\end{equation*}
$$

[equality as functions of $(\xi, \beta)$ ]. Fixing $\beta$, we now let $\xi \rightarrow 0$ (i.e., along a fixed $C_{-}$characteristic), getting

$$
\begin{equation*}
\frac{\partial}{\partial \beta} \frac{\partial S}{\partial \xi}(0, \beta)=f_{p}\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right) \frac{\partial u}{\partial \beta}(0, \beta) \tag{9.64}
\end{equation*}
$$

The other terms in the right-hand side of (9.63) vanish (as $\xi \rightarrow 0$ ) since $\frac{\partial S}{\partial \xi}, \frac{\partial z}{\partial \xi}$ remain bounded in view of $(9.62)$ and the similar equation satisfied by $z$.

Differentiating (9.62) with respect to $\beta$ and using (9.64) we have

$$
\begin{align*}
\frac{d}{d \beta}\left(\beta^{-1 / 2} S_{\alpha}(0, \beta)\right)= & f_{p}\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right) \frac{\partial u}{\partial \beta}(0, \beta) \\
& +g_{\mathrm{L}}^{-1} \frac{d}{d \beta}\left[\beta^{-1} f\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right)\right] \\
= & f_{p}\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right)\left[\frac{\partial u}{\partial \beta}(0, \beta)+g(0, \beta)^{-1} \frac{\partial p}{\partial \beta}(0, \beta)\right] \\
& -g_{\mathrm{L}}^{-1} \beta^{-2} f\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right) \tag{9.65}
\end{align*}
$$

where $g(0, \beta)=g_{\mathrm{L}} \beta$ (by the definition of $\beta$ ). The characteristic relation (9.20), applied at $(0, \beta)$, yields $\frac{\partial u}{\partial \beta}(0, \beta)+g(0, \beta)^{-1} \frac{\partial p}{\partial \beta}(0, \beta)=0$, so that (9.59) follows from (9.65).

The initial condition (9.61) is obtained by taking $\beta=1$ in (9.62) and noting that the flow is smooth in the sector between the head characteristic $\beta=1$ and the negative $\xi$ axis, so that $\frac{\partial S}{\partial \xi}(0,1)=\lim _{\xi \rightarrow 0-} \frac{\partial S}{\partial \xi}(\xi, 0)=\rho_{\mathrm{L}}^{-1} S_{\mathrm{L}}^{\prime}$.

With $S_{\alpha}(0, \beta), z_{\alpha}(0, \beta)$ at our disposal, we can study the transport of $a(\beta)=$ $\frac{\partial u}{\partial \alpha}(0, \beta)$ as in Proposition 5.12.

Proposition 9.12 Consider the CRW as in Figure 5.4. Then $a(\beta)=\frac{\partial u}{\partial \alpha}(0, \beta)$, $\beta^{*} \leq \beta \leq 1$, satisfies

$$
\begin{align*}
a^{\prime}(\beta)= & -\frac{1}{2} g_{\mathrm{L}}^{-2} \beta^{-1 / 2} \frac{d}{d \beta}\left[\beta^{-1} \Lambda(0, \beta)\right] \\
& -\frac{1}{2} g_{\mathrm{L}}^{-1} \beta^{-1}\left[G_{\mathrm{S}} \cdot S_{\alpha}(0, \beta)+G_{z} \cdot z_{\alpha}(0, \beta)\right] \frac{d}{d \beta} u(0, \beta) \tag{9.66}
\end{align*}
$$

where the function $G$ is introduced in (9.58), and the derivatives $G_{\mathrm{S}}=\frac{\partial G}{\partial S}$, $G_{z}=\frac{\partial G}{\partial z}$ are evaluated at $\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right)$, and $\Lambda(\alpha, \beta)=\Lambda(e(\alpha, \beta), \rho(\alpha, \beta)$, $z(\alpha, \beta))$ [see (9.17)].

Equation (9.66) is supplemented by the initial condition

$$
\begin{equation*}
a(1)=\rho_{\mathrm{L}}^{-1}\left(u_{\mathrm{L}}^{\prime}+g_{\mathrm{L}}^{-1} p_{\mathrm{L}}^{\prime}\right) \tag{9.67}
\end{equation*}
$$

where $u_{\mathrm{L}}^{\prime}, p_{\mathrm{L}}^{\prime}$ are the Eulerian initial slopes [as in (9.39)].

Proof The characteristic relations (9.20) can be written as

$$
\begin{align*}
& g \frac{\partial u}{\partial \alpha}-\frac{\partial p}{\partial \alpha}=\Lambda \frac{\partial t}{\partial \alpha} \\
& g \frac{\partial u}{\partial \beta}+\frac{\partial p}{\partial \beta}=-\Lambda \frac{\partial t}{\partial \beta} \tag{9.68}
\end{align*}
$$

Differentiating the first equation with respect to $\beta$ and the second with respect to $\alpha$, we can eliminate the unknown $p$ by addition. Recall that $g(0, \beta)=g_{\mathrm{L}} \beta$, so that we have (at $\alpha=0$ )

$$
\begin{equation*}
2 g_{\mathrm{L}} \beta a^{\prime}(\beta)+g_{\mathrm{L}} a(\beta)+\frac{\partial g}{\partial \alpha}(0, \beta) \frac{d}{d \beta} u(0, \beta)=-g_{\mathrm{L}}^{-1} \beta^{-1 / 2} \frac{d}{d \beta} \Lambda(0, \beta) \tag{9.69}
\end{equation*}
$$

where we have used the expression (5.22) for $t(\alpha, \beta)$.
To evaluate $\frac{\partial g}{\partial \alpha}(0, \beta)$ we use $(9.58)$ and the characteristic relation (9.68) to get

$$
\begin{aligned}
\frac{\partial g}{\partial \alpha}(0, \beta) & =G_{p} \cdot \frac{\partial p}{\partial \alpha}(0, \beta)+G_{\mathrm{S}} \cdot S_{\alpha}(0, \beta)+G_{z} \cdot z_{\alpha}(0, \beta) \\
& =G_{p}\left[g_{\mathrm{L}} \beta a(\beta)+\Lambda(0, \beta) g_{\mathrm{L}}^{-1} \beta^{-1 / 2}\right]+G_{\mathrm{S}} \cdot S_{\alpha}(0, \beta)+G_{z} \cdot z_{\alpha}(0, \beta)
\end{aligned}
$$

where $G_{p}, G_{\mathrm{S}}, G_{z}$ are evaluated at $\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right)$. Incorporating the last equation in (9.69) we get

$$
\begin{align*}
& 2 g_{\mathrm{L}} \beta a^{\prime}(\beta)+g_{\mathrm{L}}\left[1+\beta G_{p} \cdot \frac{d}{d \beta} u(0, \beta)\right] a(\beta)+\left[\Lambda(0, \beta) g_{\mathrm{L}}^{-1} \beta^{-1 / 2} G_{p}\right. \\
& \left.\quad+G_{\mathrm{S}} \cdot S_{\alpha}(0, \beta)+G_{z} \cdot z_{\alpha}(0, \beta)\right] \frac{d}{d \beta} u(0, \beta)=-g_{\mathrm{L}}^{-1} \beta^{-1 / 2} \frac{d}{d \beta} \Lambda(0, \beta) \tag{9.70}
\end{align*}
$$

Differentiating the identity $g(0, \beta)=G\left(p(0, \beta), S_{\mathrm{L}}, z_{\mathrm{L}}\right)$ and using (9.68) we have

$$
g_{\mathrm{L}}=G_{p} \frac{d}{d \beta} p(0, \beta)=-G_{p} \cdot g_{\mathrm{L}} \beta \frac{d}{d \beta} u(0, \beta)
$$

so that the coefficient of $a(\beta)$ in (9.70) vanishes identically. We also have

$$
\begin{aligned}
& \Lambda(0, \beta) \beta^{-1 / 2} G_{p} \cdot \frac{d}{d \beta} u(0, \beta)+\beta^{-1 / 2} \frac{d}{d \beta} \Lambda(0, \beta) \\
& \quad=-\Lambda(0, \beta) \beta^{-3 / 2}+\beta^{-1 / 2} \frac{d}{d \beta} \Lambda(0, \beta)=\beta^{1 / 2} \frac{d}{d \beta}\left(\beta^{-1} \Lambda(0, \beta)\right)
\end{aligned}
$$

Inserting this relation in (9.70) we obtain (9.66). Equation (9.67) follows from the chain rule and (5.22) and (9.45), with $\beta=1$,

$$
\begin{aligned}
\frac{\partial u}{\partial \alpha}(0,1) & =\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{L}} \frac{\partial \xi}{\partial \alpha}(0,1)-\left(\frac{\partial p}{\partial \xi}\right)_{\mathrm{L}} \frac{\partial t}{\partial \alpha}(0,1) \\
& =\rho_{\mathrm{L}}^{-1}\left[u_{\mathrm{L}}^{\prime}+g_{\mathrm{L}}^{-1} p_{\mathrm{L}}^{\prime}\right]
\end{aligned}
$$

Remark 9.13 (Solution of the associated RP) As observed earlier, the solution $\mathbf{U}^{\text {red }}$ to the associated RP is isentropic throughout the CRW, with $S=S_{\mathrm{L}}$, and a constant mass fraction $z=z_{\mathrm{L}}$ (hence also a fixed equation of state). Since $g(0, \beta)=g_{\mathrm{L}} \beta$, the thermodynamic variables $p(0, \beta), \rho(0, \beta)$ are evaluated from the equation of state [as functions of $g$ on the isentropic curve $g=G\left(p, S_{\mathrm{L}}, z_{\mathrm{L}}\right)$ ]. The characteristic relation $g(0, \beta) \frac{d}{d \beta} u(0, \beta)=-\frac{d}{d \beta} p(0, \beta)$ yields $u(0, \beta)$. See Equations (5.39)-(5.41) for a $\gamma$-law gas.

## Conclusion of the Linear GRP

When $a\left(\beta^{*}\right)$ is known, we have the coefficients in (9.47) [see (9.54)] and together with $(9.47)_{\mathrm{R}}$ we can solve for the time derivatives $\left(\frac{\partial u}{\partial t}\right)^{*},\left(\frac{\partial p}{\partial t}\right)^{*}$ (at the singularity) in the direction of the contact discontinuity. The time derivatives of $\rho, S, z$ (on either side of the contact discontinuity) are now evaluated by (9.19), (9.12), and (9.2), respectively. Next, as in Section 5.1 [see Equation (5.64)] we need the $\xi$ derivatives on the two sides of the contact discontinuity. By (9.45) we have $\left(\frac{\partial p}{\partial \xi}\right)^{*}=-\left(\frac{\partial u}{\partial t}\right)^{*}$, and as in (9.50) we have

$$
\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{R}}^{*}=-\left(g_{\mathrm{R}}^{*}\right)^{-2}\left[\left(\frac{\partial p}{\partial t}\right)^{*}+\Lambda\left(e_{\mathrm{R}}^{*}, \rho_{\mathrm{R}}^{*}, z_{\mathrm{R}}^{*}\right)\right]
$$

with an analogous expression for $\left(\frac{\partial u}{\partial \xi}\right)_{\mathrm{L}}^{*}$. The expressions for $\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{L}}^{*},\left(\frac{\partial \rho}{\partial \xi}\right)_{\mathrm{R}}^{*}$ are more difficult to obtain (compare Claim 5.22) and we refer to Ben-Artzi [3] for details. These derivatives are easier to get in the acoustic case (see Claim 5.23).

The solution to the linear GRP in the Eulerian framework [see (9.44)] follows from the Lagrangian solution just described. The line $x=0$ is represented in the $(\xi, t)$ plane as the curve $\xi=\xi(t), \xi(0)=0$, satisfying the equation $\xi^{\prime}(t)=-\rho(\xi, t) u(\xi, t)$ [see Equation (5.71)], so that its initial slope is $-\rho_{0} u_{0}$. The limiting values $\rho_{0}, u_{0}$ are obtained from the associated solution $\mathbf{R}^{\mathrm{A}}\left(0 ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right)$ [see Equation (9.41)]. We distinguish two cases:
(a) The curve $\xi(t)$ is not contained in a CRW (nonsonic case). The solution is obtained by an application of the chain rule, as in Proposition 5.26.
(b) The curve $\xi(t)$ is contained in a CRW (sonic case). It is then expressed in terms of the characteristic coordinates, as $(\alpha(t), \beta(t))$, and the solution is obtained as in Proposition 5.27.

It turns out that Propositions 5.26 and 5.27 carry over to the present case without modification (see Ben-Artzi [3]). Hence, the Eulerian solution to the linear GRP (9.44) is deduced from the Lagrangian one by exactly the same relations as in the nonreacting case.

## The $\gamma$-Law Case

Certain simplifications take place when the equation of state is assumed to be of the form (9.43).

As already observed in Remark 9.7, the Hugoniot curve does not depend on $z$. In particular, the function $\Phi$ in (9.48) does not depend on $z$ and is thus identical to the function $\Phi$ in the nonreacting case [Equation (5.61)]. Also, as noted in Remark 9.7, we have $c^{2}=\frac{\gamma p}{\rho}$, so that the function $G(p, S, z)$ of (9.58) is independent of $z$. We record the ensuing simplifications.

Summary 9.14 (The $\gamma$-law equation of state) When the equation of state is given by $(9.43)$, the key equations $(9.47)_{\mathrm{L}},(9.47)_{\mathrm{R}}$, are explicitly determined as follows:
(a) In Equation (9.51), which is the explicit form of $(9.47)_{\mathrm{R}}$, the function $\Phi$ is given by (5.61). The term containing $\Phi_{z_{1}}$ is therefore eliminated.
(b) The entropy $S$ can be defined by

$$
\begin{equation*}
S=\frac{1}{\gamma-1} \frac{p}{\rho^{\gamma}}=\rho^{1-\gamma}\left(e-q_{0} z\right) \tag{9.71}
\end{equation*}
$$

and the function $G$ of (9.58) is

$$
\begin{equation*}
G(p, S, z)=\sqrt{\gamma p \rho}=\left(\frac{\gamma}{(\gamma-1)^{1 / \gamma}}\right)^{\frac{1}{2}} S^{-\frac{1}{2 \gamma}} p^{\frac{\gamma+1}{2 \gamma}} . \tag{9.72}
\end{equation*}
$$

In particular, the term involving $G_{z}$ in (9.66) is eliminated and $a\left(\beta^{*}\right)$, and hence the coefficients in (9.54) [which is the explicit form of $(9.47)_{\mathrm{L}}$ ], can be explicitly determined (when $\Lambda$ is known).

Note that even though the functions $\Phi, G$ are independent of $z$, the effect of the reaction equation still exists owing to the presence of $\Lambda$ in Equations (9.51) and (9.66) and $f$ in (9.59) [which affects $S_{\alpha}(0, \beta)$ and hence also $a(\beta)$ ].

### 9.5 The GRP Scheme for Reacting Flow

The resolution of the linear GRP leads directly to the GRP numerical methodology, as presented in Section 5.2. The procedure is straightforward. At time $t=t_{n}$ the flow variables (including the mass fraction $z$ ) are linearly distributed in the computational mesh cells, with jumps at the grid points (cell boundaries). Using the solution to the linear GRP, we can evaluate the numerical fluxes, new cell averages, and new slopes, as in Equations (5.108)-(5.110). In fact, this framework covers a full array of possible schemes. They range from the very basic (acoustic) scheme (Definition 5.37) to the most accurate one (Definition 5.41). The latter is based on the exact solution to the linear GRP (at cell boundaries), whereas the former approximates this solution (retaining second-order accuracy).

Note that in every GRP scheme all four equations of (9.5) are simultaneously resolved. In other words, the fourth (reaction) equation is fully coupled to the first three conservation laws. Alternatively, the two parts can be "decoupled," using the operator-splitting method (Section 7.2). To study this approach, it is perhaps best to consider the system in the Lagrangian framework (9.14). In this case the operators $a, b$ of Equation (7.2) are given, respectively, by $-\frac{\partial}{\partial \xi} \boldsymbol{\Phi}$ and $\boldsymbol{\Psi}$. Unlike the two-dimensional case (7.16)-(7.18), where the splitting is "spatial," the splitting here is "functional." Its first part is identical to the reduced system (9.8), written in Lagrangian coordinates. The second part is just the reaction equation (9.2); it leaves the flow variables $\rho, u, E$ unmodified while decreasing $z$ along the particle paths. Formally, by using Strang's scheme (7.8), we retain the second-order accuracy for the combined algorithm. However, this algorithm may lead to nonphysical solutions. Such solutions exhibit the nonuniqueness built into the structure of weak solutions of the reacting flow system (9.5). They can be described as follows: Consider the Riemann problem for $(9.5)$, where the initial data consist of an unburnt state $\left(\tau_{+}, p_{+}\right)$on the right and a burnt state ( $\tau_{\mathrm{A}}, p_{\mathrm{A}}$ ) on the left (see Figure 9.2). As explained in Section 9.3, it is expected that the evolving solution approaches the $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile, which is displayed in Figure 9.3. However, there exists another possibility, which incorporates the C-J model. Instead of starting with a leading shock in the unburnt gas (raising the pressure to $p_{A^{\prime}}$ ), this solution starts with a weak detonation, where the gas is fully burnt upon crossing the shock front, which brings it to the state $B$ (Figure 9.2). This is then followed by a second shock, in the burnt species, raising the pressure to $p_{\mathrm{A}}$. Such a trailing shock is possible since the weak detonation is supersonic with respect to the state behind it [Corollary $9.3(\mathrm{~b})$ ]. The solution thus obtained satisfies all the necessary jump conditions (see Figure 9.7). However, the weak detonation violates the entropy condition, as already noted. It is therefore labeled
as a "nonphysical" solution, as opposed to the "physical" one, which approaches the $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile.

The computational algorithm is found to be very sensitive to the details of the finite-differencing, as demonstrated in the papers by Colella, Majda, and Roytburd [29] and Ben-Artzi [3]. Numerical tests conducted there show that even under small variations of the scheme the solution switches from the physical to the nonphysical one. In particular, the paper by Colella, Majda, and Roytburd [29] shows that an application of the split scheme, as described here, generally produces the nonphysical solution. We remark that the coupling of the reaction equation to the conservation laws is clearly visible in Equation (9.19). The function $\Lambda$, which has a large value for a high reaction rate $k$, measures the deviation from the adiabatic law (4.68). When resolving the system (9.5) by a split scheme, the first part (conservation laws) ignores the term $-\Lambda$, while the second part (updating $z$ ) does not modify the pressure along a particle path. Although the overall algorithm is certainly consistent, this decoupling may be (at least partially) responsible for the appearance of the nonphysical solution (where the pressure jump across the leading weak detonation is lower than that of the physical solution). Observe, in addition, that the coupling of the reaction equation to the conservation laws is evident also in the solution to the linear GRP, even in the acoustic approximation (see Corollary 9.10).

Example 9.15 (Reacting-flow Riemann problem: Ozone decomposition) As a numerical example, we take a Riemann problem for the reacting-flow system (9.5). The chemical reaction is that of ozone decomposition (an irreversible exothermic reaction by which ozone is converted into oxygen). The mass fraction $z$ represents in this case the amount of "unburnt" ozone. The initial data correspond to a " $\mathrm{C}-\mathrm{J}$ detonation." In other words, given a constant state of the ozone as a preshock state (in $x>0$ ), the state for $x<0$ is the one marked as "CJ" in Figure 9.1. It is fully determined by the preshock state and the equation of state, which we take as a $\gamma$-law equation [Equation (9.43)] with $\gamma=1.4$ and $q_{0}=0.5196 \times 10^{10}$. We are using here cgs units (and K for temperature) for a realistic experiment. This example was used in Colella, Majda, and Roytburd [29], where the reader can find more information concerning the physical background. Our GRP computations follow Ben-Artzi [3].

The "reaction rate" function $k$ in this example is taken to be a simplified Arrhenius equation,

$$
\begin{equation*}
k=K z H\left(T-T_{\mathrm{c}}\right), \quad K>0, T=\frac{p}{\rho} \tag{9.73}
\end{equation*}
$$

where $H$ is the Heaviside function,

$$
H(\mu)= \begin{cases}1, & \mu>0 \\ 0, & \mu<0\end{cases}
$$

The constant temperature $T_{\mathrm{c}}$ is a "threshold" (or "ignition") temperature. The reaction process takes place only when the gas temperature exceeds this value. Once started, the reaction rate is proportional to the mass fraction of the unburnt species $z$. In the present example we take

$$
K=0.5825 \times 10^{10}, \quad T_{\mathrm{c}}=0.1155 \times 10^{10}
$$

It follows from Remark 9.7 that in this case the entropy $S(e, \rho, z)$ is given by (9.71); hence the functions $f$ [see Equation (9.12)] and $\Lambda$ [see Equation (9.17)] are given by

$$
\begin{align*}
& f(e, \rho, z)=-K q_{0} \rho^{1-\gamma} z H\left(T-T_{\mathrm{c}}\right), \quad T=(\gamma-1)\left(e-q_{0} z\right)  \tag{9.74}\\
& \Lambda(e, \rho, z)=-(\gamma-1) K q_{0} \rho z H\left(T-T_{\mathrm{c}}\right)
\end{align*}
$$

Recall (Remark 9.7) that $q_{0}$ is the specific chemical energy "stored" in the unburnt gas. We conclude from (9.74) that, for fixed values of $p, \rho$ and $z$, the function $\Lambda$ increases with the product $K q_{0}$. By (9.19) and the considerations above, this function measures the deviation from the adiabatic law. Thus, we may expect that a split scheme becomes more "problematic" as the product $K q_{0}$ is increased. This observation is in agreement with the numerical results in Colella, Majda, and Roytburd [29].

The initial values for the unburnt state are

$$
p_{0}=8.321 \times 10^{5}=0.821 p_{\mathrm{atm}}, \quad \rho_{0}=1.201 \times 10^{-3}=0.931 \rho_{\mathrm{atm}}, \quad z_{0}=1
$$

where $p_{\text {atm }}=1.0135 \times 10^{6}$ and $\rho_{\mathrm{atm}}=1.29 \times 10^{-3}$ are the atmospheric pressure and density, respectively.

The corresponding $\mathrm{C}-\mathrm{J}$ data are

$$
p_{\mathrm{CJ}}=6.270 \times 10^{6}, \quad \rho_{\mathrm{CJ}}=1.945 \times 10^{-3}, \quad z_{\mathrm{CJ}}=0
$$

We can now compute the evolving solution, using the GRP scheme. As explained at the beginning of this section the solution is expected to approach the $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile. Using the notation of Figure 9.3 (with " A " being the $\mathrm{C}-\mathrm{J}$ point) the pressure and density at the "spike" A ' are given by

$$
p_{\mathrm{ZND}}=9.74987 \times 10^{6}, \quad \rho_{\mathrm{ZND}}=3.26370 \times 10^{-3} .
$$

The speed of the shock (which is equal to the speed of the CJ front in the $\mathrm{C}-\mathrm{J}$ model, as they lie on the same Rayleigh line) is $\sigma=1.088 \times 10^{5} \mathrm{~cm} / \mathrm{s}$ and the width of the $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ reaction zone [say, where $p>0.5\left(p_{\mathrm{ZND}}+p_{\mathrm{CJ}}\right)$ ] is approximately $5 \times 10^{-5} \mathrm{~cm}$.

As already mentioned, the GRP algorithm is the one presented in Section 5.2. However, a word is in order concerning the differencing of the fourth (chemistry) equation in (9.5). Following the general rule, its discretized form is

$$
(\rho z)_{j}^{n+1}-(\rho z)_{j}^{n}=-\frac{\Delta t}{\Delta x}\left[(\rho z u)_{j+1 / 2}^{n+1 / 2}-(\rho z u)_{j-1 / 2}^{n+1 / 2}\right]-\Delta t[k \rho]_{j}^{n+1 / 2}
$$

where $[k \rho]_{j}^{n+1 / 2}$ represents an average value of the source term in cell $j$ (over the time interval $\left[t_{n}, t_{n+1}\right]$ ). Noting Equation (9.73) we see that the time step $\Delta t$ should be restricted not only by the CFL condition imposed on the system of conservation laws (see the discussion following Definition 5.32) but also by the requirement that the product $K \Delta t$ is sufficiently small. As $K$ increases, the "stiffness" of the chemistry equation becomes more pronounced, forcing a considerable reduction of $\Delta t$. (By stiffness we simply mean that explicit integration of the reaction equation requires a smaller $\Delta t$ for higher $K$.) We shall not address this stiffness issue here; it has been extensively studied in a variety of numerical investigations, which are not directly related to the present monograph. Note that if $\Delta x$ is roughly equal to the size of the reaction zone (or larger) the computed "spike" of the $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ profile is "absorbed" into one cell, thus approaching the $\mathbf{C}-\mathrm{J}$ model. In other words, the numerical computation displays an "effective reaction rate" (see Footnote 2 in Section 9.2) measured by $K \Delta x$.

The GRP calculations have been performed in the spatial domain [0, $5 \times$ $10^{-4}$ ], which was divided into 100 equal cells of $\Delta x=5 \times 10^{-6}$. The discontinuity is initially located at $x=50 \Delta x$. As the leading shock advances, we "remove" one cell from the left end of the domain and add one cell at the right end (imposing on it the state $\left[\rho_{0}, p_{0}, u_{0}=0, z_{0}\right]$ ), so as to maintain the front roughly at its initial location. The time step was set to $\Delta t=5 \times 10^{-12}$, and the computation was conducted to time $t=5 \times 10^{-8}$, with the results shown in Figure 9.4. These results clearly display a $\mathrm{Z}-\mathrm{N}-\mathrm{D}$ spike, and the peak values of $\rho$ and $p$ agree with the previously quoted exact values of $\rho_{\mathrm{ZND}}$ and $p_{\mathrm{ZND}}$. We now repeat the computation, multiplying the cell size and the time step by 4 , that is, $\Delta x=2 \times 10^{-5}$ and $\Delta t=2 \times 10^{-11}$, with all other parameters remaining the same. The results shown in Figure 9.5 clearly display a Z-N-D spike of a reduced level. This trend continues when we repeat the computation with a tenfold higher step (relative to the first case); that is, $\Delta x=5 \times 10^{-5}$ and $\Delta t=5 \times 10^{-11}$. The results shown in Figure 9.6 resemble closely a C -J


Figure 9.4. GRP computation of ozone decomposition wave ( 100 cells). $\Delta x=5 \times$ $10^{-6} \approx 0.1 \times$ (reaction zone).


Figure 9.5. GRP computation of ozone decomposition wave ( 100 cells). $\Delta x=2 \times$ $10^{-5} \approx 0.4 \times$ (reaction zone).


Figure 9.6. GRP computation of ozone decomposition wave ( 100 cells). $\Delta x=5 \times$ $10^{-5} \approx 1.0 \times$ (reaction zone).


Figure 9.7. Split-scheme computation of ozone decomposition wave resulting in a weak detonation ( 100 cells). $\Delta x=5 \times 10^{-5} \approx 1.0 \times$ (reaction zone).
detonation wave. The values at the front are slightly higher than the corresponding $\mathbf{C}-\mathrm{J}$ values, and the wave is captured over $1-2$ cells (i.e., the shock and the reaction zone are "smeared" over a comparable interval of $1-2$ cells).

We now turn to the case of weak detonation, using a scheme that is closely related to the above-mentioned functionally split scheme. The data are the same as in the former case, except that the computation was continued to a tenfold longer time $\left(t=10^{-7}\right)$. This time was required to produce the "separated waves" pattern shown in Figure 9.7, where the burn reaction is completed behind the leading wave, and a second shock trails behind (at lower speed) in the burnt gas. We refer to Ben-Artzi [3] for more details. This result conforms to the split-scheme results obtained by Colella, Majda, and Roytburd [29].

Remark 9.16 We refer to Bourgeade [19] for GRP computations of detonations using a more complicated equation of state (and 2-D configurations). Also, we refer to Ben-Artzi and Birman [6] for GRP applications in quasi-1-D settings [as in (4.45)] and where external potentials are added to the chemical reactions. Such models are extensively studied in astrophysics.

# Wave Interaction in a Duct - A Comparative Study 

The GRP method was developed (Chapter 5) for compressible, unsteady flow in a duct of varying cross section. In the case of a planar two-dimensional duct, the quasi-1-D formulation is taken to be a reasonable approximation of the actual (2-D) flow. In this chapter we study a duct flow where an incident wave interacts with a short converging segment, producing interesting wave structures. An illustrative case is that of a rarefaction wave propagating through a "converging corridor," producing (at later times) a complex "reflected" wave pattern. Such a case is studied (numerically) in this chapter, using (a) the quasi-1-D approach of Chapter 5 and (b) the full two-dimensional computation as described in Section 8.3 (with the duct contour taken as a stationary boundary). The comparison between the two computations reveals some bounds of validity of the quasi-1-D approximation. We conclude the chapter by listing (Remark 10.1) several articles describing the application of the GRP to diverse fluiddynamical problems, including well-known test cases, shock wave reflection phenomena compared to experimental observation, and even a case where a "moving boundary" experiment is favorably compared to the corresponding GRP solution.

Consider a centered rarefaction wave that propagates in a planar duct comprising two long segments of uniform cross-sectional area joined by a smooth converging nozzle. Such processes take place in numerous systems of industrial and scientific interest, for example in the air intake or the exhaust pipe of an internal combustion engine, and likewise in turbofan or turbojet engines. In addition to shedding light on the nature of the interaction between a rarefaction wave and a converging nozzle, the significance of this case lies in the comparison we make between a full multidimensional solution and the corresponding quasi-1-D approximation (Section 4.2). This is because the latter (often referred to as the "duct flow" approximation) is commonly employed as an engineering
design tool. Hence, studying the bounds of its validity as a simplified approximation to the full multidimensional solution is highly significant to engineering design and analysis.

For the multidimensional computation of the wave interaction with a converging nozzle we employ the operator-split 2-D GRP scheme (Section 7.3), where the duct wall intersects an underlying two-dimensional Cartesian grid, using the conservation law scheme outlined in Section 8.3.

Inspection of the major physical characteristics of a variety of wave interaction flows (Igra, Wang, and Falcovitz [68]) revealed that at large times the solution produced by the quasi-1-D approximation, especially in the case of shock waves, was generally close to the full 2-D solution. However, this is not universally so, and as a specific example of wave interaction where the quasi-1-D solution and the 2-D solution differ, we consider the case of a 1:10 pressure ratio rarefaction wave in a fluid assumed to be a perfect gas with $\gamma=1.4$. The CRW is initially located in the wider part of the duct, and it propagates toward a (short) converging nozzle of $2: 1$ cross-sectional area ratio. The initial data are that of a Riemann problem [Equation (4.100)] designed to produce a 3-CRW. It consists of two uniform states,

$$
\mathbf{U}(r, 0)= \begin{cases}\mathbf{U}_{\mathrm{L}}=\left[\rho_{\mathrm{L}}, p_{\mathrm{L}}, u_{\mathrm{L}}\right]=[0.27030,0.1,-1.4016], & r<1.3,  \tag{10.1}\\ \mathbf{U}_{\mathrm{R}}=\left[\rho_{\mathrm{R}}, p_{\mathrm{R}}, u_{\mathrm{R}}\right]=[1.4,1,0], & r>1.3 .\end{cases}
$$

Here we use $r$ as the spatial coordinate along the duct axis as in Section 4.2. The location of the initial discontinuity ( $r=1.3$ ) is just ahead of the converging segment that occupies the interval $1.6 \leq r \leq 2.6$. The cross-sectional area function of the duct $A(r)$ is given by

$$
A(r)=\left\{\begin{array}{lrl}
2, & r & <1.6,  \tag{10.2}\\
2 \exp \left[-\frac{1-\cos (\pi(r-1.6))}{2} \ln 2\right], & 1.6 & \leq r \leq 2.6, \\
1, & r & >2.6 .
\end{array}\right.
$$

We assume that the two-dimensional duct is symmetric and embedded in the $(x, y)$ plane, so that the $x$ axis, its centerline, coincides with the $r$ axis. The upper contour of the duct [see Figure 10.2(a)] is thus $y(x)=\frac{1}{2} A(x)$. Owing to the duct symmetry, the 2-D computation is conducted in the upper half of the duct, embedding it in the (finite) rectangular domain $(x, y) \in[-1.6,9.4] \times$ $[0,1]$, which is divided into a grid of $550 \times 50$ square cells ( $\Delta x=\Delta y=0.02$ ).

The computation is performed by the MBT method (Section 8.3), where the duct contour serves as a stationary rigid-wall boundary. A rigid-wall boundary condition is also imposed at the centerline $(y=0)$. On the left and right sides of the computational rectangle we impose "nonreflecting" boundary conditions (see Subsection 8.3.3), designed to allow waves to pass through these endplanes (almost) undisturbed. The computation was performed in the time interval [0, 9], with time steps adjusted (at each integration cycle) to have a nearly constant CFL coefficient $\mu_{\text {CFL }}=0.7$ (see Remark 3.17).

The quasi-1-D computation was conducted in the spatial interval [ $-1.6,9.4]$, which was divided into a grid of 550 cells of equal length $\Delta r=0.02$. The cross-sectional area function is $A(r)$ [given in (10.2)]. The boundary conditions at either endpoints were of the same nonreflecting type as in the 2-D case. The computation was performed with time steps adjusted to have the same $\mu_{\mathrm{CFL}}=0.7$ and in the same time interval [0, 9].

We now turn to the results of the 2-D computation, shown as time-sequence maps of isobars ( $p=$ constant) in Figure 10.1. When the right-propagating rarefaction wave enters the converging nozzle (Figure 10.1 at $t=1.5$ ), the fluid in the nozzle is set in motion. It gradually evolves into a supersonic expansion flow in a diverging nozzle, as the fluid is moving from right to left, that is, in the direction of increasing duct cross-sectional area. ${ }^{1}$

Inspecting the time sequence of isobars plots (Figure 10.1), we observe that the entire flow field is progressively adjusting to the presence of a diverging nozzle in its midst. At time $t=3$ the flow overexpands in the nozzle, so that an upstream-facing oblique shock wave is formed, raising the pressure of the expanding gas to match the downstream conditions (i.e., the conditions corresponding to $\mathbf{U}_{\mathrm{L}}$ ). This shock is marked by $*$ in Figure 10.1. It becomes more pronounced at $t=4.5$, and at the next plot in the time sequence $(t=6)$ it stabilizes near the duct "corner point," which marks the transition from the diverging nozzle to the wider duct segment. In addition to pressure matching, the oblique shock serves to align the velocity of the flow along the diverging nozzle contour with the downstream duct wall. At this time, we also observe that another complex shock interaction forms at the centerline $(y=0)$, aligning the flow velocity with that boundary line. This latter shock system appears first as a short normal shock segment at $t=7.5$. At the final time $t=9$, that shock has evolved into a full Mach reflection. It exhibits the typical features of that pattern, namely, an oblique incident shock wave, a Mach stem (normal to the

[^39]

Figure 10.1. Isobar map time sequence of CRW interaction with a converging segment. The $*$ marks shock formation at duct wall. (Duct width here is twice the true size, for better visibility.)
centerline), a reflected shock wave, and a triple point where all three shock fronts meet (the downstream slip line starting at the triple point is not observed on the isobar plot since pressure is continuous across a slip line).

In Figure 10.2 we compare the results of the 2-D and quasi-1-D computations at the final time $t=9$. First we show the 2-D isobars [Figure 10.2(a)] as in the last frame of Figure 10.1. This is followed by profiles of density, pressure, and flow Mach number, as functions of the centerline coordinate [Figures 10.2(b)-(d)]. They are extracted from the 2-D and the quasi-1-D


Figure 10.2. CRW interaction with a converging segment; comparison of 2-D and quasi-1-D results at time $t=9$. (a) Isobars of 2-D calculation. (b)-(d) Quasi-1-D solution. Distribution of density, pressure, and flow Mach number (taken as positive).
solutions. The 2-D computation results are shown as dashed lines for the flow at the centerline and as dash-dot lines for the flow at the duct wall; the quasi-1-D profiles are shown as solid lines.

It is evident from the comparison (Figure 10.2) that the two solutions are in close agreement throughout the narrower duct segment ( $r>2.6$ ), but they disagree elsewhere. Also, it is observed that the "transmitted" part of the rarefaction wave propagates almost "one dimensionally" into the narrow part of the duct (where it naturally agrees well with the corresponding quasi-1-D solution).

Moreover, it is interesting to observe that at the entrance to the nozzle ( $r=2.6$ ), the flow speed is sonic $[M=1$ in Figure 10.2(d)]. The nozzle flow at large times thus approaches a steady supersonic expansion flow, commencing at a virtual sonic plane ("nozzle entrance"), which serves to "match" the unsteady rarefaction wave on its right to the steady flow on its left. ${ }^{2}$

In other words, upon passing through the nozzle, the CRW is "truncated" into a "transmitted" part and a "reflected" part; the two are separated by a (nearly) steady flow through the diverging nozzle. With respect to the incident CRW, the first part corresponds to the sector between the leading characteristic $\frac{d r}{d t}=c_{\mathrm{R}}$ and the "sonic characteristic" $\frac{d r}{d t}=u+c=0$ (which is positioned at the nozzle entrance $r=2.6$ ). The second part corresponds to the "tail" sector of the CRW, between the tail characteristic $\frac{d r}{d t}=u_{\mathrm{L}}+c_{\mathrm{L}}<0$ and an unspecified inner characteristic (it is "unspecified" since here we focus our attention on the other parts of the flow field). The region of "nearly steady" flow comprises the entire diverging nozzle and extends to the left of the shock structure.

Now the source of disagreement between the quasi-1-D and the 2-D solutions is evident. The fluid expands as it (reversely) flows through the nozzle at supersonic speed, and a full 2-D description of this flow involves an oblique shock system at the nozzle exit [Figure 10.2(a)], which is poorly approximated by the cross-section-averaged quasi-1-D solution that relies on a normal shock for matching the overexpanded supersonic nozzle flow to the pressure ahead. Moreover, the flow passing through the Mach reflection shock structure is separated by the slip line into two streams having distinctly different thermodynamic properties. Naturally, the 1-D "averaging" of these two streams involves significant deviations from the 2-D flow field.

It is concluded that although quasi-1-D calculations may generally be adequate as an engineering approximation, a verification by comparison to the appropriate multidimensional solution is required to make sure that the disagreement between the two remains within acceptable bounds. Our test case analysis thus brings out the significance of full multidimensional numerical solutions; the (simpler) quasi-1-D solutions may not always serve as adequate approximations.

Remark 10.1 (Additional GRP fluid-dynamical studies) We briefly mention a series of fluid-dynamical studies using various GRP schemes.

[^40]In an early application of GRP (see [42]), a quasi-1-D, spherically symmetric computation was used to obtain some flow features in the dilute air surrounding an exploding charge.

A comparative study on various fluid-dynamical schemes, including the 2-D GRP method, was conducted by Takayama and Jiang [107]; the test cases were shock reflection from a wedge, at angles just above and just below the transition from regular to Mach reflection. Another test case (involving, as the former, a self-similar solution) was the diffraction of a shock wave over an expansive $90^{\circ}$ corner, studied by Hillier [61] using a 2-D GRP scheme.

Various shock wave studies combined experimental observations of complex shock interactions with the corresponding computational simulations by the 2-D GRP scheme. In [67] a time sequence of shock wave interaction with a square cavity was recorded and compared to GRP solutions. Similar studies are reported in [69] for a shock wave propagating in a branched duct and in [66] for the passage of a shock wave through a double-bend duct. In all these studies a remarkably good agreement was obtained between the observed (complex) shock structures and the corresponding GRP solutions.

Three additional studies involved comparison of experimental observations and solutions by the MBT method (Section 8.3). A shock wave regularly reflected from a wedge was subsequently reflected head-on from the duct endwall (see [38]), and the ensuing complex wave pattern was computed by representing the wedge as a rigid (stationary) wall. A nearly one-to-one agreement between experimental and computed isopycnic lines ( $\rho=$ constant) was obtained. The second study is based on a reduced version of MBT for the flow of gas-granular aggregates, accounting for both gas-grain and (elastic) grain-grain interactions [126]. Agreement with a "shock liftoff" experiment of a granular bed mounted in a vertical shock tube was obtained.

Finally, an experiment involving a truly "moving boundary" setup was conducted by Sasoh et al. [98] in a ram-accelerator facility, where a high-speed ( $1 \mathrm{~km} / \mathrm{s}$ ) conical projectile pierced through a thin diaphragm. The experimental results compared favorably to the corresponding MBT simulation.

## Appendix A

## Entropy Conditions for Scalar Conservation Laws

In Definition 2.15 we gave the most practical version of the entropy condition. It limits admissible shocks to those obtained by the intersection of "forwardmoving" characteristics. These are therefore discontinuities that "cannot be avoided" or replaced by a rarefaction wave. In this Appendix we give some further insight into this concept of an "entropy satisfying" weak solution to (2.1), (2.2).

Our starting point is the physical notion of a "vanishing viscosity solution." In general terms, an equation leading to discontinuous solutions [such as (2.1)] is supplemented by "dissipative terms" (also referred to as "viscous terms"). In analogy to the physical situation, such terms have a "smoothing effect" on solutions with large gradients, thus replacing discontinuities by "transition zones" where the solution varies smoothly, albeit rapidly. As the viscous effects are diminished, those transition zones shrink to surfaces of zero width, across which the solution has a sharp jump. Mathematically speaking, the additional viscous terms are often represented by second-order derivatives with a small ("vanishing") coefficient.

To illustrate the situation, we consider the "moving step" problem for Burgers' equation (Example 2.12).

Example A. 1 (Burgers' equation - a "viscous shock profile") Instead of Equation (2.22), we now consider the "viscous Burgers' equation"

$$
\begin{align*}
u_{t}^{(\epsilon)}+\left(\frac{1}{2}\left(u^{(\epsilon)}\right)^{2}\right)_{x} & =\epsilon u_{x x}^{(\epsilon)},  \tag{A.1}\\
u_{0}^{(\epsilon)}(x)=u_{0}(x) & = \begin{cases}1, & x<0, \\
0, & x>0 .\end{cases} \tag{A.2}
\end{align*}
$$

Equation (A.1) can be linearized by the Cole-Hopf transformation as follows: Define a new unknown function $v^{(\epsilon)}(x, t)$ by

$$
\begin{equation*}
v^{(\epsilon)}(x, t)=\exp \left(-\frac{1}{2 \epsilon} \int_{0}^{x} u^{(\epsilon)}(y, t) d y\right) \tag{A.3}
\end{equation*}
$$

(so that $\left.u^{(\epsilon)}(x, t)=-2 \epsilon \frac{v_{x}^{(\epsilon)}(x, t)}{v^{(\epsilon)}(x, t)}\right)$. The reader can verify that $v^{(\epsilon)}$ satisfies the linear heat equation,

$$
\begin{align*}
v_{t}^{(\epsilon)} & =\epsilon v_{x x}^{(\epsilon)}  \tag{A.4}\\
v^{(\epsilon)}(x, 0)=v_{0}^{(\epsilon)}(x) & =\exp \left(-\frac{1}{2 \epsilon} \int_{0}^{x} u_{0}(y) d y\right) \tag{A.5}
\end{align*}
$$

When $u_{0}(x)$ is given by (A.2), we get from (A.5)

$$
v_{0}^{(\epsilon)}(x)= \begin{cases}\exp \left(-\frac{x}{2 \epsilon}\right), & x<0  \tag{A.6}\\ 1, & x \geq 0\end{cases}
$$

and the solution to (A.4) is given by the classical formula for the heat kernel,

$$
\begin{equation*}
v^{(\epsilon)}(x, t)=\int_{-\infty}^{\infty} G_{\epsilon}(x-y, t) v_{0}^{(\epsilon)}(y) d y \tag{A.7}
\end{equation*}
$$

where $G_{\epsilon}(x, t)=(4 \pi \epsilon t)^{-\frac{1}{2}} \exp \left(-\frac{x^{2}}{4 \epsilon t}\right)$. Equation (A.7) can be further written explicitly [using (A.6)] as

$$
\begin{align*}
v^{(\epsilon)}(x, t)= & (4 \pi \epsilon t)^{-\frac{1}{2}}\left\{\int_{-\infty}^{0} \exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}-\frac{y}{2 \epsilon}\right) d y\right. \\
& \left.+\int_{0}^{\infty} \exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}\right) d y\right\} \\
= & (4 \pi \epsilon t)^{-\frac{1}{2}} \int_{-\infty}^{0} \exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}\right)\left(\exp \left(-\frac{y}{2 \epsilon}\right)+\exp \left(-\frac{x y}{\epsilon t}\right)\right) d y \tag{A.8}
\end{align*}
$$

so that, in view of (A.3),

$$
\begin{align*}
& u^{(\epsilon)}(x, t) \\
& =\frac{\int_{-\infty}^{0}\left[\frac{x-y}{t}\left(\exp \left(-\frac{y}{2 \epsilon}\right)+\exp \left(-\frac{x y}{\epsilon t}\right)\right)+\frac{2 y}{t} \exp \left(-\frac{x y}{\epsilon t}\right)\right] \exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}\right) d y}{\int_{-\infty}^{0} \exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}\right)\left(\exp \left(-\frac{y}{2 \epsilon}\right)+\exp \left(-\frac{x y}{\epsilon t}\right)\right) d y} \tag{A.9}
\end{align*}
$$

For fixed $x \in \mathbb{R}, t>0$, we are interested in the limit of $u^{(\epsilon)}(x, t)$ as $\epsilon \rightarrow 0$. Observe that if $x<\frac{1}{2} t$ then

$$
\frac{\exp \left(-\frac{x y}{\epsilon t}\right)}{\exp \left(-\frac{y}{2 \epsilon}\right)} \rightarrow 0 \text { as } \epsilon \rightarrow 0 \quad(\text { for every } y<0)
$$

so that in this case

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} u^{(\epsilon)}(x, t)=\lim _{\epsilon \rightarrow 0} \frac{\int_{-\infty}^{0} \frac{x-y}{t} \exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}\right) \exp \left(-\frac{y}{2 \epsilon}\right) d y}{\int_{-\infty}^{0} \exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}\right) \exp \left(-\frac{y}{2 \epsilon}\right) d y} \tag{A.10}
\end{equation*}
$$

Using the classical "steepest descent method" (Evans [36, Section 4.5.2]) we get

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} u^{(\epsilon)}(x, t)=\frac{x-y_{0}}{t}, \quad x<\frac{1}{2} t \tag{A.11}
\end{equation*}
$$

where $y_{0}$ is the maximum point of $\exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}\right) \exp \left(-\frac{y}{2 \epsilon}\right)$, namely, $y_{0}=$ $x-t$. We conclude that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} u^{(\epsilon)}(x, t)=1, \quad x<\frac{1}{2} t . \tag{A.12}
\end{equation*}
$$

In exactly the same way we get

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} u^{(\epsilon)}(x, t)=0, \quad x>\frac{1}{2} t . \tag{A.13}
\end{equation*}
$$

Thus, the "vanishing viscosity limit" (i.e., as $\epsilon \rightarrow 0$ ) of the solution to (A.1) yields the moving step (shock) solution of the Burgers' equation (2.22).

Example A. 2 (Burgers' equation - a "viscous rarefaction wave") Turning to the case of a rarefaction wave (Example 2.13), we now need to study the solution of (A.1) subject to the initial condition

$$
u_{0}^{(\epsilon)}(x)= \begin{cases}0, & x<0  \tag{A.14}\\ 1, & x>0\end{cases}
$$

which yields

$$
v_{0}^{(\epsilon)}(x)= \begin{cases}1, & x<0  \tag{A.15}\\ \exp \left(-\frac{x}{2 \epsilon}\right), & x>0\end{cases}
$$

Instead of (A.8) we get
$v^{(\epsilon)}(x, t)=(4 \pi \epsilon t)^{-\frac{1}{2}} \int_{0}^{\infty} \exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}\right)\left(\exp \left(-\frac{x y}{\epsilon t}\right)+\exp \left(-\frac{y}{2 \epsilon}\right)\right) d y$,
so that

$$
\begin{align*}
& u^{(\epsilon)}(x, t) \\
& =\frac{\int_{0}^{\infty}\left[\frac{x-y}{t}\left(\exp \left(-\frac{x y}{\epsilon t}\right)+\exp \left(-\frac{y}{2 \epsilon}\right)\right)+\frac{2 y}{t} \exp \left(-\frac{x y}{\epsilon t}\right)\right] \exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}\right) d y}{\int_{0}^{\infty} \exp \left(-\frac{(x-y)^{2}}{4 \epsilon t}\right)\left(\exp \left(-\frac{x y}{\epsilon t}\right)+\exp \left(-\frac{y}{2 \epsilon}\right)\right) d y} . \tag{A.17}
\end{align*}
$$

For $x<0$ we have (if $y>0$ )

$$
\lim _{\epsilon \rightarrow 0} \frac{\exp \left(-\frac{y}{2 \epsilon}\right)}{\exp \left(-\frac{x y}{\epsilon t}\right)}=0
$$

so that, as before,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} u^{(\epsilon)}(x, t)=\lim _{\epsilon \rightarrow 0} \frac{\int_{0}^{\infty} \frac{x+y}{t} \exp \left[-\frac{(x-y)^{2}}{4 \epsilon t}-\frac{x y}{\epsilon t}\right] d y}{\int_{0}^{\infty} \exp \left[-\frac{(x-y)^{2}}{4 \epsilon t}-\frac{x y}{\epsilon t}\right] d y}=0 \quad(x<0) \tag{A.18}
\end{equation*}
$$

since the maximum of the function $-\frac{(x-y)^{2}}{4 \epsilon t}-\frac{x y}{\epsilon t}$ is at $y_{0}=-x$.
If $0<x<t$ we note that both functions $-\frac{(x-y)^{2}}{4 \epsilon t}-\frac{x y}{\epsilon t}$ and $-\frac{(x-y)^{2}}{4 \epsilon t}-\frac{y}{2 \epsilon}$ (as functions of $y \geq 0$ ) take their maximal values at $y_{0}=0$, so that we infer from (A.17)

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} u^{(\epsilon)}(x, t)=\frac{x}{t}, \quad 0<x<t \tag{A.19}
\end{equation*}
$$

Finally, when $x>t$, the function $-\frac{(x-y)^{2}}{4 \epsilon t}-\frac{x y}{\epsilon t}$ has no stationary point for $y \geq 0$ whereas $-\frac{(x-y)^{2}}{4 \epsilon t}-\frac{y}{2 \epsilon}$ takes its maximum at $y=x-t$. In this case we obtain therefore

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} u^{(\epsilon)}(x, t)=\frac{x-(x-t)}{t}=1, \quad x>t \tag{A.20}
\end{equation*}
$$

Summary A. 3 Inspecting all limits in the preceding examples [(A.12), (A.13), and (A.18)-(A.20)] we conclude that for both initial conditions (A.2) and (A.14), the solution to the viscous model (A.1) converges, as $\epsilon \rightarrow 0$, to the correct entropy solution of the Burgers' equation (2.22), both in the case of a shock (Example 2.12) and in the case of a centered rarefaction wave (Example 2.13).

We shall not go further into the study of "viscous conservation laws" [when $\frac{1}{2} u^{2}$ as in (A.1) is replaced by a general flux function $\left.f(u)\right]$ and their limiting behavior as $\epsilon \rightarrow 0$. We refer the reader to Godlewski and Raviart [55], Hörmander [64], and Evans [36] for more details. However, our derivation above of the moving step case for the Burgers' equation serves to validate the statement made at the beginning to this Appendix concerning the use of entropy conditions as a selection rule (among many possible weak solutions) for the unique physically relevant solution.

We shall now see yet another application of the zero-viscosity methodology for the derivation of an entropy condition equivalent to the Lax condition (Definition 2.15). We shall present it formally in the context of the general conservation law (2.1).

Take $\epsilon>0$ and let [in analogy with (A.1)] $u^{(\epsilon)}$ be the solution to the "viscous conservation law"

$$
\begin{align*}
u_{t}^{(\epsilon)}+f\left(u^{(\epsilon)}\right)_{x} & =\epsilon u_{x x}^{(\epsilon)},  \tag{A.21}\\
u^{(\epsilon)}(x, 0) & =u_{0}(x) .
\end{align*}
$$

Under very general conditions on $f$ and $u_{0}$ [certainly if $f \in C^{1}(\mathbb{R})$ and $u_{0} \in$ $\left.L^{\infty}(\mathbb{R})\right]$ the solution $u^{(\epsilon)}$ is classical (in particular $u_{t}^{(\epsilon)}, u_{x}^{(\epsilon)}, u_{x x}^{(\epsilon)}$ are all continuous for $t>0$ ). We refer the reader to Godlewski and Raviart [55] and to Hörmander [64] for details and proofs.

Let $U(u)$ be a strictly convex smooth function of $u$ and let $F(u)$ satisfy

$$
\begin{equation*}
F^{\prime}(u)=f^{\prime}(u) U^{\prime}(u) \tag{A.22}
\end{equation*}
$$

Multiplying Equation (A.21) by $U^{\prime} u^{(\epsilon)}$ we obtain

$$
\begin{align*}
U\left(u^{(\epsilon)}\right)_{t}+F\left(u^{(\epsilon)}\right)_{x} & =\epsilon U^{\prime}\left(u^{(\epsilon)}\right) u_{x x}^{(\epsilon)} \\
& =\epsilon\left(U^{\prime}\left(u^{(\epsilon)}\right) u_{x}^{(\epsilon)}\right)_{x}-\epsilon U^{\prime \prime}\left(u^{(\epsilon)}\right)\left(u_{x}^{(\epsilon)}\right)^{2} \tag{A.23}
\end{align*}
$$

Let $\phi(x, t) \geq 0$ be a test function supported in $\mathbb{R} \times(0, \infty)$ (in particular, $\phi(x, 0) \equiv 0$ ). Multiplying Equation (A.23) by $\phi$ and integrating by parts
[compare (2.12)], we obtain

$$
\begin{align*}
& -\int_{\mathbb{R}} \int_{0}^{\infty}\left[U\left(u^{(\epsilon)}\right) \phi_{t}+F\left(u^{(\epsilon)}\right) \phi_{x}-\epsilon U^{\prime}\left(u^{(\epsilon)}\right) u_{x}^{(\epsilon)} \phi_{x}\right] d x d t \\
& \quad=-\epsilon \int_{\mathbb{R}} \int_{0}^{\infty} U^{\prime \prime}\left(u^{(\epsilon)}\right)\left(u_{x}^{(\epsilon)}\right)^{2} \phi d x d t \tag{A.24}
\end{align*}
$$

Assume first that $u^{(\epsilon)}, u_{x}^{(\epsilon)}$ are bounded uniformly in $\epsilon>0$, over the support of $\phi$, and that $u^{(\epsilon)} \rightarrow u$ as $\epsilon \rightarrow 0$. Then, taking the limits in (A.23), as $\epsilon \rightarrow 0$, we get

$$
\begin{equation*}
-\int_{\mathbb{R}} \int_{0}^{\infty}\left[U(u) \phi_{t}+F(u) \phi_{x}\right] d x d t=0 \tag{A.25}
\end{equation*}
$$

However, the assumptions leading to (A.25), and in particular that of the uniform boundedness of $u_{x}^{(\epsilon)}$, are too restrictive in typical cases. For example, recall that we have already seen [Equations (A.12) and (A.13)] that in the case of a moving step [with $u_{0}$ as in (A.2)] the sequence $u^{(\epsilon)}$ converges to the discontinuous step, so that $u_{x}^{(\epsilon)}$ cannot remain bounded. We note, however, that assuming the total variation (in $x$ ) of $u^{(\epsilon)}$ to be bounded (uniformly in $\epsilon>0$ ) we can still show that the third term in the left-hand side of (A.24) tends to 0 as $\epsilon \rightarrow 0$. Indeed, in this case $\int_{\mathbb{R}}\left|u_{x}^{(\epsilon)}\right| d x=$ total variation of $u^{(\epsilon)}$ (for fixed $t$ ). Thus, retaining the assumption $u^{(\epsilon)} \rightarrow u$ (boundedly) and the uniform boundedness of the total variation (in $x$ ) of $u^{(\epsilon)}$, and noting that $U^{\prime \prime}>0$ (convexity), we get from (A.24) the following inequality, which replaces (A.25):

$$
\begin{equation*}
-\int_{\mathbb{R}} \int_{0}^{\infty}\left[U(u) \phi_{t}+F(u) \phi_{x}\right] d x d t \leq 0 \tag{A.26}
\end{equation*}
$$

[for all nonnegative test functions $\phi(x, t)$ ].
Note also that multiplying (A.21) by $\phi$ and using the same assumptions we obtain (2.12), so that $u(x, t)$ is a weak solution to (2.1), (2.2), in the sense of Definition 2.3.

The convex function $U(u)$ is called an "entropy function" and the associated [via (A.22)] function $F(u)$ is its "entropy flux" (see Lax [76]). It turns out that the inequality (A.26), when applied to all possible pairs $(U, F)$, characterizes the unique weak solution that is obtained by the vanishing viscosity method, namely, as a limit of the solutions $u^{(\epsilon)}$. The reader is referred to Hörmander [64] and to Godlewski and Raviart [55] for full discussions of these matters. We also refer to Godlewski and Raviart [55] for a proof of the fact that, if the flux function $f(u)$ is convex, it suffices to take only one pair of (entropy, entropy flux) functions in (A.26). In the case of a Riemann problem, when $f(u)$ is not convex, the structure of the entropy solution is more complicated than that outlined in

Section 2.1 (see the paragraph following Definition 2.18) and consists of several waves. We refer the reader to Godlewski and Raviart [55] and to Chorin and Marsden [28] for a description of the "Oleinik constructions" of these solutions.

Finally, we show how the Lax entropy condition (Definition 2.15) is obtained from (A.26), in the case of the Burgers' equation (see LeVeque [82, Example 3.4]).

In this case $f(u)=\frac{1}{2} u^{2}$. Taking $U=u^{2}$ we have, from (A.22), $F(u)=\frac{2}{3} u^{3}$. As in the derivation of the balance law [Claim 2.5(b)] we obtain from (A.26), for every rectangle $Q_{x_{1}, x_{2}}^{T}$,

$$
\begin{align*}
& \int_{x_{1}}^{x_{2}} u^{2}(x, T) d x-\int_{x_{1}}^{x_{2}} u^{2}(x, 0) d x \\
& \quad+\frac{2}{3}\left[\int_{0}^{T} u^{3}\left(x_{2}, t\right) d t-\int_{0}^{T} u^{3}\left(x_{1}, t\right) d t\right] \leq 0 . \tag{A.27}
\end{align*}
$$

If

$$
u(x, t)= \begin{cases}u_{1}, & x \leq x(t) \\ u_{\mathrm{r}}, & x>x(t)\end{cases}
$$

is a moving step solution, where $x(t)=S t\left[S=\frac{1}{2}\left(u_{1}+u_{\mathrm{r}}\right)\right.$ by the RankineHugoniot condition], then (A.27) yields, when $x_{1}=0, x_{2}=S T$,

$$
S T\left(u_{1}^{2}-u_{\mathrm{r}}^{2}\right)+\frac{2}{3} T\left(u_{\mathrm{r}}^{3}-u_{1}^{3}\right) \leq 0
$$

or, by $S=\frac{1}{2}\left(u_{1}+u_{\mathrm{r}}\right)$,

$$
T\left(u_{1}-u_{\mathrm{r}}\right)\left[2 S^{2}-\frac{2}{3}\left(u_{\mathrm{r}}^{2}+u_{\mathrm{r}} u_{1}+u_{\mathrm{l}}^{2}\right)\right]=-\frac{T}{6}\left(u_{1}-u_{\mathrm{r}}\right)^{3} \leq 0 .
$$

Thus a moving step satisfying the entropy condition (A.27) is possible only with $u_{1}>u_{r}$.

## Appendix B

## Convergence of the Godunov Scheme

In this appendix we outline the proof of Theorem 3.6, concerning the convergence of the Godunov scheme (3.11) to the entropy solution of the (nonlinear) scalar conservation law. As in the case of Theorem 2.28, where convergence was proved in the linear case, we try to avoid as much as possible the use of general (more advanced) mathematical facts. Instead, we rely on specific details pertaining to the Godunov scheme. We refer the reader to Smoller [104] for Oleinik's proof of the convergence of the Lax-Friedrichs scheme and to Godlewski and Raviart [55] for a broader discussion of convergence of discrete schemes.

Recall that $\tilde{u}(x, t)$ is the exact solution of the scalar conservation law subject to the initial condition $\tilde{u}\left(x, t_{n}\right)=U^{n}(x)$, where $U^{n}(x)$ is the piecewise constant function given by (3.2). At the next time level $t_{n+1}=t_{n}+k$ the function $U^{n+1}(x)$ is computed as in Definition 3.5. For the sequence of averages $\left\{U_{j}^{n}\right\}_{j=-\infty}^{\infty}$ we define the total variation by

$$
\begin{equation*}
T V\left(U^{n}\right)=\sum_{j=-\infty}^{\infty}\left|U_{j+1}^{n}-U_{j}^{n}\right| \tag{B.1}
\end{equation*}
$$

Clearly, $T V\left(U^{n}\right)=T V\left(U^{n}(x)\right)$, where, for any function $g(x)$ vanishing at infinity, the total variation is defined by,

$$
\begin{equation*}
T V(g)=\sup \left\{\sum_{j=-\infty}^{\infty}\left|g\left(y_{j+1}\right)-g\left(y_{j}\right)\right|\right\} \tag{B.2}
\end{equation*}
$$

and the supremum is taken over all monotonically increasing sequences
$\left\{y_{j}\right\}_{j=-\infty}^{\infty} \subseteq \mathbb{R}$. If $g(x) \in L^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$ it can be shown that

$$
T V(g)=\sup _{h>0} \frac{1}{h} \int_{-\infty}^{\infty}|g(y+h)-g(y)| d y
$$

In particular, our assumption that $u_{0}(x)$ is of finite total variation implies that

$$
\begin{align*}
T V\left(U^{0}\right) & =\sum_{j=-\infty}^{\infty}\left|U_{j+1}^{0}-U_{j}^{0}\right|=\sum_{j=-\infty}^{\infty} \frac{1}{\Delta x}\left|\int_{x_{j-1 / 2}}^{x_{j+1 / 2}}\left[u_{0}(x+\Delta x)-u_{0}(x)\right] d x\right| \\
& \leq \frac{1}{\Delta x} \sum_{j=-\infty_{x_{j-1 / 2}}}^{\infty} \int_{0}^{x_{j+1 / 2}}\left|u_{0}(x+\Delta x)-u_{0}(x)\right| d x  \tag{B.3}\\
& =\frac{1}{\Delta x} \int_{-\infty}^{\infty}\left|u_{0}(x+\Delta x)-u_{0}(x)\right| d x \leq T V\left(u_{0}\right)<\infty
\end{align*}
$$

Our first claim is that the sequence $\left\{T V\left(U^{n}\right)\right\}_{n=-\infty}^{\infty}$ is nonincreasing.

Claim B. 1 For the Godunov scheme,

$$
T V\left(U^{n+1}\right) \leq T V\left(U^{n}\right), \quad n=0,1,2, \ldots
$$

Proof The solution $\tilde{u}(x, t)$ is constant along characteristic (straight) lines [see (2.10)]. The lines starting at time $t=t_{n}$ from points in cell $j$ have uniform slopes $f^{\prime}\left(U_{j}^{n}\right)$. It can be easily seen, by the CFL condition, that all points in cell $j$ are reached, at time $t=t_{n+1}$, by characteristic lines emanating at $t=t_{n}$ from points in cells $j-1, j, j+1 .{ }^{1}$ In particular, let $\left(\tilde{x}_{j+1 / 2}, t_{n}\right)$ be the point lying on the characteristic line through $\left(x_{j+1 / 2}, t_{n+1}\right)$, namely, $\tilde{x}_{j+1 / 2}+f^{\prime}\left(U^{n}\left(\tilde{x}_{j+1 / 2}\right)\right) \cdot k=x_{j+1 / 2}$ [if the point is sonic we get $\tilde{x}_{j+1 / 2}=$ $x_{j+1 / 2}, U^{n}\left(\tilde{x}_{j+1 / 2}\right)=u_{\text {min }}$ as in (2.28)]. All points in cell $j$ are thus reached, at time $t=t_{n+1}$, by characteristic lines emanating at $t=t_{n}$ from points in $\left[\tilde{x}_{j-1 / 2}, \tilde{x}_{j+1 / 2}\right]$ at time $t=t_{n}$. The range of values of $\tilde{u}\left(x, t_{n+1}\right)$ is therefore contained in the interval $\left[\min U^{n}(x), \max U^{n}(x)\right], \tilde{x}_{j-1 / 2}<x<\tilde{x}_{j+1 / 2}$. Observe that a section of cell $j$ may be covered by (part of) a rarefaction fan centered,

[^41]say, at $x_{j+1 / 2}$ (see Figure 3.1). The values of $\tilde{u}\left(x, t_{n+1}\right)$ there lie between $U_{j}^{n}$ and $U_{j+1}^{n}$ and $\tilde{x}_{j+1 / 2} \geq x_{j+1 / 2}$.

Note also that by the CFL condition $x_{j-3 / 2}<\tilde{x}_{j-1 / 2} \leq \tilde{x}_{j+1 / 2}<x_{j+3 / 2}$, so that, for $\tilde{x}_{j-1 / 2} \leq x \leq \tilde{x}_{j+1 / 2}$,

$$
\min \left(U_{j}^{n}, U_{j \pm 1}^{n}\right) \leq \min U^{n}(x) \leq \max U^{n}(x) \leq \max \left(U_{j}^{n}, U_{j \pm 1}^{n}\right)
$$

We conclude that the average $U_{j}^{n+1}$ satisfies, for some point $\tilde{x}_{j}$,

$$
\begin{equation*}
U_{j}^{n+1}=U^{n}\left(\tilde{x}_{j}\right), \quad \tilde{x}_{j-1 / 2} \leq \tilde{x}_{j} \leq \tilde{x}_{j+1 / 2} \tag{B.4}
\end{equation*}
$$

In Equation (B.4) we use the observation that if there is no point $x$ in cell $j$ such that $U_{j}^{n+1}=\tilde{u}\left(x, t_{n+1}\right)$, then $U_{j}^{n+1}$ is an "intermediate value in a jump"; namely, there is a shock trajectory passing through $\left(\bar{x}, t_{n+1}\right), x_{j-1 / 2}<\bar{x}<x_{j+1 / 2}$, such that $\tilde{u}\left(\bar{x}+, t_{n+1}\right)<U_{j}^{n+1}<\tilde{u}\left(\bar{x}-, t_{n+1}\right)$. This shock originates necessarily at one of the cell endpoints, say, $x_{j-1 / 2}$, and satisfies

$$
\begin{equation*}
U_{j-1}^{n}=\tilde{u}\left(\bar{x}-, t_{n+1}\right)>U_{j}^{n+1}>\tilde{u}\left(\bar{x}+, t_{n+1}\right)=U_{j}^{n} \tag{B.5}
\end{equation*}
$$

We then set $\tilde{x}_{j}=x_{j-1 / 2}$ and define $U^{n}\left(\tilde{x}_{j}\right)=U_{j}^{n+1}$. This construction yields a monotonically increasing sequence $\tilde{x}_{j}<\tilde{x}_{j+1},-\infty<j<\infty$. We have

$$
\begin{aligned}
T V\left(U^{n+1}\right) & =\sum_{j=-\infty}^{\infty}\left|U_{j+1}^{n+1}-U_{j}^{n+1}\right| \\
& =\sum_{j=-\infty}^{\infty}\left|U^{n}\left(\tilde{x}_{j+1}\right)-U^{n}\left(\tilde{x}_{j}\right)\right| \leq T V\left(U^{n}(x)\right)=T V\left(U^{n}\right)
\end{aligned}
$$

which concludes the proof of the claim.

## Corollary B. 2

$$
T V\left(U^{n}\right) \leq T V\left(U^{0}\right)<\infty
$$

Next we inspect the variation in time of the approximating sequences $\left\{U_{j}^{n}\right\}_{j=-\infty}^{\infty}$.

Claim B. 3 For any $n \geq p \geq 0$,

$$
\begin{equation*}
\sum_{j=-\infty}^{\infty}\left|U_{j}^{n}-U_{j}^{p}\right| \leq 2 \lambda S_{0}(n-p) T V\left(U^{0}\right) \tag{B.6}
\end{equation*}
$$

Proof In view of the defining equation (3.11), we have

$$
\begin{align*}
\left|U_{j}^{n+1}-U_{j}^{n}\right| & \leq \lambda\left|f\left(R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right)\right)-f\left(R\left(0 ; U_{j-1}^{n}, U_{j}^{n}\right)\right)\right| \\
& \leq \lambda S_{0}\left|R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right)-R\left(0 ; U_{j-1}^{n}, U_{j}^{n}\right)\right| \tag{B.7}
\end{align*}
$$

where in the last step we have used the mean value theorem and (3.7) (to estimate $\left|f^{\prime}(v)\right| \leq S_{0}$ for $\left.|v| \leq M_{n} \leq M_{0}\right)$. An easy inspection of the Riemann solution (2.28) yields

$$
\begin{equation*}
\left|R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right)-R\left(0 ; U_{j-1}^{n}, U_{j}^{n}\right)\right| \leq\left|U_{j+1}^{n}-U_{j}^{n}\right|+\left|U_{j}^{n}-U_{j-1}^{n}\right|, \tag{B.8}
\end{equation*}
$$

so that summation over $j$ in (B.7) yields (B.6), when going $(n-p)$ time steps backward and noting Claim B.1.

We can now conclude the proof of Theorem 3.6 as follows. Fix $T>0$. For a given time step $k>0$ we extend the sequence of approximating functions $U^{0}(x), U^{1}(x), \ldots, U^{n}(x), \ldots, n k \leq T$ (these functions depend, of course, on $k$ ), so that we get a function defined on the entire strip $\mathbb{R} \times[0, T]$ by

$$
\begin{equation*}
U_{k}(x, t)=U^{n}(x) \quad \text { for } \quad t \in[n k,(n+1) k) \tag{B.9}
\end{equation*}
$$

Thus, $U_{k}(x, t)$ is piecewise constant in space (with jumps at $x_{j+1 / 2}=(j+$ $1 / 2) \Delta x,-\infty<j<\infty$ ) and in time (with jumps at $t_{n}=n k \leq T, \quad n=$ $1,2, \ldots)$. It takes the constant value $U_{j}^{n}$ in the rectangle $\left(x_{j-1 / 2}, x_{j+1 / 2}\right) \times$ $[n k,(n+1) k)($ see Figure B.1).


Figure B.1. The piecewise-constant function $U_{k}(x, t)$.

The reader should note that our notation is somewhat ambiguous. Indeed, for different $k^{\prime}$ s the functions $U^{n}(x)$ in (B.9), for the same integer $n$, represent two different functions (at two different time levels) constructed by the Godunov scheme using the two different time steps.

Pick any time level $\tau \in[0, T]$. By Claim 3.7 the family $\left\{U_{k}(x, \tau)\right\}_{k>0}$ (viewed as a family of functions of the space variable $x$ ) is uniformly bounded, and by Corollary B. 2 all total variations of these functions are also uniformly bounded [by $T V\left(u_{0}\right)$, see (B.3)]. Thus, applying Helly's Selection Theorem (see Nathanson [92]) we can extract a sequence of time steps, $k_{i}^{(1)} \rightarrow 0$, such that the corresponding sequence of functions $\left\{U_{k_{i}^{(1)}}(x, \tau)\right\}_{i=1}^{\infty}$ converges at every $x \in \mathbb{R}$, and in $L_{\text {loc }}^{1}(\mathbb{R})$ (see Definition 2.25), to a limit function, which we denote by $v(x, \tau)$. Picking another value $\bar{\tau} \in[0, T]$, we obtain, by the same argument, a further subsequence $\left\{k_{i}^{(2)}\right\}_{i=1}^{\infty} \subseteq\left\{k_{i}^{(1)}\right\}_{i=1}^{\infty}$ such that $\left\{U_{k_{i}^{(2)}}(x, \bar{\tau})\right\}_{i=1}^{\infty}$ converges [for all $x$ and in $L_{\text {loc }}^{1}(\mathbb{R})$ ] to a limit function $v(x, \bar{\tau})$. Because it is a subsequence of $\left\{U_{k_{i}^{(1)}}\right\}_{i=1}^{\infty},\left\{U_{k_{i}^{(2)}}(x, \bar{\tau})\right\}_{i=1}^{\infty}$ clearly converges to $v(x, \tau)$. We can now apply the familiar "diagonal process" to obtain a sequence $k_{i} \rightarrow 0$ such that the corresponding functions $\left\{U_{k_{i}}\left(x, \tau_{l}\right)\right\}$ converge [for every $x \in \mathbb{R}$ and in $L_{\mathrm{loc}}^{1}(\mathbb{R})$ ] to $v\left(x, \tau_{l}\right)$, where the sequence $\left\{\tau_{l}\right\}_{l=1}^{\infty}$ is dense in $(0, T)$. But now we claim that the sequence $\left\{U_{k_{i}}(x, t)\right\}_{i=1}^{\infty}$ converges [pointwise and in $L_{\text {loc }}^{1}(\mathbb{R})$ ] for every $t \in[0, T]$. To this end we first note that, multiplying (B.6) by $\Delta x$ and noting that $\lambda(n-p) \Delta x=k(n-p)=n k-n p$, and using the definition of the function $U_{k}(x, t)$, we have, with $n k \leq t_{1}<(n+1) k, p k \leq t_{2} \leq(p+1) k$,

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|U_{k}\left(x, t_{1}\right)-U_{k}\left(x, t_{2}\right)\right| d x \leq 2 S_{0}\left(\left|t_{1}-t_{2}\right|+k\right) \cdot T V\left(u_{0}\right) \tag{B.10}
\end{equation*}
$$

Taking $t_{1}=t$ and $t_{2}=\tau_{l}$, for some index $l$, and letting $k=k_{i}$ in (B.10), we get

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|U_{k_{i}}(x, t)-U_{k_{i}}\left(x, \tau_{l}\right)\right| d x \leq 2 S_{0}\left(k_{i}+\left|t-\tau_{l}\right|\right) \cdot T V\left(u_{0}\right) \tag{B.11}
\end{equation*}
$$

Let $\epsilon>0$ be given, and take a finite interval $[-X, X] \subseteq \mathbb{R}$. Let $l$ be such that $\left|t-\tau_{l}\right|<\epsilon\left(\left\{\tau_{l}\right\}_{l=1}^{\infty}\right.$ is dense in $\left.(0, T)\right)$. Since $\left\{U_{k_{i}}\left(x, \tau_{l}\right)\right\}_{i=1}^{\infty}$ converges to $v\left(x, \tau_{l}\right)$ in $L^{1}(-X, X)$ we can find an index $J=J(\epsilon, l)$, such that

$$
\begin{equation*}
\int_{-X}^{X}\left|U_{k_{i}}\left(x, \tau_{l}\right)-v\left(x, \tau_{l}\right)\right| d x \leq \epsilon, \quad i>J \tag{B.12}
\end{equation*}
$$

We may further assume that $k_{i}<\epsilon$ for $i>J$. Inserting all this in (B.11) we
obtain, for $i>J$,

$$
\begin{align*}
& \int_{-X}^{X}\left|U_{k_{i}}(x, t)-v\left(x, \tau_{l}\right)\right| \leq \int_{-X}^{X}\left\{\left|U_{k_{i}}(x, t)-U_{k_{i}}\left(x, \tau_{l}\right)\right|\right. \\
& \left.\quad+\left|U_{k_{i}}\left(x, \tau_{l}\right)-v\left(x, \tau_{l}\right)\right|\right\} d x \leq\left(4 \cdot T V\left(u_{0}\right)+1\right) \epsilon \tag{B.13}
\end{align*}
$$

hence also, for $i>j>J$,

$$
\begin{align*}
& \int_{-X}^{X}\left|U_{k_{i}}(x, t)-U_{k_{j}}(x, t)\right| d x \leq \int_{-X}^{X}\left\{\left|U_{k_{i}}(x, t)-v\left(x, \tau_{l}\right)\right|\right. \\
& \left.\quad+\left|U_{k_{j}}(x, t)-v\left(x, \tau_{l}\right)\right|\right\} d x \leq 2\left(4 \cdot T V\left(u_{0}\right)+1\right) \epsilon \tag{B.14}
\end{align*}
$$

We conclude that the sequence $\left\{U_{k_{i}}(x, t)\right\}_{i=1}^{\infty}$ is a Cauchy sequence in $L^{1}(-X, X)$ and thus converges to some function $v(x, t)$. Since $X$ was arbitrary, the function $v(x, t)$ is defined for all $x \in \mathbb{R}$ and the convergence $U_{k_{i}}(x, t) \rightarrow$ $v(x, t)$ is in $L_{\text {loc }}^{1}(\mathbb{R})$. Passing to the limit $i \rightarrow \infty$ in (B.13) we now have

$$
\begin{equation*}
\int_{-X}^{X}\left|v(x, t)-v\left(x, \tau_{l}\right)\right| d x \leq 4\left(T V\left(u_{0}\right)+1\right) \epsilon \tag{B.15}
\end{equation*}
$$

under the assumption $\left|t-\tau_{l}\right|<\epsilon$. In other words, taking any subsequence $\tau_{l_{j}} \rightarrow t$ and noting that $X$ is arbitrary, we get, from (B.15), ${ }^{2}$

$$
\begin{equation*}
v(x, t)=\lim _{\tau_{l_{j}} \rightarrow t} v\left(x, \tau_{l}\right) \quad \text { in } \quad L_{\mathrm{loc}}^{1}(\mathbb{R}) \tag{B.16}
\end{equation*}
$$

In other words, for every $t \in(0, T)$ the function $v(x, t)$ is uniquely determined as a limit of a subsequence of $\left\{v\left(x, \tau_{l}\right)\right\}_{l=1}^{\infty}$. However, by Helly's theorem, the sequence $\left\{U_{k_{i}}(x, t)\right\}_{i=1}^{\infty}$, being uniformly bounded and with uniformly bounded total variations, possesses a subsequence that converges pointwise and hence necessarily to $v(x, t)$. Thus, since all converging subsequences have the same limit function $v(x, t)$, the whole sequence $\left\{U_{k_{i}}(x, t)\right\}_{i=1}^{\infty}$ converges pointwise to $v(x, t)$.

We have therefore obtained a limit function $v(x, t)$ of the sequence $\left\{U_{k_{i}}(x, t)\right\}_{i=1}^{\infty}$ in the strip $\mathbb{R} \times[0, T]$. It remains to show that $v(x, t)$ is a weak solution (see Definition 2.3) and that it satisfies the entropy condition (see Appendix A), thus ensuring its uniqueness.

[^42]Recall (Definition 2.3) that to prove that $v(x, t)$ is a weak solution we need to show that, for every test function $\phi(x, t) \in C_{0}^{1}$,

$$
\begin{equation*}
\int_{\mathbb{R}} \int_{0}^{\infty}\left(v \phi_{t}+f(v) \phi_{x}\right) d x d t+\int_{\mathbb{R}} \phi(x, 0) u_{0}(x) d x=0 \tag{B.17}
\end{equation*}
$$

Fix $k=\Delta t>0$ and let $\left\{U_{j}^{n}\right\}_{j, n}$ be the values determined by the Godunov scheme (3.10), (3.11) [these are the values taken on by the function $U_{k}(x, t)$, by (B.9)]. Let $\phi_{j, n}=\phi\left(x_{j}, t_{n}\right)$ and multiply (3.10) by $\phi_{j, n}$ to obtain

$$
\begin{equation*}
\phi_{j, n}\left(U_{j}^{n+1}-U_{j}^{n}\right)=-\lambda \phi_{j, n}\left(f_{j+1 / 2}^{\mathrm{G}, n+1 / 2}-f_{j-1 / 2}^{\mathrm{G}, n+1 / 2}\right) \tag{B.18}
\end{equation*}
$$

Summing over $-\infty<j<\infty$ we readily obtain

$$
\begin{equation*}
\sum_{j=-\infty}^{\infty} \phi_{j, n}\left(U_{j}^{n+1}-U_{j}^{n}\right)=\lambda \sum_{j=-\infty}^{\infty} f_{j+1 / 2}^{\mathrm{G}, n+1 / 2}\left(\phi_{j+1, n}-\phi_{j, n}\right) \tag{B.19}
\end{equation*}
$$

Recall [see (3.9)] that $f_{j+1 / 2}^{\mathrm{G}, n+1 / 2}=f\left(R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right)\right)$ and that [see (2.28)] in all cases $V_{j}^{n}:=R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right)$ is a value that lies between $U_{j}^{n}$ and $U_{j+1}^{n}$. We can therefore rewrite (B.19) as

$$
\sum_{j=-\infty}^{\infty} \phi_{j, n}\left(U_{j}^{n+1}-U_{j}^{n}\right)=\lambda \sum_{j=-\infty}^{\infty} f\left(V_{j}^{n}\right)\left(\phi_{j+1, n}-\phi_{j, n}\right)
$$

and summing over $0 \leq n<\infty$ and multiplying both sides by $\Delta x$ we get

$$
\begin{align*}
& k \Delta x\left\{\sum_{n=1}^{\infty} \sum_{j=-\infty}^{\infty} \frac{\phi_{j, n}-\phi_{j, n-1}}{k} U_{j}^{n}+\sum_{n=1}^{\infty} \sum_{j=-\infty}^{\infty} f\left(V_{j}^{n}\right) \frac{\phi_{j+1, n}-\phi_{j, n}}{\Delta x}\right\} \\
& \quad+\Delta x \sum_{j=-\infty}^{\infty} \phi_{j, 0} U_{j}^{0}=0 \tag{B.20}
\end{align*}
$$

Observe that these sums are all finite, since $\phi \in C_{0}^{1}$ means that $\phi_{j, n}$ vanishes for large $|j|, n$.

Returning to the notation $U_{k}$ [in (B.9)], let us introduce a similar piecewiseconstant function $\Phi_{k, t}$ by

$$
\begin{equation*}
\Phi_{k, t}(x, t)=\frac{\phi_{j, n}-\phi_{j, n-1}}{k} \quad \text { if } \quad x \in\left(x_{j-1 / 2}, x_{j+1 / 2}\right), t \in[n k,(n+1) k) \tag{B.21}
\end{equation*}
$$

Clearly, since $\phi \in C_{0}^{1}, \Phi_{k, t}(x, t) \rightarrow \phi_{t}(x, t)$ uniformly in $\mathbb{R} \times[0, T]$ (simply write the difference in terms of Taylor's expansion up to second order in $t$ ). Specializing to the sequence $k=k_{i}$,

$$
\begin{align*}
& k_{i} \Delta x \cdot \sum_{n=1}^{\infty} \sum_{j=-\infty}^{\infty} \frac{\phi_{j, n}-\phi_{j, n-1}}{k} U_{j}^{n}=\int_{\mathbb{R}} \int_{0}^{T} \Phi_{k, t}(x, t) U_{k_{i}}(x, t) d x d t \\
& \underset{k_{i} \rightarrow 0}{\longrightarrow} \int_{\mathbb{R}} \int_{0}^{T} \phi_{t}(x, t) v(x, t) d x d t \tag{B.22}
\end{align*}
$$

where in the last step we have used $U_{k_{i}} \rightarrow v$ and Lebesgue's dominated convergence theorem. We can treat similarly the second sum in (B.20). Indeed, define piecewise-constant functions

$$
\left.\begin{array}{rl}
G_{k}(x, t) & =f\left(V_{j}\right)  \tag{B.23}\\
\Phi_{k, x}(x, t) & =\frac{\phi_{j+1, n}-\phi_{j, n}}{\Delta x}
\end{array}\right\}(x, t) \in\left(x_{j-1 / 2}, x_{j+1 / 2}\right) \times[n k,(n+1) k),
$$

so that

$$
k \Delta x \cdot \sum_{n=1}^{\infty} \sum_{j=-\infty}^{\infty} f\left(V_{j}\right) \frac{\phi_{j+1, n}-\phi_{j, n}}{\Delta x}=\int_{\mathbb{R}} \int_{0}^{T} G_{k}(x, t) \Phi_{k, x} d x d t .
$$

Clearly, $\Phi_{k, x} \rightarrow \phi_{x}$ as $k \rightarrow 0$ uniformly in $\mathbb{R} \times[0, T]$. However, the value $V_{j}^{n}$ is always between $U_{j}^{n}$ and $U_{j+1}^{n}$, so the continuity of $f$ and the convergence pointwise of $U_{k_{i}}$ to $v$ imply that $G_{k_{i}}(x, t) \rightarrow f(v)$, pointwise. All functions $G_{k_{i}}(x, t)$ are uniformly bounded [by $f\left(M_{0}\right)$; see Claim 3.7], so, once again by the dominated convergence theorem, we have

$$
\begin{equation*}
k_{i} \Delta x \cdot \sum_{n=1}^{\infty} \sum_{j=-\infty}^{\infty} f\left(V_{j}^{n}\right) \frac{\phi_{j+1, n}-\phi_{j, n}}{\Delta x} \underset{k_{i} \rightarrow 0}{\longrightarrow} \int_{\mathbb{R}} \int_{0}^{T} f(v) \phi_{x} d x d t \tag{B.24}
\end{equation*}
$$

The fact that the last sum in (B.20) converges to $\int_{\mathbb{R}} \phi(x, 0) u_{0}(x) d x$ as $\Delta x_{i} \rightarrow 0$ (note that $\lambda=\frac{k_{i}}{\Delta x_{i}}=$ constant and $k_{i} \rightarrow 0$ implies $\Delta x_{i} \rightarrow 0$ ) is left to the reader as an easy exercise. Inserting the limits (B.22), (B.24), along with the last observation, in (B.20), yields (B.17); hence $v(x, t)$ is indeed a weak solution.

Remark B. 4 The preceding argument, using the convergence $U_{k_{i}} \rightarrow v$ in the proof that $v$ is a weak solution, can be generalized to other schemes. It is then known as the "Lax-Wendroff theorem." We refer the reader to the books by LeVeque [82] and by Godlewski and Raviart [55] for a general statement of this theorem.

Remark B. 5 Strictly speaking, we have proven that $v(x, t)$ is a weak solution in the strip $\mathbb{R} \times[0, T]$. However, an inspection of our arguments shows that we could replace $[0, T]$ by $[0, \infty)$, by taking a sequence $\left\{T_{l}\right\}_{l=1}^{\infty}$ that is dense in $[0, \infty)$. The estimates needed in the proof [most notably (B.11)] hold uniformly in $t \in[0, \infty)$. Thus, $v(x, t)$ is actually a weak solution in $\mathbb{R} \times[0, \infty)$.

Finally, it remains to prove that $v(x, t)$ is the (unique) entropy solution to (2.1), (2.2). In dealing with the Godunov scheme, it is very easy to do the proof in the context of the "entropy-function entropy-flux" formalism, as given in (A.26).

So, let $\Psi(u)$ be a strictly convex smooth function, and let $F(u)$ be the associated flux, $F^{\prime}(u)=\Psi^{\prime}(u) f^{\prime}(u)$. We need to show that, for all nonnegative test functions $\phi \in C_{0}^{1}$,

$$
\begin{equation*}
-\int_{\mathbb{R}} \int_{0}^{\infty}\left[\Psi(v) \phi_{t}+F(v) \phi_{x}\right] d x d t \leq 0 \tag{B.25}
\end{equation*}
$$

This inequality is satisfied by the solution $\tilde{u}(x, t), t_{n} \leq t \leq t_{n+1}$. Let $U_{k}(x, t)$ be the piecewise-constant function constructed by the Godunov scheme, as in (B.9). Repeating the argument in the proof of Claim 2.5(b) (by using the same sequence of nonnegative test functions) in the rectangle $\left(x_{j-1 / 2}, x_{j+1 / 2}\right) \times\left(t_{n}, t_{n+1}\right)$ and passing to the limit in (B.25) we get [instead of the balance equation (2.3)] the inequality

$$
\begin{align*}
& \int_{x_{j-1 / 2}}^{x_{j+1 / 2}}\left[\Psi\left(\tilde{u}\left(x, t_{n+1}\right)\right)-\Psi\left(U_{j}^{n}\right)\right] d x \leq-\int_{t_{n}}^{t_{n+1}}\left[F\left(R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right)\right)\right. \\
& \left.\quad-F\left(R\left(0 ; U_{j-1}^{n}, U_{j}^{n}\right)\right)\right] d t . \tag{B.26}
\end{align*}
$$

In this inequality we have already used that $\tilde{u}\left(x, t_{n}\right) \equiv U_{j}^{n}$ in cell $j$ and that $\tilde{u}\left(x_{j+1 / 2}, t\right) \equiv R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right), t_{n} \leq t \leq t_{n+1}$ [see (3.8)]. Since $\Psi$ is strictly
convex, we get by Jensen's inequality

$$
\begin{align*}
\frac{1}{\Delta x} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} \Psi\left(\tilde{u}\left(x, t_{n+1}\right)\right) d x & \leq \Psi\left(\frac{1}{\Delta x} \int_{x_{j-1 / 2}}^{x_{j+1 / 2}} \tilde{u}\left(x, t_{n+1}\right) d x\right) \\
& =\Psi\left(U_{j}^{n+1}\right) \tag{B.27}
\end{align*}
$$

where (3.10) was used in the last step. Thus, the inequality (B.26) can be rewritten as

$$
\begin{equation*}
\Psi\left(U_{j}^{n+1}\right)-\Psi\left(U_{j}^{n}\right) \leq-\lambda\left[F\left(R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right)\right)-F\left(R\left(0 ; U_{j-1}^{n}, U_{j}^{n}\right)\right)\right] \tag{B.28}
\end{equation*}
$$

We can now repeat exactly the proof of (B.17), replacing $U_{k}$ by $\Psi\left(U_{k}\right)$ and $f$ by $F\left[\right.$ i.e., $f_{j+1 / 2}^{\mathrm{G}, n+1 / 2}$ by $\left.F\left(R\left(0 ; U_{j}^{n}, U_{j+1}^{n}\right)\right)\right]$ to obtain from the discrete inequality (B.28) the integrated inequality (B.25). This concludes the proof that $v$ is indeed the (unique) entropy solution to (2.1), (2.2).

## Appendix C

Riemann Solver for a $\gamma$-Law Gas

Numerous schemes for fluid dynamics (including the GRP scheme) are based on solving a Riemann problem at cell interfaces, requiring an efficient and robust algorithm for solving this problem. Here we briefly present a Newton-Raphson (iterative) algorithm for solving the RP for perfect gases, which typically converges in about three iterations, producing an accurate solution of the RP in the ( $u, p$ ) plane.

The Riemann problem is the IVP given in terms of Equation (4.47) subject to the initial data (4.100). The procedure for solving a RP, as outlined in Construction 4.46, consists in finding the intersection point ( $u^{*}, p^{*}$ ) of the interaction curves $I_{1}^{1}, I_{3}^{\mathrm{r}}$, as depicted in Figure 4.18. The equations we use here for the $(u, p)$ interaction curves are those given in Summary 4.49, with the transformation $\zeta=p^{\frac{\gamma-1}{2 \gamma}}$, so that in the $(u, \zeta)$ plane the rarefaction branch of either interaction curve is a straight line, as observed in Remark 4.51. For the Newton-Raphson iterations we also require the derivative functions (slopes of the respective interaction curves), which are given by [see Equations (4.115) and (4.116)]

$$
\left(\frac{d u}{d \zeta}\right)= \begin{cases}-\left(\frac{2}{\gamma-1}\right) \frac{c_{\mathrm{L}}}{\zeta_{\mathrm{L}}}, & \zeta \leq \zeta_{\mathrm{L}}  \tag{C.1}\\ -\left(\frac{2}{\gamma-1}\right) \frac{c_{\mathrm{L}}}{\zeta}\left(\frac{\zeta}{\zeta_{\mathrm{L}}}\right)^{\frac{2 \gamma}{\gamma-1}} \times\left\{1+\left(\frac{\gamma+1}{4 \gamma}\right)\left[\left(\frac{\zeta}{\zeta_{\mathrm{L}}}\right)^{\frac{2 \gamma}{\gamma-1}}-1\right]\right\} & \\ \times\left\{1+\left(\frac{\gamma+1}{2 \gamma}\right)\left[\left(\frac{\zeta}{\zeta_{\mathrm{L}}}\right)^{\frac{2 \gamma}{\gamma-1}}-1\right]\right\}^{-3 / 2}, & \zeta>\zeta_{\mathrm{L}}\end{cases}
$$

for the $I_{1}^{1}$ interaction curve and by

$$
\left(\frac{d u}{d \zeta}\right)= \begin{cases}\left(\frac{2}{\gamma-1}\right) \frac{c_{\mathrm{R}}}{\zeta_{\mathrm{R}}}, & \zeta \leq \zeta_{\mathrm{R}}  \tag{C.2}\\ \left(\frac{2}{\gamma-1}\right) \frac{c_{\mathrm{R}}}{\zeta}\left(\frac{\zeta}{\zeta_{\mathrm{R}}}\right)^{\frac{2 \gamma}{\gamma-1}} \times\left\{1+\left(\frac{\gamma+1}{4 \gamma}\right)\left[\left(\frac{\zeta}{\zeta_{\mathrm{R}}}\right)^{\frac{2 \gamma}{\gamma-1}}-1\right]\right\} & \\ \times\left\{1+\left(\frac{\gamma+1}{2 \gamma}\right)\left[\left(\frac{\zeta}{\zeta_{\mathrm{R}}}\right)^{\frac{2 \gamma}{\gamma-1}}-1\right]\right\}^{-3 / 2}, & \zeta>\zeta_{\mathrm{R}}\end{cases}
$$

for the $I_{3}^{\mathrm{r}}$ interaction curve.
The solution algorithm starts by "sorting out" the solution branch on each interaction curve. The idea is to determine in advance the shock/rarefaction branch on which the intersection point $\left(u^{*}, p^{*}\right)$ is located. This can be done by exploiting the monotonicity property of the interaction curves, which is unaltered by the transformation from $(u, p)$ to $(u, \zeta)$. The idea is depicted graphically in Figure C. 1 for the right interaction curve $I_{3}^{\mathrm{r}}$. Let $u_{\mathrm{LR}}$ be the velocity value on $I_{1}^{1}$ corresponding to the pressure $p_{\mathrm{R}}$ (see Figure C.1). If $u_{\mathrm{LR}}>u_{\mathrm{R}}$ (as actually seen in Figure C.1) then the intersection value $u^{*}$ satisfies $u_{\mathrm{R}}<u^{*}<u_{\mathrm{LR}}$. Hence the intersection point $\left(u^{*}, p^{*}\right)$ lies on the shock branch of $I_{3}^{\mathrm{r}}$. In other words, the wave $\Gamma_{3}$ (see Construction 4.46) is a 3-shock. Conversely, if $u_{\mathrm{LR}}<u_{\mathrm{R}}$, the intersection value $u^{*}$ satisfies $u_{\mathrm{LR}}<u^{*}<u_{\mathrm{R}}$ and $\Gamma_{3}$ is a 3-CRW. An analogous procedure is repeated to determine the solution branch on $I_{1}^{1}$. Once we know which branch the solution is located on, the iterations for


Figure C.1. Determination of the shock/rarefaction branch on the right interaction curve $I_{3}^{\mathrm{r}}$.


Figure C.2. Iterative procedure for determining the intersection point between $I_{1}^{1}$ and $I_{3}^{\mathrm{r}}$.
finding $\left(u^{*}, p^{*}\right)$ are made with the correct shock/rarefaction branch on either side.

Turning to the actual solution, we start by the "zero iteration," which is obtained by calculating the intersection of the two rarefaction branches in $(u, \zeta)$. This is trivial since it consists in finding the intersection point of two straight lines. We note that this first estimate of $\left(u^{*}, p^{*}\right)$ is akin to an acoustic approximation [which is obtained as a linear intersection in the $(u, p)$ plane]. When this approximation is not sufficiently accurate, we proceed as follows.

Denote the solution obtained at the $n$th iteration by $\left(u^{n}, \zeta^{n}\right)$, with $n=$ $0,1,2, \ldots\left(n=0\right.$ being the "zero iteration"). Let $u_{\mathrm{L}}^{n}, u_{\mathrm{R}}^{n}$ be the velocities at the points of intersection of $\zeta=\zeta^{n}$ with the curves $I_{1}^{1}, I_{3}^{\mathrm{r}}$, respectively (see Figure C.2). Then $\left(u^{n+1}, \zeta^{n+1}\right)$ is obtained as the intersection point of the tangent lines to $I_{1}^{1}, I_{3}^{\mathrm{r}}$ at $\left(u_{\mathrm{L}}^{n}, \zeta^{n}\right),\left(u_{\mathrm{R}}^{n}, \zeta^{n}\right)$, respectively. This iterative procedure is terminated when $\left|u_{\mathrm{L}}^{n}-u_{\mathrm{R}}^{n}\right|$ is sufficiently small. The last intersection point is then taken to designate the state $\left(u^{*}, p^{*}\right)$ at the contact discontinuity resolving the given Riemann problem.

## Appendix D

## The MUSCL Scheme

In this appendix we prove the claim made in Section 5.2 that van Leer's MUSCL scheme is an $L_{2}$ scheme (see the discussion following Definition 5.41). As explained there it means that, given piecewise-linear distributions as in (5.93), the numerical fluxes $\mathbf{F}_{j+1 / 2}^{n+1 / 2}, \mathbf{G}_{j+1 / 2}^{n+1 / 2}$ are computed within $O\left(k^{2}\right)$ error of the exact ones (for the linear GRP). This, in turn, will follow if we show that the time derivatives of flow variables along the contact discontinuity are evaluated within $O\left(k^{2}\right)$ error. This observation brings us back to the main theorem of the Lagrangian treatment, Theorem 5.7 (Section 5.1). In this context, let us consider the left coefficients $a_{\mathrm{L}}, b_{\mathrm{L}}, d_{\mathrm{L}}$, which, in the setup of Section 5.1, were obtained by the resolution of the CRW (Claim 5.17). For simplicity, we assume planar symmetry, so that $A(0)=1$ and $\lambda=0$ in Equation (5.48). In regions of smooth flow, the small parameter $k$ of the numerical setting is replaced here by the small parameter $1-\beta^{*}$, which measures the jump in (Lagrangian) characteristic slopes across the CRW [and hence is $O(\Delta r)$ ]. Note that, setting $\beta^{*}=1$ in Equation (5.48), we obtain the coefficients for the acoustic ( $L_{1}$ ) approximation, as in Remark 5.21 and Construction 5.39. We conclude, therefore, that for an $L_{2}$ scheme we need to find an approximate coefficient $\widetilde{d}_{\mathrm{L}}$ such that

$$
\begin{equation*}
\left|\widetilde{d}_{\mathrm{L}}-d_{\mathrm{L}}\right|=O\left(\left(1-\beta^{*}\right)^{2}\right), \quad \beta^{*}=\frac{g_{\mathrm{L}}^{*}}{g_{\mathrm{L}}} . \tag{D.1}
\end{equation*}
$$

By (5.24), we have

$$
\begin{equation*}
a\left(\beta^{*}\right)=a(1)+H(1) \cdot\left(1-\beta^{*}\right)+O\left(\left(1-\beta^{*}\right)^{2}\right), \tag{D.2}
\end{equation*}
$$

where, by (5.30) and (5.36),

$$
\begin{align*}
H(1) & =\frac{1}{2} g_{\mathrm{L}}^{-1} I(1) \frac{\partial u}{\partial \beta}(0,1)  \tag{D.3}\\
I(1) & =G_{\rho_{l}}\left(p_{\mathrm{L}} ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \rho_{\mathrm{L}}^{\prime}+G_{p_{l}}\left(p_{\mathrm{L}} ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) p_{\mathrm{L}}^{\prime}
\end{align*}
$$

(where $\rho_{\mathrm{L}}^{\prime}$ and $p_{\mathrm{L}}^{\prime}$ are the initial Lagrangian slopes).
The states $(\rho(0, \beta), p(0, \beta))$ are all isentropic with respect to $\left(\rho_{\mathrm{L}}, p_{\mathrm{L}}\right)$, owing to the isentropic character of the CRW in the associated Riemann solution. In particular, we get the identity

$$
\begin{equation*}
g_{\mathrm{L}}=G\left(p_{\mathrm{L}} ; \rho(0, \beta), p(0, \beta)\right) \tag{D.4}
\end{equation*}
$$

for $G$ as in (5.28). When (D.4) is differentiated with respect to $\beta$, we have at $\beta=1$

$$
\begin{align*}
0 & =G_{\rho_{l}}\left(p_{\mathrm{L}} ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \frac{\partial \rho}{\partial \beta}(0,1)+G_{p_{I}}\left(p_{\mathrm{L}} ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \frac{\partial p}{\partial \beta}(0,1) \\
& =\left[G_{\rho_{I}}\left(p_{\mathrm{L}} ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right)+c_{\mathrm{L}}^{2} G_{p_{I}}\left(p_{\mathrm{L}} ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right)\right] \frac{\partial \rho}{\partial \beta}(0,1), \tag{D.5}
\end{align*}
$$

which implies the vanishing of the expression in square brackets. It follows that

$$
\begin{equation*}
I(1)=\left(\rho_{\mathrm{L}}^{\prime}-c_{\mathrm{L}}^{-2} p_{\mathrm{L}}^{\prime}\right) G_{\rho_{I}}\left(p_{\mathrm{L}} ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \tag{D.6}
\end{equation*}
$$

Invoking the characteristic relation (5.26)(ii), we get by (D.3)

$$
\begin{aligned}
H(1) & =-\frac{1}{2} g_{\mathrm{L}}^{-2}\left(\rho_{\mathrm{L}}^{\prime}-c_{\mathrm{L}}^{-2} p_{\mathrm{L}}^{\prime}\right) G_{\rho_{l}}\left(p_{\mathrm{L}} ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \frac{\partial p}{\partial \beta}(0,1) \\
& =-\frac{1}{2} \rho_{\mathrm{L}}^{-2}\left(\rho_{\mathrm{L}}^{\prime}-c_{\mathrm{L}}^{-2} p_{\mathrm{L}}^{\prime}\right) G_{\rho_{l}}\left(p_{\mathrm{L}} ; \rho_{\mathrm{L}}, p_{\mathrm{L}}\right) \frac{\partial \rho}{\partial \beta}(0,1) \\
& =-\frac{1}{2} \rho_{\mathrm{L}}^{-2}\left(\rho_{\mathrm{L}}^{\prime}-c_{\mathrm{L}}^{-2} p_{\mathrm{L}}^{\prime}\right) \frac{d}{d \beta} G\left(p_{\mathrm{L}} ; \rho(0, \beta), p_{\mathrm{L}}\right)_{\beta=1} .
\end{aligned}
$$

We therefore get, within $O\left(\left(1-\beta^{*}\right)^{2}\right)$ error,

$$
\begin{equation*}
H(1)\left(1-\beta^{*}\right)=\frac{1}{2} \rho_{\mathrm{L}}^{-2}\left(\rho_{\mathrm{L}}^{\prime}-c_{\mathrm{L}}^{-2} p_{\mathrm{L}}^{\prime}\right) \cdot\left[G\left(p_{\mathrm{L}} ; \rho_{\mathrm{L}}^{*}, p_{\mathrm{L}}\right)-g_{\mathrm{L}}\right] . \tag{D.7}
\end{equation*}
$$

We now make the following structural assumption on the function $G\left(p ; \rho_{I}, p_{I}\right)$ :

$$
\begin{equation*}
G_{\rho_{l}}\left(p_{\mathrm{L}} ; \rho_{l}, p_{\mathrm{L}}\right)_{\rho_{l}=\rho_{\mathrm{L}}}=\frac{1}{2} \frac{g_{\mathrm{L}}}{\rho_{\mathrm{L}}}=\frac{1}{2} c_{\mathrm{L}} . \tag{D.8}
\end{equation*}
$$

For a perfect ( $\gamma$-law) gas, this equation is satisfied [see Equation (5.39)]. In the general case, it means that the isentropic curve $p=p\left(\rho ; \rho_{I}, p_{t}\right)$ is locally a power function. We now evaluate $-\left(g_{\mathrm{L}} g_{\mathrm{L}}^{*}\right)^{1 / 2} H(1)\left(1-\beta^{*}\right)$ from (D.7), noting (D.8) and using, with $\tau=1 / \rho$,

$$
\rho_{\mathrm{L}}^{\prime}=-\rho_{\mathrm{L}}^{2} \tau_{\mathrm{L}}^{\prime}, \quad \rho_{\mathrm{L}}^{*}-\rho_{\mathrm{L}}=-\rho_{\mathrm{L}}^{2}\left(\tau_{\mathrm{L}}^{*}-\tau_{\mathrm{L}}\right)+O\left(\left(1-\beta^{*}\right)^{2}\right) .
$$

The following equalities hold within an $O\left(\left(1-\beta^{*}\right)^{2}\right)$ error:

$$
\begin{align*}
-\left(g_{\mathrm{L}} g_{\mathrm{L}}^{*}\right)^{1 / 2} H(1)\left(1-\beta^{*}\right) & =\frac{1}{4} g_{\mathrm{L}} \cdot g_{\mathrm{L}}^{-2}\left(g_{\mathrm{L}}^{2} \tau_{\mathrm{L}}^{\prime}+p_{\mathrm{L}}^{\prime}\right) \cdot \frac{g_{\mathrm{L}}}{\rho_{\mathrm{L}}}\left(\rho_{\mathrm{L}}^{*}-\rho_{\mathrm{L}}\right)  \tag{D.9}\\
& =-\frac{1}{4} \rho_{\mathrm{L}}\left(g_{\mathrm{L}}^{2} \tau_{\mathrm{L}}^{\prime}+p_{\mathrm{L}}^{\prime}\right)\left(\tau_{\mathrm{L}}^{*}-\tau_{\mathrm{L}}\right)
\end{align*}
$$

However, by (5.25) and the characteristic relation (5.26)(ii) we have, again within an $O\left(\left(1-\beta^{*}\right)^{2}\right)$ error,

$$
\begin{equation*}
-\left(g_{\mathrm{L}} g_{\mathrm{L}}^{*}\right)^{1 / 2} a(1)=\frac{p_{\mathrm{L}}^{*}-p_{\mathrm{L}}}{u_{\mathrm{L}}^{*}-u_{\mathrm{L}}}\left(u_{\mathrm{L}}^{\prime}+g_{\mathrm{L}}^{-1} p_{\mathrm{L}}^{\prime}\right) \tag{D.10}
\end{equation*}
$$

Using (D.9) and (D.10) in (D.2) and noting (5.48) we have

$$
\begin{align*}
\tilde{d}_{\mathrm{L}}= & -\left(g_{\mathrm{L}} g_{\mathrm{L}}^{*}\right)^{1 / 2}\left[a(1)+H(1) \cdot\left(1-\beta^{*}\right)\right]=\frac{p_{\mathrm{L}}^{*}-p_{\mathrm{L}}}{u_{\mathrm{L}}^{*}-u_{\mathrm{L}}}\left(u_{\mathrm{L}}^{\prime}+g_{\mathrm{L}}^{-1} p_{\mathrm{L}}^{\prime}\right)  \tag{D.11}\\
& -\frac{1}{4} \rho_{\mathrm{L}}\left(g_{\mathrm{L}}^{2} \tau_{\mathrm{L}}^{\prime}+p_{\mathrm{L}}^{\prime}\right)\left(\tau_{\mathrm{L}}^{*}-\tau_{\mathrm{L}}\right)=d_{\mathrm{L}}+O\left(\left(1-\beta^{*}\right)^{2}\right)
\end{align*}
$$

so that $\tilde{d}_{\mathrm{L}}$ satisfies (D.2).
The coefficient $\widetilde{d}_{\mathrm{L}}$ is exactly the coefficient obtained by van Leer [113, Equation (65)]. As in the acoustic case (Proposition 5.9) we can use the "reflected" expression $\widetilde{d}_{\mathrm{R}}$ as an approximation to $\tilde{d}_{\mathrm{R}}$, within the same error bound.

Remark D. 1 Van Leer obtains $\tilde{d}_{\mathrm{L}}$ by treating the CRW as a "weak shock" and using the Rankine-Hugoniot jump conditions between the states $\mathbf{V}_{\mathrm{L}}$ and $\mathbf{V}_{\mathrm{L}}^{*}$. This is the reason for the appearance of the term $W=\frac{p_{\mathrm{L}}^{*}-p_{\mathrm{L}}}{u_{\mathrm{L}}^{*}-u_{\mathrm{L}}}$ in (D.11); it is the "shock" speed by (4.89)(ii). From the derivation made here it is clear that $\tilde{d}_{\mathrm{L}}$ of (D.11) is by no means the unique possible approximation to $d_{\mathrm{L}}$, within $O\left(\left(p^{*}-p_{\mathrm{L}}\right)^{2}\right)$. Following van Leer's idea, we could use instead the coefficients in (5.58) and approximate them to within an $O\left(\left(p^{*}-p_{\mathrm{R}}\right)^{2}\right)$ error. In so doing, we shall need again some information about the equation of state $\Phi$, which is equivalent to assumption (D.8).
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## Glossary

CRW centered rarefaction wave
IVP initial value problem
MBT moving boundary tracking

## Flow Variables and Thermodynamic Quantities (Section 4.2)

$S$ entropy
$p$ pressure
$\rho, \tau=1 / \rho \quad$ density and specific volume
$c$ speed of sound
$g=\rho c \quad$ "Lagrangian" speed of sound

## Coordinates

$r$ spatial (Section 4.2)
$x$ planar (Sections 2.1, 4.1, 4.2)
$\xi \quad$ Lagrangian (Section 4.2)
$t$ time

## Riemann and Generalized Riemann Problem

$\mathbf{R}\left(\frac{x}{t} ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right)$ Eulerian solution, planar conservation form (Sections 4.1, 4.2)
$\mathbf{R}^{\mathrm{A}}\left(\frac{x}{t} ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right) \quad$ Eulerian solution, associated Riemann problem (Section 4.2)
$\mathbf{R}\left(\frac{\xi}{t} ; \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}\right)$ Lagrangian solution, planar conservation form (Section 4.2)
$\mathbf{R}^{\mathrm{A}}\left(\frac{\xi}{t} ; \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}\right)$ Lagrangian solution, associated Riemann problem (Section 4.2)
$\mathbf{V}^{*}, \mathbf{V}_{\mathrm{L}}^{*}, \mathbf{V}_{\mathrm{R}}^{*}$ contact solution in Lagrangian coordinates (Figure 5.2)
$\left(\frac{\partial \mathrm{V}}{\partial t}\right)^{*}$ time derivative along contact at $t=0$ (Table 5.5)
$\mathbf{U}_{0} \quad \mathbf{R}^{\mathrm{A}}\left(0 ; \mathbf{U}_{\mathrm{L}}, \mathbf{U}_{\mathrm{R}}\right)$ in Eulerian coordinates (Section 5.1)
$\left(\frac{\partial \mathbf{U}}{\partial t}\right)_{0}$ solution to linear GRP, Eulerian coordinates (Section 5.1)
$\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$ waves in solution to the GRP (Section 5.1)
RP Riemann problem
GRP generalized Riemann problem
$I_{1}^{1}$ interaction curve: all right states connected to a given left state by 1-shock or 1-CRW (Section 4.2)
$I_{3}^{\mathrm{r}}$ interaction curve: all left states connected to a given right state by 3-shock or 3-CRW (Section 4.2)
1-wave a shock or a CRW associated with the $C_{1}$ characteristic family (i.e., propagating in the $-x$ direction (left-facing wave)) (Section 4.2)
3-wave a shock or a CRW associated with the $C_{3}$ characteristic family (i.e., propagating in the $+x$ direction (right-facing wave)) (Section 4.2)

## Functional Spaces

Compactly supported function in $\mathbb{R} \times(0, \infty)$ a function that vanishes outside some rectangle $[-A, A] \times[0, T]$.
$C_{0}^{1} \quad$ continuously differentiable and compactly supported functions
$C^{1}$ continuously differentiable functions
$L_{\text {loc }}^{1}(\mathbb{R})$ functions integrable on every finite interval in $\mathbb{R}$

## Index

acoustic approximation, 143, 158, 162, 168, 176, 178, 291
associated Riemann problem, 137, 140-143, 148, 168
reacting flow, 286
balance equation, see equation, balance
boundary
conditions, 51, 55, 58, 66, 67, 79, 219, 221, 230
conditions, periodic, 50, 56
centered rarefaction wave (CRW), see wave, centered rarefaction
CFL
condition, see scheme stability ratio, 66
Chapman-Jouguet (C-J) model, 276-281
CJ point, 278, 280
characteristic
coordinates, 146, 165, 292
curves, $9,10,20,84,107,138,143$
equations, 107
$k$-family, 86, 93, 94-97
linearly degenerate, $\mathbf{9 3}, 96,108$, 109, 115
lines, $9,18,30,33,34,55$
speed, 16, 17, 96
conservation laws
scalar, see scalar conservation law system, see system of equations
consistency, see scheme consistency
contact discontinuity, see discontinuity, contact
cross section
area function, 103, 171, 172, 224
variable, 101, 112, 116, 122, 123, 224
deflagration, 278
detonation, 278-281
C-J, 280, 299
strong, 280
weak, 280, 298
discontinuity
capturing, 52, 59, 69, 180
contact, 97, 99, 112
jump, see jump, discontinuiy
moving, 16, 17
duct flow, see flow, quasi-one-dimensional
entropy
flux, 318
function, 318
Lax condition, 21, 97, 100, 112, 313, 319
solution, 63, 320
thermodynamic, see thermodynamics, entropy
equation
balance, $\mathbf{8}, 11,16,17,34,88,247,252,258$, 259, 260
Burgers, 18, 22, 55, 313, 315, 317, 319
Burgers (2-D), 64, 69
Guckenheimer, 64, 76
linear, $8,10,16,17, \mathbf{2 5}, 28$
nonlinear, $7,9,16,18,30,35$
equation of state, 103
perfect gas ( $\gamma$-law), 130, 330
reacting flow ( $\gamma$-law), 287
Eulerian framework, 103, 116, 162, 168
flow
adiabatic, 106, 108, 110
compressible, 101, 269
cylindrical, 102
inviscid, 101
isentropic, 110, 224
flow (Contd.)
planar, 102, 123
quasi-one-dimensional, 101, 103, 219, 222
reacting, 269, 271
spherical, 102, 218, 219
time-dependent, 101
two-dimensional, 235, 244
flux
convex, 19, 23, 24, 36, 318
function, $\mathbf{8}, \mathbf{8 1}, 88,318$
nonconvex, 76
numerical, $37,38,41,44,170,172,174$, $176,180,182,249$
generalized Riemann problem, 36, 40, 123, 135, 135, 247
genuine nonlinearity, $86,95,108,109$, 112,115
Guckenheimer equation, see equation, Guckenheimer
high-resolution scheme, see scheme, high-resolution
Hugoniot curve, 95, 118, 131
C-J model, 277
reacting flow, 281
hyperbolicity (strict), 85, 98, 108
initial value problem (IVP), 12, 23, 25, 126, 130, 135, 137
interaction
$k$-curve, $95,95,100,128,132,190,192$, 198, 204, 207, 287, 330
of waves, $64, \mathbf{7 8}, \mathbf{1 8 9}, 192,195,203,207$, 308
jump
condition, 11, 17, 88, 97, 105, 110, 112, $116,118,119$
discontinuity, 15-17, 87, 90
Lagrangian coordinates, 113, 125, 288
Laval nozzle, $\mathbf{2 2 2}$
Lax entropy condition, see entropy, Lax condition
linear GRP, 138, 139, 169, 245
reacting flow, 286
maximum-minimum principle, $24,40,54,63$
monotonicity, see scheme, monotonicity algorithm
moving boundary tracking (MBT), 251, 252, 255
basic setup, 257
boundary line (polygon), 257
full algorithm, 264
moving grid points, $188,221,251,252$
moving step, $12,16,18,51,54,55,58,313$
numerical flux, see flux, numerical
operator splitting, 64, 65, 69, 236, 237, 242, 247, 260
particle paths, $\mathbf{1 0 7}, 109,114,123$
Rankine-Hugoniot condition, see jump condition
Rayleigh line, 279, 281
reaction rate, 271, 276, 299
reaction zone, 282, 301
Riemann
invariants, 110, 125, 128, 131, 153
solution, $23,38,43,98,126,127,129$
solver, 134, 288, 330
Riemann problem, 23, 82, 98, 126, 191, 247
associated, see associated Riemann problem
C-J model, 281
generalized, see generalized Riemann problem
linear GRP, see linear GRP
reacting flow, 286, 298-299
scalar conservation law
1-D linear, 8, 9, 49
1-D nonlinear, 7, 23, 49, 320
2-D nonlinear, 63
linear (2-D), 66
scheme
$E_{1}, 146,176$
$E_{\infty}, \mathbf{1 8 0}$
$L_{1}, 146,179$
$L_{\infty}, \mathbf{1 8 0}$
backward-difference, 25, 33, 34
basic GRP, 173, 176
conservative, 35, 247, 250
consistency, 26, 27
convergence, $28,30,31,35,39,48,320$
finite-volume, 249
first-order, 27, 50
forward-difference, $\mathbf{2 5}, 35$
Godunov, 37, 39, 39, 50, 56, 185, 320, 321
GRP, 24, 35, 43, 52, 60, 185, 191, 219, 221, 222
GRP reacting flow, 298
high-resolution, $31,61, \mathbf{1 7 7}, 180$
Lax-Friedrichs, 25, 35, 50, 56
Lax-Wendroff, 26, 35, 52, 59
monotonicity algorithm, 48, 49, 53, 55
MUSCL, 180, 333
order of accuracy, 26, 27, 41
second-order, 27, 52, 59, 236, 238, 239, 241
split, 65
stability, 30, 33, 34, 37, 65
upwind, 34, 35
shock, $8,17, \mathbf{1 7}, 18,23,88,116,134$,
218, 219
capturing, 52, 59, 80, 219, 222, 232, 307
formation, 56, 57, 61, 62, 307
$k$-admissible, $95, \mathbf{9 5}, 99,112,118,122$
rarefaction, 20, 22, 89, 94
stationary, 46, 56, 57, 61, 62, 74, 75, 225, 232, 307
shock tube problem, 184
simple wave, see wave, simple
singularity tracking, 251, $\mathbf{2 5 2}$
slope (numerical), 41
limiter, 44, 48
new, 44, 52
solution
classical, 12, 88, 101
discontinuous, 8,82
self-similar, 23, 63, 70, 99, 130, 219
vanishing viscosity, 313
weak, $8,11,16-19,22,55,82,88,101,110$, 116, 313
sonic
case, 23, 24, 43, 165
speed, 21
speed of sound, 107, 109
system of equations
compressible, inviscid flow, $\mathbf{1 0 3}$
conservation laws, 81, 103
Eulerian, 103, 116

Lagrangian, 115, 116
quasi-1-D, see flow, quasi-one-dimensional
reacting flow, 271
two-dimensional, 244, 245
thermodynamics
density, 103
energy (internal), 103
energy (total), 103
enthalpy, 118
entropy, 105, 119
first law of, 105
pressure, 103
temperature, 105
total derivative, 83
total variation, 40, 318, $\mathbf{3 2 0}$
triple point, 64, 78, 80, 308
wave
centered rarefaction, $17,19,19,20,23,71$, $73,75,78,80,84,122-124,138,146$, 276, 292, 315
interaction, see interaction, of waves
$k$-centered rarefaction, 86, 95, 99
self-similar, see solution, self-similar
shock, see shock
simple, $\mathbf{8 4}$
traveling, 8, 50, 283
Zeldovich-von Neumann-Döring (Z-N-D), 281-285


[^0]:    ${ }^{1}$ Recall that supp $g(x, t)$, the "support" of a $C^{1}$ function $g$ defined in $R \times[0, \infty)$, is by definition the closure of the set $\{(x, t), g(x, t) \neq 0\}$. Thus, $g \in C_{0}^{1}$ if and only if supp $g$ is bounded. If $g \in C_{0}^{1}$, supp $g \subseteq \mathbb{R} \times(0, \infty)$, then $g$ vanishes near $t=0$.

[^1]:    ${ }^{2} L_{\text {loc }}^{1}(\mathbb{R})$ consists of functions that are integrable over any finite interval.

[^2]:    1 We refer the reader to Godlewski and Raviart [54, Chapter 3.2] for a discussion of "numerical viscosity." This viscosity is "maximal" in the case of the LF scheme.

[^3]:    ${ }^{2}$ See Smoller [103] for a more general discussion of the $L^{2}$ decay of solutions to the scalar conservation law (2.1).

[^4]:    ${ }^{1}$ A given vector in $\mathbb{R}^{m}$ is often referred to as a "state," a term that is inspired by fluid dynamics (see next section).

[^5]:    2 Recall that "rarefaction shocks" were excluded in the scalar case only on the basis of entropy considerations; see the discussion preceding Example 2.13.

[^6]:    ${ }^{3}$ Note that if $j \neq k, \mathbf{l}_{k}^{T}(\tilde{\mathbf{u}}) \cdot \mathbf{A}(\tilde{\mathbf{u}}) \mathbf{r}_{j}(\tilde{\mathbf{u}})=\lambda_{k}(\tilde{\mathbf{u}}) \mathbf{l}_{k}^{T}(\tilde{\mathbf{u}}) \cdot \mathbf{r}_{j}(\tilde{\mathbf{u}})=\lambda_{j}(\tilde{\mathbf{u}}) \mathbf{l}_{k}^{T}(\tilde{\mathbf{u}}) \cdot \mathbf{r}_{j}(\tilde{\mathbf{u}})$; hence $\mathbf{l}_{k}^{T}(\tilde{\mathbf{u}}) \cdot$ $\mathbf{r}_{j}(\tilde{\mathbf{u}})=0, j \neq k$.

[^7]:    4 Inspired by the fluid dynamical terminology, where the characteristic values $\lambda_{k}$ express "sonic" speeds, we might say that in this case the shock is "supersonic" with respect to the left state $\mathbf{u}_{k}(y)$ but "subsonic" with respect to the right state $\tilde{\mathbf{u}}$.

[^8]:    5 Note that in the cylindrical and spherical cases the coordinate $r$ is restricted to nonnegative values, and suitable boundary conditions must be imposed at the "singularity" $r=0$.

[^9]:    ${ }^{6}$ It is known (Evans [36, Chapter 11]) that a transformation (even smooth) of the unknown variables is in general not admissible, as it leads to wrong jump conditions across discontinuities. It is allowed, however, in domains where the solution is smooth, as we assume here.
    ${ }^{7}$ Mathematically speaking, we can consider $\frac{1}{T}$ as an "integrating factor" for the form $d e+p d \tau$, so that $\frac{1}{T}\left(d e+p d\left(\frac{1}{\rho}\right)\right)$, with $p=p(e, \rho)$, is a total differential of a function of $(e, \rho)$.

[^10]:    ${ }^{8}$ This means that the flow is "adiabatic," namely, that every mass element retains its entropy as long as it undergoes only a slow, reversible process, and, in particular, as long as the flow is smooth.

[^11]:    9 This term appears only in the momentum equation and has the form $A^{\prime}(r) p$. It constitutes a "geometric source" term for the motion of the fluid. Assuming $p>0$, this term is positive (resp. negative) in a diverging (resp. converging) duct.

[^12]:    10 Observe that in our case, by Proposition 4.38, the curve is actually $C^{2}$ at $\left(\tau_{+}, p_{+}\right)$.

[^13]:    ${ }^{11}$ Basically, this follows from the Galilean invariance of the flow equations. By translation we may assume $u_{ \pm}=0$, and then the reflection $x \rightarrow-x, u \rightarrow-u$ transforms a 1-wave to a 3-wave and vice versa.

[^14]:    1 We refer to Godlewski and Raviart [55] for further simplifications based on approximate solutions to the Riemann problem, such as the "Roe scheme."

[^15]:    2 This interval, referred to as the "domain of dependence" of $(r, t)$, consists of all points that can be attained by tracing waves from $(r, t)$ "backward" to the initial line $t=0$.
    ${ }^{3}$ In special cases one or two waves are missing and can be referred to as waves of "zero strength."

[^16]:    4 Note that the "zero-order" term is given by Equation (5.3).

[^17]:    5 More specifically, on the isentropic curve (5.28) and the Hugoniot curve (5.50).

[^18]:    ${ }^{6}$ Recall that the values at the singularity are determined by $\mathbf{R}^{\mathrm{A}}\left(\frac{\xi}{t} ; \mathbf{V}_{\mathrm{L}}, \mathbf{V}_{\mathrm{R}}\right)$ and range from $\mathbf{V}_{\mathrm{L}}$ at the head to $\mathbf{V}_{\mathrm{L}}^{*}$ at the tail. We shall always assume that $g_{\mathrm{L}}^{*}>0$.

[^19]:    7 This equality explains the term "sonic case"; the material velocity coincides with the sonic speed.

[^20]:    9 The fixed mesh size is taken here for convenience and can be modified to allow for nonuniform grids. Also, if the coordinate $r$ is restricted (say, $r \geq 0$ in the spherical case), the same restrictions apply to the discrete grid.

[^21]:    10 As in Chapter 3, we refer here only to "explicit" schemes.

[^22]:    ${ }^{11}$ Note that all numerical examples in Chapter 3, as well as those of Chapter 6, are indeed performed with a fixed time step $k$. This facilitates the use of such examples as test cases for various schemes.

[^23]:    12 The restriction to smooth flows is because we measure the "truncation" error in "pointwise" terms, as in the proof of Claim 3.8. It can be relaxed if "integral" norms are used to measure this error. To a large extent, however, the conclusions concerning the accuracy of the scheme are norm independent.

[^24]:    13 In this case Construction 5.39 is modified as follows:
    (a) Steps (C) and (D) for the evaluation of the Lagrangian solutions are now performed as in Summary 5.24(I)-(III).
    (b) In the sonic case Equation (5.106) is replaced by Equations (5.77)-(5.79).

[^25]:    ${ }^{14}$ Actually, van Leer's scheme was Lagrangian, and therefore it corresponds to an $L_{2}$ scheme. In his work, the Eulerian profile was obtained by "remapping" the Lagrangian grid back into the Eulerian one.

[^26]:    ${ }^{1}$ As in Definition 2.27 this is a restriction on the ratio $\frac{\Delta t}{\Delta x}$, namely, $\mu_{\mathrm{CFL}}=\frac{S_{\max } \Delta t}{\Delta x}<1$, where $S_{\max }$ is the maximum wave speed in absolute value. Compare (3.6) and the discussion following Definition 5.32.

[^27]:    ${ }^{2}$ In other words, we consider a reduced set of three-state IVPs, namely, IVPs producing two single waves. In current publications, "wave interaction" commonly refers to interactions of two single waves (see, e.g., Shock Wave Handbook [16, Chapter 7]).

[^28]:    ${ }^{3}$ In a two-wave IVP the ( $x, t$ ) trajectories do not necessarily intersect, in which case the IVP is not a wave-interaction problem.

[^29]:    4 Since $x_{\mathrm{L}}$ does not coincide with a grid point, the values in the cells containing it are appropriately interpolated. This is done for all wave-interaction cases here.

[^30]:    5 The method of characteristics can produce an accurate solution, but it has to be "tailor fitted" to the specific features of this case - a rather complex undertaking.

[^31]:    ${ }^{6}$ The values of the inlet and exit cross-sectional area $A_{\mathrm{in}}$ and $A_{\mathrm{ex}}$ correspond to a steady isentropic (shock-free) flow, where the inlet Mach number is $M_{\mathrm{in}}=0.12$ and (assuming a supersonic flow in the diverging part of the nozzle) the exit Mach number is $M_{\mathrm{ex}}=3$.
    7 This relation is restricted to smooth (isentropic) choked flows, meaning that the flow at the throat (point of minimal cross-sectional area) is sonic $(M=1)$.

[^32]:    ${ }^{8}$ Physically speaking, this corresponds to a "matching" requirement $p(1)=p_{\mathrm{b}}$ between $p(1)$ and the "background pressure" $p_{\mathrm{b}}$, which is the pressure of the ambient gas outside the nozzle exit (Shapiro [102, Chapter 5], Liepmann and Roshko [84, Chapter 5]). This matching is possible when $p_{\mathrm{b}}$ is not lower than the value corresponding to a shock wave at the exit (in our example $p_{\mathrm{b}}=0.28131$ ). At lower background pressure the flow throughout the nozzle is shock free and supersonic in the diverging part of the nozzle. In that case $M(1)=3$ and $p(1) \neq p_{\mathrm{b}}$.

[^33]:    ${ }^{1}$ This equality means that, for any fixed $t$, a suitable norm [in $(x, y)$ ] of the left-hand side tends to zero as $k^{3}$, when $k \rightarrow 0$. Smoothness is needed if a pointwise norm is used. Compare with Footnote 12 in Section 5.2.

[^34]:    ${ }^{1}$ Observe that the contribution of the moving boundary to the balance relation (8.13) involves only "pressure terms," which produce the force exerted by $\Lambda_{j, k}(t)$ on the fluid in $\Omega(t)$, and the work done by this force.

[^35]:    ${ }^{2}$ It is understood that the geometric setup at the beginning of each integration step is identical to that prevailing at the end of the preceding step. Thus, for a $y$ step beginning at $t=t_{n}$, following an $x$ step that ended at $t=t_{n+1}, \Omega^{y}\left(t_{n}\right) \equiv \Omega^{x}\left(t_{n+1}\right), \Lambda^{y}\left(t_{n}\right) \equiv \Lambda^{x}\left(t_{n+1}\right)$, etc.

[^36]:    1 As already observed in the paragraph following (4.76), the presence of source terms such as $\mathbf{K}(\mathbf{U})$ does not affect the Rankine-Hugoniot conditions.

[^37]:    ${ }^{2}$ Formally, this model can be obtained by letting $k \rightarrow+\infty$ in (9.7), for pressures (or rather temperatures) beyond a "critical" value. Thus, when the unburnt gas is "ignited", it is sharply converted into the fully burnt species.

[^38]:    ${ }^{3}$ Note, however, that this is different from the Hugoniot curve $H^{(z)}(\tau, p)=0$ in Figure 9.2, which is related to an unburnt preshock state and does not pass through ( $\tau_{+}, p_{+}$). In the present Riemann problem, the mass fraction $z^{\text {red }}$ and hence the composition of the fluid are identical on the two sides of the shock, implying that the Hugoniot curves pass through $\left(\tau_{\mathrm{L}}, p_{\mathrm{L}}\right),\left(\tau_{\mathrm{R}}, p_{\mathrm{R}}\right)$, respectively.

[^39]:    ${ }^{1}$ Note that in the initial state $\mathbf{U}_{\mathrm{L}}$ the flow is already supersonic since $u_{\mathrm{L}}=-1.947 c_{\mathrm{L}}$; that is, $\left|u_{\mathrm{L}}\right|>c_{\mathrm{L}}$.

[^40]:    ${ }^{2}$ Recall that under the quasi-1-D approximation for steady compressible flow in a Laval nozzle ([84], [102]), a supersonic flow in the diverging part of the nozzle is possible only when the fluid enters it (through a minimum-area "throat") at sonic speed.

[^41]:    ${ }^{1}$ We include points (at most two) that lie on a shock trajectory [starting at $\left(x_{j \pm 1 / 2}, t_{n}\right)$ ] and are reached by two characteristic lines. This case is entirely incorporated in the ensuing argument and will not be mentioned explicitly.

[^42]:    2 The reader may notice that in these arguments we have just reproduced the classical proof of the Arzela-Ascoli theorem [for functions of $t$ valued in $L_{\text {loc }}^{1}(\mathbb{R})$ ].

