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## Preface

The Mechanics of Generalized Continua is an established research topic since the end of the 1950s-early 1960s of the last century. The starting point of this development was the monograph of the Cosserat brothers, published in $1909^{1}$, and some previous works of such famous scientists like Lord Kelvin, Duhem, Helmholtz among others. All these contributions were focussed on the fact that in a continuum one has to define translations and rotations independently (or in other words, one has to establish force and moment actions independently as it was done by Jakob Bernoulli and Euler). At the same time the continuum was not modeled as an infinite number of continuously distributed points with properties like the mass, but as an infinite number of continuously distributed infinitesimal small bodies with properties like the mass.

The reason for the revival in the mid of 1950s of the last century was that some effects of the mechanical behavior of solids and fluids could not be explained by the available classical continuum models. Examples of this are the turbulence of a fluid or the behavior of solids with a significant and very complex microstructure. Since the suggested new models fulfill all requirements from Continuum Thermomechanics (the balance laws were formulated and the general representation of the constitutive equations were given) the scientific community was satisfied for a while. At the same time real applicative developments were missed.

Indeed, for practical applications the developed models were not useful. The reason for this was the gap between the formulated constitutive equations and the possibilities to identify the material parameters. As is often the case one had much more parameters compared to classical models, but no facilities to measure all properties. In addition, computational progress and available machines in these times were limited.

During the last ten years the situation has drastically changed. More and more researches emerged, being kindled by the partly forgotten models. Now one has available much more computational possibilities and very complex problems can be simulated numerically. In addition, with the increased attention paid to a large

[^0]number of materials with complex microstructure and a deeper understanding of the meaning of the material parameters (scale effects) the identification becomes much more well founded. Thus we have contributions describing the micro- and macro-behavior, new existence and uniqueness theorems, the formulation of multiscale problems, etc., and now it is time to ponder again ${ }^{2}$ the state of matter and to discuss new trends and applications.

The main focus in this book will be directed on the following items:

- Modeling and simulation of materials with significant microstructure;
- Generalized continua as a result of multi-scale models;
- Multi-field actions on materials resulting in generalized material models; and
- Comparison with discrete modeling approaches.

This book contains selected papers submitted to the Second Trilateral Seminar Generalized Continua as Models for Materials With Multi-scale Effects or Under Multifield Actions, which held at the Leucorea (Lutherstadt Wittenberg, Germany) from September 26 upto 30, 2012. ${ }^{3}$ Special thanks to Andreas Kutschke who took all duties connected with realization of the Seminar. In addition, we kindly acknowledge Dr. Christoph Baumann and Benjamin Feuchter (Springer Publisher) for the support of the book project. Last but not least it should be mentioned that the Seminar was sponsored by grants of the French National Center for Scientific Research (CNRS), the German Research Foundation (DFG) AL341/41-1, and the Russian Foundation for Basic Research 12-01-91260RFG.

Magdeburg, December 2012
Holm Altenbach
Paris
Samuel Forest
St. Petersburg
Anton Krivtsov
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# Shells and Plates with Surface Effects 

Holm Altenbach and Victor A. Eremeyev


#### Abstract

The through-the-thickness integration procedure applied to a threedimensional (3D) slender body leads to exact two-dimensional (2D) equations of plates and shells, see [36]. The procedure can be considered as a specific homogenization technique which results in a 2D generalized media-the non-linear theory of shells of Cosserat type. Within this theory the shell is described as a deformable surface each point of which has 3 translational and 3 rotational degrees of freedom similar to the 3D Cosserat continuum [15]. Below we discuss the through-thethickness integration procedure applied to the non-classical problem of the theory of surface elasticity [21]. The theory can be applied to modeling of surface effects which are important in mechanics of nanostructured materials [11, 55]. Applying the through-the-thickness integration procedure we reduce 3 D equations to 2 D ones. The effective (apparent) stiffness properties of the shell are changed in comparison with the classical models of shells. Some examples of a plate bending are discussed taking into account surface effects.


[^2]
## 1 Introduction

Structures, which have a size of several $\mu \mathrm{m}$ and more, as usual are modeled within continuum mechanics taking into account only the properties of the bulk material. This statement is valid for any continuum theory-for the classical continuum mechanics in Cauchy's sense, Cosserat or micropolar theory and non-local theories among others. Special two-dimensional theories for plates and shells or one-dimensional theories for rods and beams can be introduced with the help of the through-the-thickness integration procedure or the through-the-cross-section integration procedure, respectively.

With respect to new technological developments an increasing miniaturization of devices and structural elements must be considered. Because of the changing surfacevolume ratio in comparison with the classical sizes of the devices and structural elements the effects related to the surface phenomena have a significant influence on the mechanical behavior and should be taken into account. Here the possibilities to take into account these effects are demonstrated on plate- and shell-like structures.

### 1.1 Examples of Surface Phenomena

The influence of surface phenomena in deformable solid bodies is widely presented in the literature, see for example [6]. The main phenomena can be summarized as it follows:

- The development of nanotechnologies extends the field of application of the classical or non-classical theories of plates and shells towards the new thin-walled structures.
- In general, modern nanomaterials have physical properties which are different from the bulk material.
- The classical linear elasticity can be extended to the nanoscale by implementation of the theory of elasticity taking into account the surface stresses, cf. [11, 55].
- In particular, the surface stresses are responsible for the size-effect, that means the material properties of a specimen depend on its size. For example, Young's modulus of a cylindrical specimen increases significantly, when the cylinder diameter becomes very small [7, 9, 32, 39].
- The surface stresses are the generalization of the scalar surface tension which is a well-known phenomenon in the theory of capillarity.

The surface stresses which are the reason for the surface phenomena have influence on the following items:

- phase transitions (nucleation, crystal growth, etc.),
- fracture (Griffith criterion, effective surface energy density, line tension as a energy of a dislocation core),
- mechanics of porous media (nanoporous materials can be made stiffer than non-porous counterparts by surface modification) and
- other problems (surface diffusion, surface waves).

In various publications one reports on the changes of the mechanical properties in dependence on the size. Experimental results about the increasing Young's modulus with the decreasing size of nanowires made of ZnO are presented by Chen et al. [7]. Similar effects are described by Cuenot et al. [9] and Jing et al. [32] in the case of bending of nanobeams made of Ag and Pb . In [12] the behavior of nanoporous materials is discussed. In dependence on the size of the pores the material properties increase or decrease.

Taking into account only the elastic material behavior surface effects can be modeled within the classical theory of elasticity which was founded and influenced by French scientists in the $18^{\text {th }} / 19^{\text {th }}$ century. The following contributions considering surface effects should be mentioned:

- First investigations of surface phenomena were initiated by Laplace [35], Young [58] and Gibbs [18].
- A modern treatise taking into account the surface stresses is given, for example, in the publications [21, 43, 44, 51]. Residual surface stresses are considered in [20, 24-26, 34, 53, 57].
- The treatment by the Finite Element Method or other numerical realizations is discussed in [27, 29-31].

For further reading about the history and the different approaches to modeling of the surface energy effects we recommend the reviews [11, 16, 41, 44, 47, 48, 55].

### 1.2 Basic Three-Dimensional Equations of Elasticity with Surface Effects

Let us summarize briefly the governing equations of the theory of elasticity with surface stresses in the sense of [21]. The reference configuration of the shell-like elastic body with surface stresses is shown in Fig. 1. The following equilibrium and boundary equations can be introduced

- Lagrangian equilibrium equation

$$
\begin{equation*}
\nabla_{\mathbf{X}} \cdot \mathbf{P}+\rho \mathbf{f}=\mathbf{0}, \tag{1}
\end{equation*}
$$

- Equilibrium conditions on the upper and lower surfaces

$$
\begin{equation*}
\left.\left(\mathbf{n} \cdot \mathbf{P}-\nabla_{S} \cdot \mathbf{S}\right)\right|_{\Omega_{S}}=\mathbf{t}, \tag{2}
\end{equation*}
$$



Fig. 1 Elastic body with surface effects

- Boundary conditions

$$
\begin{equation*}
\left.\mathbf{u}\right|_{\Omega_{\mathrm{u}}}=\mathbf{0},\left.\quad \mathbf{n} \cdot \mathbf{P}\right|_{\Omega_{\mathrm{f}}}=\mathbf{t} . \tag{3}
\end{equation*}
$$

Here $\mathbf{P}$ is the first Piola-Kirchhoff stress tensor, $\nabla_{\mathbf{X}}$ the 3D nabla operator, $\nabla_{S}$ the surface (2D) nabla operator, $\mathbf{S}$ the surface stress tensor of the first Piola-Kirchhoff type acting on the surfaces $\Omega_{S}, \mathbf{u}=\mathbf{x}-\mathbf{X}$ the displacement vector, $\mathbf{x}$ and $\mathbf{X}$ are the position-vectors in the initial and actual configurations, respectively, $\mathbf{f}$ and $\mathbf{t}$ the body force and surface load vectors, respectively, and $\rho$ the density. We assume that the part of the body surface $\Omega_{\mathfrak{u}}$ is fixed, while on $\Omega_{f}$ surface stresses $\mathbf{S}$ are absent. Equation (2) is the so-called generalized Young-Laplace equation describing the surface tension in solids.

The boundary-value problem (1)-(3) should be complemented by constitutive relations. For the bulk material we use the relation

$$
\mathbf{P}=\frac{\partial W}{\partial \nabla_{\mathbf{X}} \mathbf{x}}
$$

where $W$ is the strain energy density. In the theory of Gurtin and Murdoch [21] the tensor $\mathbf{S}$ is similar to the membrane stress resultants defined as follows

$$
\mathbf{S}=\frac{\partial \mathbf{U}}{\partial \mathbf{F}}
$$

where $U$ is the surface strain energy density and $\mathbf{F}=\nabla_{S} \mathbf{x}$ the surface deformation gradient.

In the case of residual stresses we assume that $W$ and $\mathbf{P}$ possess the properties

$$
W(\mathbf{I})=0, \quad \mathbf{P}(\mathbf{I})=\mathbf{0}
$$

while there exist residual (initial) surface energy and surface stresses that is

$$
\mathrm{U}(\mathbf{A})=\mathrm{U}_{0} \neq 0, \quad \mathbf{S}(\mathbf{A})=\mathbf{S}_{0} \neq \mathbf{0}
$$

where $\mathbf{I}$ and $\mathbf{A} \equiv \mathbf{I}-\mathbf{N} \otimes \mathbf{N}$ are the 3D and the surface unit tensors, respectively. In other words, we assume that the reference placement for the bulk material is natural one while for the attached on $\Omega_{S}$ membranes we assume the non-natural reference placement.

### 1.3 Linearized Relations

In the case of infinitesimal strains of an isotropic body we have the following constitutive equations:

- For the stresses in the bulk material the Hooke law is valid

$$
\begin{equation*}
\mathbf{P}=2 \mu \varepsilon+\lambda \mathbf{I} \operatorname{tr} \varepsilon, \tag{4}
\end{equation*}
$$

where $\lambda$ and $\mu$ are the Lamé elastic moduli.

- For the surface stresses one can assume

$$
\begin{equation*}
\mathbf{S}=\mathbf{S}_{\mathbf{0}}+\mathbf{C}_{S}: \mathbf{e}+\mathbf{S}_{\mathbf{0}} \cdot \nabla_{S} \mathbf{u} \tag{5}
\end{equation*}
$$

Here the first part is related to the residual stresses, the second is similar to Hooke's law with the elasticity tensor $\mathbf{C}_{S}$, the last part has the origin in the linearization of the surface Piola-Kirchhoff stress tensor.

In the case of initial uniform surface tension we have $\mathbf{S}_{0}=\mathrm{pA}$ and

$$
\begin{equation*}
\mathbf{S}=\mathrm{p} \mathbf{A}+2 \mu_{\mathrm{S}} \mathbf{e}+\lambda_{\mathrm{S}} \mathbf{A} \text { tre }+\mathrm{p} \nabla_{\mathrm{S}} \mathbf{u} \tag{6}
\end{equation*}
$$

where $p$ is the initial surface tension, $\lambda_{\mathrm{S}}$ and $\mu_{\mathrm{S}}$ are the surface elastic moduli called also the surface Lamé moduli.

The linearized strain-displacement relations are given as it follows

$$
\begin{equation*}
\varepsilon=\frac{1}{2}\left[\nabla \mathbf{u}+(\nabla \mathbf{u})^{\mathrm{T}}\right], \quad \mathbf{e}=\frac{1}{2}\left[\nabla_{\mathrm{S}} \mathbf{v}_{\mathrm{S}} \cdot \mathbf{A}+\mathbf{A} \cdot\left(\nabla_{\mathrm{S}} \mathbf{v}_{\mathrm{S}}\right)^{\mathrm{T}}\right] \tag{7}
\end{equation*}
$$

with

$$
\mathbf{v}_{\mathrm{S}}=\left.\mathbf{u}\right|_{\Omega_{S}}
$$

The first Eq. (7) is valid for the bulk material, the second one for the surface contributions.

The number of material parameters is doubled in comparison with the classical isotropic case: instead of two we have now four. The requirement of the positive definiteness of the strain energy yields restrictions for $\lambda, \mu$ and $\lambda_{S}, \mu_{S}$ (see, for example, [2] and [28])

$$
\begin{equation*}
\mu>0, \quad 3 \lambda+2 \mu>0 ; \quad \mu_{\mathrm{S}}>0, \quad \lambda_{\mathrm{S}}+\mu_{\mathrm{S}}>0 \tag{8}
\end{equation*}
$$

Note that $\mathbf{S}_{0}$ is an arbitrary second-order tensor, in general.

## 2 Two-Dimensional Theories of Nanosized Plates and Shells

The theory of elasticity with surface stresses was applied to the modifications of the two-dimensional theories of nano-sized plates and shells in $[1,3-5,10,14$, $19,22,23,37-39,54,57,59]$, where various theories of plates and shells are formulated. The approaches can be classified, for example, by the starting point of the derivation. This can be the well-known three-dimensional continuum mechanics equations. In contrast, one can introduce à priory a two-dimensional deformable surface which is the basis for a more natural formulation of the two-dimensional governing equations. This so-called direct approach should be supplemented by the theoretical or experimental determination of the material parameters included in the constitutive equations.

Here we use the general theory of shells presented in [8, 15, 36] for the modification of the constitutive equations taking into account the surface stresses. We show that both the stress and the couple stress resultant tensors may be represented as a sum of two terms. The first term is the volume stress resultant while the second one determined by the surface stresses and the shell geometry. In the linear case this modification reduces to the add of new terms to the elastic stiffness parameters. The influence of these terms on the shell bending stiffness is discussed. We show that the surface elasticity makes the shell more stiffer in comparison with the shell without surface stresses.

### 2.1 Basic Equations of the 6-Parametric Elastic Shell Theory

The kinematics of the shell can be presented in the actual configuration by the position-vector $\mathbf{r}$ and a triad of three orthogonal vectors $\mathbf{d}_{\mathrm{k}}$

$$
\left\{\mathbf{r}\left(\mathrm{q}^{1}, \mathrm{q}^{2}, \mathrm{t}\right) ; \mathbf{d}_{\mathrm{k}}\left(\mathrm{q}^{1}, \mathrm{q}^{2}, \mathrm{t}\right)\right\} ; \quad \mathbf{d}_{\mathrm{k}} \cdot \mathbf{d}_{\mathrm{m}}=\delta_{\mathrm{km}}, \quad \mathrm{k}, \mathrm{~m}=1,2,3,
$$

Fig. 2 Actual configuration of the shell

where $\delta_{\mathrm{km}}$ is the Kronecker symbol, see Fig. 2. For the reference configuration one has the position-vector $\mathbf{R}$ and the triad $\mathbf{D}_{\mathrm{k}}$

$$
\left\{\mathbf{R}\left(q^{1}, q^{2}\right) ; \mathbf{D}_{k}\left(q^{1}, q^{2}\right)\right\} ; \quad \mathbf{D}_{k} \cdot \mathbf{D}_{m}=\delta_{k m} .
$$

Here $q^{1}, q^{2}$ are the Gaussian coordinates used for both configurations.
The quality of any continuum theory (three- or lower dimensional) depends significantly on the correct formulation of the corresponding constitutive equations that is in the case of elastic material the strain energy function. Let us assume

$$
\begin{equation*}
\mathcal{W}=\mathcal{W}\left(\mathbf{F}, \mathbf{Q}, \nabla_{S} \mathbf{Q}\right) \tag{9}
\end{equation*}
$$

with

$$
\begin{aligned}
& \mathbf{F} \triangleq \nabla_{\mathrm{S}} \mathbf{r}, \quad \mathbf{Q} \triangleq \mathbf{D}^{\mathrm{k}} \otimes \mathbf{d}_{\mathrm{k}} \\
& \nabla_{\mathrm{S}}(\ldots) \triangleq \mathbf{R}^{\alpha} \partial(\ldots) / \partial \mathrm{q}^{\alpha} .
\end{aligned}
$$

The base vectors are defined as

$$
\mathbf{R}^{\alpha} \cdot \mathbf{R}_{\beta}=\delta_{\beta}^{\alpha}, \quad \mathbf{R}^{\alpha} \cdot \mathbf{N}=0, \quad \mathbf{R}_{\alpha}=\partial \mathbf{R} / \partial \mathbf{q}^{\alpha}, \quad \alpha, \beta=1,2 .
$$

$\mathbf{Q}$ is an orthogonal tensor called the microrotation tensor, and $\mathbf{N}$ is the unit normal to the surface $\Omega$ in the reference configuration. After application of the principle of the frame indifference $\mathcal{W}$ takes the form

$$
\begin{equation*}
\mathcal{W}=\mathcal{W}(\mathbf{E}, \mathbf{K}) \tag{10}
\end{equation*}
$$

with the strain measures which are given by

$$
\begin{equation*}
\mathbf{E} \triangleq \mathbf{F} \cdot \mathbf{Q}^{\top}-\mathbf{A}, \quad \mathbf{K} \triangleq \frac{1}{2} \mathbf{R}^{\alpha} \otimes\left(\frac{\partial \mathbf{Q}}{\partial q^{\alpha}} \cdot \mathbf{Q}^{\mathrm{T}}\right)_{\times} . \tag{11}
\end{equation*}
$$

Here $(\ldots)_{\times}$denotes the vectorial invariant of the second-order tensor. In particular, for a diad it is given by

$$
(\mathbf{a} \otimes \mathbf{b})_{\times}=\mathbf{a} \times \mathbf{b}
$$

The Lagrangian equilibrium equations are formulated as it follows

$$
\begin{equation*}
\nabla_{\mathrm{S}} \cdot \mathbf{T}+\mathbf{q}=\mathbf{0}, \quad \nabla_{\mathrm{S}} \cdot \mathbf{M}+\left[\mathbf{F}^{\top} \cdot \mathbf{T}\right]_{\times}+\mathbf{c}=\mathbf{0} . \tag{12}
\end{equation*}
$$

The force and the moment tensors $\mathbf{T}$ and $\mathbf{M}$ can be computed from

$$
\begin{equation*}
\mathbf{T} \triangleq \frac{\partial \mathcal{W}}{\partial \mathbf{E}} \cdot \mathbf{Q}, \quad \mathbf{M} \triangleq \frac{\partial \mathcal{W}}{\partial \mathbf{K}} \cdot \mathbf{Q} \tag{13}
\end{equation*}
$$

They are the resultant tensors of the first Piola-Kirchhoff type on the deformable surface, while $\mathbf{q}$ and $\mathbf{c}$ are the external surface force and moment vectors, respectively. The equilibrium equations (12) are the exact consequence of three-dimensional equilibrium equations, see $[8,36]$. Within the framework of the theory the approximation error is localized in the constitutive equation (10) only. The strain measures $\mathbf{E}$ and $\mathbf{K}$ are work-conjugate to the respective stress measures.

### 2.2 Plates and Shells with Surface Stresses

Applying the through-the-thickness integration technique described in [36] to shell-like bodies with surface stresses, we obtain the following 2D constitutive equations for nano-sized plates and shells, see [1]:

$$
\begin{equation*}
\mathbf{T}^{*}=\mathbf{T}+\mathbf{T}_{\mathrm{S}}, \quad \mathbf{M}^{*}=\mathbf{M}+\mathbf{M}_{\mathrm{S}} \tag{14}
\end{equation*}
$$

where

- T,M are classical resultant tensors given by

$$
\begin{equation*}
\mathbf{T}=\int \mathbf{G} \cdot \mathbf{P} \mathrm{d} \zeta, \quad \mathbf{M}=-\int \mathbf{G} \cdot \mathbf{P} \times \mathbf{z} \mathrm{d} \zeta \tag{15}
\end{equation*}
$$

with

$$
\int(\ldots) d \zeta=\int_{h_{-}}^{h_{+}}(\ldots) d \zeta
$$

and

- $\mathbf{T}_{S}, \mathbf{M}_{S}$ are the resultant tensors induced by surface stresses $\mathbf{S}_{ \pm}$acting on the shell faces $\Omega_{ \pm}$

$$
\begin{align*}
\mathbf{T}_{S} & =G_{+} \mathbf{S}_{+}+G_{-} \mathbf{S}_{-},  \tag{16}\\
\mathbf{M}_{S} & =-\frac{h}{2}\left[G_{+}\left(\mathbf{S}_{+}\right) \times \mathbf{z}_{+}-G_{-}\left(\mathbf{S}_{-}\right) \times \mathbf{z}_{-}\right]
\end{align*}
$$

Here $\mathbf{z}$ is the base reference deviation and $\mathbf{G} \equiv-\mathbf{N} \times\left(\boldsymbol{A}-\zeta \nabla_{S} \mathbf{N}\right) \times \mathbf{N}$ is the geometrical tensor, $G \equiv \operatorname{det}\left(\boldsymbol{A}-\zeta \nabla_{S} \mathbf{N}\right)$ is the geometric scale factor defined in [36], $\zeta$ is the coordinate along the unit normal $\mathbf{N}$ in the reference placement, $\mathrm{G}_{ \pm}=$ $\left.G\right|_{\zeta= \pm h / 2}$, and $h$ is the shell thickness, see Fig. 3.

## 3 Linear Theory of Plates with Surface Stresses

The theory can be significantly simplified for plates and infinitesimal strains. In this case the shell strain energy density is given by

$$
\begin{align*}
2 \mathcal{W}= & \alpha_{1} \operatorname{tr}^{2} \mathbf{E}_{\|}+\alpha_{3} \operatorname{tr}\left(\mathbf{E}_{\|} \cdot \mathbf{E}_{\|}^{\top}\right)+\alpha_{4} \mathbf{N} \cdot \mathbf{E}^{\top} \cdot \mathbf{E} \cdot \mathbf{N}  \tag{17}\\
& +\beta_{1} \operatorname{tr}^{2} \mathbf{K}_{\|}+\beta_{3} \operatorname{tr}\left(\mathbf{K}_{\|} \cdot \mathbf{K}_{\|}^{\top}\right)+\beta_{4} \mathbf{N} \cdot \mathbf{K}^{\top} \cdot \mathbf{K} \cdot \mathbf{N}
\end{align*}
$$

with $\mathbf{E}_{\|}=\mathbf{E} \cdot \mathbf{A}$ and $\mathbf{K}_{\|}=\mathbf{K} \cdot \mathbf{A} . \alpha_{i}$ and $\beta_{i}$ are elastic parameters

$$
\begin{align*}
& \alpha_{1}=C v, \alpha_{3}=C(1-v), \alpha_{4}=\alpha_{s} C(1-v),  \tag{18}\\
& \beta_{1}=D v, \beta_{3}=D(1-v), \beta_{4}=\alpha_{t} D(1-v)
\end{align*}
$$

with

$$
C=\frac{E h}{1-v^{2}}, \quad D=\frac{E h^{3}}{12\left(1-v^{2}\right)} .
$$

$E$ and $v$ are Young's modulus and Poisson's ratio of the bulk material, $\alpha_{s}$ and $\alpha_{t}$ are dimensionless coefficients, while $h$ is the shell thickness. $\alpha_{s}$ is similar to the shear correction factor introduced by Reissner [45] ( $\alpha_{s}=5 / 6$ ) and Mindlin [40] ( $\alpha_{s}=\pi^{2} / 12$ ). The value $\alpha_{t}=7 / 10$ was proposed in [42].

Considering the surface stress tensors $\mathbf{S}_{ \pm}$we assume $p=0$ in (6). So we have

$$
\begin{align*}
& \mathbf{S}_{ \pm}=\lambda_{\mathrm{S}}^{ \pm} \mathbf{A t r} \mathbf{e}_{ \pm}+2 \mu_{\mathrm{S}}^{ \pm} \mathbf{e}_{ \pm}, \\
& 2 \mathbf{e}_{ \pm}=\nabla \mathbf{u}_{ \pm} \cdot \mathbf{A}+\mathbf{A} \cdot\left(\nabla \mathbf{u}_{ \pm}\right)^{\mathrm{T}} \tag{19}
\end{align*}
$$

$\mathbf{u}_{ \pm}=\left.\mathbf{u}\right|_{\zeta= \pm h / 2}$. For the sake of simplicity we consider the symmetric case with $\lambda_{\mathrm{S}}^{ \pm}=\lambda_{\mathrm{S}}$ and $\mu_{\mathrm{S}}^{ \pm}=\mu_{\mathrm{S}}$. Taking into account (19) we obtain the stiffness parameters


Fig. 3 Geometry (reference configuration) of the shell-like body
for the plate with surface stresses, see $[4,14]$

$$
\begin{align*}
& \alpha_{1}=\mathrm{C} v+2 \lambda_{\mathrm{S}}, \quad \alpha_{3}=\mathrm{C}(1-v)+4 \mu_{\mathrm{S}}, \\
& \beta_{1}=\mathrm{D} v+\mathrm{h}^{2} \lambda_{\mathrm{S}} / 2, \quad \beta_{3}=\mathrm{D}(1-v)+\mathrm{h}^{2} \mu_{\mathrm{S}},  \tag{20}\\
& \mathrm{C}^{*}=\mathrm{C}+4 \mu_{\mathrm{S}}+2 \lambda_{\mathrm{S}}, \\
& \mathrm{D}^{*}=\mathrm{D}+\mathrm{h}^{2} \mu_{\mathrm{S}}+\mathrm{h}^{2} \lambda_{\mathrm{S}} / 2 .
\end{align*}
$$

C* and $\mathrm{D}^{*}$ are the effective in-plane and bending stiffness of the plate with surface stresses. $\mathrm{C}^{*}>\mathrm{C}$ and $\mathrm{D}^{*}>\mathrm{D}$, i.e. the plate with surface stresses is stiffer. $\alpha_{4}$ and $\beta_{4}$ do not depend on $\lambda_{\mathrm{S}}$ and $\mu_{\mathrm{S}}$.

As an example let us consider a nanoplate made of aluminium. Using the data presented in [11] the dependence $D^{*}$ versus the plate thickness $h$ is shown in Fig. 4. Here $\mu=34.7 \mathrm{GPa}, v=0.3, \lambda_{\mathrm{S}}=-3.48912 \mathrm{~N} / \mathrm{m}, \mu_{\mathrm{S}}=6.2178 \mathrm{~N} / \mathrm{m}$, where $\mu$ is the shear modulus. For these values of $\lambda_{S}$ and $\mu_{S}$ the influence of the surface stresses is significant if $h \leq 20 \mathrm{~nm}$.


Fig. 4 Bending stiffness versus plate thickness

## 4 Viscoelastic Case

In most of contributions on the surface stresses the elastic medium is considered. On the other hand, dissipative processes in the vicinity of the surface are observed. These surface phenomena are related to the higher mobility of molecules near the surface, surface imperfections, absorbates, etc., see e.g. [50]. As a special case of inelastic behavior the surface viscoelasticity exists for both liquids and solids. The experimental methods of the surface viscoelasticity are different than in the case of bulk material, in general. One can use various types of microscopies, light scattering, etc., see e.g. [13, 17, 33, 49, 52, 56]. For the description of the surface dissipation of nanosized beams, Ru [46] proposed the one-dimensional constitutive law that is similar to the model of the standard viscoelastic solids. In [5] we extended Ru's model to the case of two-dimensional surface stresses.

The simplest case of analyzing viscoelastic material behavior is based on the correspondence principle. This principle states that if an elastic solution is known, the corresponding viscoelastic solution can be obtained by substituting the elastic quantities in the Laplace transforms of the unknown functions. In other words, one can use the solution of the boundary-value-problem (BVP) for the elastic material behavior as the solution of BVP for the viscoelastic material but given in terms of Laplace transforms. According to this principle we use the results of 3D to 2D reduction procedure for the elastic shell-like body [4].

Let us introduce the Laplace transform

$$
\overline{\mathrm{f}}(\mathrm{~s})=\int_{0}^{\infty} \mathrm{f}(\mathrm{t}) e^{-\mathrm{st}} \mathrm{dt}
$$

Applying the Laplace transform to the viscoelastic constitutive equations at the surface we obtain the relation

$$
\begin{equation*}
\overline{\mathbf{S}}=2 s \bar{\mu}_{S}(s) \overline{\mathbf{e}}+s \bar{\lambda}_{S}(\mathrm{~s})(\operatorname{tr} \overline{\mathbf{e}}) \mathbf{A}, \tag{21}
\end{equation*}
$$

which coincides formally with the surface Hooke law (6) but with two surface relaxation functions $\mu_{S}(t)$ and $\lambda_{S}(t)$. In addition, we establish the constitutive equations for the shell considering viscoelastic behavior in the form, see [5]

$$
\begin{aligned}
& \mathbf{T}=\int_{-\infty}^{t}\left[C_{1}(t-\tau) \dot{\boldsymbol{\epsilon}}(\tau)+C_{2}(t-\tau) \operatorname{Atr} \dot{\boldsymbol{\epsilon}}(\tau)\right] d \tau+\Gamma \gamma \otimes \mathbf{N}, \\
& \mathbf{M}=-\int_{-\infty}^{t}\left[D_{1}(t-\tau) \dot{\kappa}(\tau)+D_{2}(t-\tau) \operatorname{Atr} \dot{\boldsymbol{\kappa}}(\tau)\right] d \tau \times \mathbf{N},
\end{aligned}
$$

where $\boldsymbol{\epsilon}, \boldsymbol{\kappa}$, and $\boldsymbol{\gamma}$ are the surface strain measures expressed via the translation and rotation vectors $\mathbf{w}$ and $\vartheta$ by

$$
\begin{aligned}
& \boldsymbol{\epsilon}=\frac{1}{2}\left(\nabla_{\mathrm{S}} \mathbf{w} \cdot \mathbf{A}+\mathbf{A} \cdot\left(\nabla_{\mathrm{S}} \mathbf{w}\right)^{\top}\right), \\
& \boldsymbol{\kappa}=\frac{1}{2}\left(\nabla_{\mathrm{S}} \boldsymbol{\vartheta} \cdot \mathbf{A}+\mathbf{A} \cdot\left(\nabla_{\mathrm{S}} \boldsymbol{\vartheta}\right)^{\top}\right), \\
& \boldsymbol{\gamma}=\nabla_{\mathrm{S}}(\mathbf{w} \cdot \mathbf{N})-\vartheta .
\end{aligned}
$$

The relaxation functions are given by

$$
\begin{aligned}
& C_{1}(t)=2 C_{22}+4 \mu_{S}(t), \quad C_{2}(t)=C_{11}-C_{22}+2 \lambda_{S}(t), \\
& D_{1}(t)=2 D_{22}+h^{2} \mu_{S}(t), D_{2}(t)=D_{33}-D_{22}+\frac{h^{2}}{2} \lambda_{S}(t), \\
& C_{11}=\frac{E h}{2(1-v)}, \quad C_{22}=\frac{E h}{2(1+v)}, \\
& D_{22}=\frac{E h^{3}}{24(1+v)}, \quad D_{33}=\frac{E h^{3}}{24(1-v)}, \quad \Gamma=k \mu h, \\
& E=2 \mu(1+v), \quad v=\frac{\lambda}{2(\lambda+\mu)} .
\end{aligned}
$$

$E$ and $v$ are the Young modulus and Poisson ratio of the bulk material, $\Gamma$ is the transverse shear stiffness, and $k$ the transverse shear correction factor. The tangential and bending relaxation functions are given by

$$
\begin{equation*}
\mathrm{C}=\frac{\mathrm{Eh}}{1-v^{2}}+4 \mu_{S}(\mathrm{t})+2 \lambda_{S}(\mathrm{t}), \quad \mathrm{D}=\frac{\mathrm{Eh}^{3}}{12\left(1-v^{2}\right)}+\frac{\mathrm{h}^{2}}{2}\left[2 \mu_{S}(\mathrm{t})+\lambda_{\mathrm{S}}(\mathrm{t})\right] \tag{22}
\end{equation*}
$$

Let us note that the surface stresses do not influence the transverse shear stiffness.

## 5 Conclusions

In this paper we discussed the two-dimensional equilibrium equations for plates and shells taking into account the surface stresses. We presented the expressions for effective stiffness parameters of plates and shells. In particular, the bending stiffness is bigger for the shells with surface stresses than for shells without surface elasticity. Elastic case is extended to viscoelastic behavior.
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# Geometrical Picture of Third-Order Tensors 

Nicolas Auffray


#### Abstract

Because of its strong physical meaning, the decomposition of a symmetric second-order tensor into a deviatoric and a spheric part is heavily used in continuum mechanics. When considering higher-order continua, third-order tensors naturally appear in the formulation of the problem. Therefore researchers had proposed numerous extensions of the decomposition to third-order tensors. But, considering the actual literature, the situation seems to be a bit messy: definitions vary according to authors, improper uses of denomination flourish, and, at the end, the understanding of the physics contained in third-order tensors remains fuzzy. The aim of this paper is to clarify the situation. Using few tools from group representation theory, we will provide an unambiguous and explicit answer to that problem.


## 1 Introduction

In classical continuum mechanics [28, 29], only the first displacement gradient is involved and all the higher-order displacement gradients are neglected in measuring the deformations of a body. This usual kinematical framework turns out not to be rich enough to describe a variety of important mechanical and physical phenomena. In particular, the size effects and non-local behaviors due to the discrete nature of matter at a sufficiently small scale, the presence of microstructural defects or the existence of internal constraints cannot be captured by classical continuum mechanics [2, 18, 24]. The early development of higher-order (or generalized) continuum theories of elasticity was undertaken in the 1960s and marked with the major contributions of [5, 19-21, 26]. For the last two decades, the development and application of high-order continuum theories have gained an impetus, owing to a growing interest in modeling

[^3]and simulating size effects and non-local behaviors observed in a variety of materials, such as polycrystalline materials, geomaterials, biomaterials and nanostructured materials (see, e.g., [7, 17, 22]), and in small size structures. In order to take into account size-effects, the classical continuum mechanics has to be generalized. To construct such an extension there are, at least, two options:

- Higher-order continua:

In this approach the set of degrees of freedom is extended; a classical example is the micromorphic theory $[6,11,20]$;

- Higher-grade continua:

In this approach the mechanical state is described using higher-order gradients of the displacement field; a classical example is the strain-gradient theory [19].

In the following section the linear formulation of micromorphic and strain-gradient theory we will be detailed. The aim is to anchor the analysis that will be made on third-order tensors into a physical necessity for the understanding of those models.

## 2 Some Generalized Continua

### 2.1 Micromorphic Elasticity

Let us begin with the micromorphic approach. In this theory the set of degrees of freedom (DOF) is extended in the following way

$$
\mathrm{DOF}=\{\underline{\mathbf{u}}, \underset{\sim}{\chi}\} ; \quad(\underline{\mathbf{u}}, \underset{\sim}{\chi}) \in \mathbb{R}^{3} \times \otimes^{2} \mathbb{R}^{3}
$$

where $\otimes^{k} \mathbb{V}$ stands for the $k$-th order tensorial power of $\mathbb{V}$. In this formulation the second-order tensor $\chi$ is generally not symmetric. This micro-deformation tensor encodes the generally incompatibility deformation of the microstructure. As a consequence, the set of primary state variables (PSV) now becomes

$$
\operatorname{PSV}=\{\underline{u} \otimes \underline{\nabla}, \chi \otimes \underline{\nabla}\},
$$

where $\underline{\nabla}$ is the classical nabla vector, i.e.

$$
\underline{\nabla}^{\top}=\left(\frac{\partial}{\partial x} \frac{\partial}{\partial y} \frac{\partial}{\partial z}\right)
$$

It can be observed that, despite being of higher-degree, the obtained model is still a 1 st-grade continuum. The model is defined by the following set of strain measures:

- $\varepsilon=\varepsilon_{(i j)}$ is the strain tensor;
- $\underset{\sim}{e}=u \otimes \underline{\nabla}-\chi$ is the relative strain tensor;
- $\underset{\sim}{k}=\chi \otimes \underline{\nabla}$ is the micro-strain gradient tensor;
where the notation (..) indicates symmetry under in parentheses permutations. The first strain measure is the classical one and is, as usually, described by a symmetric second-order tensor. The relative strain tensor measures how the micro-deformation differs from the displacement gradient, this information is encoded into a nonsymmetric second-order tensor. Finally, we have the third-order non-symmetric micro strain-gradient tensor. By duality the associated stress tensors can be defined:
- $\sigma=\sigma_{(i j)}$ is the Cauchy stress tensor;
- $\mathrm{s}=\mathrm{s}_{\mathrm{ij}}$ is the relative stress tensor;
- $\underset{\sim}{S}=S_{i j k}$ is the double-stress tensor.

If we suppose that the relation between strain and stress tensors is linear, the following constitutive law is obtained:

The behavior is therefore defined by

- three fourth-order tensors having the following index symmetries: $A_{\underline{(i j)}(\underline{(l m)})}$; $\mathrm{B}_{(\mathrm{ij}) \mathrm{lm}} ; \mathrm{D}_{\mathrm{ij} \underline{\mathrm{lm}}}$;
- two fifth-order tensors having the following index symmetries: $\mathrm{C}_{(\mathrm{ij}) \mathrm{klm}} ; \mathrm{E}_{i j \mathrm{klm}}$;
- one sixth-order tensor having the following index symmetries: $F_{\underline{i j k} \underline{l m n}}$,
where. indicates symmetry under block permutations.


### 2.2 Strain-Gradient Elasticity

In the strain-gradient elasticity the set of degrees of freedom is the usual one, but the primary state variables are extended to take the second gradient of $\underline{u}$ into account:

$$
\mathrm{PSV}=\{\underline{\mathbf{u}} \otimes \underline{\nabla}, \underline{\mathbf{u}} \otimes \underline{\nabla} \otimes \underline{\nabla}\}
$$

We therefore obtain a second-grade continuum defined by the following set of strain measures:

- $\underset{\sim}{\varepsilon}=\varepsilon_{(i j)}$ is the strain tensor;
- $\underset{\sim}{\eta}=\underset{\sim}{\varepsilon} \otimes \underline{\nabla}=\eta_{(i j), \mathrm{k}}$ is the strain-gradient tensor.

By duality, we obtain the related stress tensors:

- $\underset{\sim}{\sigma}=\sigma_{(i \mathfrak{j})}$ is the Cauchy stress tensor;
- $\underset{\sim}{\tau}=\tau_{(i \mathfrak{i j}) \mathrm{k}}$ is the hyper-stress tensor.

Assuming a linear relation between these two sets we obtain:

The strain-gradient and hyperstress tensors are symmetric under permutation of their two first indices. The constitutive tensors verify the following index permutation symmetry properties:

$$
\mathrm{C}_{\underline{(\mathfrak{i j})}} \underline{(\mathrm{lm})} ; M_{(\mathfrak{i j ) ( k l ) m}} ; A_{\underline{(i j) k}} \underline{(l m) n}
$$

### 2.3 Synthesis

Those two models are distinct but under the kinematic constraint $\chi=\underline{u} \otimes \underline{\nabla}$ straingradient elasticity is obtained from the micromorphic model. In the first case, the micro strain-gradient is element of:

$$
\mathbb{T}_{i j k}=\left\{\underset{\sim}{\mathrm{T}} \mid \underset{\sim}{\mathrm{T}}=\sum_{i, j, k=1}^{3} \mathrm{~T}_{i j k} \mathbf{e}_{\mathfrak{i}} \otimes \mathbf{e}_{\mathfrak{j}} \otimes \mathbf{e}_{k}\right\}
$$

Assuming that we are in a 3D physical space, $\mathbb{T}_{i j k}$ is 27 -dimensional and constructed as $\mathbb{T}_{i j k}=\otimes^{3} \mathbb{R}^{3}$. For the strain-gradient theory, strain-gradient tensors belong to the following subspace of $\mathbb{T}_{i j k}$ :

$$
\mathbb{T}_{(i j) k}=\left\{\underset{\sim}{T T} \mid \underset{\sim}{T}=\sum_{i, j, k=1}^{3} T_{i j k} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \otimes \mathbf{e}_{k}, \quad T_{i j k}=T_{j i k}\right\}
$$

which is 18 -dimensional and constructed as ${ }^{1} \mathbb{T}_{(i \mathfrak{j}) \mathrm{k}}=\left(\mathbb{R}^{3} \otimes \mathbb{R}^{3}\right) \otimes \mathbb{R}^{3}$. Therefore, as it can be seen, the structure of the third-order tensors changes according to the considered theory.

Facing this kind of non-conventional model, a natural question is to ask what kind of information is encoded in these higher-order strain measures. In classical elasticity the physical content of symmetric second-order tensors is well-known through the

[^4]physical meaning of its decomposition into a deviatoric (distorsion) and a spheric (dilatation) part. But the same result for third-order tensors is not so well-known, and its physical content has to be investigated. In the literature some results concerning the strain-gradient tensors can be found, but the situation seems to be fuzzy. In mechanics, ${ }^{2}$ third-order tensor orthogonal decomposition was first investigated in the context of strain-gradient plasticity. According to the authors and the modeling assumptions the number of components varies from 2 to 4 . In the appendices of [25] the authors introduced a first decomposition of the strain-gradient tensors under an incompressibility assumption, and expressed the decomposition into the sum of 3 mutually orthogonal parts. This decomposition was then used in [7, 8]. In [17] the situation is analyzed more in depth, and a decomposition into four parts is proposed. In some other works, it is said that strain-gradient can be divided into two parts. Therefore the following questions are raised:

- What is the right generalization of the decomposition of a tensor into deviatoric parts?
- In how many orthogonal parts a third-order tensor can be split in a irreducible way?
- Is this decomposition canonical ?

The aim of this paper is to answer these questions. These points will be investigated using the geometrical language of group action.

## 3 Harmonic Space Decomposition

To study the orthogonal decomposition of third-order tensors, and following the seemingly work of Georges Backus [3], an extensive use of harmonic tensors will be made. This section is thus devoted to formally introduce the concept of harmonic decomposition. After a theoretical introduction, the space of third-order tensors identified in the first section will be decomposed into a sum of harmonic tensor spaces. This $\mathrm{O}(3)$-irreducible ${ }^{3}$ decomposition is the higher-order generalization of the wellknown decomposition of $\mathbb{T}_{(i j)}$ into a deviatoric $\left(\mathbb{H}^{2}\right)$ and spherical $\left(\mathbb{H}^{0}\right)$ spaces.

### 3.1 The Basic Idea

Before studying decomposition of third-order tensors, let us get back for a while on the case of second-order symmetric ones. It is well known that any $\mathrm{T}_{(\mathrm{ij})} \in \mathbb{T}_{(\mathrm{ij})}$ admits the following decomposition:

[^5]$$
T_{(i j)}=H_{(i j)}^{2}+\frac{1}{3} H^{0} \delta_{i j}=\phi\left(H_{(i j)}^{2}, H^{0}\right)
$$
where $\mathrm{H}^{2} \in \mathbb{H}^{2}$ and $\mathrm{H}^{0} \in \mathbb{H}^{0}$ are, respectively, the 5-D deviatoric and 1-D spheric part of $\mathrm{T}_{(\mathrm{ij})}$ and are defined by the following formula:
$$
\mathrm{H}^{0}=\mathrm{T}_{\mathrm{ii}} \quad ; \quad \mathrm{H}_{(\mathrm{ij})}^{2}=\mathrm{T}_{(\mathrm{ij})}-\frac{1}{3} \mathrm{H}^{0} \delta_{i j}
$$

In fact $\phi$, defined by the expression (3.1), is an isomorphism between $\mathbb{T}_{(i \mathfrak{j})}$ and the direct sum of $\mathbb{H}^{2}$ and $\mathbb{H}^{0}$

$$
\mathbb{T}_{(i j)} \cong \mathbb{H}^{2} \oplus \mathbb{H}^{0}
$$

The main property of this decomposition is to be $\mathrm{O}(3)$-invariant, or expressed in another way the components $\left(\mathrm{H}^{0}, \underset{\sim}{\mathrm{H}}\right)$ are covariant with $\underset{\sim}{T}$ under $\mathrm{O}(3)$-action, i.e.

$$
\underset{\sim}{\forall} \mathrm{Q} \in \mathrm{O}(3), \forall \underset{\sim}{\forall T} \in \mathbb{T}_{(\mathrm{ij})}, \quad \underset{\sim}{\mathrm{Q}} \underset{\sim}{T} \mathrm{Q}^{\top}=\phi\left(\underset{\sim}{\mathrm{QH}^{2}}{\underset{\sim}{\mathrm{Q}}}^{\top}, \mathrm{H}^{0}\right)
$$

Irreducible tensors satisfying this property are called harmonic. By irreducible we mean that those tensors can not be split into other tensors satisfying this property. In a certain way harmonic tensors are the elementary gears of the complete tensor. Let now give a more precise and general definition of this decomposition.

### 3.2 Harmonic Decomposition

The O (3)-irreducible decomposition of a tensor is known as its harmonic decomposition. Such a decomposition is well-known in group representation theory. It allows to decompose any finite order tensor into a sum of irreducible ones [3, 14, 30]. Consider a $n$-th order tensor $T$ belonging to $\mathbb{T}$ then its decomposition can be written [14]:

$$
\mathrm{T}=\sum_{\mathrm{k}, \tau} \mathrm{H}^{\mathrm{k}, \tau}
$$

where the tensors $\mathrm{H}^{\mathrm{k}, \tau}$ are components ${ }^{4}$ of the irreducible decomposition, k denotes the order of the harmonic tensor embedded in H and $\tau$ separates the same order terms. This decomposition defines an isomorphism between $\mathbb{T}$ and a direct sum of harmonic tensor spaces $\mathbb{H}^{k}[10]$ as

[^6]$$
\mathbb{T} \cong \bigoplus_{\mathrm{k}, \tau} \mathbb{H}^{\mathrm{k}, \tau}
$$
but, as explained in [12], this decomposition is not unique. Alternatively, the $\mathrm{O}(3)-$ isotypic decomposition, where same order spaces are grouped, is unique:
$$
\mathbb{T} \cong \bigoplus_{k=0}^{n} \alpha_{k} \mathbb{H}^{k}
$$
where $\alpha_{k}$ is the multiplicity of $\mathbb{H}^{k}$ in the decomposition, i.e. the number of copies of the space $\mathbb{H}^{k}$ in the decomposition. Harmonic tensors are totally symmetric and traceless. In $\mathbb{R}^{3}$, the dimension of their vector space $\operatorname{dim} \mathbb{H}^{k}=2 k+1$. For $k=0$ we obtain the space of scalars, $k=1$ we obtain the space of vectors, $k=2$ we obtain the space of deviators, and for $k>2$ we obtain spaces of $k$-th order deviators. The family $\left\{\alpha_{k}\right\}$ is a function of the tensor space order and the index symmetries. Various methods exist to compute this family $[1,14,30]$. In $\mathbb{R}^{3}$ a very simple method based on the Clebsch-Gordan decomposition can be used.

In the next section this construction is introduced. It worths noting that we obtain the harmonic structure of the space under investigation modulo an unknown isomorphism. The construction of an isomorphism making this decomposition explicit is an ulterior step of the process. Furthermore, according to the nature of the sought information, the explicit knowledge of the isomorphism might by unnecessary. As an example, the determination of the set of symmetry classes of a constitutive tensor space does not require such a knowledge ${ }^{5}[16,23]$.

### 3.3 Computation of the Decomposition

The principle is based on the tensorial product of group representations. More details can be found in [1,14]. The computation rule is simple. Consider two harmonic tensor spaces $\mathbb{H}^{i}$ and $\mathbb{H}^{j}$, whose product space is noted $\mathbb{G}^{i+k}:=\mathbb{H}^{i} \otimes \mathbb{H}^{j}$. This space, which is GL(3)-invariant, admits the following $\mathrm{O}(3)$-invariant decomposition:

$$
\mathbb{G}^{i+j}=\bigoplus_{k=|i-j|}^{i+j} \mathbb{H}^{k}
$$

For example, consider $\mathbb{H}_{\mathrm{a}}^{1}$ and $\mathbb{H}_{\mathrm{b}}^{1}$ two different first-order harmonic spaces. Elements of such spaces are vectors. According the above formula the $\mathrm{O}(3)$-invariant decomposition of $\mathbb{G}^{2}$ is:

[^7]$$
\mathbb{G}^{2}=\mathbb{H}_{\mathrm{a}}^{1} \otimes \mathbb{H}_{\mathrm{b}}^{1}=\mathbb{H}^{2} \oplus \mathbb{H}^{\sharp 1} \oplus \mathbb{H}^{0}
$$

In this decomposition, the space indicated with the $\#$ superscript contains pseudotensors, also known as axial-tensors i.e. tensors which change sign if the space orientation is reversed. Other elements are true tensors, also known as polar, and transform according to the usual rules.

As an example, the tensorial product of two spaces of vectors generates a secondorder tensor space. The resulting structure is composed of a scalar $\left(\mathbb{H}^{0}\right)$, a vector $\left(\mathbb{H}^{\sharp 1}\right)$ and a deviator $\left(\mathbb{H}^{2}\right)$. The vector part corresponds to the pseudo-vector associated with the matrix antisymmetric part. This computation rule has to be completed by the following properties [14]:

Property 2.1. The decomposition of an even-order (resp. odd-order) completely symmetric tensor, i.e. invariant under any index permutation, only contains evenorder (resp. odd-order) harmonic spaces.

Property 2.2. In the decomposition of an even-order (resp. odd-order) even-order (resp. odd-order) components are polar and odd-order axial (resp. even order).

### 3.4 Structure of Third-Order Strain Measures of Generalized Continua

These techniques can now be applied to the third-order tensors involved in the micromorphic and the strain-gradient elasticity model.

## Micromorphic Elasticity

Let us begin with the space $\mathbb{T}_{i j k}$ used in the micromorphic theory to model the micro-strain gradient $\underset{\sim}{\kappa}$. As $\mathbb{T}_{i j k} \cong \otimes^{3} \mathbb{R}^{3}$, we have $\mathbb{T}_{i j k} \cong \mathbb{H}^{1} \otimes \mathbb{H}^{1} \otimes \mathbb{H}^{1}$. Using the Clebsch-Gordan rule:

$$
\begin{aligned}
\mathbb{T}_{i j k} & \cong \mathbb{H}^{1} \otimes \mathbb{H}^{1} \otimes \mathbb{H}^{1} \\
& \cong\left(\mathbb{H}^{2} \oplus \mathbb{H}^{\sharp 1} \oplus \mathbb{H}^{0}\right) \otimes \mathbb{H}^{1} \\
& \cong \mathbb{H}^{3} \oplus 2 \mathbb{H} \mathbb{H}^{\sharp} \oplus 3 \mathbb{H}^{1} \oplus \mathbb{H}^{\sharp 0}
\end{aligned}
$$

Therefore $\mathbb{T}_{\mathfrak{i j k}}$ decompose into:

| Name | $\mathbb{H}^{3}:$ 3rd-order deviator | $\mathbb{H}^{\sharp 2}:$ Pseudo-deviator | $\mathbb{H}^{1}:$ Vector | $\mathbb{H}^{\sharp 0}:$ Pseudo-scalar |
| :--- | :---: | :---: | :---: | :---: |
| Dimension | 7 | 5 | 3 | 1 |
| Multiplicity | 1 | 2 | 3 | 1 |
| Total | 7 | 10 | 9 | 1 |

And if we sum the dimension of all irreducible spaces the 27-D of $\mathbb{T}_{\mathfrak{i j k}}$ is retrieved.

## Strain-Gradient Elasticity

Now consider the space $\mathbb{T}_{(i j) k}$ used in strain-gradient theory to model the straingradient $\eta$. As $\mathbb{T}_{(i j) k} \cong\left(\mathbb{R}^{3} \otimes^{S} \mathbb{R}^{3}\right) \otimes \mathbb{R}^{3}$, we have $\mathbb{T}_{(i j) k} \cong\left(\mathbb{H}^{\sharp 2} \oplus \mathbb{H}^{0}\right) \otimes \mathbb{H}^{1}$. Using the Clebsch-Gordan rule:

$$
\mathbb{T}_{(i j) k} \cong \mathbb{H}^{3} \oplus \mathbb{H}^{\sharp 2} \oplus 2 \mathbb{H}^{1}
$$

Therefore $\mathbb{T}_{(i j) k}$ decompose into:

| Name | $\mathbb{H}^{3}: 3$ rd-order deviator | $\mathbb{H}^{\sharp 2}:$ Pseudo-deviator | $\mathbb{H}^{1}:$ Vector | $\mathbb{H}^{\sharp 0}:$ Pseudo-scalar |
| :--- | :---: | :---: | :---: | :---: |
| Dimension | 7 | 5 | 3 | 1 |
| Multiplicity | 1 | 1 | 2 | 0 |
| Total | 7 | 5 | 6 | 0 |

And if we sum the dimension of all irreducible spaces the 18 -D of $\mathbb{T}_{(i j) k}$ is retrieved.

## Analysis

Therefore, and despite what can be read in the literature, there is no spherical part in the decomposition of an element of $\mathbb{T}_{(i j) k}$. This worths being emphasized because in the micromorphic approach tensors do have such a component. Therefore, in order to avoid any misunderstanding, it is important to use the vocabulary in an appropriate way. Furthermore the use of a correct generalization of the harmonic decomposition to higher-order tensors provides useful information on the associated constitutive law. For example:

- the number of isotropic moduli associated to the isotropic related constitutive tensor (with great symmetry);
- the number and the dimension of eigenspaces of the related isotropic related constitutive tensor;
- the structure of anisotropy classes of the associated constitutive law [23];
- etc.

For the dimension of the isotropic symmetric constitutive law ${ }^{6}$
Theorem 2.1. If $\mathbb{T} \cong \bigoplus_{k=0}^{n} \alpha_{k} \mathbb{H}^{k}$ then $\operatorname{dim}\left(\operatorname{End}_{S}^{O(3)}(\mathbb{T})\right)=\sum_{k=0}^{n} \frac{\alpha_{k}\left(\alpha_{k}+1\right)}{2}$,

[^8]where $E n d_{S}^{O(3)}(\mathbb{T})$ means the space of self-adjoint isotropic endomorphism of $\mathbb{T}$. For the next property we need to introduce the following definition.

Definition 2.1. Let $L$ be a self-adjoint endomorphism of $\mathbb{T}$. The eigensignature of L , noted $\mathcal{E} \mathcal{S}(\mathrm{L})$, is defined as the concatenation of the dimension of the eigenspaces of L .

For example, if we consider $\underset{\approx}{\mathrm{C}}$ an isotropic elasticity tensor we have:

$$
\mathcal{E S}(\underset{\sim}{\mathrm{C}})=\{51\}
$$

as an isotropic elasticity tensor possesses two eigenspaces: one 5-dimensional and a unidimensional. The eigensignature of an operator contains both the number of its eigenspaces and theirs dimension.

Theorem 2.2. If $\mathbb{T} \cong \bigoplus_{k=0}^{n} \alpha_{k} \mathbb{H}^{k}$ then for almost all $L \in \operatorname{End}_{S}^{O(3)}(\mathbb{T}) ; \mathcal{E}(L)=$ $\complement_{k=0}^{n}\left\{\alpha_{k} C\{2 k+1\}\right\}$
in which $\complement$ indicates the concatenation operator, and the notation $\alpha \complement\{x\}$ indicates that $\alpha$ copies of $x$ should be concatenated. The direct application of these results to our concern gives:

| Theory | Third-order tensor <br> decomposition | Number of isotropic moduli <br> of the associated the sixth-order tensor | $\mathcal{E S}$ |
| :--- | :---: | :---: | :---: |
| Micromorphic | $\mathbb{H}^{3} \oplus 2 \mathbb{H}^{\sharp 2} \oplus 3 \mathbb{H}^{1} \oplus \mathbb{H}^{\sharp 0}$ | 11 | $\left\{75^{2} 3^{3} 1\right\}$ |
| Strain-gradient | $\mathbb{H}^{3} \oplus \mathbb{H}^{\sharp 2} \oplus 2 \mathbb{H}^{1}$ | 5 | $\left\{753^{2}\right\}$ |

Now the questions are (from a practical point of view):

1. How explicitly construct an associated isomorphism?
2. Is this isomorphism canonical ?
3. Is there any mechanical meaning of that decomposition?

In the following section, attention will restricted to the space of strain-gradient tensors.

## 4 Construction of the Isomorphism

As shown in the previous section:

$$
\mathbb{T}_{(i j) k} \cong \mathbb{H}^{3} \oplus \mathbb{H}^{\sharp 2} \oplus \mathbb{H}^{1, a} \oplus \mathbb{H}^{1, b}
$$

It can be observed that any strain-gradient tensor contains 2 vectors in its decomposition. This fact is important since if the composition contains at least two harmonic components of the same order the isomorphism is not uniquely defined [12].

This indeterminacy will only concern the vector components since $\mathrm{H}^{3}$ and $\mathrm{H}^{\sharp 2}$ are uniquely defined. Therefore there is a degree of freedom in the definition of the vectors contained in the decomposition.

In fact, this situation also occurs in classical elasticity. The vector space of elasticity tensors can be decomposed as follows [3, 4, 10]

$$
\mathbb{E l a} \cong \mathbb{H}^{4} \oplus \mathbb{H}_{\mathrm{a}}^{2} \oplus \mathbb{H}_{\mathbf{b}}^{2} \oplus \mathbb{H}_{\mathrm{a}}^{0} \oplus \mathbb{H}_{\mathbf{b}}^{0}
$$

In this decomposition the two scalar parts are the elastic isotropic coefficients and therefore the isotropic moduli are not uniquely defined. This results in multiple ways to choose those coefficients: Young modulus \& Poisson's ratio, Lamé constants, shear modulus \& bulk modulus, and so on. . ..

Therefore any construction is possible, but among them at least two are more natural since they give a physical meaning to the harmonic decomposition. The first one consists in splitting $\mathrm{T}_{(\mathrm{ij}) \mathrm{k}}$ into a fully symmetric part and a remainder one before proceeding to the harmonic decomposition.

### 4.1 1st Decomposition: Stretch- and Rotation-Gradient

This approach is summed-up by the following diagram:

where Sym, Asym and $\mathcal{H}$ respectively stand for the symmetrization, anti-symmetrization and the harmonic decomposition processes. $\mathrm{T}_{(i \mathfrak{i j k}}$ is first split into a full symmetric tensor and an asymmetric one:

$$
T_{(i j) k}=S_{i j k}+\frac{1}{3}\left(\epsilon_{j k l} R_{l i}+\epsilon_{i k l} R_{l j}\right)
$$

The space of full symmetric third-order tensors is 10 -dimensional meanwhile the space of asymmetric one is 8 -dimensional, those spaces are in direct sum. In the strain-gradient literature [20] the complete symmetric part $\mathrm{S}_{(\mathrm{ijk})}$, defined:

$$
S_{(i j k)}=\frac{1}{3}\left(T_{(i j) k}+T_{(k i) j}+T_{(j k) i}\right)
$$

is the stretch-gradient part of $\mathrm{T}_{(\mathrm{ij}) \mathrm{k}}$. Meanwhile the remaining traceless non-symmetric part $\mathrm{R}_{\mathrm{ij}}$ :

$$
R_{i j}=\epsilon_{i p q} T_{(j p) q}
$$

is the the rotation-gradient part of $\mathrm{T}_{(\mathrm{ij}) \mathrm{k}}$. In the couple-stress model, which is a reduced formulation of the strain-gradient model, only this tensor is taken into account in the mechanical formulation.

In terms of group action, it is important to note that this decomposition ${ }^{7}$ is GL(3)-invariant, ${ }^{8}$ and that each component is GL(3)-irreducible. In other terms, this decomposition of the strain-gradient into two "mechanisms" (stretch-gradient and rotation-gradient) is preserved under any invertible transformation. Under O(3)action each part can further be decomposed in irreducible components by removing their different traces:

- $\mathbb{S}_{(i j k)}$ splits into a third-order deviator $\left(\operatorname{dim} \mathbb{H}^{3}=7\right)$ and a vector $\left(\operatorname{dim} \mathbb{H}_{\mathfrak{a}}^{1}=3\right)$;
- $\mathbb{R}_{i j}$ splits into a pseudo-deviator $\left(\operatorname{dim} \mathbb{H}^{\sharp 2}=5\right)$ and a vector $\left(\operatorname{dim} \mathbb{H}_{b}^{1}=3\right)$.

Stretch-gradient tensors:
The space $\mathbb{S}_{(i j k)}$ is isomorphic to $\mathbb{H}^{3} \oplus \mathbb{H}_{\nabla \text { str }}^{1}$. The structure of this decomposition shows that this isomorphism is unique. Doing some algebra we obtain

$$
S_{(i j k)}=H_{(i j k)}+\frac{1}{5}\left(V_{i}^{\nabla \operatorname{str}} \delta_{(j k)}+V_{j}^{\nabla \operatorname{str}} \delta_{(i k)}+V_{k}^{\nabla \operatorname{str}} \delta_{(i j)}\right)
$$

with

$$
\begin{aligned}
& V_{i}^{\nabla s t r}=S_{(p p) i}=\frac{1}{3}\left(T_{p p i}+2 T_{i p p}\right) \\
& H_{(i j k)}=S_{(i j k)}-\frac{1}{5}\left(V_{i}^{\nabla \operatorname{str}} \delta_{(j k)}+V_{j}^{\nabla \operatorname{str}} \delta_{(i k)}+V_{k}^{\nabla \operatorname{str}} \delta_{(i j)}\right)
\end{aligned}
$$

In this formulation $\mathrm{V}^{\nabla \text { str }}$ is the vector part of the stretch gradient tensor.
Rotation-gradient tensors:
The space $\mathbb{R}_{i j}$ is isomorphic to $\mathbb{H}^{\sharp 2} \oplus \mathbb{H}_{\nabla \text { rot }}^{1}$. The structure of this decomposition shows that this isomorphism is unique. Doing some algebra we obtain

$$
\mathrm{R}_{i j}=\mathrm{H}_{(\mathrm{ij})}+\epsilon_{i j p} V_{p}^{\nabla \mathrm{rot}}
$$

with

$$
\begin{aligned}
& V_{i}^{\nabla r o t}=\frac{1}{2} \epsilon_{i p q}\left(R_{p q}-R_{q p}\right)=\frac{1}{2}\left(T_{p p i}-T_{i p p}\right) ; \\
& H_{(i j)}=R_{i j}-\frac{1}{2} \epsilon_{i j p} V_{p}^{\nabla r o t}=\frac{1}{2}\left(R_{p q}+R_{q p}\right)
\end{aligned}
$$

[^9]In this formulation $\mathrm{V}^{\nabla \mathrm{rot}}$ is the vector part of the rotation gradient tensor, and is embedded in the third-order tensor in the following way:

$$
\mathrm{T}\left(\underline{\mathrm{~V}}^{\nabla \mathrm{rot}}\right)_{\mathrm{ijk}}=\frac{1}{3}\left(-\mathrm{V}_{i}^{\nabla \mathrm{rot}} \delta_{(j k)}-\mathrm{V}_{j}^{\nabla \mathrm{rot}} \delta_{(i k)}+2 \mathrm{~V}_{\mathrm{k}}^{\nabla \mathrm{str}} \delta_{(i \mathfrak{j})}\right)
$$

Synthesis:
This decomposition can be summed-up in the following Matryoshka doll fashion ${ }^{9}$ :

$$
\mathbb{T}_{(i j) k}=\left(\mathbb{H}^{3} \oplus \mathbb{H}_{\mathrm{s}}^{1}\right)_{\mid \mathrm{GL}(3)} \oplus\left(\mathbb{H}^{\sharp 2} \oplus \mathbb{H}_{\mathrm{r}}^{1}\right)_{\mid \mathrm{GL}(3)}
$$

The decomposition into the in-parenthesis terms is preserved under any invertible transformation, and if this transformation is isometric the harmonic components are further more preserved. For a strain-gradient tensor this decomposition has the following meaning. Strain-gradient tensor encodes two orthogonal effects: stretchgradient and rotation-gradient. These effects are canonically defined and preserved under invertible changes of variables. The harmonic decompositions of these elementary effects correspond to their decomposition in spherical harmonics. This construction has a meaning for any elements of $\mathbb{T}_{(i j) k}$.

### 4.2 2nd Decomposition: Distortion- and Dilatation-Gradient

Aside from this first construction, which was based on the algebra of third-order tensor, other constructions can be proposed. The following one is based on the derivation of the harmonic decomposition of a symmetric second-order tensor. As a consequence this construction has a physical meaning only for tensors constructed in this way.


So the first step is to decompose a second-order symmetric tensor into its deviatoric and its spherical part:

$$
\mathrm{T}_{i j}=H_{i j}^{2}+\frac{1}{3} H^{0} \delta_{i j}
$$

Such as

$$
H^{0}=T_{p p} \quad ; \quad H_{i j}^{2}=T_{i j}-\frac{1}{3} H^{0} \delta_{i j}
$$

[^10]Using the Clebsch-Gordan rule in the following way

$$
\mathbb{H}^{n} \otimes \nabla \cong \mathbb{H}^{n} \otimes \mathbb{H}^{1} \cong \bigoplus_{k=|n-1|}^{n+1} \mathbb{H}^{k}
$$

we obtain

$$
\mathbb{H}^{2} \otimes \underline{\nabla}=\mathbb{H}^{3} \oplus \mathbb{H}^{\sharp 2} \oplus \mathbb{H}_{\nabla \mathrm{dev}}^{1} \quad ; \quad \mathbb{H}^{0} \otimes \underline{\nabla}=\mathbb{H}_{\nabla \mathrm{sph}}^{1}
$$

In a certain way we have

$$
\mathbb{T}_{(i j) k}=\mathbb{T}_{(i \mathfrak{i j})} \otimes \underline{\nabla}=\left(\mathbb{H}^{3} \oplus \mathbb{H}^{\sharp 2} \oplus \mathbb{H}_{\nabla \mathrm{dev}}^{1}\right)_{\mid \mathbb{H}^{2} \otimes \underline{\nabla}} \oplus\left(\mathbb{H}_{\nabla s p h}^{1}\right)_{\mathbb{H}^{0} \otimes \underline{\nabla}}
$$

But conversely to the decomposition (4.1) the in-parenthesis terms are not GL(3)invariant. The first in parenthesis block is the distortion-gradient part of the straingradient meanwhile the last one is the dilatation-gradient.

As $\mathrm{H}^{3}$ and $\mathrm{H}^{\sharp 2}$ are uniquely defined their expressions are the same as before. Therefore attention is focused on the vector parts, doing some algebra we obtain:

$$
V_{i}^{\nabla \mathrm{sph}}=\mathrm{T}_{\mathrm{ppi}} \quad ; \quad \mathrm{V}_{i}^{\nabla \mathrm{dev}}=\frac{2}{3}\left(\mathrm{~T}_{\mathrm{ipp}}-\frac{1}{3} \mathrm{~T}_{\mathrm{ppi}}\right)
$$

For $\mathrm{V}^{\nabla \text { sph }}$ the result is direct, for $\mathrm{V}^{\nabla \text { dev }}$ we have:

$$
\operatorname{Sym}\left(H_{i j, k}\right)=S_{i j k}-\frac{1}{9}\left(\delta_{i j} T_{p p k}+\delta_{k i} T_{p p j}+\delta_{j k} T_{p p i}\right)
$$

Therefore,

$$
\begin{aligned}
V_{k}^{\nabla \operatorname{dev}} & =\operatorname{Sym}\left(H_{i j, k}\right) \delta_{i j}=S_{i i k}-\frac{1}{9}\left(5 T_{p p k}\right)=\frac{1}{3}\left(T_{p p k}+2 T_{k p p}\right)-\frac{5}{9}\left(T_{p p k}\right) \\
& =\frac{2}{3}\left(T_{k p p}-\frac{1}{3} T_{p p k}\right)
\end{aligned}
$$

Those vectors are embedded into the third-order tensor in the following way:

$$
\begin{aligned}
& \mathrm{T}\left(\mathrm{~V}^{\nabla \mathrm{sph}}\right)_{i j k}=\frac{1}{3} V_{k}^{\nabla \mathrm{sph}} \delta_{i j} ; \\
& \mathrm{T}\left(\mathrm{~V}^{\nabla \mathrm{dev}}\right)_{i j k}=\frac{1}{5}\left(\mathrm{~V}_{i}^{\nabla \operatorname{dev}} \delta_{(j k)}+\mathrm{V}_{j}^{\nabla \operatorname{dev}} \delta_{(i k)}+V_{k}^{\nabla \operatorname{dev}} \delta_{(i j)}\right)
\end{aligned}
$$

### 4.3 Synthesis

If elements of $\mathbb{T}_{(i \mathfrak{j}) \mathrm{k}}$ are considered as gradient of a symmetric second-order tensors, their $\mathrm{O}(3)$-irreducible decompositions, can be defined in, at least, two ways. The first construction is the more general one and is based on the algebra of $\mathbb{T}_{(i j) k}$, meanwhile the second is constructed from the algebra of $\mathbb{T}_{(\mathfrak{i j})}$. Comparing the two decompositions, it appears that higher-order terms $\left(\mathbb{H}^{3}\right.$ and $\left.\mathbb{H}^{\sharp 2}\right)$ are identical, whereas the vector parts are linear combination of each others. These results give an insight of the physical information encodes by $\mathrm{H}^{3}$ and $\mathrm{H}^{\sharp 2}$
$\mathrm{H}^{3}$ :

- Its is generated by a part of the distortion gradient;
- Its elements encode a part of the stretch-gradient effect.
$\mathrm{H}^{2}$ :
- Its is generated by a part of the distortion gradient;
- Its elements encode a part of the rotation-gradient effect.

On the other hand the non uniqueness of the definition of the vector components shows that (Stretch- and rotation-gradient) and (Distortion- and Dilatation-gradient) are entangled phenomena. As, for example, the dilatation-gradient generates both stretch- and rotation-gradient components. Using this approach some physical based simplified strain-gradient elasticity models can be proposed.

| Theory | Harmonic decomposition $\mathbb{T}_{i j k}$ | Dimension | Isotropic moduli |
| :--- | :---: | :---: | :---: |
| Strain gradient | $\mathbb{H}^{3} \oplus \mathbb{H}^{2} \oplus 2 \mathbb{H}^{1}$ | 18 | 5 |
| Distortion-gradient | $\mathbb{H}^{3} \oplus \mathbb{H}^{2} \oplus \mathbb{H}_{\nabla \mathrm{l}} 11$ | 15 | 3 |
| Stretch-gradient | $\mathbb{H}^{3} \oplus \mathbb{H}_{\nabla \mathrm{str}}^{1}$ | 10 | 2 |
| Rotation-gradient | $\mathbb{H}^{2} \oplus \mathbb{H}_{\nabla \operatorname{rot}}^{1}$ | 8 | 2 |
| Dilatation-gradient | $\mathbb{H}_{\nabla \mathrm{sph}}^{1}$ | 3 | 1 |

Therefore

$$
\mathrm{V}^{\nabla \mathrm{str}}=\mathrm{V}^{\nabla \mathrm{dev}}+\frac{5}{9} \mathrm{~V}^{\nabla \mathrm{sph}} ; \quad \mathrm{V}^{\nabla \mathrm{rot}}=\frac{1}{3} \mathrm{~V}^{\nabla \mathrm{sph}}-\frac{3}{4} \mathrm{~V}^{\nabla \mathrm{dev}}
$$

and conversely

$$
\mathrm{V}^{\nabla \mathrm{sph}}=\frac{4}{3} \mathrm{~V}^{\nabla \mathrm{rot}}+\mathrm{V}^{\nabla \text { str }} \quad ; \quad \mathrm{V}^{\nabla \mathrm{dev}}=\frac{1}{9}\left(4 \mathrm{~V}^{\nabla \text { str }}-\frac{20}{3} \mathrm{~V}^{\nabla \mathrm{rot}}\right)
$$

The harmonic decomposition had been studied using two different but complementary constructions. In the context of strain-/stress-gradient [9] theories, these vector parts are related to differential operators acting on second-order symmetric tensors. To that aim, we consider $\underline{T} \in \mathbb{T}_{(i \mathfrak{i}) \mathrm{k}}$ such that

$$
\underset{\sim}{\mathrm{D}} \in \mathbb{T}_{(\mathrm{ij})} \mid \underset{\sim}{\mathrm{T}}=\underset{\sim}{\mathrm{D}} \otimes \underline{\nabla}
$$

and we can define two vectors : $\nabla(\operatorname{tr}(\underset{\sim}{\mathrm{D}}))$ and $\operatorname{div}(\underset{\sim}{\mathrm{D}})$. The first vector is the same as $\mathrm{V}^{\nabla \text { sph }}$ and second is:

$$
\mathrm{V}^{\mathrm{div}}=\frac{3}{2} \mathrm{~V}^{\nabla \text { dev }}+\frac{1}{3} \mathrm{~V}^{\nabla \text { sph }}=\frac{1}{3} \mathrm{~V}^{\nabla \text { str }}-\frac{2}{3} \mathrm{~V}^{\nabla \text { rot }}
$$

The irreducible vector parts of the harmonic can be expressed as a linear combination of these vectors. This is interesting because of their physical meaning. For straingradient elasticity, $\underline{\mathrm{V}}^{\nabla \text { sph }}$ is the gradient of the infinitesimal volume variation $\delta \mathrm{V}$, meanwhile $\underline{V}^{\nabla \operatorname{dev}}$ is the strain divergence [27]. For the stress-gradient elasticity $\frac{1}{3} \underline{\mathrm{~V}}^{\nabla \text { sph }}$ represents the gradient of the isostatic pressure p , and $\underline{\mathrm{V}}^{\nabla \mathrm{dev}}$ is proportional to the volumic forces $\underline{f}$. Those vectors have, both for strain and stress gradient elasticity, a clear physical meaning.

|  | Strain-gradient | Stress-gradient |
| :--- | :--- | :---: |
| $\underline{\mathrm{V}}^{\nabla \text { sph }}$ | $\nabla \delta \mathrm{V}$ | $3 \nabla \mathrm{p}$ |
| $\underline{\mathrm{V}}^{\nabla \text { dev }}$ | $\frac{2}{3}\left(\operatorname{div}(\underset{\sim}{\varepsilon})-\frac{1}{3} \nabla \delta \mathrm{~V}\right)$ | $\frac{2}{3}(\underline{\mathrm{f}}-\underline{\nabla \mathrm{p}})$ |
| $\underline{\mathrm{V}}^{\nabla \text { str }}$ | $\frac{1}{3}(\nabla \delta \mathrm{~V}+2 \operatorname{div}(\underset{\sim}{\varepsilon}))$ | $\underline{\nabla \mathrm{p}}+\frac{2}{3} \underline{\mathrm{f}}$ |
| $\underline{\mathrm{V}}^{\nabla \text { rot }}$ | $\frac{1}{2}(\nabla \delta \mathrm{~V}-\operatorname{div}(\underset{\sim}{\varepsilon}))$ | $\frac{1}{2}(\underset{\sim}{3 \nabla \mathrm{p}}-\underline{\mathrm{f}})$ |

## Appendix

In this appendix the explicit decompositions of $\underset{\sim}{T}$ are provided.

## Affine Decomposition

Let be defined the following subspace of third-order tensors

$$
\begin{equation*}
\mathcal{S}^{3}=\left\{\mathbb{T} \mid \mathbb{T}=\sum_{i, j, k=1}^{3} \mathrm{~T}_{i j k} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \otimes \mathbf{e}_{k}, \quad \mathrm{~T}_{i j k}=\mathrm{T}_{j i k}\right\} \tag{1}
\end{equation*}
$$

which is an 18-dimensional vector space.
In order to express the strain gradient $\underset{\sim}{\mathrm{T}}$ as a second-order tensor, we consider the tensor product of the orthonormal basis vectors of second-order symmetric tensors with the one of classical vector.

$$
\begin{equation*}
\hat{\sim}=\psi(\underset{\sim}{\mathrm{T}})=\hat{\mathrm{T}}_{\alpha k} \hat{\mathbf{e}}_{\alpha} \otimes \mathbf{e}_{k}, 1 \leqslant \alpha \leqslant 6,1 \leqslant k \leqslant 3 \tag{2}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{\mathbf{e}}_{\alpha}=\left(\frac{1-\delta_{i j}}{\sqrt{2}}+\frac{\delta_{i j}}{2}\right)\left(\mathbf{e}_{i} \otimes \mathbf{e}_{j}+\mathbf{e}_{j} \otimes \mathbf{e}_{i}\right) \quad 1 \leqslant \alpha \leqslant 6 \tag{3}
\end{equation*}
$$

With the orthonormal basis (3), the relationship between the matrix components $\hat{\mathrm{T}}_{\alpha k}$ and $\mathrm{T}_{i j \mathrm{k}}$ is specified by

$$
\hat{\mathrm{T}}_{\alpha k}=\left\{\begin{array}{l}
\mathrm{T}_{i j k} \text { if } i=\mathfrak{j},  \tag{4}\\
\sqrt{2} \mathrm{~T}_{i j k} \text { if } i \neq \mathfrak{j}
\end{array}\right.
$$

Therefore for $\underset{\sim}{T}$ we obtain the following matrix representation:

$$
[\underset{\sim}{\mathrm{T}}]=\left(\begin{array}{lll}
\mathrm{T}_{111} & \mathrm{~T}_{112} & \mathrm{~T}_{113} \\
\mathrm{~T}_{221} & \mathrm{~T}_{222} & \mathrm{~T}_{223} \\
\mathrm{~T}_{331} & \mathrm{~T}_{332} & \mathrm{~T}_{333} \\
\sqrt{2} \mathrm{~T}_{121} & \sqrt{2} \mathrm{~T}_{122} & \sqrt{2} \mathrm{~T}_{123} \\
\sqrt{2} \mathrm{~T}_{131} & \sqrt{2} \mathrm{~T}_{132} & \sqrt{2} \mathrm{~T}_{133} \\
\sqrt{2} \mathrm{~T}_{231} & \sqrt{2} \mathrm{~T}_{232} & \sqrt{2} \mathrm{~T}_{233}
\end{array}\right)
$$

We can now construct the explicit matrix decomposition of T.

- Stretch-gradient tensor:

$$
\begin{aligned}
& {[\underset{\sim}{T}(\underset{\sim}{\mathrm{~T}})]=\left(\begin{array}{ccc}
\mathrm{S}_{1} & \mathrm{~S}_{4} & \mathrm{~S}_{5} \\
\mathrm{~S}_{7} & \mathrm{~S}_{2} & \mathrm{~S}_{6} \\
\mathrm{~S}_{8} & \mathrm{~S}_{9} & \mathrm{~S}_{3} \\
\sqrt{2} \mathrm{~S}_{4} & \sqrt{2} \mathrm{~S}_{7} & \sqrt{2} \mathrm{~S}_{10} \\
\sqrt{2} \mathrm{~S}_{5} & \sqrt{2} \mathrm{~S}_{10} & \sqrt{2} \mathrm{~S}_{8} \\
\sqrt{2} \mathrm{~S}_{10} & \sqrt{2} \mathrm{~S}_{6} & \sqrt{2} \mathrm{~S}_{9}
\end{array}\right)} \\
& \mathrm{T}_{111} \\
& \\
& =\left(\begin{array}{ccc}
\frac{1}{3}\left(\mathrm{~T}_{112}+2 \mathrm{~T}_{121}\right) & \frac{1}{3}\left(\mathrm{~T}_{113}+2 \mathrm{~T}_{131}\right) \\
\frac{1}{3}\left(\mathrm{~T}_{221}+2 \mathrm{~T}_{122}\right) & \mathrm{T}_{222} & \frac{1}{3}\left(\mathrm{~T}_{223}+2 \mathrm{~T}_{232}\right) \\
\frac{1}{3}\left(\mathrm{~T}_{331}+2 \mathrm{~T}_{133}\right) & \frac{1}{3}\left(\mathrm{~T}_{332}+2 \mathrm{~T}_{233}\right) & \mathrm{T}_{333} \\
\frac{\sqrt{2}}{3}\left(\mathrm{~T}_{112}+2 \mathrm{~T}_{121}\right) & \frac{\sqrt{2}}{3}\left(\mathrm{~T}_{221}+2 \mathrm{~T}_{122}\right) & \frac{\sqrt{2}}{3}\left(\mathrm{~T}_{123}+\mathrm{T}_{321}+\mathrm{T}_{213}\right) \\
\frac{\sqrt{2}}{3}\left(\mathrm{~T}_{113}+2 \mathrm{~T}_{131}\right) & \frac{\sqrt{2}}{3}\left(\mathrm{~T}_{123}+\mathrm{T}_{321}+\mathrm{T}_{213}\right) & \frac{\sqrt{2}}{3}\left(\mathrm{~T}_{331}+2 \mathrm{~T}_{133}\right) \\
\frac{\sqrt{2}}{3}\left(\mathrm{~T}_{123}+\mathrm{T}_{321}+\mathrm{T}_{213}\right) & \frac{\sqrt{2}}{3}\left(\mathrm{~T}_{223}+2 \mathrm{~T}_{232}\right) & \frac{\sqrt{2}}{3}\left(\mathrm{~T}_{332}+2 \mathrm{~T}_{233}\right)
\end{array}\right)
\end{aligned}
$$

## - Rotation-gradient tensor:

As a second-order tensor:

$$
\underset{\sim}{R}]=\left(\begin{array}{l}
T_{123}-T_{132} T_{223}-T_{232} T_{233}-T_{332} \\
T_{131}-T_{113} T_{231}-T_{123} T_{331}-T_{133} \\
T_{112}-T_{121} T_{122}-T_{221} T_{132}-T_{231}
\end{array}\right)
$$

and embedded into $\underset{\sim}{T}$ :

$$
\begin{aligned}
& \underset{\sim}{T}(R) \underset{\sim}{R})]=\left(\begin{array}{ccc}
0 & -2 R_{3} & -2 R_{5} \\
-2 R_{1} & 0 & -2 R_{6} \\
-2 R_{2} & -2 R_{4} & 0 \\
\sqrt{2} R_{3} & \sqrt{2} R_{1} & \sqrt{2} R_{7} \\
\sqrt{2} R_{5}-\sqrt{2}\left(R_{7}+R_{8}\right) & \sqrt{2} R_{2} \\
\sqrt{2} R_{8} & \sqrt{2} R_{6} & \sqrt{2} R_{4}
\end{array}\right) \\
& 0 \quad-\frac{2}{3}\left(T_{121}-T_{112}\right) \\
& =\left(\begin{array}{ccc}
0 & -\frac{2}{3}\left(T_{131}-T_{113}\right) \\
-\frac{2}{3}\left(T_{232}-T_{223}\right) \\
-\frac{2}{3}\left(T_{122}-T_{221}\right) & -\frac{2}{3}\left(T_{233}-T_{332}\right) & 0 \\
-\frac{2}{3}\left(T_{133}-T_{331}\right) & \frac{\sqrt{2}}{3}\left(T_{122}-T_{221}\right) & \frac{\sqrt{2}}{3}\left(2 T_{123}-T_{132}-T_{231}\right) \\
\frac{\sqrt{2}}{3}\left(T_{121}-T_{112}\right) & \frac{\sqrt{2}}{3}\left(2 T_{132}-T_{123}-T_{231}\right) & \frac{\sqrt{2}}{3}\left(T_{133}-T_{331}\right) \\
\frac{\sqrt{2}}{3}\left(T_{131}-T_{113}\right) & \frac{\sqrt{2}}{3}\left(T_{232}-T_{223}\right) & \frac{\sqrt{2}}{3}\left(T_{233}-T_{332}\right)
\end{array}\right)
\end{aligned}
$$

## Harmonic Decomposition

- Vector part of the stretch-gradient tensor:

As a vector:

$$
\left[\underline{\mathrm{V}}^{\nabla \mathrm{str}}\right]=\left(\begin{array}{l}
\mathrm{V}_{1}^{\nabla \mathrm{str}}=\frac{1}{3}\left(3 \mathrm{~T}_{111}+\left(\mathrm{T}_{221}+2 \mathrm{~T}_{122}\right)+\left(\mathrm{T}_{331}+2 \mathrm{~T}_{133}\right)\right) \\
\mathrm{V}_{2}^{\nabla \mathrm{str}}=\frac{1}{3}\left(3 \mathrm{~T}_{222}+\left(\mathrm{T}_{332}+2 \mathrm{~T}_{233}\right)+\left(\mathrm{T}_{112}+2 \mathrm{~T}_{121}\right)\right) \\
\mathrm{V}_{3}^{\nabla \mathrm{str}}=\frac{1}{3}\left(3 \mathrm{~T}_{333}+\left(\mathrm{T}_{113}+2 \mathrm{~T}_{131}\right)+\left(\mathrm{T}_{223}+2 \mathrm{~T}_{232}\right)\right)
\end{array}\right)
$$

and embedded into $\underset{\sim}{\mathrm{T}}$ :

$$
\left[\underset{\sim}{\mathrm{T}}\left(\underline{V}^{\nabla \mathrm{str}}\right)\right]=\left(\begin{array}{ccc}
\frac{3}{5} \mathrm{~V}_{1}^{\nabla \mathrm{str}} & \frac{3}{15} \mathrm{~V}_{2}^{\nabla \mathrm{str}} & \frac{3}{15} \mathrm{~V}_{3}^{\nabla \mathrm{str}} \\
\frac{3}{15} \mathrm{~V}_{1}^{\nabla \mathrm{str}} & \frac{3}{5} \mathrm{~V}_{2}^{\nabla \mathrm{str}} & \frac{3}{15} \mathrm{~V}_{3}^{\nabla \mathrm{str}} \\
\frac{3}{15} \mathrm{~V}_{1}^{\nabla \mathrm{str}} & \frac{3}{15} \mathrm{~V}_{2}^{\nabla \mathrm{str}} & \frac{3}{5} \mathrm{~V}_{3}^{\nabla \mathrm{str}} \\
\frac{3 \sqrt{2}}{15} \mathrm{~V}_{2}^{\nabla \mathrm{str}} & \frac{3 \sqrt{2}}{15} \mathrm{~V}_{1}^{\nabla \mathrm{str}} & 0 \\
\frac{3 \sqrt{2}}{15} \mathrm{~V}_{3}^{\nabla \mathrm{str}} & 0 & \frac{3 \sqrt{2}}{15} \mathrm{~V}_{1}^{\nabla \mathrm{str}} \\
0 & \frac{3 \sqrt{2}}{15} V_{3}^{\nabla \operatorname{str}} \frac{3 \sqrt{2}}{15} V_{2}^{\nabla \mathrm{str}}
\end{array}\right)
$$

## - Third-order deviator of any strain gradient tensor:

We have the following relations:

$$
\left\{\begin{array}{l}
\mathrm{H}_{111}^{3}+\mathrm{H}_{122}^{3}+\mathrm{H}_{133}^{3}=0 \\
\mathrm{H}_{222}^{3}+\mathrm{H}_{112}^{3}+\mathrm{H}_{233}^{3}=0 \\
\mathrm{H}_{333}^{3}+\mathrm{H}_{223}^{3}+\mathrm{H}_{113}^{3}=0
\end{array}\right.
$$

Therefore

$$
\left\{\begin{array}{l}
H_{133}^{3}=-H_{111}^{3}-H_{122}^{3} \\
H_{112}^{3}=-H_{222}^{3}-H_{233}^{3} \\
H_{223}^{3}=-H_{333}^{3}-H_{113}^{3}
\end{array}\right.
$$

Hence we got seven independent components $H_{111}^{3}, H_{122}^{3}, H_{222}^{3}, H_{233}^{3}, H_{333}^{3}, H_{113}^{3}$ and $\mathrm{H}_{123}^{3}$, leading to the embedding

$$
\left[\underset{\sim}{\mathrm{T}}\left(\mathrm{H}^{3}\right)\right]=\left(\begin{array}{ccc}
\mathrm{H}_{1}^{3} & -\left(\mathrm{H}_{2}^{3}+\mathrm{H}_{5}^{3}\right) & \mathrm{H}_{6}^{3} \\
\mathrm{H}_{4}^{3} & \mathrm{H}_{2}^{3} & -\left(\mathrm{H}_{3}^{3}+\mathrm{H}_{6}^{3}\right) \\
-\left(\mathrm{H}_{1}^{3}+\mathrm{H}_{4}^{3}\right) & \mathrm{H}_{5}^{3} & \mathrm{H}_{3}^{3} \\
-\sqrt{2}\left(\mathrm{H}_{2}^{3}+\mathrm{H}_{5}^{3}\right) & \sqrt{2} \mathrm{H}_{4}^{3} & \sqrt{2} \mathrm{H}_{7}^{3} \\
\sqrt{2} \mathrm{H}_{6}^{3} & \sqrt{2} \mathrm{H}_{7}^{3} & -\sqrt{2}\left(\mathrm{H}_{1}^{3}+\mathrm{H}_{4}^{3}\right) \\
\sqrt{2} \mathrm{H}_{7}^{3} & -\sqrt{2}\left(\mathrm{H}_{3}^{3}+\mathrm{H}_{6}^{3}\right) & \sqrt{2} \mathrm{H}_{5}^{3}
\end{array}\right)
$$

with

$$
\begin{aligned}
& H_{1}^{3}=H_{(111)}^{3}=\frac{1}{5}\left(2 T_{111}-\left(T_{221}+2 T_{122}\right)-\left(T_{331}+2 T_{133}\right)\right) \\
& H_{2}^{3}=H_{(222)}^{3}=\frac{1}{5}\left(2 T_{222}-\left(T_{332}+2 T_{233}\right)-\left(T_{112}+2 T_{121}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{H}_{3}^{3}=\mathrm{H}_{(333)}^{3}=\frac{1}{5}\left(2 \mathrm{~T}_{333}-\left(\mathrm{T}_{113}+2 \mathrm{~T}_{131}\right)-\left(\mathrm{T}_{223}+2 \mathrm{~T}_{232}\right)\right) \\
& \mathrm{H}_{4}^{3}=\mathrm{H}_{(122)}^{3}=\frac{1}{15}\left(-3 \mathrm{~T}_{111}+4\left(\mathrm{~T}_{221}+2 \mathrm{~T}_{122}\right)-\left(\mathrm{T}_{331}+2 \mathrm{~T}_{133}\right)\right) \\
& \mathrm{H}_{5}^{3}=\mathrm{H}_{(233)}^{3}=\frac{1}{15}\left(-3 \mathrm{~T}_{222}+4\left(\mathrm{~T}_{332}+2 \mathrm{~T}_{233}\right)-\left(\mathrm{T}_{112}+2 \mathrm{~T}_{121}\right)\right) \\
& \mathrm{H}_{6}^{3}=\mathrm{H}_{(113)}^{3}=\frac{1}{15}\left(-3 \mathrm{~T}_{333}+4\left(\mathrm{~T}_{113}+2 \mathrm{~T}_{311}\right)-\left(\mathrm{T}_{223}+2 \mathrm{~T}_{322}\right)\right) \\
& \mathrm{H}_{7}^{3}=\mathrm{H}_{(123)}^{3}=\frac{1}{3}\left(\mathrm{~T}_{123}+\mathrm{T}_{321}+\mathrm{T}_{213}\right)
\end{aligned}
$$

- Vector part of the rotation-gradient tensor:

As a vector:

$$
\left[\underline{\mathrm{V}}^{\nabla \mathrm{rot}}\right]=\left(\begin{array}{l}
\mathrm{V}_{1}^{\nabla \mathrm{rot}}=\frac{1}{2}\left(\left(\mathrm{~T}_{221}-\mathrm{T}_{122}\right)+\left(\mathrm{T}_{331}-\mathrm{T}_{133}\right)\right) \\
\mathrm{V}_{2}^{\nabla \mathrm{rot}}=\frac{1}{2}\left(\left(\mathrm{~T}_{332}-\mathrm{T}_{233}\right)+\left(\mathrm{T}_{112}-\mathrm{T}_{121}\right)\right) \\
\mathrm{V}_{3}^{\nabla \mathrm{rot}}=\frac{1}{2}\left(\left(\mathrm{~T}_{113}-\mathrm{T}_{311}\right)+\left(\mathrm{T}_{223}-\mathrm{T}_{322}\right)\right)
\end{array}\right)
$$

and embedded into $\underset{\sim}{T}$ :

$$
\left[\underset{\sim}{T}\left(\underline{V}^{\nabla \mathrm{rot}}\right)\right]=\left(\begin{array}{ccc}
0 & \frac{2}{3} V_{2}^{\nabla \mathrm{rot}} & \frac{2}{3} V_{3}^{\nabla \mathrm{rot}} \\
\frac{2}{3} V_{1}^{\nabla \mathrm{rot}} & 0 & \frac{2}{3} V_{3}^{\nabla \mathrm{rot}} \\
\frac{2}{3} V_{1}^{\nabla \mathrm{rot}} & \frac{2}{3} V_{2}^{\nabla \mathrm{rot}} & 0 \\
-\frac{\sqrt{2}}{3} V_{2}^{\nabla \mathrm{rot}} & -\frac{\sqrt{2}}{3} V_{1}^{\nabla \mathrm{rot}} & 0 \\
-\frac{\sqrt{2}}{3} V_{3}^{\nabla \mathrm{rot}} & 0 & -\frac{\sqrt{2}}{3} V_{1}^{\nabla \mathrm{rot}} \\
0 & -\frac{\sqrt{2}}{3} V_{3}^{\nabla \mathrm{rot}}-\frac{\sqrt{2}}{3} V_{2}^{\nabla \mathrm{rot}}
\end{array}\right)
$$

- Second-order pseudo-deviator of any strain gradient tensor:

As a second-order tensor:

$$
\left[\mathrm{H}_{\sim}^{2}\right]=\left(\begin{array}{ccc}
\frac{1}{3}\left(2 \mathrm{H}_{4}^{2}+\mathrm{H}_{5}^{2}\right) & \mathrm{H}_{1}^{2} & \mathrm{H}_{2}^{2} \\
\mathrm{H}_{1}^{2} & \frac{1}{3}\left(\mathrm{H}_{5}^{2}+\mathrm{H}_{3}^{2}\right) & \mathrm{H}_{3}^{2} \\
\mathrm{H}_{2}^{2} & \mathrm{H}_{3}^{2} & -\frac{1}{3}\left(\mathrm{H}_{4}^{2}+2 \mathrm{H}_{5}^{2}\right)
\end{array}\right)
$$

With

$$
\begin{gathered}
H_{1}^{2}=\frac{1}{2}\left(\left(T_{223}-T_{232}\right)+\left(T_{131}-T_{113}\right)\right) ; H_{2}^{2}=\frac{1}{2}\left(\left(T_{233}-T_{332}\right)+\left(T_{112}-T_{121}\right)\right) \\
H_{3}^{2}=\frac{1}{2}\left(\left(T_{331}-T_{313}\right)+\left(T_{122}-T_{221}\right)\right) ; H_{4}^{2}=\frac{1}{3}\left(2 T_{123}-T_{132}-T_{231}\right) \\
H_{5}^{2}=\frac{1}{3}\left(2 T_{231}-T_{132}-T_{123}\right)
\end{gathered}
$$

and embedded in $\underset{\sim}{T}$ :

$$
\left[\underset{\sim}{\mathrm{T}}\left(\mathrm{H}^{2}\right)\right]=\left(\begin{array}{ccc}
0 & \frac{2}{3} \mathrm{H}_{2}^{2} & -\frac{2}{3} \mathrm{H}_{1}^{2} \\
-\frac{2}{3} \mathrm{H}_{3}^{2} & 0 & \frac{2}{3} \mathrm{H}_{1}^{2} \\
\frac{2}{3} \mathrm{H}_{3}^{2} & -\frac{2}{3} \mathrm{H}_{2}^{2} & 0 \\
-\frac{\sqrt{2}}{3} \mathrm{H}_{2}^{2} & \frac{\sqrt{2}}{3} \mathrm{H}_{3}^{2} & \sqrt{2} \mathrm{H}_{4}^{2} \\
\frac{\sqrt{2}}{3} \mathrm{H}_{1}^{2} & \sqrt{2}\left(\mathrm{H}_{4}^{2}+\mathrm{H}_{5}^{2}\right) & -\frac{\sqrt{2}}{3} \mathrm{H}_{3}^{2} \\
-\sqrt{2} \mathrm{H}_{5}^{2} & -\frac{\sqrt{2}}{3} \mathrm{H}_{1}^{2} & \frac{\sqrt{2}}{3} \mathrm{H}_{2}^{2}
\end{array}\right)
$$

## Interpretation in Terms of Gradient

- Dilatation-gradient vector:

As a vector:

$$
\left[\underline{\mathrm{V}}^{\nabla \mathrm{sph}}\right]=\left(\begin{array}{l}
\mathrm{V}_{1}^{\nabla \mathrm{sph}}=\mathrm{T}_{111}+\mathrm{T}_{221}+\mathrm{T}_{331} \\
\mathrm{~V}_{2}^{\nabla \mathrm{sph}}=\mathrm{T}_{112}+\mathrm{T}_{222}+\mathrm{T}_{332} \\
\mathrm{~V}_{3}^{\nabla \mathrm{sph}}=\mathrm{T}_{113}+\mathrm{T}_{223}+\mathrm{T}_{333}
\end{array}\right)
$$

and embedded in $\underset{\sim}{T}$ :

$$
\begin{aligned}
& {\left[\underset{\sim}{T}\left(\underline{V}^{\nabla \text { sph }}\right)\right]=\left(\begin{array}{ccc}
\frac{1}{3} V_{1}^{\nabla \text { sph }} & \frac{1}{3} V_{2}^{\nabla \text { sph }} & \frac{1}{3} V_{3}^{\nabla \text { sph }} \\
\frac{1}{3} V_{1}^{\nabla \text { sph }} & \frac{1}{3} V_{2}^{\nabla \text { sph }} & \frac{1}{3} V_{3}^{\nabla \text { sph }} \\
\frac{1}{3} V_{1}^{\nabla \text { sph }} & \frac{1}{3} V_{2}^{\nabla \text { sph }} & \frac{1}{3} V_{3}^{\nabla \text { sph }} \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)} \\
& =\left(\begin{array}{ccc}
\frac{1}{3}\left(T_{111}+T_{221}+T_{331}\right) & \frac{1}{3}\left(T_{112}+T_{222}+T_{332}\right) & \frac{1}{3}\left(T_{113}+T_{223}+T_{333}\right) \\
\frac{1}{3}\left(T_{111}+T_{221}+T_{331}\right) & \frac{1}{3}\left(T_{112}+T_{222}+T_{332}\right) & \frac{1}{3}\left(T_{113}+T_{223}+T_{333}\right) \\
\frac{1}{3}\left(T_{111}+T_{221}+T_{331}\right) & \frac{1}{3}\left(T_{112}+T_{222}+T_{332}\right) \frac{1}{3}\left(T_{113}+T_{223}+T_{333}\right) \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
\end{aligned}
$$

## - Distortion-gradient vector:

## As a vector:

$$
\left[\underline{\mathrm{V}}^{\nabla \mathrm{dev}}\right]=\left(\begin{array}{l}
\mathrm{V}_{1}^{\nabla \mathrm{dev}}=\frac{2}{9}\left(2 \mathrm{~T}_{111}+\left(3 \mathrm{~T}_{122}-\mathrm{T}_{221}\right)+\left(3 \mathrm{~T}_{133}-\mathrm{T}_{331}\right)\right) \\
\mathrm{V}_{2}^{\nabla \mathrm{dev}}=\frac{2}{9}\left(2 \mathrm{~T}_{222}+\left(3 \mathrm{~T}_{233}-\mathrm{T}_{332}\right)+\left(3 \mathrm{~T}_{121}-\mathrm{T}_{112}\right)\right) \\
\mathrm{V}_{3}^{\nabla \mathrm{dev}}=\frac{2}{9}\left(2 \mathrm{~T}_{333}+\left(3 \mathrm{~T}_{131}-\mathrm{T}_{113}\right)+\left(3 \mathrm{~T}_{232}-\mathrm{T}_{223}\right)\right)
\end{array}\right)
$$

and embedded in $\underset{\sim}{T}$ :

$$
\left.\stackrel{[T}{T}\left(\underline{V}^{\nabla \mathrm{dev}}\right)\right]=\left(\begin{array}{ccc}
\frac{3}{5} V_{1}^{\nabla \mathrm{dev}} & -\frac{3}{10} V_{2}^{\nabla \mathrm{dev}} & -\frac{3}{10} V_{3}^{\nabla \mathrm{dev}} \\
-\frac{3}{10} V_{1}^{\nabla \mathrm{dev}} & \frac{3}{5} V_{2}^{\nabla \mathrm{dev}} & -\frac{3}{10} V_{3}^{\nabla \mathrm{dev}} \\
-\frac{3}{10} V_{1}^{\nabla \mathrm{dev}} & -\frac{3}{10} V_{2}^{\nabla \mathrm{dev}} & \frac{3}{5} V_{3}^{\nabla \mathrm{dev}} \\
\frac{9 \sqrt{2}}{20} V_{2}^{\nabla \mathrm{dev}} & \frac{9 \sqrt{2}}{20} V_{1}^{\nabla \mathrm{dev}} & 0 \\
\frac{9 \sqrt{2}}{20} V_{3}^{\nabla \mathrm{dev}} & 0 & \frac{9 \sqrt{2}}{20} V_{1}^{\nabla \mathrm{dev}} \\
0 & \frac{9 \sqrt{2}}{20} V_{3}^{\nabla \mathrm{dev}} \frac{9 \sqrt{2}}{20} V_{2}^{\nabla \mathrm{dev}}
\end{array}\right)
$$
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# Continuum Modelling of Shear-Coupled Grain Boundary Migration 
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#### Abstract

The deformation accommodation mechanisms associated to grain boundaries (GBs) significantly affect the mechanical behavior of nano-polycrystals. Among these mechanisms, stress-induced GB migration is now seen to compete or interplay with other intra-granular and GB mechanisms in a wide range of temperatures. A complete micromechanics-based model is here proposed using the concepts of continuum thermodynamics and kinematics to derive a new constitutive model able to describe stress-induced GB migration. Like non diffusive phase-transformations, stress-induced GB migration can be considered on the thermodynamics point of view of conservative nature (diffusionless but thermally activated) until high temperature with respect to melting point. Here, in the framework of continuum micro-mechanics which should be easily implemented in a polycrystalline model, we will first describe the micromechanical framework: the kinematics and the thermodynamics associated with additive mechanisms including plastic deformation in the bulk crystals, GB migration and GB sliding. For the sake of illustration of the present general theory, we will focus on planar bi-crystals and only perfect shear-coupling GB migration situations of [001] symmetric tilt GBs in Cu . Numerical examples and responses of


[^11]the micromechanical model are given for these bi-crystals considering both isotropic and anisotropic elasticity. These ones are fed by computer-aided MD simulations for which deformation mechanisms are identified.

## 1 Introduction

"Shear-coupled" grain boundary (GB) migration is now seen to compete or interplay with other intra-granular GB mechanisms in a wide range of temperatures [1, 2]. In nanocrystalline (NC) metals, it now becomes challenging to understand stressinduced GB migration because this is thought to enhance grain growth at low temperatures, which is important for making stable structural materials for engineering applications. In these materials, the interplay of GB migration with other possible GB deformation mechanisms like GB sliding [3] becomes very complex due to the high GB volume fraction. The mechanism of stress-induced shear-coupled GB migration at room temperature is today well identified by a shear deformation accompanying GB migration for symmetric (coincident) tilt GB (here denoted STGB) but less for general non symmetric GB. This new deformation mechanism is different from strain-induced GB migration studied for recrystallization phenomena. The latter essentially comes from spatially heterogeneous intra-crystalline dislocation densities in the vicinity of GB.

Theoretical studies [4] as well as molecular dynamics (MD) simulations using the EAM potential for Cu bicrystals with STGB [1,2,5] show that stress-induced GB migration is characterized by a shear "coupling factor" (or shear deformation usually denoted $\beta$ ) which is defined by the ratio of the shear displacement parallel to the GB plane to the GB propagation normal to its plane. This coupling factor is purely geometric and depends on the tilt GB misorientation. "Shear-coupled" GB migration was recently analyzed by [1,2] using the "Frank-Bilby" equation [6-8]. Due to the high resolved shear stresses required to move STGB [1, 2, 5, 9], it is expected that GB migration would play a key role in the understanding of inverse Hall-Petch effect in addition to GB sliding or GB dislocation nucleation-propagation-absorption.

Due to the complexity of atomistic mechanisms in the case of general GB, we will limit the present study to the constitutive behavior of Cu STGB undergoing shearcoupled migration. For Cu [001] STGB, two shear deformation modes associated to $<110\rangle$ and $<100\rangle$ crystallographic directions linked to two coupling factors (resp. negative and positive) were observed using MD simulations and confirmed experimentally by [10]. In particular, a dual temperature dependent behavior for certain misorientations (around $53^{\circ}$ ) may be observed at finite temperatures. According to [1], a transition exists above 800 K , where the shear-coupled GB migration may be interrupted by occasional sliding events. Between these sliding events, the GB plane continues to move accompanied by shear. This suggests that pure GB sliding occurs through atomistic mechanisms that preserve GB character. At medium and low temperatures, shear-coupled GB migration has a stick slip stress versus time characteristic response which can be retrieved by atomistic simulations [11, 12].

The objective of the present contribution is to provide a complete micromechanicsbased constitutive model using the concepts of continuum mechanics to describe shear-coupled GB migration in bi-crystals. Kinematics and thermodynamics associated with different additive dissipative mechanisms will be introduced in Sect. 2 . Here, shear-coupled GB migration will be considered as a shear process in the local coordinates associated to grain boundary plane that can be described in linearized kinematics by an eigenstrain (or plastic strain jump at the discontinuity GB surface) similarly to deformation twinning [13]. To illustrate the present theory, Sect. 3 will focus on bi-crystals with plane GB and pure shear-coupled GB migration situations without sliding in addition to intra-crystalline plastic deformation. It will be derived that the shear "coupling factor" $\beta$ is related to plastic strain jump at the GB surface through an "orientation tensor" characterized by GB surface dislocation Burgers vector and slip plane. In Sect. 4, numerical examples and MD simulations will be restricted to the shear responses of three Cu STGB exhibiting shear-coupled GB migration with absence of bulk intra-crystalline plasticity (because crystal sizes are lower or equal to 10 nm ). In these situations, atomic scale deformation mechanisms are well identified using the concept of "displacement shift complete" (DSC) dislocations [14, 1] or "disconnections" [15]. These interfacial defects will be introduced in the constitutive framework and a discussion about the role of stress-induced GB migration coupled with anisotropic elasticity on stress-strain characteristics is provided in the light of the micromechanics-based model. Section 5 concludes and sketch some perspectives for the applicability of the present bi-crystal constitutive framework in mean field polycrystalline modeling involving NC materials and/or deformation twinning.

Throughout the paper, a "," indicates a spatial differentiation, a superposed dot a particle time derivative (or rate). " $[A]$ " denotes the jump of a bulk field "A" at a discontinuity surface such that $[A]=A^{I I}-A^{I}$ to be consistent with Fig. 1, where I and II are both crystals forming a bicrystal (crystal II being the consumed crystal during interface motion). " $\langle\mathrm{A}\rangle$ " denotes the average of a bulk field A across the interface defined by $\langle\mathrm{A}\rangle=\frac{1}{2}\left(\mathrm{~A}^{\mathrm{II}}+\mathrm{A}^{\mathrm{I}}\right)$. The Einstein summation convention is also used throughout the paper.

## 2 Continuum Modeling

### 2.1 Kinematics

Following [16-18], the particle velocity vector jump at the internal discontinuity surface (GB) denoted hereafter $S$ can be decomposed as follows (Fig. 1)

$$
\begin{equation*}
\left[v_{i}\right]=\left[v_{i}\right]^{(1)}+\left[v_{i}\right]^{(2)}, \tag{1}
\end{equation*}
$$



Fig. 1 Schematic representation of grain boundary (GB) migration and sliding (kinematics). $\left[v_{i}\right]=$ $v_{i}^{\text {II }}-v_{i}^{\text {I }}$ denotes the jump of $v_{i}$ at the interface (GB plane) oriented by unit normal vector $n_{\mathrm{i}}$ from crystal I to crystal II
where

$$
\begin{equation*}
\left[v_{i}\right]^{(1)}=-\left[u_{i, j}\right] n_{j} \omega_{N} \tag{2}
\end{equation*}
$$

is the particle velocity jump due to normal GB propagation assuming linearized kinematics $[19,16]$ and $\left[v_{i}\right]{ }^{(2)}$ is the part of particle velocity jump at the discontinuity surface due to tangential GB sliding.

In Eq. (2), $\left[u_{i, j}\right]$ represents the jump of displacement gradient or total distortion at the discontinuity surface $S . \omega_{\mathrm{N}}$ is the GB normal velocity and $n_{\mathrm{i}}$ is the unit normal vector to the GB plane oriented from I towards II (Fig. 1). According to Fig. 1, the particle velocity jump contains a tangential part $v^{\| \|}$and a normal one $v^{\perp}$ as follows

$$
\begin{equation*}
\left[v_{i}\right]=v^{\|} t_{i}+v^{\perp} n_{i}, \tag{3}
\end{equation*}
$$

where $v^{\|}$reads

$$
\begin{equation*}
v^{\|}=\beta \omega_{\mathrm{N}}+v_{\mathrm{s}} \tag{4}
\end{equation*}
$$

In Eq. (4), $v_{s}=\left[v_{i}\right]^{(2)} t_{i}$ is the tangential velocity due to GB sliding. Furthermore, $\beta$ is a purely geometric parameter that can be identified as the "coupling factor" following the terminology used by [4]. Using Eq. (2), $\beta$ can be identified as a function of the interfacial jump of displacement gradient through the following expression

$$
\begin{equation*}
\beta=-\left[u_{i, j}\right] \mathfrak{n}_{\mathfrak{j}} \mathrm{t}_{\mathrm{i}} \tag{5}
\end{equation*}
$$

It is noteworthy that Eq. (5) was postulated by [4] without any direct link to continuum-based kinematics like in the present contribution.

### 2.2 Thermodynamics

The mechanical dissipation $D$ in the body $V$ is defined as the difference between the power of the applied forces denoted $P_{\text {ext }}$ and the rate of change of the stored energy $\dot{\Phi}$ (time derivative of the Helmholtz free energy), which corresponds under isothermal and quasi-static evolutions to the time derivative of the elastic energy [20, 21]

$$
\begin{equation*}
\mathrm{D}=\mathrm{P}_{\mathrm{ext}}-\dot{\Phi} \tag{6}
\end{equation*}
$$

Neglecting the excess interfacial energy effects at GB in Eq. (6), $\Phi$ is given by

$$
\begin{equation*}
\Phi=\int_{V} \frac{1}{2} \sigma_{i j} \varepsilon_{i j}^{e} d V \tag{7}
\end{equation*}
$$

where $\sigma_{i j}$ and $\varepsilon_{i j}^{e}$ are respectively the Cauchy stresses and the elastic strains.
The power of external forces is defined as

$$
\begin{equation*}
P_{e x t}=\int_{\partial V} \sigma_{i j} n_{j} v_{i} d V \tag{8}
\end{equation*}
$$

where $n_{j}$ is the unit outward normal vector at a point of the external boundary of $V$ denoted $\partial V$ and $\nu_{\mathrm{i}}$ is the material velocity at this point.

As described in the kinematics part (Sect.2.1), the strains and stresses are discontinuous across the moving interface. Consequently, the elastic energy density $\varphi=\frac{1}{2} \sigma_{i j} \varepsilon_{i j}^{e}$ present in Eq. (7) is also discontinuous through the moving discontinuity surface $S$. Applying the transport theorem for growing discontinuity surface $S$ to Eq. (7), $\dot{\Phi}$ is given by

$$
\begin{equation*}
\dot{\Phi}=\int_{V} \dot{\varphi} \mathrm{~d} V-\int_{S}[\varphi] \omega_{\mathrm{N}} \mathrm{dS} . \tag{9}
\end{equation*}
$$

In Eq.(9), the first volume term containing $\dot{\varphi}$ can be easily computed using $\varepsilon_{i j}=\varepsilon_{i j}^{e}+\varepsilon_{i j}^{p}$ as follows

$$
\begin{equation*}
\int_{V} \dot{\varphi} d V=\int_{V} \sigma_{i j}\left(\dot{\varepsilon}_{i j}-\dot{\varepsilon}_{i j}^{p}\right) d V \tag{10}
\end{equation*}
$$

The second term of Eq. (9) which contains [ $\varphi$ ] is defined as

$$
\begin{equation*}
[\varphi]=\frac{1}{2}\left(\sigma_{i j}^{I I}\left(\varepsilon_{i j}^{I I}-\varepsilon_{i j}^{p I I}\right)-\sigma_{i j}^{I}\left(\varepsilon_{i j}^{I}-\varepsilon_{i j}^{p I}\right)\right) . \tag{11}
\end{equation*}
$$

This expression is much simplified in the case of linear homogeneous elastic properties and using the usual symmetries of the homogeneous elastic stiffness tensor $\mathrm{C}_{\mathrm{ijkl}}$ as follows

$$
\begin{equation*}
[\varphi]=\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}-\varepsilon_{i j}^{p}\right] . \tag{12}
\end{equation*}
$$

Thus, the expression for $\dot{\Phi}$ is obtained using Eqs. (9)-(11)

$$
\begin{equation*}
\dot{\Phi}=\int_{V} \sigma_{i j}\left(\dot{\varepsilon}_{i j}-\dot{\varepsilon}_{i j}^{p}\right) d V-\int_{S}[\varphi] \omega_{N} d S \tag{13}
\end{equation*}
$$

The expression of external power $\mathrm{P}_{\text {ext }}$ can be obtained after simplifications from Eq. (8)

$$
\begin{equation*}
P_{e x t}=\int_{V} \sigma_{i j} \dot{\varepsilon}_{i j} d V-\int_{S}\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}\right] \omega_{N} d S+\int_{S}\left\langle\sigma_{i j} n_{j}\right\rangle\left[v_{i j}\right]^{(2)} d S \tag{14}
\end{equation*}
$$

By comparing Eqs. (13) and (14), the total dissipation $D$ of the system is positive and reads according to Eq. (6)

$$
\begin{equation*}
D=\int_{V} \sigma_{i j} \dot{\varepsilon}_{i j}^{p} d V-\int_{S}\left(\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}\right]-[\varphi]\right) \omega_{N} d S+\int_{S}\left\langle\sigma_{i j} n_{j}\right\rangle\left[v_{i}\right]^{(2)} \mathrm{dS} . \tag{15}
\end{equation*}
$$

For homogeneous elastic properties, Eq. (12) can be applied so that Eq. (15) simplifies into

$$
\begin{equation*}
D=\int_{V} \sigma_{i j} \dot{\varepsilon}_{i j}^{p} d V-\int_{S}\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}^{p}\right] \omega_{N} d S+\int_{S}\left\langle\sigma_{i j} n_{j}\right\rangle\left[v_{i}\right]^{(2)} \mathrm{dS} \tag{16}
\end{equation*}
$$

The first term in Eq. (15) is the classic bulk dissipation due to crystallographic slip evolution in crystals without surface of discontinuity. The second term in Eq. (15) is due to the propagation of surface discontinuities and can be related to shearcoupled GB migration. The associated driving force on the discontinuity surface $S$ is given by $[\varphi]-\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}\right]$ for heterogeneous elastic solids and simplifies into $-\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}^{p}\right]$ for homogeneous elastic ones. This driving force can be related to the energy-momentum tensor $P_{l j}=\varphi \delta_{l j}-\sigma_{i j} u_{i, l}$ introduced by [22] through the jump relationship $\left[\mathrm{P}_{\mathfrak{l}}\right] n_{j}=\left([\varphi]-\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}\right]\right) n_{l}$ for heterogeneous elastic solids. The last term in Eq. (15) or Eq. (16) is due to a possible incoherent interface authorizing tangential GB sliding (see Eq. (4).).

In the following, we first highlight the application of the continuum kinematics and thermodynamics frameworks to stress-induced shear-coupled GB migration. From the continuum mechanics viewpoint, GB is here considered as a continuously distributed dislocation (in the sense of collective continuum defects) for both LAGB and HAGB. In Sect. 16.3, the transport of GB dislocations is fully examined considering a bicrystal with planar GB and average mechanical fields in each crystal.

## 3 Shear-Coupled GB Migration with Infinite Plane Grain Boundaries

### 3.1 Dissipation and Transport Equations

In this part and in the rest of the paper, interfacial sliding will be disregarded, and we only focus on stress-induced motion of discontinuity surfaces like GB, assuming they are coherent interfaces. This means that only the first two terms of Eq. (15) are considered. This situation corresponds to "perfect shear-coupling" GB migration as defined in [4]. Thus, for planar bi-crystalline systems, such as the one represented in Fig. 2, Eq. (15) yields

$$
\begin{equation*}
\frac{D}{V}=f \sigma_{i j}^{I} \dot{\varepsilon}_{i j}^{p I}+(1-f) \sigma_{i j}^{I I} \dot{\varepsilon}_{i j}^{p I I}+\left([\varphi]-\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}\right]\right) \dot{f}, \tag{17}
\end{equation*}
$$

where $f$ is the current volume fraction of crystal I. If crystal I moves into crystal II, $\dot{f}$ describes the rate of growth of the thickness of crystal I due to normal motion. In the particular case of homogeneous elasticity, $[\varphi]-\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}\right]$ should be replaced by $-\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}^{p}\right]$ in Eq. (17). Furthermore, the overall strain (resp. stress) evolution are given by the following transport equations (see also [23]) involving the strain (resp. stress) jump $\left[\varepsilon_{i j}\right]$ (resp. $\left[\sigma_{i j}\right]$ ) for the plane discontinuity surface $S$

$$
\begin{align*}
& \dot{E}_{i j}=\frac{1}{V} \int_{V} \dot{\varepsilon}_{i j} d V-\frac{1}{V} \int_{S}\left[\varepsilon_{i j}\right] \omega_{N} d S=f \dot{\varepsilon}_{i j}^{I}+(1-f) \dot{\varepsilon}_{i j}^{I I}-\left[\varepsilon_{i j}\right] \dot{f},  \tag{18}\\
& \dot{\Sigma}_{i j}=\frac{1}{V} \int_{V} \dot{\sigma}_{i j} d V-\frac{1}{V} \int_{S}\left[\sigma_{i j}\right] \omega_{N} d S=f \dot{\sigma}_{i j}^{I}+(1-f) \dot{\sigma}_{i j}^{I I}-\left[\sigma_{i j}\right] \dot{f} . \tag{19}
\end{align*}
$$

From Eq. (18) and assuming homogeneous elasticity, the overall plastic strain rate reads

Fig. 2 Bicrystal configuration for shear-coupled GB migration with infinite planar interface (GB plane). Here, the consumed grain (crystal II) is chosen as the reference lattice


$$
\begin{equation*}
\dot{E}_{i j}^{p}=\frac{1}{V} \int_{V} \dot{\varepsilon}_{i j}^{p} d V-\frac{1}{V} \int_{S}\left[\varepsilon_{i j}^{p}\right] \omega_{N} d S=f \dot{\varepsilon}_{i j}^{p I}+(1-f) \dot{\varepsilon}_{i j}^{p I I}-\left[\varepsilon_{i j}^{p}\right] \dot{f} \tag{20}
\end{equation*}
$$

For an infinite plane discontinuity surface and considering heterogeneous elasticity, the strain concentration equations (given an applied overall strain for instance) are detailed in [24]. The calculations give the following general expressions for $\varepsilon_{i j}^{I}$ and $\varepsilon_{i j}^{I I}$

$$
\begin{align*}
& \varepsilon_{i j}^{I}=A_{i j k l}^{I} E_{k l}-(1-f) G_{i j k l}\left[\sigma_{k l}^{p}\right],  \tag{21}\\
& \varepsilon_{i j}^{I I}=A_{i j k l}^{I I} E_{k l}+f G_{i j k l}\left[\sigma_{k l}^{p}\right],
\end{align*}
$$

where $E_{i j}$ are the overall homogeneous strains, $A_{i j k l}^{I}, A_{i j k l}^{I I}$ are respectively the strain concentration tensors for crystals I and II, $\mathrm{G}_{i j k l}$ is a strain influence tensor which depends on the anisotropic elastic constants in crystals I and II. In Eq. (21), $\left[\sigma_{i j}^{p}\right]$ is defined by

$$
\begin{equation*}
\left[\sigma_{i j}^{p}\right]=C_{i j k l}^{I I} \varepsilon_{k l}^{p I I}-C_{i j k l}^{I} \varepsilon_{k l}^{p I} . \tag{22}
\end{equation*}
$$

$A_{i j k l}^{I}, A_{i j k l}^{I I},\left[\sigma_{i j}^{p}\right]$ and $G_{i j k l}$ are given in [24]. The strain jump [ $\left.\varepsilon_{i j}\right]$ can be easily derived from Eq. (21). In addition, the effective (overall) elastic moduli $C_{i j k l}^{\text {eff }}$ of the bicrystal can be computed using Eq. (21) together with $\left[\sigma_{i j}^{p}\right]=0$ and the static averaging rules. The complete expressions of the effective elastic moduli $C_{i j k l}^{\text {eff }}$ are given elsewhere [24].

In Eq. (17), the term $\left([\varphi]-\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}\right]\right) \dot{f}$ (general case) or $-\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}^{p}\right] \dot{f}$ (for homogeneous elasticity) has to be expressed. These terms characterize the intrinsic dissipation per unit volume due the shear-coupled GB migration mechanism. In the following, the link between continuum-based GB dislocation density and the coupling factor $\beta$ is recalled using the continuum dislocation density tensor introduced by [25] and [26].

### 3.2 GB Dislocation Densities and $\beta$ Coupling Factor

In the continuum dislocation theory [25-27], the dislocation density tensor $\alpha_{h i}$ is defined as the Curl of the incompatible elastic distortion $\beta_{j i}^{e}$ (i.e. the elastic incompatible part of the displacement gradient $u_{i, j}=\beta_{j i}=\beta_{j i}^{e}+\beta_{j i}^{p}$ in the linearized theory) as follows

$$
\begin{equation*}
\alpha_{h i}=\epsilon_{h l j} \beta_{j i, l}^{e}, \tag{23}
\end{equation*}
$$

where $\epsilon_{h l j}$ is the permutation tensor. According to the Frank-Bilby theory of surface dislocations [6-8], the plastic distortion jump (or eigendistortion) due to the GB
dislocations (which is a continuum description of discrete GB defects present at the atomic scale and responsible for GB migration) can be obtained from the expression of surface dislocation densities [8,28] defined as follows

$$
\begin{equation*}
\alpha_{h i}^{S}=\epsilon_{h l j}\left[\beta_{j i}^{e}\right] n_{l}=\epsilon_{h l j}\left(\beta_{j i}^{e I I}-\beta_{j i}^{e I}\right) n_{l} . \tag{24}
\end{equation*}
$$

Applying the 1st order Hadamard compatibility relation [19] at the discontinuity surface (i.e. $\epsilon_{h l j}\left[\beta_{j i}\right] n_{l}=\epsilon_{h l j}\left(\beta_{j i}^{I I}-\beta_{j i}^{I}\right) n_{l}=0$ ), Eq. (24) yields

$$
\begin{equation*}
\alpha_{i j}^{S}=-\epsilon_{j k l}\left[\beta_{l i}^{p}\right] n_{k} . \tag{25}
\end{equation*}
$$

Assuming $t_{l}$ a given unit vector in the boundary plane (of unit normal $n_{\mathfrak{m}}$ ) in Fig. 3 and $w_{j}$ a unit vector such as $w_{j}=\epsilon_{\mathfrak{j m n}} n_{m} t_{n}$, then the resultant Burgers vector of dislocation lines cut by $t_{l}$ is $B_{i}=\alpha_{i j}^{S} w_{j}$. Using Eq. (25), $\in_{j k l} \in_{j m n}=$ $\delta_{k m} \delta_{l n}-\delta_{k n} \delta_{l m}$ and $n_{n} t_{n}=0$, it comes

$$
\begin{equation*}
B_{i}=-\left[\beta_{l i}^{p}\right] t_{l} . \tag{26}
\end{equation*}
$$

The plastic distortion jump $\left[\beta_{\mathrm{i}}^{\mathrm{p}}\right]$ results from plastic accommodation due the motion of gliding surface dislocation embodied by $\alpha_{i j}^{S}$. This formalism was first applied to martensitic transformations by [8] and later by [2] for "shear-coupled" GB migration. If crystal II is consumed during the motion of crystal I into crystal II then crystal II will be considered as the reference lattice. This is similar to a parent phase in martensitic transformations as described in [8]. Thus,

$$
\begin{equation*}
\left[\beta_{l i}^{p}\right]=-\beta l_{i} g_{l}, \tag{27}
\end{equation*}
$$

where $l_{i}$ and $g_{l}$ are unit vectors defined with respect to the reference crystal (see Fig.3) so that the interface dislocations can be considered for LAGB as discrete distributions of straight dislocations parallel to a unit vector. For HAGB, the interface dislocations are general surface dislocations. Eq. (27) characterizes a simple shear of magnitude $\beta$ defined as the "coupling factor" by [4] during perfect shear-coupled GB migration (i.e. without sliding). This $\beta$ factor was already identified in Sect. 2.1


Fig. 3 Definition of surface dislocation Burgers vector $B_{i}$ with respect to reference crystal II. $l_{i}$ is a unit vector in the direction of the Burgers vector, and $g_{i}$ represents the unit normal to the gliding plane of the surface dislocation
without making any reference to the surface dislocation concept like in the present section.

Here, $l_{i}$ gives the direction of the Burgers vector content $B_{i}$ such that $B_{i}=B l_{i}$, where $B$ is its magnitude, and $g_{i}$ represents the unit normal to the gliding plane of the GB dislocations, such as Eqs. (26) and (27) give

$$
\begin{equation*}
B_{i}=\beta l_{i} g_{l} t_{l}=B l_{i} . \tag{28}
\end{equation*}
$$

From the last equation, the relationship between $B$ and $\beta$ is found

$$
\begin{equation*}
\beta=\frac{B}{g_{l} t_{l}} \tag{29}
\end{equation*}
$$

In the case of STGB with a tilt axis direction given by the unit vector

$$
p_{j}=\epsilon_{j m n} l_{m} g_{n}=\epsilon_{j m n} t_{m} n_{n}
$$

simple geometric considerations using Fig. 3 gives the expression of the coupling factor

$$
\begin{equation*}
\beta=\frac{B}{l_{l} n_{l}} . \tag{30}
\end{equation*}
$$

This relationship is consistent with [1]'s work through their Eq. (21). In this section, the most important is the expression of $\left[\varepsilon_{i j}^{p}\right]$, the symmetric part of $\left[\beta_{j i}^{p}\right]$, which reads from Eq. (27)

$$
\begin{equation*}
\left[\varepsilon_{i j}^{p}\right]=-\widetilde{R_{i j}} \beta \tag{31}
\end{equation*}
$$

with

$$
\begin{equation*}
\widetilde{R_{i j}}=\frac{1}{2}\left(l_{i} g_{j}+g_{i} l_{j}\right) . \tag{32}
\end{equation*}
$$

$\widetilde{\mathrm{R}_{i j}}$ is defined as the "orientation tensor" associated to the shear deformation (or slip) of magnitude $\beta$ coupled to GB migration. From the previous definitions of $l_{i}$ and $g_{j}$ in Fig. 3, $\widetilde{R_{i j}}$ and $\left[\varepsilon_{i j}^{p}\right]$ are traceless (i.e. $\widetilde{R_{k k}}=0$ ) so that the induced plastic strain due to shear-coupled GB migration is incompressible.

### 3.3 Thermodynamic Driving Forces

From Eq.(17), the total dissipation per unit volume can be rewritten in the following general form

$$
\begin{equation*}
\frac{D}{V}=F_{i}\left(E_{k l}, \Sigma_{k l}, X_{j}\right) \dot{X}_{i} \tag{33}
\end{equation*}
$$

where $F_{i}$ are the driving forces associated to internal variables $X_{i}$. These ones depend on the overall strains $E_{i j}$ or stresses $\Sigma_{i j}$ and on the three internal variables $X_{j}$ (i.e. $\varepsilon_{i j}^{p I}, \varepsilon_{i j}^{p I I}, f$ ). In this problem, the three driving forces $F_{\varepsilon^{p I}}, F_{\varepsilon^{p I I}}, F_{f}$ associated respectively to $\varepsilon_{i j}^{\mathrm{pI}}, \varepsilon_{i j}^{\mathrm{pII}}, \mathrm{f}$ (describing three independent inelastic processes) are listed below using Eq. (17)

$$
\begin{align*}
& \mathrm{F}_{\varepsilon^{\mathrm{pII}}}=\mathrm{f} \sigma_{i j}^{\mathrm{I}}, \\
& \mathrm{~F}_{\varepsilon^{p I I}}=(1-\mathrm{f}) \sigma_{i j}^{I I},  \tag{34}\\
& \mathrm{~F}_{\mathrm{f}}=[\varphi]-\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}\right],
\end{align*}
$$

where $\sigma_{i j}^{I}, \sigma_{i j}^{I I},\left\langle\sigma_{i j}\right\rangle,[\varphi]$ and $\left[\varepsilon_{i j}\right]$ can be computed using Eq. (21). In the case of homogeneous elasticity without intra-crystalline slip, $\mathrm{F}_{\mathrm{f}}$ simply becomes $F_{f}=-\left\langle\sigma_{i j}\right\rangle\left[\varepsilon_{i j}^{p}\right]=\left\langle\sigma_{i j}\right\rangle \widetilde{R_{i j}} \beta=\tilde{\tau} \beta$ following Sect.3.2, where $\tilde{\tau}$ is the driving resolved shear stress on the surface dislocation gliding plane associated to $\left[\varepsilon_{i j}^{p}\right], \widetilde{R_{i j}}$ is the orientation tensor previously defined in Sect. 3.2 and $\beta$ is the shear coupling factor.

In the thermo-mechanics of plasticity [29, 21], the critical forces (corresponding to "threshold stresses" for the previous irreversible processes) are needed to complete the theory. The considered constitutive expressions for the critical forces and the kinetics law must be chosen with respect to a positive dissipation per unit volume in Eq. (33).

### 3.4 Critical Forces and Bi-Crystal's Overall Behavior

If the critical forces for intra-crystalline plastic deformation in both crystals $\varepsilon_{i j}^{\mathrm{pI}}$, $\varepsilon_{i j}^{p I I}, f$, here denoted $F_{\varepsilon^{p I}}^{C}, F_{\varepsilon^{p I I}}^{C}$, are higher than their respective corresponding driving forces and only the critical force for shear-coupled GB migration denoted $F_{f}^{C}$ is reached by $F_{f}$ then

$$
\begin{align*}
& F_{\mathcal{E}^{\mathrm{II}}}<\mathrm{F}_{\mathcal{E}^{\mathrm{pII}}}^{C}, \\
& \mathrm{~F}_{\mathcal{E}^{\mathrm{pII}}}<\mathrm{F}_{\mathcal{E}^{\mathrm{pII}}}^{C},  \tag{35}\\
& \mathrm{~F}_{\mathrm{f}}=\mathrm{F}_{f}^{C}
\end{align*}
$$

In the case of homogeneous elasticity, the last equation in Eq. (35) reduces to $\widetilde{\tau^{\prime}}=\widetilde{\tau_{C}}$ for a given shear coupling factor $\beta$, where $\widetilde{\tau_{C}}$ is the critical shear stress resolved on the surface dislocation gliding plane. When $F_{f}$ reaches $F_{f}^{C}$ (or when $\widetilde{\tau}$ reaches $\widetilde{\tau_{C}}$ in the case of homogeneous elasticity) in Eq. (35), the GB migration flux is given by the expression of $\dot{f}$ for an infinite GB plane as follows

$$
\begin{equation*}
\dot{f}=\frac{1}{V} \int_{S} \omega_{N} d S=\frac{\omega_{N} S}{V}=\frac{\omega_{N}}{L}, \tag{36}
\end{equation*}
$$

where $L$ is the total length of the deformed bicrystal in the normal direction to the GB.

The overall Hooke's law together with Eqs. (18), (19), (36) give the following constitutive relationship between the overall stress and strain rates

$$
\begin{equation*}
\dot{\Sigma}_{i j}=C_{i j k l}^{\mathrm{eff}}\left(\dot{\mathrm{E}}_{\mathrm{kl}}+\frac{\omega_{\mathrm{N}}}{\mathrm{~L}}\left(\left[\varepsilon_{k l}\right]-S_{k l m n}^{\mathrm{eff}}\left[\sigma_{\mathfrak{m n}}\right]\right)\right) \tag{37}
\end{equation*}
$$

where $\left[\sigma_{i j}\right]$ and $\left[\varepsilon_{i j}\right]$ are provided by Eq. (21) depending on homogeneous stress or strain conditions prescribed at the boundary of the bicrystal. Thus, for heterogeneous elastic bicrystals, Eq. (37) also writes

$$
\begin{equation*}
\dot{\Sigma}_{i j}=C_{i j k l}^{\mathrm{eff}}\left(\dot{\mathrm{E}}_{k l}-\dot{\mathrm{E}}_{\mathrm{kl}}^{\text {peff }}\right) \tag{38}
\end{equation*}
$$

where $\dot{E}_{i j}^{\text {peff }}$ is the effective (overall) plastic strain rate due to shear-coupled GB migration defined as

$$
\begin{equation*}
\dot{\mathrm{E}}_{i j}^{\mathrm{peff}}=-\frac{\omega_{N}}{L}\left(\left[\varepsilon_{i j}\right]-S_{i j k l}^{\mathrm{eff}}\left[\sigma_{k l}\right]\right) \tag{39}
\end{equation*}
$$

If homogeneous elasticity is assumed, the constitutive law simplifies into

$$
\begin{equation*}
\dot{\Sigma}_{i j}=C_{i j k l}\left(\dot{E}_{k l}+\left[\varepsilon_{k l}^{p}\right] \frac{\omega_{N}}{L}\right) \tag{40}
\end{equation*}
$$

which gives, using Eq. (31) in the case, where crystal II is consumed,

$$
\begin{equation*}
\dot{\Sigma}_{i j}=C_{i j k l}\left(\dot{E}_{k l}-\widetilde{R_{k l}} \beta \frac{\omega_{N}}{L}\right) . \tag{41}
\end{equation*}
$$

Following recent experimental data [30], stress-driven shear-coupled GB migration exhibits a temperature dependence indicating that a thermally-activated process is at the origin of the shear-coupled GB migration. It is noteworthy that recent efforts were made to capture the kinetics law for the GB migration process at finite temperatures and strain rates by [11]. However, the accurate determination of the kinetics parameters for the three investigated Cu STGB will need specific simulation methods (parallel-replica dynamics, nudged elastic band methods) which are out of the scope of the present study.

Equation (38) shows that once GB migration is active for a given normal velocity $\omega_{N}$ (which also depends on the applied velocity to the bicrystal), the instantaneous stress decrease due to induced plastic strain is dependent on the effective elastic moduli $C_{i j k l}^{\text {eff }}$ (or $C_{i j k l}$ in the case of homogeneous elasticity), the GB character (through $\widetilde{R_{i j}}$ and $\beta$ ) and the bicrystal finite size $L$. The calculation of $\dot{f}$ (or equivalently the volume fraction increment dictated by the stepwise normal GB motion at each GB migration event) will be specified and discussed in Sect. 4 (for 0 and 500 K temperatures) with application to particular [001] Cu STGB (coincident GB). For
the latter, the atomistic mechanisms and collective steps when GB migrates are known following appropriate vectors of the "displacement shift complete" (DSC) lattice [1, 14].

## 4 Application to Cu [001] Symmetric Tilt Grain Boundaries (STGB)

### 4.1 Shear Modes

Following [1, 2, 11], we considered [001] STGB in cubic metals like Cu (f.c.c. metal). GB are generally characterized by five angles. Four angles are set up by choosing the tilt axis and the GB plane is a particular mirror plane of the bi-crystal containing the tilt axis. The misorientation angle $\theta$ is defined as the tilt angle between the [100] directions of both crystals in the counterclockwise direction, with $0<\theta<\pi / 2$ due to the four-fold symmetry around the tilt axis. Hence, the GB plane lies along the bisector between the [100] directions like in Fig. 4.

Following [2], two mappings for the Burgers circuit allows two possible $B_{\mathrm{i}}$ and two associated "coupling modes" to be defined. The first "coupling mode" called the $<100\rangle$ mode (or "mode I") is such that $l_{i}$ is parallel to the cube direction [010] of the reference lattice (crystal II) and the Frank-Bilby dislocation slip planes are (100) [2]. The slip plane is represented to the left of the GB normal in Fig. 4. For small $\theta$ (LAGB), the expressions for $B_{i}$ and the associated dislocation density can be resolved by a discrete distribution of single lattice dislocations of Burgers vectors $b_{i}=a_{\mathrm{L}}$ [010], where $a_{L}$ is the lattice parameter. For LAGB, the critical stress is proportional to the glide component of the Peach-Koehler force required to initiate the collective glide of the arrays of GB dislocations [10]. There are two kinds of LAGB: either for small $\theta$ or for $\theta$ close to $\pi / 2$ (i.e. $\varphi=\pi / 2-\theta$ near 0 ). The latter corresponds to the GB "mode II" migration ( $<110\rangle$ mode), where $l_{\mathrm{i}}$ is parallel to the direction [ 1 1 0$]$


Fig. 4 Definition of the misorientation angle $\theta$ for [001]-type tilt boundaries. Two Burgers vectors $B_{i}$ with directions given by unit vectors $l_{i}$ are possible which correspond to two different mappings for Burgers circuit. The normal directions to the slip planes are given by unit vectors $g_{i}$. Angles $\theta$ and $\varphi$ are linked each other by $\varphi=\pi / 2-\theta$
of the reference lattice (crystal I) and the associated resolved single dislocations are of type $B_{\mathrm{i}}=\mathrm{a}_{\mathrm{L}} / 2[1 \overline{1} 0]$. In this case, the Frank-Bilby surface dislocation glides along (110) planes, which is represented to the right of the GB normal in Fig. 4.

For HAGB, the discrete distributions of single dislocations can not be resolved anymore [31] and only the "Frank-Bilby equation" (Eq. (25)) is here used for these STGB. As established by [2], the Frank-Bilby equation (FBE) introduced in Sect. 3.2 provides two feasible solutions for [001] STGB and their continuous GB dislocation density.

These two solutions (as functions of $\theta$ ) correspond to Burgers vectors either parallel to the [010] (denoted as $B_{\mathrm{i}}<100>$ for "mode I") or parallel to the [1 10 ] (denoted as $\left.B_{\mathrm{i}}<110\right\rangle$ for "mode II"). Here, [010] and [11̄0] are crystallographic directions respectively defined in the crystal II and crystal I. For GB "mode I" migration, the consumed grain is crystal II (reference lattice) such as $\dot{f} \geqslant 0$, whereas for "mode II" migration, crystal I (reference lattice) is consumed with $\dot{f} \leqslant 0$. Under simple shear loading, these two coupling modes compete with each other, and the transition from one mode to the other occurs at a critical misorientation angle $\theta$ which depends on temperature (see Fig. 8 in [1]). Note that as the temperature drops, the $\theta$ range of "mode II" expands and it may be the only active coupling mode for all values of $\theta$ at $\mathrm{T}=0 \mathrm{~K}$. The invoked reason is that the activation of "mode I" requires the breaking of the mirror symmetry due to equivalent row translations by lattice vectors $1 / 2[001]$ and $1 / 2[001]$. This symmetry can only be broken at finite temperatures, where ledges and other defects may form easily. This issue was also checked using the gamma-surfaces associated to both modes at 0 K by [1].

Thus, due to the complexity of atomistic mechanisms in the case of general GB, we here limit atomistic investigations to study the constitutive behavior associated with the STGB shear-coupled migration. For this case, MD simulations are conducted for three Cu [001] STGB with misorientation angles $\theta=77.32^{\circ}, 53.13^{\circ}, 28.07^{\circ}$ which show the well-identified temperature dependent shear-coupling $<100>$ and $<110>$ modes linked to two characteristic coupling factors $\beta$ (resp. positive and negative). According to [1], the coupling factor $\beta$ depends on $\theta$ and on the "coupling modes" as follows

$$
\begin{align*}
& \beta_{<100>}=2 \tan \left(\frac{\theta}{2}\right) \\
& \beta_{<110>}=-2 \tan \left(\frac{\varphi}{2}\right), \tag{42}
\end{align*}
$$

where $\varphi=\frac{\pi}{2}-\theta$. The atomistic MD simulations which are shown in Sect.4.2 will first provide the shear stress response, the temperature dependent shear coupling mode as a function of the GB character, the critical shear stresses (or "peak stresses"), the stress accommodation due to shear (shear stress drop during GB migration) and the saw-tooth behavior (stick slip character). Second, the results of the developed micromechanics-based model regarding elastic slopes and shear stress drops will
be discussed in Sect.4.3. The roles of GB character, bicrystal size and cubic elastic anisotropy will be studied in Sect.4.3.

### 4.2 Molecular Dynamics (MD) Simulations

In this subsection, a few "flat" Cu [001] STGB, namely $\Sigma 41(540)\left(\theta=77.32^{\circ}\right)$, $\Sigma 5(210)\left(\theta=53.13^{\circ}\right), \Sigma 17(410)\left(\theta=28.07^{\circ}\right)$, were studied at 0 K and at 500 K temperatures using the EAM interatomic potential provided by [32] for Cu . Note that in the work of [1], where MD simulations were performed under simple shear loading at 800 K , the first two STGB display "mode II" migration, and the last one displays the "mode I" (see Table 3.1 in [1]). However, all of them display the "mode II" ( $<110>$ mode) at 0 K as can be inferred from the plots in the Fig. 8 of [1]. Here, each bi-crystal with [001] STGB is created using the coincident site lattice (CSL) model by placing the first crystal on the top of the other using the following procedure (Fig. 5). The tilt axis ( x 3 -axis) is along [001] direction. The horizontal plane ( $\mathrm{x} 1, \mathrm{x} 3$ ) corresponds to the GB plane, and [100] directions for crystals I and II makes an angle $\theta$. The gap between the two crystals is set to about 2 Angström before it is subjected to energy minimization. Several initial configurations are also tested by shifting the upper grain with respect to the lower along the (x1) direction so as to obtain the lowest energy state of a GB configuration after atomic relaxation. The energy minimization

Fig. 5 Schematic figure of the computational atomistic unit cell box with coordinate axes and periodic boundary conditions. L is the total length in the normal direction (as defined in the text) to the GB plane for dynamic atoms subjected to shear


Table 1 Elastic shear moduli obtained by the MD results and by the present micromechanical model accounting for anisotropic elasticity for $\Sigma 41(540), \Sigma 5(210), \Sigma 17(410)$ [001] STGB

| Effective elastic shear moduli (GPa) | $\Sigma 41(540)$ | $\Sigma 5(210)$ | $\Sigma 17(410)$ |
| :--- | :--- | :--- | :--- |
| Atomistic simulations | 25.4 | 35.6 | 57.4 |
| Present model (anisotropic) | 25.7 | 39.5 | 61.8 |
| Voigt-Reuss-Hill average (isotropic) | 47.8 | 47.8 | 47.8 |

The isotropic Voigt-Reuss-Hill average is also given for comparisons
is performed with the LAMMPS simulator ${ }^{1}$ using a conjugate gradient method. Each Cu crystal for simulations is approximately cubic shaped, and the simulation block for the bicrystal contains between 30000-45000 atoms with periodicity in the (x1) and the (x3) directions. After optimization, the relaxed structure is subjected to constant shear strain rate loading as follows. The simulation block (Fig.5) is sandwiched between the top and the bottom layer (along the ( $\mathrm{x}_{2}$ ) axis) of thickness about 2 times the potential cut-off distance. These two layers do not participate in computing data from the simulations and serve only to impose simple shear loading. The bottom block is held fixed and the constant shear velocity $v_{0}=v^{\|}=\dot{\mathrm{E}} \mathrm{L}$ is applied on the top part of the block in the ( $\mathrm{x}_{1}$ ) direction, where $\dot{\mathrm{E}}$ is the constant shear strain rate ( $\dot{\mathrm{E}}=10^{8} \mathrm{~s}^{-1}$ ) and $L$ is the simulation block length containing unconstrained atoms. Here, two different values were chosen to keep initial crystal characteristic sizes lower or equal to 10 nm to mimic nanocrystals, namely $\mathrm{L}=12.2 \mathrm{~nm}$ and $\mathrm{L}=20 \mathrm{~nm}$. The time step is 1 fs . These simulations are conducted at 0.001 K and at 500 K , and the overall stress tensor was computed using the standard virial expression averaged over all dynamic atoms. The GB position was also tracked from the common neighborhood analysis (CNA) computation. The CNA value for atoms in f.c.c. lattice is 1 and for atoms forming GB structural units it is 5 [33, 34].

### 4.3 Discussion of the Continuum Model and Comparisons with MD Results

The micromechanics-based approach is applied to the three previously investigated Cu bi-crystals with [001] STGB. The motivation to study Cu bi-crystals lies in the fact that they exhibit a strongly anisotropic elastic behavior characterized by the following anisotropic coefficient $a=\frac{2 \mathrm{C}_{44}}{\mathrm{C}_{11}-\mathrm{C}_{12}}=3.26$. The cubic elastic moduli for Cu are taken as $\mathrm{C}_{11}=170 \mathrm{GPa}, \mathrm{C}_{12}=122.5 \mathrm{GPa}$ and $\mathrm{C}_{44}=76 \mathrm{GPa}$. These elastic constants are given by [32] and were used by these authors to validate the EAM potential for Cu . In this paper, the application of the micromechanics-based theory is mainly focused on the effect of elastic anisotropy on the shear stress-strain curves before and at the first shear-coupled GB migration event (Fig. 6).

[^12]

Fig. 6 Schematic representation of the shear stress versus shear strain curve and the quantitative values predicted by the micromechanical model: elastic slopes and shear stress drops. The critical shear stress (also called "peak stress") is obtained by MD simulations

For homogeneous isotropic elastic properties, the isotropic elastic coefficients for Cu are obtained using the classic "Voigt-Reuss-Hill average" model [35]. This model gives $\mu=47.8 \mathrm{GPa}$ (isotropic elastic shear modulus) and $\nu=0.345$ (Poisson ratio). The isotropic shear modulus is reported on Table 1 for comparisons with the effective elastic shear moduli $\mu^{\text {eff }}$ derived for general elastic anisotropy [24]. The numerical values for elastic moduli are computed in both crystals using the cubic symmetry for $\Sigma 41(540)\left(\theta=77.32^{\circ}\right), \Sigma 5(210)\left(\theta=53.13^{\circ}\right), \Sigma 17(410)\left(\theta=28.07^{\circ}\right)$ that can be used to derive the effective elastic moduli for the three investigated bi-crystals. We find for $f=1-f$ (initial elastic slope) that the effective elastic shear moduli (Table 1) are in good agreement with the atomistic simulations at 0 K and at 500 K . In contrast, we remark that the classic isotropic assumption obtained from "Voigt-Reuss-Hill average" is sometimes far from the atomistic results for the studied Cu [001] STGB, which means that the simple elastic isotropic assumption is not realistic for the present application. The mechanical responses given by the micromechanical model can be enriched by the critical forces $F_{f}^{C}$ or the critical resolved shear stresses on the GB slip plane $\widetilde{\tau_{C}}$ in Eq. (35) directly obtained from the peak stresses (or critical shear stresses $\tau_{\mathrm{C}}$ ) of the atomistic results (see Sect.4.2). These peak stresses resulted from simple shear performed at an applied material velocity $v^{\|}$parallel to the GB plane (Fig. 5).

Second, we focus on the analysis of shear stress drops in the light of the micromechanical approach after the first GB migration event, i.e. for $f=1-\mathrm{f}$ in the constitutive model assuming isotropic elasticity or fully anisotropic elasticity in both crystals. Following MD results detailed in [24], we start by the analysis of first shear stress drops when the "mode II" ( $<110>$ mode) is activated at 0 K for the three GBs and at 500 K for $\Sigma 41(540)$ and $\Sigma 5(210)$. Then, the model is applied to the case when the "mode I" ( $<100>$ mode) is activated at 500 K for $\Sigma 17(410)$. Lastly, the model is applied to understand the origin of bi-crystal size effects on stress drops at 0 K for the three STGBs.

As seen from atomistic simulations, "mode II" is a dominating shear mode especially at 0 K for the three GBs. According to Fig. $4, l_{i}$ and $g_{i}$ are defined so that the $<110\rangle$ mode ("mode II") is characterized by

$$
l_{i} n_{i}=g_{i} t_{i}=-\cos \left(\frac{\varphi}{2}\right)=-\cos \left(\frac{\pi}{4}-\frac{\theta}{2}\right)
$$

which gives

$$
l_{i}=\left(\sin \left(\frac{\pi}{4}-\frac{\theta}{2}\right),-\cos \left(\frac{\pi}{4}-\frac{\theta}{2}\right), 0\right)
$$

and

$$
g_{i}=\left(-\cos \left(\frac{\pi}{4}-\frac{\theta}{2}\right),-\sin \left(\frac{\pi}{4}-\frac{\theta}{2}\right), 0\right)
$$

and $\widetilde{R_{i j}}$ from Eq. (32). Since crystal I is the parent grain, only crystal II undergoes plastic deformation, thus $\left[\varepsilon_{i j}^{p}\right]=\varepsilon_{i j}^{p I I}=-\widetilde{R_{i j}} \beta$. When the critical shear stress is reached, shear-coupled GB migration is active. Then, time integration of Eq. (38) during the first shear-coupled GB migration event yields

$$
\begin{equation*}
\dot{\Sigma}_{i j} \delta t=C_{i j k l}^{\mathrm{eff}} \dot{\mathrm{E}}_{\mathrm{kl}} \delta t+\frac{h_{N}}{\mathrm{~L}}\left(\mathrm{C}_{i j k l}^{\mathrm{eff}}\left[\varepsilon_{k l}\right]-\left[\sigma_{i j}\right]\right) \tag{43}
\end{equation*}
$$

From atomistic results, the step time $\delta t$ for each single shear-coupled GB migration event is a few $p s$. This time scale is out of the scope of continuum mechanics for which GB migration is seen as instantaneous. In Eq. (43), the strain and stress jumps (resp. $\left[\varepsilon_{i j}\right]$ and $\left[\sigma_{i j}\right]$ ) can be computed using Eq. (21) for homogeneous stress or strain boundary conditions. These jumps depend on the elastic properties of both crystals and depend on $\widetilde{R_{i j}}$ and $\beta$. In Eq. (43), $h_{N}$ denotes the normal step height during stepwise GB motion (at the first GB migration event) which corresponds to the characteristic step height due to GB disconnection loop nucleation [15]. In the case of "mode II", the GB plane moves down (negative motion with respect to the ( $\mathrm{x}_{2}$ ) axis in Fig. 5) to a new position when $\tau_{C}$ is reached for which the activation energy for GB migration is overcome. At this point, the second term in Eq. (43), that contains the strain and stress jumps, $h_{N}$ and the effective elastic moduli, is responsible for shear stress drop when migration is active. Without trying to determine the complete activation energy profile for the three studied STGB, the transition from an unstable state to a metastable state associated with the dissipative GB migration event is then described by a normal step height $h_{N}$. This characteristic distance $h_{N}$ is also linked to the DSC lattice vector following for coincident (CSL) GB. The DSC ("displacement shift complete") lattice is the largest lattice including all the sites of the lattices of both crystals. According to [14, 1], the disconnection step height $h_{N}$ is linked to the DSC lattice spacing. Thus, the expression of the disconnection step height $h_{N}$ depends on the GB character (through $\theta$ ) and on the lattice parameter $a_{L}$. For the $<110>$ mode, $h_{N}$ is negative and is given by [1]

$$
\begin{equation*}
h_{N}<110>=-\frac{a_{\mathrm{L}}}{\sqrt{2}} \cos \left(\frac{\varphi}{2}\right), \tag{44}
\end{equation*}
$$

Table 2 Normal step height $h_{N}$ average values obtained by Eq. (44) (theory) compared to MD results for $\mathrm{Cu} \Sigma 41(540), \Sigma 5(210), \Sigma 17(410)$ [001] STGB

| $\mathrm{h}_{\mathrm{N}}(\mathrm{nm})$ for $<110>$ mode | $\Sigma 41(540)$ | $\Sigma 5(210)$ | $\Sigma 17(410)$ |
| :--- | :--- | :--- | :--- |
| Atomistic simulations (average values) | -0.255 | -0.248 | -0.220 |
| Theory (for present model) | -0.254 | -0.242 | -0.219 |

where $a_{L}=0.3615 \mathrm{~nm}$ for Cu . The numerical values obtained for $h_{N}$ from MD simulations are computed by averaging the different GB position steps. The comparisons between these values and the theoretical ones given by Eq.(44) are provided in Table 2 and show a very good agreement.

Here, the shear-coupled GB migration event is assumed instantaneous at the continuum mechanics time scale so that during the stepwise GB motion $\Delta \mathrm{E}_{i j}=$ $\dot{\mathrm{E}}_{i j} \delta t=0$ in Eq. (43), thus

$$
\begin{equation*}
\Delta \Sigma_{i j}=\frac{h_{N}}{L}\left(C_{i j k l}^{\mathrm{eff}}\left[\varepsilon_{k l}\right]-\left[\sigma_{i j}\right]\right) \tag{45}
\end{equation*}
$$

Assuming linear isotropic homogeneous elasticity, Eq. (45) simplifies into

$$
\begin{equation*}
\Delta \Sigma_{i j}=-2 \mu \frac{h_{N}}{L} \beta \widetilde{R_{i j}} \tag{46}
\end{equation*}
$$

since $\widetilde{R_{k k}}=0$ (see Sect. 3.2).
In the following, the tensor to matrix convention is used. The pairs of subscripts ij and kl are converted to single subscripts as follows: $11 \rightarrow 1,22 \rightarrow 2,33 \rightarrow 3,23$ and $32 \rightarrow 4,13$ and $31 \rightarrow 5,12$ and $21 \rightarrow 6$. For simple shear parallel to GB plane in the ( $\mathrm{x}_{1}$ ) direction as performed in the MD simulations (Fig.5), the shear stress increment is obtained from Eq. (45) as follows

$$
\begin{equation*}
\Delta \Sigma_{6}=\frac{h_{N}}{\mathrm{~L}}\left(\mathrm{C}_{62}^{\mathrm{eff}}\left[\varepsilon_{2}\right]+\mathrm{C}_{64}^{\mathrm{eff}}\left[\varepsilon_{4}\right]+\mathrm{C}_{66}^{\mathrm{eff}}\left[\varepsilon_{6}\right]\right) \tag{47}
\end{equation*}
$$

since $\left[\sigma_{6}\right]=0$. Thus, the strain concentration equations (Eq. (22)) are here applied. For isotropic elasticity, Eq. (46) simply yields

$$
\begin{equation*}
\Delta \Sigma_{6}=-\mu \frac{h_{N}}{L} \beta \widetilde{R_{6}} \tag{48}
\end{equation*}
$$

with $\widetilde{R_{6}}=l_{1} g_{2}+g_{1} l_{2}=\cos \left(\frac{\pi}{2}-\theta\right)$.
The present micromechanics-based model is able to describe the shear stress drop magnitude in the stick-slip behavior (Fig. 6). The shear stress drop magnitude can be defined as the absolute value of the shear stress increment $\left|\Delta \Sigma_{6}\right|$ obtained from Eq. (47) or Eq. (48). The stick-slip behavior is dependent on the grain boundary char-

Table 3 Shear stress drop magnitudes (in MPa) obtained by the MD results at 0 and 500 K and by the micromechanical model with anisotropic and isotropic elastic formulations for $\mathrm{Cu} \Sigma 41(540)$, $\Sigma 5(210), \Sigma 17(410)$ [001] STGB with $L=12.2 \mathrm{~nm}$

| $\left\|\Delta \Sigma_{6}\right\|(\mathrm{MPa})$ for $\mathrm{L}=12.2 \mathrm{~nm}$ | $\Sigma 41(540)(0 \mathrm{~K}, 500 \mathrm{~K})$ | $\Sigma 5(210)(0 \mathrm{~K}, 500 \mathrm{~K})$ | $\Sigma 17(410)(0 \mathrm{~K})$ |
| :--- | :--- | :--- | :--- |
| Atomistic simulations | 100 | 417 | 1080 |
| Present model (anisotropic) | 127 | 603 | 1024 |
| Present model (isotropic) | 216 | 506 | 485 |

acter (through $\theta$ ), the effective elastic properties of the bicrystal, the lattice parameter (through $h_{N}$ ) and the bicrystal finite size $L$. The numerical values regarding shear stress drop magnitudes for $\Sigma 41(540)\left(\theta=77.32^{\circ}\right), \Sigma 5(210)\left(\theta=53.13^{\circ}\right), \Sigma 17(410)$ ( $\theta=28.07^{\circ}$ ) are reported in Table 3 both from atomistic results and from the micromechanical approach (either Eq. (47) for anisotropic elasticity or Eq. (48) for isotropic elasticity). The $\beta_{<110>}$ coupling factors are respectively $-0.222,-0.667,-1.200$ for $\Sigma 41(540), \Sigma 5(210), \Sigma 17(410)$. The quantitative comparisons reported in Table 3 give reasonable agreement with the atomistic results in the case of anisotropic elasticity for the three investigated STGB. In this case, the relative errors with respect to MD results appear to be quite acceptable. Conversely, the isotropic elasticity assumption give unrealistic results which are far from the MD results especially for $\Sigma 41(540)$ STGB, where the relative error reaches $\sim 120 \%$. The results show that the isotropic elastic assumption may only be relevant for the particular case of $\Sigma 5(210)$ STGB, where both fully anisotropic and isotropic elastic formulations give similar values.

Another example, where the micromechanical approach can be applied, is the specific $\mathrm{Cu} \Sigma 13(320)\left(\theta=67.4^{\circ}\right)$ STGB investigated by [11]. In this case, the shear stress drop magnitude obtained by the authors using atomistic simulations at 0 K with $\mathrm{L}=6 \mathrm{~nm}$ was found to be $\sim 450 \mathrm{MPa}$ [11]. Taking into account anisotropic elasticity (Eq. (47)) and the fact that the "mode II" is active at 0 K (Eq. (44)), the present model gives $\left|\Delta \Sigma_{6}\right|=573 \mathrm{MPa}$, which represents a relative error of $\sim 27 \%$.

For $\mathrm{Cu} \Sigma 17$ (410) STGB, "mode I" occurs at 500 K according to MD results [24]. In this $\langle 100\rangle$ mode, $B_{i}$ (or $l_{i}$ ) forms an angle $\theta / 2$ counterclockwise with respect to $\mathrm{n}_{\mathrm{i}}$ (Fig.4) such that

$$
\begin{gathered}
l_{i} n_{i}=g_{i} t_{i}=\cos \left(\frac{\theta}{2}\right), \quad l_{i}=\left(-\sin \left(\frac{\theta}{2}\right), \cos \left(\frac{\theta}{2}\right), 0\right), \\
g_{i}=\left(\cos \left(\frac{\theta}{2}\right), \sin \left(\frac{\theta}{2}\right), 0\right) .
\end{gathered}
$$

Here, crystal II is the parent grain and only crystal I undergoes plastic deformation, thus $\left[\varepsilon_{i j}^{p}\right]=-\varepsilon_{i j}^{p I}=-\widetilde{R_{i j}} \beta$, where $\widetilde{R_{i j}}$ is given by Eq. (32). In this case, the first shear stress drop obtaind by MD simulations is $\sim 300 \mathrm{MPa}$. The micromechanical model can also be applied in the same way to the "mode I" observed at $\mathrm{T}=500 \mathrm{~K}$.

Table 4 Shear stress drop magnitudes (in MPa) obtained by the MD results and by the micromechanical model with anisotropic and isotropic elastic formulations for $\mathrm{Cu} \Sigma 41(540), \Sigma 5(210)$, $\Sigma 17(410)$ [001] STGB with $\mathrm{L}=20 \mathrm{~nm}$ at 0 K

| $\left\|\Delta \Sigma_{6}\right\|(\mathrm{MPa})$ for $\mathrm{L}=20 \mathrm{~nm}$ | $\Sigma 41(540)$ | $\Sigma 5(210)$ | $\Sigma 17(410)$ |
| :--- | :--- | :--- | :--- |
| Atomistic simulations $(0 \mathrm{~K})$ | 60 | 244 | 641 |
| Present model (anisotropic) | 78 | 368 | 624 |
| Present model (isotropic) | 132 | 309 | 296 |

In this case, the theoretical $h_{N}$ value is now positive and is given by [1]

$$
\begin{equation*}
h_{N}<100>=\frac{a_{\mathrm{L}}}{2} \cos \left(\frac{\theta}{2}\right) \tag{49}
\end{equation*}
$$

Using Eq. (47) (elastic anisotropy), we obtain $\left|\Delta \Sigma_{6}\right|=322 \mathrm{MPa}$, which represents a relative error of $\sim 7 \%$.

It looks clear that the large discrepancies sometimes observed between the atomistic results and the model with the isotropic elastic assumption are mainly due to a poor estimate of the effective elastic shear modulus and the strains in both crystals.

Bicrystal size effect is observed in atomistic results on shear stress drop magnitude for $\Sigma 41(540), \Sigma 5(210), \Sigma 17(410)$. The results of the micromechanical model for $\mathrm{L}=20 \mathrm{~nm}$ are given in Table 4 (for both isotropic and anisotropic formulations). Overall, the bicrystal size effect is well reproduced for both STGB in the case, where anisotropic elasticity is accounted for, especially for $\Sigma 41(540)$ and $\Sigma 17(410)$. Even though the micromechanical approach supposes mean strain and stress fields in both crystals (no intracrystalline shear stress fluctuations along the normal axis ( $\mathrm{x}_{2}$ ) to the GB plane), it is found that the bicrystal size effect (characterized by the internal length scale $L$ ) on the shear stress drop magnitude scales with $\frac{h_{N}}{L}$.

Here, $h_{N}$ is fixed for a given STGB because it is linked to the lattice parameter $a_{L}$ in Eq. (44). Following Eq. (47) and the fact that the terms $C_{62}^{\mathrm{eff}}\left[\varepsilon_{2}\right]+$ $\mathrm{C}_{64}^{\mathrm{eff}}\left[\varepsilon_{4}\right]+\mathrm{C}_{66}^{\mathrm{eff}}\left[\varepsilon_{6}\right]$ are not length scale dependent, the stress drop magnitude ratio $\frac{\left|\Delta \Sigma_{6}\right|_{\mathrm{L}=12.2 \mathrm{~nm}}}{\left|\Delta \Sigma_{6}\right|_{\mathrm{L}=20 \mathrm{~nm}}}=\frac{20}{12.2} \sim 1.64$ is in good agreement with the one obtained by atomistic simulations for $\Sigma 41(540), \Sigma 5(210)$ and $\Sigma 17(410)$ which are respectively 1.67, 1.71 and 1.68 from Tables 3 and 4.

## 5 Conclusions

A new micromechanics-based model was investigated to describe shear-coupled GB migration in bicrystals. Both MD simulations (at 0 and 500 K ) and a micromechanical model assuming Frank-Bilby GB dislocations were applied to three Cu [001]

STGB: $\Sigma 41(540)\left(\theta=77.32^{\circ}\right), \Sigma 5(210)\left(\theta=53.13^{\circ}\right), \Sigma 17(410)\left(\theta=28.07^{\circ}\right)$. The critical shear stresses for shear-coupled GB migration can be obtained by MD simulations. The role of Cu elastic anisotropy on the stick-slip features of shearcoupled migration has been observed on the shear stress-strain curves. These ones have been analyzed in the light of the micromechanical model. In this paper, both formulations including heterogeneous and homogeneous elasticity have been developed. It has been shown that the elastic shear moduli obtained by MD simulations are captured by the micromechanics-based model when heterogeneous elasticity is accounted for. Furthermore, the trends regarding shear stress drops during first shear-coupling GB migration event at 0 K and 500 K are well described by the micromechanical approach especially when anisotropic elasticity is considered in the formulation. The model may also be extended to various strain rates and temperatures assuming the shear-coupling modes can be easily identified by atomistic simulations. Interestingly, for very low velocities up to $5 \mathrm{~m} / \mathrm{s}$, the shear stress drop is not very sensitive to shear rates [11]. Advanced atomistic methods dedicated to the kinetics of shear-coupled migration should be developed to improve the constitutive kinetics law at finite temperatures for shear-coupled GB migration. It could also be interesting to compare/predict the experimental results although overall stress/strain curves are seldom reported. As some perspective, the present constitutive and computational framework developed for bi-crystals with shear-coupled GB migration will be applied to study stress-induced twin boundary migration and will be incorporated in polycrystalline continuum models.
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# Buckling of Nonlinearly Elastic Plates with Microstructure 

Svyatoslav Derezin


#### Abstract

In the framework of the general nonlinear plate theory we consider a buckling problem for an elastic plate with incompatible plane strains generated by continuous distributions of edge dislocations and wedge disclinations as well as other sources of residual stress (non-elastic growth or plasticity). In contrast to the Föppl-von Kármán model the plane strains are not supposed to be small. To explore buckling transition of such kind of structures, the problem is reduced to a system of nonlinear partial differential equations with respect to the transverse deflection of the plate and the embedded metrics coefficients, which naturally leads to the non-trivial plate shapes that are seen even in the absence of any external forces. In the case of very thin plate (membrane) that doesn't resist bending we present several exact solutions for the axially-symmetric domains.


## 1 Introduction

The problem of plate buckling due to the presence of single dislocations of different types dates back to the work of Eshelby and Stroh [1]. Their study was continued in [2], with a single wedge disclination (removed or inserted sector in the terminology of [2]) being considered.

Later on Seung and Nelson [3] published a milestone paper on defects in crystalline membranes, where they generalized the continuum theory of dislocations to include buckling transition and solved exactly the disclination problem in the inextensional limit (Fig. 1). In order to do so, they used the Föppl-von Kármán plate model $[4,5]$ as was originally proposed in [1]. The work of Seung and Nelson is becoming more and more important in the contemporary graphene era.

[^13]Fig. 1 Buckling of a graphite membrane with a single positive disclination


The question if it really makes sense to include torsional and couple-stress components in the equilibrium equations as in [6-9] is still open. In this chapter we deal only with the geometrical side of the problem, assuming that the equilibrium equations are satisfied identically, which means the complete relaxation of stresses (zero-stress in the classical setting or some special stress states in the framework of more advanced theory [6-9]).

A rigorous mathematical analysis of the Föppl-von Kármán plates containing incompatible strains was performed in [10]. An application of residual stresses in the Föppl-von Kármán plate to the problem of morphogenesis and biological growth was initiated in [11]. In [12] the Föppl-von Kármán model was applied to study fingerprint patterns as the result of a buckling instability in the basal cell layer of the fetal epidermis.

For modern applications of controllable buckling to thin-film electronics and residual stress measurement, see [13-16]. The strain-induced effects in the electronic structure of graphene are of great importance for the strain engineering. The buckling mechanism has been expected to be a new way to fabricate microscale devices or operate microstuctures.

The chapter is organized as follows. In Sect. 2 we present a planar nonlinear continuum theory of dislocations and disclinations following [17, 18]. In Sect. 3 we explain the buckling process in a nonlinear plate. In general, the problem can be reduced to a system of nonlinear partial differential equations with respect to the transverse deflection of the plate and the embedded metrics coefficients. In Sect. 4 we find explicitly the buckled form of nonlinear membrane with distributed edge dislocations using for this purpose the incompatibility conditions of the first order. In Sect. 5 we discuss in details the problem related to buckling of a membrane containing distributed wedge disclinations, which leads to the Monge-Ampère equation with a non-trivial right hand side. In Sect. 6 we draw some conclusions and give perspectives for the future work.

In the whole chapter we employ a version of tensor analysis used, for example, in [19, 20], where the first index always indicates differentiation, that allows to perform lengthy calculations.

## 2 Planar Nonlinear Continuum Theory of Dislocations and Disclinations

The mathematical theory of dislocations appeared for the first time in the work of Volterra [21]. He analyzed the behavior of linear elasticity solutions in multiply connected domains.

The continuum theory of translational dislocations was initiated mainly by the works of Kondo [22], Bilby et al. [23], and Kröner [24]. It is based on the notion of the elastic body as a differential-geometric manifold with definite properties. Modern expositions on continuum theory of dislocations in the framework of multiplicative elastoplasticity can be found in [25-27].

Later on [20,28] there appeared the continuum theory of disclinations (rotational dislocations). Continuous distribution of disclinations in 3D is hampered by the fact of non-commutativity of finite rotations. In [29] continuum theory of disclinations was applied to model phase transformations.

Let $\omega$ be a 2D domain, $\mathbf{r}$ and $\mathbf{R}$ be the planar position vectors in the reference and actual configurations respectively, $\mathbf{F}=\nabla \mathbf{R}=\mathbf{r}^{\alpha} \mathbf{R}_{\alpha}$ be the planar deformation gradient (distortion tensor). $\nabla=\mathbf{r}^{\alpha}\left(\partial / \partial q^{\alpha}\right)$ is the two-dimensional gradient operator with respect to some curvilinear coordinates $q^{1}, q^{2}$ in the reference configuration. Here and below the Greek indices take the values 1,2. Consider the problem of determining the position $\mathbf{R}(\mathbf{r})$ by a given smooth and single valued field of $\mathbf{F}$. In a simply connected domain the solution may be written in terms of line integrals

$$
\begin{equation*}
\mathbf{R}(\mathcal{M})=\int_{\mathcal{M}_{0}}^{\mathcal{M}} \mathrm{d} \mathbf{r} \cdot \mathbf{F}+\mathbf{R}\left(\mathcal{M}_{0}\right) \tag{1}
\end{equation*}
$$

The integral in (1) does not depend on the path of integration connecting an initial point $\mathcal{M}_{0}$ with a final point $\mathcal{M}$ iff the following compatibility condition (of the first order) is fulfilled

$$
\begin{equation*}
\nabla \cdot(\mathbf{e} \cdot \mathbf{F})=0 \tag{2}
\end{equation*}
$$

Here, $\mathbf{e}=e_{\alpha \beta} \mathbf{r}^{\alpha} \mathbf{r}^{\beta}$ is the 2D permutation tensor.
In the case of multiply connected domain (Fig. 2) the position vector in (1) is determined, in general, not uniquely, which means that dislocations of translational type can exist in the body, each of these is characterized by the Burgers vector

$$
\begin{equation*}
\mathbf{b}_{\mathrm{N}}=\oint_{\gamma_{\mathrm{N}}} \mathrm{~d} \mathbf{r} \cdot \mathbf{F} \quad\left(\mathrm{~N}=1,2, \ldots, \mathrm{~N}_{0}\right) . \tag{3}
\end{equation*}
$$

Here, $\gamma_{\mathrm{N}}$ is a simple closed contour (the Burgers circuit) around the axis of the Nth dislocation. The total Burgers vector of a discrete set of $\mathrm{N}_{0}$ dislocations is given by


Fig. 2 Integration in a multiply connected domain

$$
\begin{equation*}
\mathbf{B}=\oint_{\gamma_{0}} \mathrm{~d} \mathbf{r} \cdot \mathbf{F}, \tag{4}
\end{equation*}
$$

where $\gamma_{0}$ is a contour enclosing the lines of all $\mathrm{N}_{0}$ dislocations.
In the case of plane deformation, only edge dislocations are possible and their axes are orthogonal to the plane $q^{1} q^{2}$.

The discrete set of dislocations can be replaced by a continuous one if we again consider the domain $\omega$ as simply connected and allow the space inside the dislocation hole shrink to zero along with multiplication the number of dislocations. Then, the integral in (4) may be transformed using the Green formula

$$
\begin{equation*}
\mathbf{B}=\iint_{\omega_{0}} \nabla \cdot(\mathbf{e} \cdot \mathbf{F}) \mathrm{ds} . \tag{5}
\end{equation*}
$$

Here, $\omega_{0}$ is a planar domain bounded by the contour $\gamma_{0}$.
Relationship (5) makes it possible to introduce the density of continuously distributed edge dislocations $\boldsymbol{\alpha}$ (a vectorial quantity in 2D).

$$
\begin{equation*}
\mathbf{B}=\iint_{\omega_{0}} \alpha \mathrm{ds} \tag{6}
\end{equation*}
$$

It means that the compatibility condition (2) is now replaced by

$$
\begin{equation*}
\nabla \cdot(\mathbf{e} \cdot \mathbf{F})=\boldsymbol{\alpha} \tag{7}
\end{equation*}
$$

Equation (7) may be treated as the incompatibility condition of the first order. In Cartesian coordinates $q^{1}=x_{1}, q^{2}=x_{2}$ it has, for example, the following form

$$
\begin{equation*}
\frac{\partial F_{21}}{\partial x_{1}}-\frac{\partial F_{11}}{\partial x_{2}}=\alpha_{1}, \quad \frac{\partial F_{22}}{\partial x_{1}}-\frac{\partial F_{12}}{\partial x_{2}}=\alpha_{2} . \tag{8}
\end{equation*}
$$

Let us now introduce the metric tensor of the deformed configuration $\mathbf{G}$ and the connection coefficients $\Gamma_{\alpha \beta}^{\nu}$ making use of the formulae

$$
\begin{align*}
\mathbf{G} & =\mathbf{F} \cdot \mathbf{F}^{\top}=G_{\alpha \beta} \mathbf{r}^{\alpha} \mathbf{r}^{\beta}=G^{\alpha \beta} \mathbf{r}_{\alpha} \mathbf{r}_{\beta},  \tag{9}\\
\frac{\partial \mathbf{R}_{\beta}}{\partial \mathbf{q}^{\alpha}} & =\Gamma_{\alpha \beta}^{v} \mathbf{R}_{v}, \quad \frac{\partial \mathbf{R}^{\beta}}{\partial q^{\alpha}}=-\Gamma_{\alpha v}^{\beta} \mathbf{R}^{v} . \tag{10}
\end{align*}
$$

From (9), (10) it follows that Ricci's lemma holds

$$
\begin{equation*}
\nabla_{\mu} G_{\alpha \beta}=\frac{\partial G_{\alpha \beta}}{\partial q^{\mu}}-\Gamma_{\mu \alpha}^{\nu} G_{\nu \beta}-\Gamma_{\mu \beta}^{\nu} G_{\alpha v}=0 . \tag{11}
\end{equation*}
$$

Here, $\nabla_{\mu}$ is the covariant derivative with respect to $\Gamma_{\alpha \beta}^{\nu}$.
The formulae (9)-(11) give us possibility to interprete the deformed configuration of an elastic body with dislocations as a metrically connected space $\mathcal{V}_{2}$ [30].

Incompatibilty equation (7) now reads as

$$
\begin{equation*}
S_{\alpha \beta}^{\cdot v}=\frac{1}{2} e_{\alpha \beta} \alpha^{\nu}, \tag{12}
\end{equation*}
$$

where $S_{\alpha \beta}^{\sim \gamma}$ is the torsion tensor of É. Cartan [31]

$$
\begin{equation*}
S_{\alpha \beta}^{\bullet \sim}=\Gamma_{[\alpha \beta]}^{v}=\frac{1}{2}\left(\Gamma_{\alpha \beta}^{\nu}-\Gamma_{\beta \alpha}^{v}\right) . \tag{13}
\end{equation*}
$$

Let us consider the problem of specification the distortion $\mathbf{F}$ with the metric tensor $\mathbf{G}$ and the dislocation density vector $\boldsymbol{\alpha}$ being given. We use for this purpose the polar decomposition of $\mathbf{F}$

$$
\begin{equation*}
\mathbf{F}=\mathbf{U} \cdot \mathbf{A}, \quad \mathbf{U}=\mathbf{G}^{1 / 2}, \tag{14}
\end{equation*}
$$

where $\mathbf{U}$ is the left stretch tensor (symmetric, positive-definite), $\mathbf{A}$ is the rotation tensor (properly orthogonal).

Under conditions of plane deformation $\mathbf{A}$ has the following representation

$$
\begin{equation*}
\mathbf{A}=\left(\mathbf{E}-\mathbf{i}_{3} \mathbf{i}_{3}\right) \cos \chi+\mathbf{e} \sin \chi+\mathbf{i}_{3} \mathbf{i}_{3}, \tag{15}
\end{equation*}
$$

where $\mathbf{E}$ denotes the 3D identity tensor. Equation(15) means that the fibers rotate around the axis of $\mathbf{i}_{3}$, orthogonal to the plane $q^{1} q^{2}$, and $\chi$ is the angle of rotation. According to $[17,18] \chi$ satisfies the following equation

$$
\begin{align*}
\nabla \chi & =\psi, \quad \psi=I_{2}^{-1 / 2}\left[\mathbf{U} \cdot(\nabla \cdot \mathbf{e} \cdot \mathbf{U})-\boldsymbol{\alpha}_{0} \cdot \mathbf{G}\right]  \tag{16}\\
\mathrm{I}_{2} & =\operatorname{det} \mathbf{U}=\frac{1}{2}\left(\operatorname{tr}^{2} \mathbf{G}-\operatorname{tr}^{2}\right), \quad \boldsymbol{\alpha}_{0}=\alpha^{\mu} \mathbf{r}_{\mu}
\end{align*}
$$

Once again, the solution to (16) may be given in terms of line integrals

$$
\begin{equation*}
\chi(\mathcal{M})=\int_{\mathcal{M}_{0}}^{\mathcal{M}} \psi \cdot \mathrm{d} \mathbf{r}+\chi\left(\mathcal{M}_{0}\right) \tag{17}
\end{equation*}
$$

The integral in (17) does not depend on the path (in a simply connected domain) iff

$$
\begin{equation*}
\nabla \cdot\left[\mathrm{I}_{2}^{-1 / 2} \mathbf{e} \cdot \mathbf{U} \cdot(\nabla \cdot \mathbf{e} \cdot \mathbf{U})\right]-\nabla \cdot\left(\mathrm{I}_{2}^{-1 / 2} \mathbf{e} \cdot \mathbf{G} \cdot \boldsymbol{\alpha}_{0}\right)=0 \tag{18}
\end{equation*}
$$

Geometrically (18) is equivalent to the demand that the Gaussian curvature $R$ of the Riemann-Cartan manifold $\mathcal{V}_{2}$ should vanish.

In a multiply connected domain (17) provides a single valued solution $\chi$ only up to a cyclic integral defined by

$$
\begin{equation*}
\theta_{M}=\oint_{\gamma_{M}} \psi \cdot \mathrm{~d} \mathbf{r} \tag{19}
\end{equation*}
$$

The quantity $\theta_{M}$ is called the Frank vector of Mth disclination. In the case of plane deformation only wedge disclinations are possible.

The total Frank vector of a set of $M_{0}$ disclinations

$$
\begin{equation*}
\Theta=\sum_{M=1}^{M_{0}} \oint_{\gamma_{M}} \psi \cdot \mathrm{~d} \mathbf{r}=\oint_{\gamma_{0}} \psi \cdot \mathrm{~d} \mathbf{r} \tag{20}
\end{equation*}
$$

can be transformed into a surface integral in the case of continuous distribution of these

$$
\begin{equation*}
\Theta=\iint_{\omega_{0}} \nabla \cdot(\mathbf{e} \cdot \psi) \mathrm{d} \sigma . \tag{21}
\end{equation*}
$$

Formula (21) serves as a definition for the density of wedge disclinations $\beta$

$$
\begin{equation*}
\Theta=\iint_{\omega_{0}} \beta d \sigma \tag{22}
\end{equation*}
$$

The disclination density (a scalar quantity in 2D) satisfies the incompatibility condition of the second order

$$
\begin{equation*}
\nabla \cdot(\mathbf{e} \cdot \boldsymbol{\psi})=\beta \tag{23}
\end{equation*}
$$

or

$$
\begin{equation*}
\nabla \cdot\left[\mathrm{I}_{2}^{-1 / 2} \mathbf{e} \cdot \mathbf{U} \cdot(\nabla \cdot \mathbf{e} \cdot \mathbf{U})\right]-\nabla \cdot\left(\mathrm{I}_{2}^{-1 / 2} \mathbf{e} \cdot \mathbf{G} \cdot \boldsymbol{\alpha}_{0}\right)=\beta . \tag{24}
\end{equation*}
$$

Geometrically (24) means that in the presence of distributed dislinations the Gaussian curvature $R$ is proportional to the density of wedge disclinations

$$
\begin{equation*}
\mathrm{R}=\mathrm{I}_{2}^{-1 / 2} \beta . \tag{25}
\end{equation*}
$$

In the linear elasticity this fact is known [20, 32] in the form

$$
\begin{equation*}
\mathbf{i}_{3} \cdot \operatorname{Ink} \boldsymbol{\varepsilon} \cdot \mathbf{i}_{3}=\nabla \cdot \mathbf{e} \cdot \alpha+\beta \tag{26}
\end{equation*}
$$

or in Cartesian coordinates

$$
\begin{equation*}
\frac{\partial^{2} \varepsilon_{11}}{\partial x_{2}^{2}}+\frac{\partial^{2} \varepsilon_{22}}{\partial x_{1}^{2}}-2 \frac{\partial^{2} \varepsilon_{12}}{\partial x_{1} \partial x_{2}}=\frac{\partial \alpha_{2}}{\partial x_{1}}-\frac{\partial \alpha_{1}}{\partial x_{2}}+\beta \tag{27}
\end{equation*}
$$

Here, $\varepsilon_{\alpha \beta}$ are the components of the linear strain tensor $\mathcal{\varepsilon}$, Ink $\varepsilon=\nabla \times(\nabla \times \varepsilon)^{\top}$ is the incompatibility tensor.

## 3 Escape in the Third Dimension

The stresses due to distributed defects in the case of plane deformation of nonlinearly elastic material were found in [18]. The particular advantage of slender bodies makes it possible to consider relaxation of stresses by the escape in the third dimension (Fig. 3).

Here $w$ is used to denote the transverse deflection of the plate. Then

$$
\begin{equation*}
\mathbf{R}^{*}=\mathbf{R}+w \mathbf{i}_{3}, \tag{28}
\end{equation*}
$$

and

Fig. 3 Buckling of the plate due to the relaxation process


$$
\begin{equation*}
\mathbf{G}^{*}=\nabla \mathbf{R}^{*} \cdot \nabla \mathbf{R}^{* \top}=\nabla \mathbf{R} \cdot \nabla \mathbf{R}^{\top}+\nabla w \nabla w=\mathbf{G}+\nabla w \nabla w . \tag{29}
\end{equation*}
$$

From (29) we have

$$
\begin{equation*}
\mathbf{G}=\mathbf{G}^{*}-\nabla w \nabla w \tag{30}
\end{equation*}
$$

Substituting now (30) into (24) written in terms of the embedded metric coefficients $\mathrm{G}_{\alpha \beta}^{*}$ and the transverse deflection $w$ we get a general form of geometrical equation that determine the bent form of the plate. It is quite lengthy and will not be presented here. In Sect. 5 a particular case of nonlinear membrane with distributed wedge disclinations will be studied in details.

## 4 Buckling of a Flat Membrane with Distributed Dislocations

The interesting fact about dislocations is that it is possible to solve problems directly appealing to the first order incompatibility condition (7). Mathematically it means that, when the disclination density vanishes, the incompatibility condition of the first order (7) may be considered in a way as a first integral for the incompatibility condition of the second order (24).

Let us introduce the polar coordinates $r, \varphi$ and the corresponding vector basis $\mathbf{e}_{\mathrm{r}}, \mathbf{e}_{\varphi}$ in the plane of a circular membrane of radius $\mathrm{r}_{0}$ and assume that the edge dislocations are distributed with the density $\alpha_{0}=\alpha_{\varphi}(\mathrm{r}) \mathbf{e}_{\varphi}$, which contains only the azimuthal component. The distortion tensor will be sought in the form that corresponds to the axisymmetric bending of the membrane [33]

$$
\begin{equation*}
\mathbf{F}=F_{1}(r) \mathbf{e}_{r} \mathbf{e}_{\mathrm{r}}+\mathrm{F}_{2}(\mathrm{r}) \mathbf{e}_{\varphi} \mathbf{e}_{\varphi}+\mathrm{F}_{3}(\mathrm{r}) \mathbf{e}_{\mathrm{r}} \mathbf{i}_{3} \tag{31}
\end{equation*}
$$

The incompatibility condition of the first order (7) reads then as

$$
\begin{equation*}
\frac{d F_{2}}{d r}+\frac{F_{2}-F_{1}}{r}=\alpha_{\varphi}(r) \tag{32}
\end{equation*}
$$

This equation has the following solution (under the condition $\mathbf{F} \cdot \mathbf{F}^{\top}=\mathbf{E}$ )

$$
\begin{equation*}
F_{1}=\cos \eta(r), \quad F_{2}=1, \quad F_{3}=-\sin \eta(r), \tag{33}
\end{equation*}
$$

where $\eta(r)$ satisfies

$$
\begin{equation*}
\cos \eta(r)=1-r \alpha_{\varphi}(r) \tag{34}
\end{equation*}
$$

Solution (33) describes the membrane buckling which results in the release of residual stresses caused by dislocations. Although there is no displacement field with the distributed dislocations in the general case, in this special case, when $\boldsymbol{\alpha} \cdot \mathbf{i}_{3}=0$,

Fig. 4 Buckling of a membrane with distributed disclocations

it is possible to find the normal membrane deflection $w=\mathbf{R}^{*} \cdot \mathbf{i}_{3}$ from the relation $\mathbf{F}^{*} \cdot \mathbf{i}_{3}=\nabla \mathbf{R}^{*} \cdot \mathbf{i}_{3}$. Using (33) and taking that $w\left(r_{0}\right)=0$, we get

$$
\begin{equation*}
w(r)=\int_{r}^{r_{0}} \sqrt{2 \rho \alpha_{\varphi}(\rho)-\rho^{2} \alpha_{\varphi}^{2}(\rho)} d \rho . \tag{35}
\end{equation*}
$$

If $\alpha_{\varphi}(r)=\alpha$ is a constant function, then (35) gives the following exact solution

$$
\begin{equation*}
w(r)=\frac{1}{2 \alpha}\left[(1-\alpha r) \sqrt{2 \alpha r-\alpha^{2} r^{2}}-\arcsin (\alpha r-1)\right]+C, \tag{36}
\end{equation*}
$$

where $C$ corresponds to the boundary condition $w\left(r_{0}\right)=0$. The buckled form of the membrane is presented in Fig. 4.

## 5 Buckling of a Flat Membrane with Distributed Disclinations

Substituting (30) into (24) and assuming $\boldsymbol{\alpha}_{0}=0$ we obtain the following equation in the membrane limit (when $\mathbf{G}$ equals the 2D identity tensor)

$$
\begin{gather*}
{[w, w]=\left[1-(\nabla w)^{2}\right]^{\frac{3}{2}} \beta}  \tag{37}\\
{[w, w]=(\Delta w)^{2}-\operatorname{tr}(\nabla \nabla w \cdot \nabla \nabla w) .} \tag{38}
\end{gather*}
$$

Here, $[w, w]$ is the Monge-Ampère operator. In Cartesian coordinates $x_{1}, x_{2}$ it has a usual representation

$$
[w, w]=\frac{\partial^{2} w}{\partial x_{1}^{2}} \frac{\partial^{2} w}{\partial x_{2}^{2}}-\left(\frac{\partial^{2} w}{\partial x_{1} \partial x_{2}}\right)^{2} .
$$

In the case of the Föppl-von Kármán theory [3, 34] we have in the membrane limit ${ }^{1}$

$$
\begin{equation*}
[w, w]=\beta . \tag{39}
\end{equation*}
$$

[^14]
(b)


Fig. 5 a Positive disclinations; b Negative disclinations

This type of equation according to the general theory [35] gives no direct way of taking into account negative $\beta$.

Let the domain occupied by the plate, the distribution of wedge disclinations $\beta$ and the transverse deflection $w$ be axially-symmetric. Then Eq.(37) admits exact integration. We assume in addition the usual zero-slope condition in the center of the membrane: $\left.w^{\prime}(\mathrm{r})\right|_{\mathrm{r}=0}=0$.

Under such conditions for a constant positive $\beta$ we obtain

$$
\begin{equation*}
w(r)=\frac{1}{\beta} \sqrt{\beta^{2} r^{2}+4 \beta}-\frac{1}{\sqrt{2 \beta}} \log \left|\frac{\sqrt{2 \beta}+\sqrt{\beta^{2} r^{2}+4 \beta}}{\sqrt{2 \beta}-\sqrt{\beta^{2} r^{2}+4 \beta}}\right|-C, \tag{40}
\end{equation*}
$$

whereas for a constant negative $\beta$

$$
\begin{equation*}
w(r)=\frac{1}{\beta} \sqrt{\beta^{2} r^{2}+4 \beta}+\frac{1}{\sqrt{-2 \beta}} \arctan \frac{\sqrt{\beta^{2} r^{2}+4 \beta}}{\sqrt{-2 \beta}}-C, \tag{41}
\end{equation*}
$$

the constant $C$ in both cases is furnished by vanishing $\mathcal{w}(r)$ on the outer radius $r=r_{0}$ of the plate.

For negative $\beta$ the solution exists only in some part of the circular disk, where $r \geqslant \sqrt{-4 / \beta}$ (Fig. 5). The reason lies deeply in the topology of surfaces with negative Gaussian curvature. Being fixed on the outer radius the circular membrane can't be anymore a simply connected surface with everywhere negative Gaussian curvature (like a saddle point surface).

## 6 Conclusions

In the present chapter we gave some theoretical background and presented a few exact solutions for the buckling problem of a thin nonlinear plate containing continuously distributed fields of edge dislocations and wedge disclinations. As a particular application we have chosen the membrane model, because it allows to explore the geometrical side of the problem. The difficult challenge that still remains is to find
how non-axially-symmetric buckled regimes appear. The first attempt was done in [36] for the case of a single negative disclination. In the case of the Föppl-von Kármán plate model a rigorous stability analysis of the influence of distributed disclinations was performed numerically in [37].

It is interesting also to take into account couple-stress and strain gradient effects. For this purpose one can use, for example, a nonlinear model from [38], where a simple version of strain gradient elasticity, proposed in [39], was combined with the Föppl-von Kármán approach.
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# Material Symmetry Group and Consistently Reduced Constitutive Equations of the Elastic Cosserat Continuum 

Victor A. Eremeyev and Wojciech Pietraszkiewicz


#### Abstract

We discuss the material symmetry group of the polar-elastic continuum and related consistently simplified constitutive equations. Following [1] we extent the definition of the group proposed by Eringen and Kafadar [2] by taking into account the microstructure curvature tensor as well as different transformation properties of polar and axial tensors. Our material symmetry group consists of ordered triples of tensors which make the strain energy density of the polar-elastic continuum invariant under change of the reference placement. Within the polar-elastic solids we discuss the isotropic, hemitropic, orthotropic, transversely isotropic and cubic-symmetric materials and give explicitly the consistently reduced representations of the strain energy density.


## 1 Introduction

Mechanics of Micropolar Continua (also called Cosserat Continua or Polar Continua) was first summarized in 1909 by the Cosserat brothers in their centurial book [3] but without consideration of the constitutive equations. In the books by Eringen [4, 5],

[^15]Nowacki [6] and Eremeyev et al. [7] various constitutive equations of the micropolar elastic continuum were considered and widely discussed. The Cosserat continuum model is frequently used for description of complex media such as composites, foams, cellular solids, lattices, masonries, particle assemblies, magnetic rheological fluids, liquid crystals, etc. For characterizations of material behaviour of micropolar continua a great role plays the material symmetry group. The group for the nonlinear micropolar continuum was first characterized by Eringen and Kafadar [2]. They discussed all density-preserving deformations and all microrotations of the reference placement of the micropolar continuum that cannot be experimentally detected. In terms of members of the group definitions of the simple micropolar solid and the simple micropolar fluid were given.

In [1] we extended the definition of the material symmetry group proposed by Eringen and Kafadar [2]. We considered the polar-elastic material characterized by the strain energy density $W$ and introduced the following modifications:

1. At each material point the strain energy density $W$, satisfying the principle of material frame-indifference, depends explicitly not only on the natural Lagrangian stretch $\mathbf{E}$ and wryness $\Gamma$ tensors, but additionally upon the microstructure curvature tensor $\mathbf{B}$ of the undeformed placement as the parametric tensor. The necessity of using these three fields in $W$ was shown in [8]. The tensor $\mathbf{B}$ appears naturally during change of the reference placement. The case $\mathbf{B} \neq \mathbf{0}$ corresponds to non-uniform distribution of directors in the reference placement. In [2] the similar strain measures were used in $W$, but the referential mass density $\rho_{\varkappa}$ and the microinertia tensor $\mathbf{J}_{\varkappa}$ were introduced as the parametric quantities in $W$.
2. Considering invariance properties of $W$ we take into account that $\mathbf{E}$ is the polar tensor, but $\Gamma$ and $\mathbf{B}$ are the axial tensors which change their signs under inversion transformation (mirror reflection) of 3D space. Eringen and Kafadar [2] did not take into account that their $\Gamma$ was the axial tensor. As a result, difference between the orthogonal tensors and the proper orthogonal tensors considered as members of our material symmetry group leads to additional essential reduction of $W$.
3. Our material symmetry group $\mathcal{G}_{\varkappa}$ consists of the ordered triple of tensors: the unimodular $\mathbf{P}$, the orthogonal $\mathbf{R}$, and the second-order $\mathbf{L}$ one. These tensors appear from transformation of $\mathbf{E}, \Gamma$ and $\mathbf{B}$ under an arbitrary change of the reference placements of the micropolar body. The transformation properties of $\mathbf{B}$ are quite different from those of $\mathbf{J}_{\varkappa}$.
As a result of these modifications, the material symmetry group $\mathcal{G}_{\varkappa}$ in [1] does not coincide with the group introduced in [2].

In this paper we consider the consistently reduced constitutive equations of the non-linear anisotropic elastic micropolar solids. In addition to [1] we present the lists of additional joint invariants of $W$ describing the orthotropic and transversely isotropic micropolar solids.

## 2 Basic Relations of the Cosserat Continuum

Let the micropolar body $\mathcal{B}$ deform in the three-dimensional (3D) Euclidean physical space $\mathcal{E}$ which translation vector space is $E$. The finite deformation of the polar-elastic body $\mathcal{B}$ can be described by the mapping from the reference (undeformed) placement $\varkappa(\mathcal{B})=\mathrm{B}_{\varkappa} \subset \mathcal{E}$ to the actual (deformed) placement, $\gamma(\mathcal{B})=\mathrm{B}_{\gamma}=\chi\left(\mathrm{B}_{\varkappa}\right) \in \mathcal{E}$.

In $\varkappa(\mathcal{B})$ the position $x \in \mathcal{E}$ of the material particle $X \in \mathcal{B}$ is given by the vector $\mathbf{x} \in E$ relative to the origin $o \in \mathcal{E}$ of an inertial frame $\left(o, \mathbf{i}_{\mathfrak{a}}\right)$, where $\mathbf{i}_{\mathfrak{a}} \in E$, $a=1,2,3$, is a right-handed triple of orthonormal vectors. Orientation of $X \in \mathcal{B}$ in $E$ is fixed by the right-handed triple of orthonormal directors $\mathbf{h}_{\mathrm{a}} \in E$.

In $\gamma(\mathcal{B}), \chi=\gamma \circ \varkappa^{-1}$, the position $y \in B_{\varkappa}$ of the same material particle $X \in \mathcal{B}$ becomes defined by the vector $\mathbf{y} \in E$ taken here relative to the same origin $o \in \mathcal{E}$. The orientation of $X$ becomes fixed by the right-handed triple of orthonormal directors $\mathbf{d}_{\mathrm{a}} \in \mathrm{E}$.

As a result, the finite deformation of the polar-elastic body is described by the following two smooth mappings:

$$
\begin{equation*}
\mathbf{y}=\chi(\mathbf{x})=\mathbf{x}+\mathbf{u}(\mathbf{x}), \quad \mathbf{d}_{\mathfrak{a}}=\mathbf{Q}(\mathbf{x}) \mathbf{h}_{\mathfrak{a}}, \tag{1}
\end{equation*}
$$

where $\mathbf{u} \in E$ is the translation vector and $\mathbf{Q}=\mathbf{d}_{\mathrm{a}} \otimes \mathbf{h}_{\mathrm{a}} \in$ Orth $^{+}$is the proper orthogonal microrotation tensor, $\mathbf{Q}^{-1}=\mathbf{Q}^{\top}$, $\operatorname{det} \mathbf{Q}=+1$. Two independent fields $\mathbf{u}(\mathbf{x})$ and $\mathbf{Q}(\mathbf{x})$ describe translational and rotational degrees of freedom of the polarelastic continuum.

The natural Lagrangian relative stretch and wryness (or change of the microstructure orientation) tensors $\mathbf{E}$ and $\Gamma$ are defined according to [8] as

$$
\begin{equation*}
\mathbf{E}=\mathbf{Q}^{\top} \mathbf{F}-\mathbf{I}, \quad \Gamma=-\frac{1}{2} \mathrm{E}:\left(\mathbf{Q}^{\top} \operatorname{Grad} \mathbf{Q}\right) . \tag{2}
\end{equation*}
$$

Here $\mathbf{F}=\operatorname{Grad} \mathbf{y}, \operatorname{det} \mathbf{F}>0$, is the classical deformation gradient tensor taken relative to $B_{\varkappa}, \mathbf{I}$ is the identity (metric) tensor of the space $E, E=-\mathbf{I} \times \mathbf{I}$ is the 3rd-order skew permutation tensor with $\times$ the vector product, while the double dot product : of two 3rd-order tensors A, B represented in the base $\mathbf{h}_{\mathfrak{a}}$ is defined as $A: B=A_{a m n} B_{m n b} h_{a} \otimes h_{b}$.

The wryness tensor $\Gamma$ can also be expressed in the equivalent forms, see [8],

$$
\begin{equation*}
\Gamma=-\frac{1}{2} \mathbf{h}_{\mathfrak{a}} \times\left(\mathbf{h}_{\mathrm{a}} \mathbf{Q}^{\top} \operatorname{Grad} \mathbf{Q}\right)=\mathbf{Q}^{\top} \mathbf{C F}-\mathbf{B}, \tag{3}
\end{equation*}
$$

where $\mathbf{B}$ and $\mathbf{C}$ are the respective microstructure curvature tensors of the polar continuum in the reference and actual placements defined by

$$
\begin{equation*}
\mathbf{B}=\frac{1}{2} \mathbf{h}_{\mathrm{a}} \times \operatorname{Grad} \mathbf{h}_{\mathrm{a}}, \quad \mathbf{C}=\frac{1}{2} \mathbf{d}_{\mathrm{a}} \times \operatorname{grad} \mathbf{d}_{\mathrm{a}} \tag{4}
\end{equation*}
$$

with the operator gradbeing taken in the deformed placement $\mathrm{B}_{\gamma}$.

In what follows $\mathbf{B}$ and $\mathbf{C}$ play an important role because they characterize the nonuniform distribution of directors $\mathbf{h}_{\mathrm{a}}$ and $\mathbf{d}_{\mathrm{a}}$ in the reference and actual placements, respectively. In particular, if $\mathbf{h}_{\mathfrak{a}}$ are constant in space then $\mathbf{B}=\mathbf{0}$. Tensors $\mathbf{B}$ and $\mathbf{C}$ can be used instead of $\mathbf{h}_{\mathfrak{a}}$ and $\mathbf{d}_{\mathfrak{a}}$ as primary quantities. Indeed, $\mathbf{h}_{\mathfrak{a}}$ and $\mathbf{d}_{\mathfrak{a}}$ can be found from $\mathbf{B}$ and $\mathbf{C}$, respectively, if some compatibility conditions in terms of $\mathbf{B}$ and $\mathbf{C}$ are fulfilled. The compatibility condition for $\mathbf{B}$ follows from

$$
\begin{equation*}
\mathbf{b}_{\mathrm{k}, \mathrm{~s}}=\mathbf{b}_{\mathrm{s}, \mathrm{k}}+\mathbf{b}_{\mathrm{s}} \times \mathbf{b}_{\mathrm{k}}, \tag{5}
\end{equation*}
$$

where $\mathbf{b}_{\mathrm{k}}=\mathbf{B i}_{\mathrm{k}}$, and indices after comma denote differentiation with respect to Cartesian coordinates in the reference placement $x_{1}, x_{2}, \chi_{3}$, for example $\mathbf{b}_{s, k}=\frac{\partial \mathbf{b}_{s}}{\partial x_{k}}$. The compatibility condition for $\mathbf{C}$ follows from the relation similar to (5) but the vectors $\mathbf{c}_{k}=\mathbf{C i}_{k}$ are differentiated with respect to Cartesian coordinates in the actual placement $y_{s}$.

The material behaviour of the micropolar (hyper)elastic continuum is described by the strain energy density $W_{\varkappa}$ per unit volume of the undeformed placement $\mathrm{B}_{\varkappa}$. The density $W_{\varkappa}$ satisfying the principle of material frame-indifference takes the reduced form

$$
\begin{equation*}
W_{\varkappa}=\widehat{W}_{\varkappa}(\mathbf{E}, \Gamma ; \mathbf{x}, \mathbf{B}) . \tag{6}
\end{equation*}
$$

We call the polar-elastic continuum homogeneous if there exists a reference placement $B_{\varkappa}$ such that $W_{\varkappa}$ does not depend on $\mathbf{x}$ and materially uniform if $W_{\varkappa}$ does not depend on $\mathbf{B}$ or $\mathbf{B} \equiv \mathbf{0}$.

Definition of the material symmetry group is based on invariance of $W_{\varkappa}$ under change of the reference placement. Let us introduce another reference placement $\varkappa_{*}(\mathcal{B})=B_{*} \in \mathcal{E}$ of $\mathcal{B}$, in which the position $x_{*} \in B_{*}$ of $X \in \mathcal{B}$ is given by the vector $\mathbf{x}_{*}$ relative to the same origin $o \in \mathcal{E}$ and its orientation is fixed by three orthonormal directors $\mathbf{h}_{* \mathbf{a}}$. Let $\mathbf{P}=\operatorname{Grad} \mathbf{x}_{*}$, $\operatorname{det} \mathbf{P} \neq 0$, be the deformation gradient tensor transforming $\mathrm{d} \mathbf{x}$ into $\mathrm{d} \mathbf{x}_{*}$, and $\mathbf{R} \in$ Orth be the orthogonal tensor transforming $\mathbf{h}_{\mathrm{a}}$ into $\mathbf{h}_{* \mathrm{a}}$, so that

$$
\begin{equation*}
\mathrm{d} \mathbf{x}_{*}=\mathbf{P d} \mathbf{x}, \quad \mathbf{h}_{* \mathrm{a}}=\mathbf{R} \mathbf{h}_{\mathrm{a}} . \tag{7}
\end{equation*}
$$

In what follows all fields associated with deformation relative to the reference placement $B_{*}$ will be marked by the lower index $*$. We obtain the following transformation relations, see [1] for details:

$$
\begin{gather*}
\mathbf{F}=\mathbf{F}_{*} \mathbf{P}, \quad \mathbf{Q}=\mathbf{Q}_{*} \mathbf{R},  \tag{8}\\
\mathbf{E}_{*}=\mathbf{Q}_{*}^{\top} \mathbf{F}_{*}-\mathbf{I}=\mathbf{R} \mathbf{E} \mathbf{P}^{-1}+\mathbf{R} \mathbf{P}^{-1}-\mathbf{I} \\
=\mathbf{R}(\mathbf{E}+\mathbf{I}) \mathbf{P}^{-1}-\mathbf{I},  \tag{9}\\
\mathbf{B}_{*}=(\operatorname{det} \mathbf{R}) \mathbf{R} \mathbf{B} \mathbf{P}^{-1}-\mathbf{L}, \quad \Gamma_{*}=(\operatorname{det} \mathbf{R}) \mathbf{R} \Gamma \mathbf{P}^{-1}+\mathbf{L}, \tag{10}
\end{gather*}
$$

where

$$
\begin{equation*}
\mathbf{L}=\mathbf{R} \mathbf{Z} \mathbf{P}^{-1}, \quad \mathbf{Z}=-\frac{1}{2} E:\left(\mathbf{R} \operatorname{Grad} \mathbf{R}^{\mathbf{T}}\right) \tag{11}
\end{equation*}
$$

Let us note that the form of elastic strain energy density $W_{\varkappa}$ of the micropolar body at any particle $X \in \mathcal{B}$ depends upon the choice of the reference placement, in general. Particularly important are sets of reference placements which leave unchanged the form of the energy density. Transformations of the reference placement under which the energy density remains unchanged we call here invariant transformations. Knowledge of all such invariant transformations allows one to precisely define the fluid, the solid, the liquid crystal or the subfluid as well as to introduce notions of isotropic or anisotropic hyper-elastic continua. Similar approach is used in classical continuum mechanics and in non-linear elasticity in [9, 10].

The elastic strain energy density $W_{*}$ relative to the changed reference placement $B_{*}$ depends in each point $x_{*} \in B_{\star}$ on the stretch tensor $\mathbf{E}_{*}$, the wryness tensor $\Gamma_{*}$, and also upon the structure curvature tensor $\mathbf{B}_{*}$. This dependence may, in general, be different than that of $W_{\varkappa}(\mathbf{E}, \Gamma ; \mathbf{x}, \mathbf{B})$. However, the strain energy of any part of the polar-elastic continuum should be conserved, so that

$$
\begin{equation*}
\int_{P_{\varkappa}} W_{\varkappa} d v_{\varkappa}=\int_{P_{*}} W_{*} d v_{*} \tag{12}
\end{equation*}
$$

for any part of the micropolar body $\mathrm{P}_{\varkappa} \subset \mathrm{B}_{\varkappa}$ corresponding to $\mathrm{P}_{*} \subset \mathrm{~B}_{*}$, because the functions $W_{\varkappa}$ and $W_{*}$ describe the strain energy density of the same deformed state of $\mathrm{P}_{\gamma} \subset \mathrm{B}_{\gamma}=\chi\left(\mathrm{P}_{\varkappa}\right)=\chi_{*}\left(\mathrm{P}_{*}\right)$, where $\chi_{*}$ is the deformation function from $B_{*}$ to $B_{\gamma}$.

Changing variables $\mathbf{x}_{*} \rightarrow \mathbf{x}$ in the right-hand side integral of (12) we obtain

$$
\int_{\mathrm{P}_{*}} W_{*}\left[\mathbf{E}_{*}\left(\mathbf{x}_{*}\right), \Gamma_{*}\left(\mathbf{x}_{*}\right) ; \mathbf{x}_{*}, \mathbf{B}_{*}\left(\mathbf{x}_{*}\right)\right] \mathrm{d} v_{*}=\int_{\mathrm{P}_{\varkappa}}|\operatorname{det} \mathbf{P}| W_{*}\left[\mathbf{E}_{*}(\mathbf{x}), \Gamma_{*}(\mathbf{x}) ; \mathbf{x}, \mathbf{B}_{*}(\mathbf{x})\right] \mathrm{d} v_{\varkappa} .
$$

Thus, from (12) it follows that $W_{*}$ and $W_{\varkappa}$ are related by

$$
|\operatorname{det} \mathbf{P}| W_{*}\left(\mathbf{E}_{*}, \Gamma_{*} ; \mathbf{x}, \mathbf{B}_{*}\right)=W_{\varkappa}(\mathbf{E}, \Gamma ; \mathbf{x}, \mathbf{B}) .
$$

Here $\mathbf{E}_{*}, \boldsymbol{\Gamma}_{*}$, and $\mathbf{B}_{*}$ are expressed as in (9) and (10).
From physical reasons invariant transformations of the reference placement should preserve the elementary volume of $\mathrm{B}_{\varkappa}$. Hence, the tensor $\mathbf{P}$ should belong to the unimodular group for which $|\operatorname{det} \mathbf{P}|=1$.

The assumption that the constitutive relation is insensitive to the change of the reference placement means that the explicit forms of the strain energy densities $W_{\varkappa}$ and $W_{*}$ should coincide, that is

$$
W_{\varkappa}(\mathbf{E}, \Gamma ; \mathbf{x}, \mathbf{B})=W_{\varkappa}\left(\mathbf{E}_{*}, \Gamma_{*} ; \mathbf{x}, \mathbf{B}_{*}\right) .
$$

In other words, this means that one may use the same function for the strain energy density independently on the choice of $\mathrm{B}_{\varkappa}$ or $\mathrm{B}_{*}$, but with different expressions for stretch and wryness tensors as well as for the microstructure curvature tensor. In what follows we not always explicitly indicate that all the functions depend also on the position vector $\mathbf{x}$ and $W$ is taken relative to the undeformed placement $\mathrm{B}_{\varkappa}$.

Using (9) and (10) we obtain the following invariance requirement for $W$ under change of the reference placement:

$$
\begin{equation*}
W(\mathbf{E}, \Gamma ; \mathbf{B})=W\left[\mathbf{R E} \mathbf{P}^{-1}+\mathbf{R} \mathbf{P}^{-1}-\mathbf{I},(\operatorname{det} \mathbf{R}) \mathbf{R} \Gamma \mathbf{P}^{-1}+\mathbf{L} ;(\operatorname{det} \mathbf{R}) \mathbf{R} \mathbf{B} \mathbf{P}^{-1}-\mathbf{L}\right] . \tag{13}
\end{equation*}
$$

The relation (13) holds locally, i.e. it should be satisfied at any $x$ and $\mathbf{B}$, and the tensors $\mathbf{P}, \mathbf{R}, \mathbf{L}$ are treated as independent here. As a result, the local invariance of $W$ under change of the reference placement is described by the triple of tensors $(\mathbf{P}, \mathbf{R}, \mathbf{L})$.

In what follows we use the following nomenclature:
Orth $=\left\{\mathbf{O}: \mathbf{O}^{-1}=\mathbf{O}^{\top}, \operatorname{det} \mathbf{O}= \pm 1\right\}$-the group of orthogonal tensors;
Orth $^{+}=\{\mathbf{O}: \mathbf{O} \in$ Orth, $\quad \operatorname{det} \mathbf{O}=1\}$-the group of rotation tensors;
Unim $=\{\mathbf{P}: \mathbf{P} \in \mathrm{E} \otimes \mathrm{E}, \quad \operatorname{det} \mathbf{P}= \pm 1\}$-the unimodular group;
Lin $=\{\mathbf{L} \in \mathrm{E} \otimes \mathrm{E}\}$-the linear group.
Here Orth and Unim are groups with regard to multiplication, and Lin is the group with regard to addition.

## 3 Definition of the Material Symmetry Group

Following [1] and using (13) we give the following definition:
Definition 5.1. By the material symmetry group $\mathcal{G}_{\varkappa}$ at $\chi$ and $\mathbf{B}$ of the polar-elastic continuит we call all sets of ordered triples of tensors

$$
\begin{equation*}
\mathbb{X}=(\mathbf{P} \in \operatorname{Unim}, \mathbf{R} \in \text { Orth }, \mathbf{L} \in \operatorname{Lin}), \tag{14}
\end{equation*}
$$

satisfying the relation

$$
\begin{equation*}
W(\mathbf{E}, \Gamma ; \mathbf{B})=W\left[\mathbf{R E} \mathbf{P}^{-1}+\mathbf{R} \mathbf{P}^{-1}-\mathbf{I},(\operatorname{det} \mathbf{R}) \mathbf{R} \Gamma \mathbf{P}^{-1}+\mathbf{L} ;(\operatorname{det} \mathbf{R}) \mathbf{R B} \mathbf{P}^{-1}-\mathbf{L}\right] \tag{15}
\end{equation*}
$$

for any tensors $\mathbf{E}, \Gamma, \mathbf{B}$ in domain of definition of the function $W$.
The set $\mathcal{G}_{\varkappa}$ is the group relative to the group operation o defined by

$$
\left(\mathbf{P}_{1}, \mathbf{R}_{1}, \mathbf{L}_{1}\right) \circ\left(\mathbf{P}_{2}, \mathbf{R}_{2}, \mathbf{L}_{2}\right)=\left[\mathbf{P}_{1} \mathbf{P}_{2}, \mathbf{R}_{1} \mathbf{R}_{2}, \mathbf{L}_{1}+\left(\operatorname{det} \mathbf{R}_{1}\right) \mathbf{R}_{1} \mathbf{L}_{2} \mathbf{P}_{1}^{-1}\right]
$$

In terms of members of $\mathcal{G}_{\varkappa}$ the polar-elastic fluids, solids, liquid crystals, and subfluids can be conveniently defined, see [1] for details.

In what follows we restrict ourselves to the polar-elastic solids which are defined as follows:

Definition 5.2. The micropolar elastic continuum is called the polar-elastic solid at $\chi$ and $\mathbf{B}$ if there exists a reference placement $\mathrm{B}_{\varkappa}$, called undistorted, such that the material symmetry group relative to $\mathrm{B}_{\varkappa}$ is given by

$$
\begin{equation*}
\mathcal{G}_{\varkappa}=\mathcal{R}_{\varkappa} \equiv\left\{(\mathbf{P}=\mathbf{O}, \mathbf{O}, \mathbf{0}): \quad \mathbf{O} \in \mathcal{O}_{\varkappa} \subset \text { Orth }\right\} . \tag{16}
\end{equation*}
$$

The group $\mathcal{R}_{\varkappa}$ is fully described by a subgroup $\mathcal{O}_{\varkappa}$ of orthogonal group Orth. Invariance requirement of $W$ leads here to finding the subgroup $\mathcal{O}_{\varkappa}$ such that

$$
\begin{equation*}
W(\mathbf{E}, \Gamma ; \mathbf{B})=W\left[\mathbf{O E O}^{\top},(\operatorname{det} \mathbf{O}) \mathbf{O} \mathbf{O}^{\top} ;(\operatorname{det} \mathbf{O}) \mathbf{O B O} \mathbf{O}^{\top}\right], \quad \forall \mathbf{O} \in \mathcal{O}_{\varkappa} . \tag{17}
\end{equation*}
$$

## 4 Consistently Simplified Forms of the Strain Energy Density

Let us discuss consistently simplified forms of $W$ corresponding to some particular cases of anisotropic micropolar solids. We begin from the isotropic material.

Definition 5.3. Isotropic material. The polar-elastic solid is called isotropic at x and $\mathbf{B}$ if there exists a reference placement $\mathrm{B}_{\varkappa}$, called undistorted, such that the material symmetry group relative to $\mathrm{B}_{\varkappa}$ takes the form

$$
\begin{equation*}
\mathcal{G}_{\varkappa}=\mathcal{S}_{\varkappa} \equiv\{(\mathbf{P}=\mathbf{O}, \mathbf{O}, \mathbf{0}): \mathbf{O} \in \text { Orth }\} . \tag{18}
\end{equation*}
$$

This definition means that the strain energy density of the polar-elastic isotropic solid satisfies the relation

$$
W(\mathbf{E}, \Gamma ; \mathbf{B})=W\left[\mathbf{O E O}^{\top},(\operatorname{det} \mathbf{O}) \mathbf{O} \mathbf{O}^{\top} ;(\operatorname{det} \mathbf{O}) \mathbf{O B O}{ }^{\top}\right], \quad \forall \mathbf{O} \in \text { Orth. }
$$

Scalar-valued isotropic functions of a few 2nd-order tensors can be expressed by the so-called representation theorems in terms of joint invariants of the tensorial arguments, called also the integrity basis, see [11, 12]. Decomposing the non-symmetric tensors $\mathbf{E}, \Gamma$ and $\mathbf{B}$ into their symmetric and skew parts,

$$
\begin{aligned}
& \mathbf{E}=\mathbf{E}_{\mathrm{S}}+\mathbf{E}_{\mathcal{A}}, \quad \mathbf{E}_{\mathrm{S}}=\frac{1}{2}\left(\mathbf{E}+\mathbf{E}^{\boldsymbol{\top}}\right), \quad \mathbf{E}_{\mathcal{A}}=\frac{1}{2}\left(\mathbf{E}-\mathbf{E}^{\boldsymbol{T}}\right), \\
& \Gamma=\Gamma_{S}+\Gamma_{A}, \quad \Gamma_{S}=\frac{1}{2}\left(\Gamma+\Gamma^{\top}\right), \quad \Gamma_{A}=\frac{1}{2}\left(\Gamma-\Gamma^{\top}\right), \\
& \mathbf{B}=\mathbf{B}_{\mathrm{S}}+\mathbf{B}_{A}, \quad \mathbf{B}_{\mathrm{S}}=\frac{1}{2}\left(\mathbf{B}+\mathbf{B}^{\boldsymbol{T}}\right), \quad \mathbf{B}_{\mathrm{A}}=\frac{1}{2}\left(\mathbf{B}-\mathbf{B}^{\boldsymbol{T}}\right),
\end{aligned}
$$

we represent the strain energy density as the function of three symmetric and three skew tensors,

$$
\begin{equation*}
W=W\left(\mathbf{E}_{S}, \mathbf{E}_{A}, \Gamma_{S}, \Gamma_{A} ; \mathbf{B}_{S}, \mathbf{B}_{A}\right) \tag{19}
\end{equation*}
$$

The integrity basis for the proper orthogonal group is given by Spencer, see Table 1 in [11] or Table II in [12]. For the proper orthogonal group there is no difference in transformations of the axial and polar tensors. It is not the case if one considers transformations using the full orthogonal group. Since $\Gamma_{S}, \Gamma_{A}, \mathbf{B}_{S}, \mathbf{B}_{A}$ are the axial tensors, not all invariants listed in $[11,12]$ are absolute invariants under orthogonal transformations, because some of them change sign under non-proper orthogonal transformations. Such invariants are called relative invariants [12]. Examples of relative invariants are $\operatorname{tr} \Gamma_{S}, \operatorname{tr} \Gamma_{S}^{3}, \operatorname{tr} \mathbf{E}_{S} \Gamma_{S}, \operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{S}$, etc. This gives us the following property of W:

$$
\begin{equation*}
W\left(\mathbf{E}_{S}, \mathbf{E}_{\mathcal{A}}, \Gamma_{S}, \Gamma_{\mathcal{A}} ; \mathbf{B}_{S}, \mathbf{B}_{A}\right)=W\left(\mathbf{E}_{S}, \mathbf{E}_{A},-\Gamma_{S},-\Gamma_{A} ;-\mathbf{B}_{S},-\mathbf{B}_{A}\right) . \tag{20}
\end{equation*}
$$

Using the representations given by Zheng [13], we present the lists of absolute and relative polynomial invariants for the polar-elastic isotropic solid in Table 1. In this case there are 119 invariants. They constitute the so-called irreducible integrity basis. The strain energy density of the polar-elastic isotropic solid is given by any scalar-valued function of these invariants satisfying (20).

Further simplifications are possible if we neglect the explicit dependence of $W$ on $\mathbf{B}$, that is if we assume that $W=W(\mathbf{E}, \Gamma)$. The integrity basis of two non-symmentric tensors under the orthogonal group contains 39 members, see Ramezani et al. [14], where these invariants are listed and the corresponding constitutive equations are proposed. Kafadar and Eringen [15] constructed the list of independent invariants. Table 1 contains the invariants of [14] and of [15] as well as additional joint invariants of $\mathbf{E}, \boldsymbol{\Gamma}$ and $\mathbf{B}$. According to [15], the isotropic scalar-valued function $W=W(\mathbf{E}, \Gamma)$ is expressible in terms of 15 invariants

$$
\begin{equation*}
W=W\left(\mathrm{I}_{1}, \mathrm{I}_{2}, \ldots, \mathrm{I}_{15}\right) \tag{21}
\end{equation*}
$$

where $I_{k}$ are given by

$$
\begin{aligned}
& \mathrm{I}_{1}=\operatorname{tr} \mathbf{E}, \quad \mathrm{I}_{2}=\operatorname{tr} \mathbf{E}^{2}, \quad \mathrm{I}_{3}=\operatorname{tr} \mathbf{E}^{3}, \\
& \mathrm{I}_{4}=\operatorname{tr} \mathbf{E} \mathbf{E}^{\top}, \quad \mathrm{I}_{5}=\operatorname{tr} \mathbf{E}^{2} \mathbf{E}^{\top}, \mathrm{I}_{6}=\operatorname{tr} \mathbf{E}^{2} \mathbf{E}^{\mathrm{T} 2}, \\
& \mathrm{I}_{7}=\operatorname{tr} \mathbf{E} \Gamma, \quad \mathrm{I}_{8}=\operatorname{tr} \mathbf{E}^{2} \Gamma, \quad \mathrm{I}_{9}=\operatorname{tr} \mathbf{E} \Gamma^{2},
\end{aligned}
$$

Table 1119 invariants in $W$ in the case of polar-elastic isotropic solid

| Agencies |  | Invariants |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{E}_{S}$ | $\operatorname{tr} \mathbf{E}_{S}$ | $\operatorname{tr} \mathbf{E}_{S}^{2}$ | $\operatorname{tr} \mathbf{E}_{S}^{3}$ |  |
| $\mathbf{E}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{\text {A }}^{2}$ |  |  |  |
| $\mathbf{E}_{S}, \mathbf{E}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{E}_{\text {A }}^{2}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \mathbf{E}_{\text {A }}^{2}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \mathbf{E}_{\mathcal{A}}^{2} \mathbf{E}_{S} \mathbf{E}_{\text {A }}$ |  |
| $\Gamma_{S}$ | $t \mathrm{C} \Gamma_{S}$ | $\operatorname{tr} \Gamma_{\mathrm{S}}^{2}$ | $\operatorname{tr} \Gamma_{\mathrm{S}}^{3}$ |  |
| $\Gamma_{\text {A }}$ | $\operatorname{tr} \Gamma_{A}^{2}$ |  |  |  |
| $\Gamma_{S}, \Gamma_{A}$ | $\operatorname{tr} \Gamma_{S} \Gamma_{A}^{2}$ | $\operatorname{tr} \Gamma_{S}^{2} \Gamma_{A}^{2}$ | $\operatorname{tr} \Gamma_{S}^{2} \Gamma_{A}^{2} \Gamma_{S} \Gamma_{A}$ |  |
| $\mathbf{B}_{S}$ | $\operatorname{tr} \mathbf{B}_{S}$ | $\operatorname{tr} \mathbf{B}_{\mathrm{S}}^{2}$ | $\operatorname{tr} \mathbf{B}_{S}^{3}$ |  |
| $B_{\text {A }}$ | $\operatorname{tr} \mathbf{B}_{A}^{2}$ |  |  |  |
| $\mathbf{B}_{\text {S }}, \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \mathbf{B}_{S} \mathbf{B}_{A}^{2}$ | $\operatorname{tr} \mathbf{B}_{S}^{2} \mathbf{B}_{A}^{2}$ | $\operatorname{tr} \mathbf{B}_{S}^{2} \mathbf{B}_{\mathrm{A}}^{2} \mathbf{B}_{S} \mathbf{B}_{A}$ |  |
| $\mathbf{E}_{S}, \Gamma_{S}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{S}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \Gamma_{S}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{S}^{2}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \Gamma_{S}^{2}$ |
| $\mathbf{E}_{S}, \mathbf{B}_{S}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{S}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \mathbf{B}_{\mathrm{S}}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{S}^{2}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \mathbf{B}_{S}^{2}$ |
| $\Gamma_{S}, \mathbf{B}_{S}$ | $\operatorname{tr} \Gamma_{S} \mathbf{B}_{S}$ | $\operatorname{tr} \Gamma_{S}^{2} \mathbf{B}_{S}$ | $\operatorname{tr} \Gamma_{S} \mathbf{B}_{S}^{2}$ | $\operatorname{tr} \Gamma_{S}^{2} \mathbf{B}_{S}^{2}$ |
| $\mathbf{E}_{S}, \Gamma_{S}, \mathbf{B}_{S}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{S} \mathbf{B}_{S}$ |  |  |  |
| $\mathbf{E}_{A}, \Gamma_{A}$ | $\operatorname{tr} \mathbf{E}_{A} \Gamma_{A}$ |  |  |  |
| $\mathbf{E}_{\text {A }}, \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{\mathcal{A}} \mathbf{B}_{\text {A }}$ |  |  |  |
| $\Gamma_{A}, \mathbf{B}_{A}$ | $\operatorname{tr} \Gamma_{A} \mathbf{B}_{\text {A }}$ |  |  |  |
| $\mathbf{E}_{\text {A }}, \Gamma_{\text {A }}, \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{A} \Gamma_{A} \mathbf{B}_{A}$ |  |  |  |
| $\mathbf{E}_{S}, \Gamma_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{A}^{2}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \Gamma_{A}^{2}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \Gamma_{A}^{2} \mathbf{E}_{S} \Gamma_{A}$ |  |
| $\mathbf{E}_{S}, \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{A}^{2}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \mathbf{B}_{A}^{2}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \mathbf{B}_{A}^{2} \mathbf{E}_{S} \mathbf{B}_{A}$ |  |
| $\Gamma_{S}, \mathbf{E}_{A}$ | $\operatorname{tr} \Gamma_{S} \mathbf{E}_{\text {A }}^{2}$ | $\operatorname{tr} \Gamma_{S}^{2} \mathbf{E}_{A}^{2}$ | $\operatorname{tr} \Gamma_{S}^{2} \mathbf{E}_{A}^{2} \Gamma_{S} \mathbf{E}_{A}$ |  |
| $\Gamma_{S}, \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \Gamma_{S} \mathbf{B}_{A}^{2}$ | $\operatorname{tr} \Gamma_{S}^{2} \mathbf{B}_{A}^{2}$ | $\operatorname{tr} \Gamma_{S}^{2} \mathbf{B}_{A}^{2} \Gamma_{S} \mathbf{B}_{A}$ |  |
| $\mathbf{B}_{S}, \Gamma_{\text {A }}$ | $\operatorname{tr} \mathbf{B}_{S} \Gamma_{A}^{2}$ | $\operatorname{tr} \mathbf{B}_{S}^{2} \Gamma_{A}^{2}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \Gamma_{A}^{2} \mathbf{B}_{S} \Gamma_{A}$ |  |
| $\mathbf{B}_{S}, \mathbf{E}_{\text {A }}$ | $\operatorname{tr} \mathbf{B}_{S} \mathbf{E}_{A}^{2}$ | $\operatorname{tr} \mathbf{B}_{S}^{2} \mathbf{E}_{A}^{2}$ | $\operatorname{tr} \mathbf{B}_{S}^{2} \mathbf{E}_{\mathcal{A}}^{2} \mathbf{B}_{S} \mathbf{E}_{\text {A }}$ |  |
| $\mathbf{E}_{S}, \Gamma_{S}, \mathbf{E}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{S} \mathbf{E}_{A}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \Gamma_{S} \mathbf{E}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{S}^{2} \mathbf{E}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{E}_{A}^{2} \Gamma_{S} \mathbf{E}_{A}$ |
| $\mathbf{E}_{S}, \Gamma_{S}, \Gamma_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{S} \Gamma_{A}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \Gamma_{S} \Gamma_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{S}^{2} \Gamma_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{A}^{2} \Gamma_{S} \Gamma_{A}$ |
| $\mathbf{E}_{S}, \Gamma_{S}, \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{S} \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \Gamma_{S} \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{S}^{2} \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{A}^{2} \Gamma_{S} \mathbf{B}_{A}$ |
| $\mathbf{E}_{S}, \mathbf{B}_{S}, \mathbf{E}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{S} \mathbf{E}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \mathbf{B}_{S} \mathbf{E}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{S}^{2} \mathbf{E}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{E}_{\mathcal{A}}^{2} \mathbf{B}_{S} \mathbf{E}_{\text {A }}$ |
| $\mathbf{E}_{S}, \mathbf{B}_{S}, \Gamma_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{S} \Gamma_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \mathbf{B}_{S} \Gamma_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{S}^{2} \Gamma_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{A}^{2} \mathbf{B}_{S} \Gamma_{A}$ |
| $\mathbf{E}_{S}, \mathbf{B}_{S}, \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{S} \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S}^{2} \mathbf{B}_{S} \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{S}^{2} \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{B}_{A}^{2} \mathbf{B}_{S} \mathbf{B}_{A}$ |
| $\Gamma_{S}, \mathbf{B}_{S}, \mathbf{E}_{A}$ | $\operatorname{tr} \Gamma_{S} \mathbf{B}_{S} \mathbf{E}_{\text {A }}$ | $\operatorname{tr} \Gamma_{S}^{2} \mathbf{B}_{S} \mathbf{E}_{A}$ | $\operatorname{tr} \Gamma_{S} \mathbf{B}_{S}^{2} \mathbf{E}_{\text {A }}$ | $\operatorname{tr} \Gamma_{S} \mathbf{E}_{A}^{2} \mathbf{B}_{S} \mathbf{E}_{A}$ |
| $\Gamma_{S}, \mathbf{B}_{S}, \Gamma_{A}$ | $\operatorname{tr} \Gamma_{S} \mathbf{B}_{S} \Gamma_{A}$ | $\operatorname{tr} \Gamma_{S}^{2} \mathbf{B}_{S} \Gamma_{A}$ | $\operatorname{tr} \Gamma_{S} \mathbf{B}_{S}^{2} \Gamma_{A}$ | $\operatorname{tr} \Gamma_{S} \Gamma_{A}^{2} \mathbf{B}_{S} \Gamma_{A}$ |
| $\Gamma_{S}, \mathbf{B}_{S}, \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \Gamma_{S} \mathbf{B}_{S} \mathbf{B}_{A}$ | $\operatorname{tr} \Gamma_{S}^{2} \mathbf{B}_{S} \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \Gamma_{S} \mathbf{B}_{S}^{2} \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \Gamma_{S} \mathbf{B}_{A}^{2} \mathbf{B}_{S} \mathbf{B}_{A}$ |
| $\mathbf{E}_{S}, \mathbf{E}_{A}, \Gamma_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{E}_{A} \Gamma_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{E}_{\mathrm{A}}^{2} \Gamma_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{E}_{A} \Gamma_{A}^{2}$ |  |
| $\mathbf{E}_{S}, \mathbf{E}_{A}, \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{E}_{\text {A }} \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{E}_{A}^{2} \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \mathbf{E}_{\mathrm{A}} \mathbf{B}_{A}^{2}$ |  |
| $\mathbf{E}_{S}, \Gamma_{A}, \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{A} \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{A}^{2} \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{E}_{S} \Gamma_{A} \mathbf{B}_{A}^{2}$ |  |
| $\Gamma_{S}, \mathbf{E}_{A}, \Gamma_{A}$ | $\operatorname{tr} \Gamma_{S} \mathbf{E}_{A} \Gamma_{A}$ | $\operatorname{tr} \Gamma_{S} \mathbf{E}_{A}^{2} \Gamma_{A}$ | $\operatorname{tr} \Gamma_{S} \mathbf{E}_{A} \Gamma_{A}^{2}$ |  |
| $\Gamma_{S}, \mathbf{E}_{A}, \mathbf{B}_{A}$ | $\operatorname{tr} \Gamma_{S} \mathbf{E}_{\text {A }} \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \Gamma_{S} \mathbf{E}_{A}^{2} \mathbf{B}_{A}$ | $\operatorname{tr} \Gamma_{S} \mathbf{E}_{A} \mathbf{B}_{A}^{2}$ |  |
| $\Gamma_{S}, \Gamma_{A}, \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \Gamma_{S} \Gamma_{A} \mathbf{B}_{A}$ | $\operatorname{tr} \Gamma_{S} \Gamma_{A}^{2} \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \Gamma_{S} \Gamma_{A} \mathbf{B}_{A}^{2}$ |  |
| $\mathbf{B}_{S}, \mathbf{E}_{A}, \Gamma_{A}$ | $\operatorname{tr} \mathbf{B}_{S} \mathbf{E}_{A} \Gamma_{A}$ | $\operatorname{tr} \mathbf{B}_{S} \mathbf{E}_{A}^{2} \Gamma_{A}$ | $\operatorname{tr} \mathbf{B}_{S} \mathbf{E}_{A} \Gamma_{A}^{2}$ |  |
| $\mathbf{B}_{S}, \mathbf{E}_{\mathcal{A}}, \mathbf{B}_{\mathcal{A}}$ | $\operatorname{tr} \mathbf{B}_{S} \mathbf{E}_{\text {A }} \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \mathbf{B}_{S} \mathbf{E}_{\mathcal{A}}^{2} \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{B}_{S} \mathbf{E}_{\mathcal{A}} \mathbf{B}_{A}^{2}$ |  |
| $\underline{\mathbf{B}_{S}, \Gamma_{A}, \mathbf{B}_{A}}$ | $\operatorname{tr} \mathbf{B}_{S} \Gamma_{\text {A }} \mathbf{B}_{\text {A }}$ | $\operatorname{tr} \mathbf{B}_{S} \Gamma_{A}^{2} \mathbf{B}_{A}$ | $\operatorname{tr} \mathbf{B}_{S} \Gamma_{A} \mathbf{B}_{A}^{2}$ |  |

$$
\begin{aligned}
& \mathrm{I}_{10}=\operatorname{tr} \Gamma, \quad \mathrm{I}_{11}=\operatorname{tr} \Gamma^{2}, \quad \mathrm{I}_{12}=\operatorname{tr} \Gamma^{3}, \\
& \mathrm{I}_{13}=\operatorname{tr} \Gamma \Gamma^{\top}, \mathrm{I}_{14}=\operatorname{tr} \Gamma^{2} \Gamma^{\top}, \mathrm{I}_{15}=\operatorname{tr} \Gamma^{2} \Gamma^{\mathrm{T} 2} .
\end{aligned}
$$

Taking into account that $W=W(\mathbf{E}, \Gamma)$ is an even function with respect to $\Gamma$, because in our case the group $\mathcal{S}_{\varkappa}$ contains the reflection $-\mathbb{I}, W$ becomes also the even function with respect to some invariants,

$$
\begin{align*}
& W\left(\mathrm{I}_{1}, \mathrm{I}_{2}, \mathrm{I}_{3}, \mathrm{I}_{4}, \mathrm{I}_{5}, \mathrm{I}_{6}, \mathrm{I}_{7}, \mathrm{I}_{8}, \mathrm{I}_{9}, \mathrm{I}_{10}, \mathrm{I}_{11}, \mathrm{I}_{12}, \mathrm{I}_{13}, \mathrm{I}_{14}, \mathrm{I}_{15}\right) \\
& \quad=\mathrm{W}\left(\mathrm{I}_{1}, \mathrm{I}_{2}, \mathrm{I}_{3}, \mathrm{I}_{4}, \mathrm{I}_{5}, \mathrm{I}_{6},-\mathrm{I}_{7},-\mathrm{I}_{8}, \mathrm{I}_{9},-\mathrm{I}_{10}, \mathrm{I}_{11},-\mathrm{I}_{12}, \mathrm{I}_{13},-\mathrm{I}_{14}, \mathrm{I}_{15}\right) \tag{22}
\end{align*}
$$

Expanding $W$ into the Taylor series relative to $\mathbf{E}$ and $\Gamma$, and keeping up to quadratic terms, we obtain the approximate polynomial representation of (22),

$$
\begin{align*}
\mathrm{W}= & w_{0}+\mathrm{a}_{1} \mathrm{I}_{1}+\mathrm{b}_{1} \mathrm{I}_{1}^{2}+\mathrm{b}_{3} \mathrm{I}_{10}^{2}+\mathrm{b}_{4} \mathrm{I}_{4}+\mathrm{b}_{5} \mathrm{I}_{2}+\mathrm{b}_{7} \mathrm{I}_{11}+\mathrm{b}_{8} \mathrm{I}_{13} \\
& +\mathrm{O}\left(\max \left(\|\mathbf{E}\|^{3},\|\Gamma\|^{3}\right)\right), \tag{23}
\end{align*}
$$

where $w_{0}, a_{1}, b_{1}, \ldots, b_{8}$ are material constants.
We may also consider the representation of $W$ which takes the form of sum of two scalar functions each depending on one strain measure,

$$
\begin{equation*}
W=W_{1}(\mathbf{E})+W_{2}(\Gamma) \tag{24}
\end{equation*}
$$

The form (24) was used for example in [14] in order to generalize the classical neoHookean and Moony-Rivlin models to the polar-elastic solids. Using [16] we obtain the following representation of $W$ :

$$
\begin{equation*}
\mathrm{W}=\widetilde{W}_{1}\left(\mathrm{I}_{1}, \ldots, \mathrm{I}_{6}\right)+\widetilde{W}_{2}\left(\mathrm{I}_{10}, \ldots, \mathrm{I}_{15}\right) \tag{25}
\end{equation*}
$$

where $\widetilde{W}_{2}$ has the property

$$
\begin{equation*}
\widetilde{\mathrm{W}}_{2}\left(\mathrm{I}_{10}, \mathrm{I}_{11}, \mathrm{I}_{12}, \mathrm{I}_{13}, \mathrm{I}_{14}, \mathrm{I}_{15}\right)=\widetilde{\mathrm{W}}_{2}\left(-\mathrm{I}_{10}, \mathrm{I}_{11},-\mathrm{I}_{12}, \mathrm{I}_{13},-\mathrm{I}_{14}, \mathrm{I}_{15}\right) \tag{26}
\end{equation*}
$$

Expanding (25) with (26) into the Taylor series and keeping up to quadratic terms in $\mathbf{E}$ and $\Gamma, W$ takes the form (24) with

$$
W_{1}=w_{0}+a_{1} I_{1}+b_{1} I_{1}^{2}+b_{4} I_{4}+b_{5} I_{2}, \quad W_{2}=b_{3} I_{10}^{2}+b_{7} I_{11}+b_{8} I_{13}
$$

If in the definition (18) we use only the proper orthogonal tensors then the resulting constitutive equations correspond to the hemitropic polar-elastic continuum.
Definition 5.4. Hemitropic material. The polar-elastic solid is called hemitropic at $\chi$ and $\mathbf{B}$ if there exists a reference placement $\mathrm{B}_{\varkappa}$, called undistorted, such that the material symmetry group relative to $\mathrm{B}_{\varkappa}$ takes the form

$$
\begin{equation*}
\mathcal{S}_{\varkappa}=\mathcal{S}_{\varkappa}^{+} \equiv\left\{(\mathbf{P}=\mathbf{0}, \mathbf{0}, \mathbf{0}): \mathbf{0} \in \text { Orth }^{+}\right\} . \tag{27}
\end{equation*}
$$

The strain energy density of the hemitropic polar-elastic solid satisfies the relation

$$
\begin{equation*}
W(\mathbf{E}, \Gamma ; \mathbf{B})=W\left(\mathbf{O E O}^{\top}, \mathbf{O}^{\top} \mathbf{O}^{\top} ; \mathbf{O B O}^{\top}\right), \quad \forall \mathbf{O} \in \text { Orth }^{+} \tag{28}
\end{equation*}
$$

The hemitropic polar-elastic solid is insensitive to the change of orientation of the space. In the case of reduced strain energy density $W=W(\mathbf{E}, \Gamma)$ the representation of $W$ is given by (21), but the property (22) does not hold, in general. Obviously, the polar-elastic isotropic solid is also hemitropic.

Definitions (18) and (28) are somewhat similar to the corresponding definition of the isotropic polar-elastic solid proposed by Eringen and Kafadar [2]. However, the properties (22) or (26) do not follow from the definition used in [2].

Definition 5.5. Orthotropic material. The polar-elastic solid is called orthotropic at $x$ and $\mathbf{B}$ if the material symmetry group for some reference placement $\mathrm{B}_{\varkappa}$ takes the form
$\mathcal{G}_{\varkappa}=\{(\mathbf{P}=\mathbf{O}, \mathbf{O}, \mathbf{0})\}: \mathbf{O}=\left\{\mathbf{I},-\mathbf{I}, 2 \mathbf{e}_{1} \otimes \mathbf{e}_{1}-\mathbf{I}, 2 \mathbf{e}_{2} \otimes \mathbf{e}_{2}-\mathbf{I}, 2 \mathbf{e}_{3} \otimes \mathbf{e}_{3}-\mathbf{I}\right\}$,
where $\mathbf{0}$ are orthogonal tensors performing the mirror reflections and rotations of $180^{\circ}$ about three orthonormal vectors $\mathbf{e}_{\mathrm{k}}$.

Obviously, the polar-elastic isotropic solid is also orthotropic. Thus, the invariants given in Tables 1 enter the representation of the strain energy density of the polarelastic orthotropic solid. The additional list of 60 absolute and relative invariants for the polar-elastic orthotropic solid, which are responsible for the orthotropic properties, is presented in Table 2. Therefore, the full list of Tables 1 and 2 contains 179 invariants.

Definition 5.6. Transversely isotropic solid. The polar-elastic solid is called transversely isotropic at $\chi$ and $\mathbf{B}$ with respect to a direction described by $\mathbf{e}$ if the material symmetry group for some reference placement $\mathrm{B}_{\varkappa}$ takes the form

$$
\begin{equation*}
\mathcal{G}_{\varkappa}=\{(\mathbf{P}=\mathbf{O}, \mathbf{O}, \mathbf{0})\}: \quad \mathbf{O}=\{\mathbf{I},-\mathbf{I}, \mathbf{O}(\varphi \mathbf{e}), \quad \forall \varphi\}, \tag{30}
\end{equation*}
$$

where $\mathbf{O}(\varphi \mathbf{e})=(\mathbf{I}-\mathbf{e} \otimes \mathbf{e}) \cos \varphi+\mathbf{e} \otimes \mathbf{e}+\mathbf{e} \times \mathbf{I} \sin \varphi$ is the rotation tensor with the rotation angle $\varphi$ about the unit vector $\mathbf{e}$.

167 invariants for the polar-elastic transversely isotropic solid are presented in Tables 1 and 3.

Definition 5.7. Cubic symmetry. The polar-elastic solid is called cubic-symmetric at $\chi$ and $\mathbf{B}$ if the material symmetry group for some reference placement $\mathrm{B}_{\varkappa}$ takes the form

Table 2 Additional 60 invariants in $W$ in the case of polar-elastic orthotropic solid

| Agencies |  | Invariants |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{E}_{S}$ | $\operatorname{tr} \mathrm{VE}_{S}$ | $\operatorname{tr} \mathrm{V}^{2} \mathrm{E}_{S}$ | $\operatorname{tr} V E_{S}^{2}$ | $\operatorname{tr} \mathrm{V}^{2} \mathrm{E}_{S}^{2}$ |
| $\mathrm{E}_{\text {A }}$ | $\operatorname{tr} V E_{A}^{2}$ | $\operatorname{tr} V^{2} E_{A}^{2}$ | $\operatorname{tr} \mathrm{V}^{2} \mathrm{E}_{\mathrm{A}}^{2} \mathrm{VE} \mathrm{E}_{\mathrm{A}}$ |  |
| $E_{S}, E_{A}$ | $\operatorname{tr} V E_{S} \mathrm{E}_{A}$ | $\operatorname{tr} V^{2} E_{S} E_{A}$ | $\operatorname{tr} \mathrm{VE}_{S}^{2} \mathrm{E}_{\mathrm{A}}$ |  |
| $\Gamma_{S}$ | $\operatorname{tr} V \Gamma_{S}$ | $\operatorname{tr} V^{2} \Gamma_{S}$ | $\operatorname{tr} V \Gamma_{S}^{2}$ | $\operatorname{tr} \mathrm{V}^{2} \Gamma_{S}^{2}$ |
| $\Gamma_{\text {A }}$ | $\operatorname{tr} V \Gamma_{A}^{2}$ | $\operatorname{tr} V^{2} \Gamma_{A}^{2}$ | $\operatorname{tr} V^{2} \Gamma_{A}^{2} V \Gamma_{A}$ |  |
| $\Gamma_{S}, \Gamma_{A}$ | $\operatorname{tr} \mathrm{V} \Gamma_{S} \Gamma_{\text {A }}$ | $\operatorname{tr} \mathrm{V}^{2} \Gamma_{S} \Gamma_{A}$ | $\operatorname{tr} \mathrm{V} \Gamma_{\mathrm{S}}^{2} \Gamma_{\text {A }}$ |  |
| $\mathrm{B}_{\mathrm{S}}$ | tr $\mathrm{VB}_{\mathrm{S}}$ | $\operatorname{tr} \mathrm{V}^{2} \mathrm{~B}_{S}$ | $\operatorname{tr} \mathrm{VB}_{\mathrm{S}}^{2}$ | $\operatorname{tr} \mathrm{V}^{2} \Gamma_{\mathrm{S}}^{2}$ |
| $\mathrm{B}_{\text {A }}$ | $\operatorname{tr} \mathrm{VB}_{\text {A }}^{2}$ | $\operatorname{tr} V^{2} B_{A}^{2}$ | $\operatorname{tr} \mathrm{V}^{2} \mathrm{~B}_{A}^{2} V \mathrm{~B}_{A}$ |  |
| $B_{S}, B_{A}$ | $\operatorname{tr} \mathrm{VB}_{S} \mathrm{~B}_{\mathrm{A}}$ | $\operatorname{tr} \mathrm{V}^{2} \mathrm{~B}_{S} \mathrm{~B}_{\mathrm{A}}$ | $\operatorname{tr} \mathrm{VB}_{S}^{2} \mathrm{~B}_{\mathrm{A}}$ |  |
| $E_{S}, \Gamma_{S}$ | $\operatorname{tr} \mathrm{VE}_{S} \Gamma_{S}$ |  |  |  |
| $E_{S}, B_{S}$ | $\operatorname{tr} \mathrm{VE}_{S} \mathrm{~B}_{S}$ |  |  |  |
| $\Gamma_{S}, \mathrm{~B}_{\mathrm{S}}$ | $\operatorname{tr} \mathrm{V} \Gamma_{S} \mathrm{~B}_{S}$ |  |  |  |
| $\mathrm{E}_{\mathrm{A}}, \Gamma_{\text {A }}$ | $\operatorname{tr} V E_{A} \Gamma_{A}$ | $\operatorname{tr} V E_{A}^{2} \Gamma_{A}$ | $\operatorname{tr} V E_{A} \Gamma_{A}^{2}$ |  |
| $\mathrm{E}_{\text {A }}, \mathrm{B}_{\text {A }}$ | $\operatorname{tr} V E_{A} B_{A}$ | $\operatorname{tr} V E_{A}^{2} B_{A}$ | $\operatorname{tr} V E_{A} B_{A}^{2}$ |  |
| $\Gamma_{A}, B_{A}$ | $\operatorname{tr} \mathrm{V} \Gamma_{A} \mathrm{~B}_{\mathrm{A}}$ | $\operatorname{tr} \mathrm{V} \Gamma_{A}^{2} \mathrm{~B}_{\mathrm{A}}$ | $\operatorname{tr} V \Gamma_{A} B_{A}^{2}$ |  |
| $E_{S}, \Gamma_{A}$ | $\operatorname{tr} \mathrm{VE}_{S} \Gamma_{A}$ | $\operatorname{tr} \mathrm{V}^{2} \mathrm{E}_{S} \Gamma_{A}$ | $\operatorname{tr} \mathrm{VE}_{S}^{2} \Gamma_{\text {A }}$ |  |
| $E_{S}, B_{A}$ | $\operatorname{tr} \mathrm{VE}_{S} \mathrm{~B}_{A}$ | $\operatorname{tr} \mathrm{V}^{2} \mathrm{E}_{S} \mathrm{~B}_{\mathrm{A}}$ | $\operatorname{tr} \mathrm{VE}_{S}^{2} \mathrm{~B}_{\mathrm{A}}$ |  |
| $\Gamma_{S}, E_{A}$ | $\operatorname{tr} \mathrm{V} \Gamma_{S} \mathrm{E}_{A}$ | $\operatorname{tr} \mathrm{V}^{2} \Gamma_{S} \mathrm{E}_{A}$ | $\operatorname{tr} \mathrm{V}_{S}^{2} \mathrm{~B}_{A}$ |  |
| $\Gamma_{S}, \mathrm{~B}_{\text {A }}$ | $\operatorname{tr} \mathrm{V} \Gamma_{S} \mathrm{~B}_{\mathrm{A}}$ | $\operatorname{tr} V^{2} \Gamma_{S} B_{A}$ | $\operatorname{tr} \mathrm{V}_{S}^{2} \mathrm{~B}_{A}$ |  |
| $\mathrm{B}_{S}, \Gamma_{\text {A }}$ | $\operatorname{tr} \mathrm{VB}_{S} \Gamma_{A}$ | $\operatorname{tr} \mathrm{V}^{2} \mathrm{~B}_{S} \Gamma_{A}$ | $\operatorname{tr} \mathrm{VB}_{S}^{2} \Gamma_{A}$ |  |
| $\mathrm{B}_{S}, \mathrm{E}_{\text {A }}$ | $\operatorname{tr} \mathrm{VB}_{S} \mathrm{E}_{\mathrm{A}}$ | $\operatorname{tr} \mathrm{V}^{2} \mathrm{~B}_{S} \mathrm{E}_{\mathrm{A}}$ | $\operatorname{tr} \mathrm{VB}_{S}^{2} \mathrm{E}_{\mathrm{A}}$ |  |

Table 3 Additional 48 invariants in $W$ in the case of polar-elastic transverse isotropic solid

| Agencies |  | Invariants |  |
| :---: | :---: | :---: | :---: |
| $\mathrm{E}_{\text {S }}$ | $e \cdot E_{S} e$ | $e \cdot E_{S}^{2} e$ |  |
| $E_{\text {A }}$ | $e \cdot E_{A}^{2} e$ |  |  |
| $\mathrm{E}_{S}, \mathrm{E}_{\text {A }}$ | $e \cdot E_{S} E_{A} e$ | $e \cdot E_{S}^{2} E_{A} e$ | $e \cdot E_{A} E_{S} E_{A}^{2} e$ |
| $\Gamma_{S}$ | $e \cdot \Gamma_{S} e$ | $e \cdot \Gamma_{S}^{2} e$ |  |
| $\Gamma_{\text {A }}$ | $e \cdot \Gamma_{A}^{2} e$ |  |  |
| $\Gamma_{S}, \Gamma_{A}$ | $e \cdot \Gamma_{S} \Gamma_{A} e$ | $e \cdot \Gamma_{S}^{2} \Gamma_{A} e$ | $e \cdot \Gamma_{A} \Gamma_{S} \Gamma_{A}^{2} e$ |
| $\mathrm{B}_{S}$ | $e \cdot B_{S} e$ | $e \cdot B_{S}^{2} e$ |  |
| $\mathrm{B}_{\text {A }}$ | $e \cdot B_{A}^{2} e$ |  |  |
| $\mathrm{B}_{S}, \mathrm{~B}_{\text {A }}$ | $e \cdot B_{S} B_{A} e$ | $e \cdot B_{S}^{2} B_{A} e$ | $e \cdot B_{A} B_{S} B_{A}^{2} e$ |
| $E_{S}, \Gamma_{S}$ | $e \cdot E_{S} \Gamma_{S} e$ |  |  |
| $E_{S}, B_{S}$ | e. $E_{S} B_{S} e$ |  |  |
| $\Gamma_{S}, \mathrm{~B}_{S}$ | $e \cdot \Gamma_{S} B_{S} e$ |  |  |
| $E_{A}, \Gamma_{A}$ | $e \cdot E_{A} \Gamma_{A} e$ | $e \cdot E_{A}^{2} \Gamma_{A} e$ | $e \cdot E_{A} \Gamma_{A}^{2} e$ |
| $\mathrm{E}_{\text {A }}, \mathrm{B}_{\text {A }}$ | $e \cdot E_{A} B_{A} e$ | $e \cdot E_{A}^{2} B_{A} e$ | $e \cdot E_{A} B_{A}^{2} e$ |
| $\Gamma_{\text {A }}, \mathrm{B}_{\mathrm{A}}$ | $e \cdot \Gamma_{A} B_{A} e$ | $e \cdot \Gamma_{A}^{2} B_{A} e$ | $e \cdot \Gamma_{A} B_{A}^{2} e$ |
| $\mathrm{E}_{S}, \Gamma_{\text {A }}$ | $e \cdot E_{S} \Gamma_{A} e$ | $e \cdot E_{S}^{2} \Gamma_{A} e$ | $e \cdot \Gamma_{A} E_{S} \Gamma_{A}^{2} e$ |
| $E_{S}, B_{A}$ | $e \cdot E_{S} B_{A} e$ | $e \cdot E_{S}^{2} B_{A} e$ | $e \cdot B_{A} E_{S} B_{A}^{2} e$, |
| $\Gamma_{S}, \mathrm{E}_{A}$ | $e \cdot \Gamma_{S} E_{A} e$ | $e \cdot \Gamma_{S}^{2} E_{A} e$ | $e \cdot E_{A} \Gamma_{S} E_{A}^{2} e$ |
| $\Gamma_{S}, B_{A}$ | $e \cdot \Gamma_{S} B_{A} e$ | $e \cdot \Gamma_{S}^{2} \mathrm{~B}_{A} e$ | $e \cdot B_{A} \Gamma_{S} B_{A}^{2} e$ |
| $B_{S}, \Gamma_{A}$ | $e \cdot B_{S} \Gamma_{A} e$ | $e \cdot B_{S}^{2} \Gamma_{A} e$ | $e \cdot \Gamma_{A} B_{S} \Gamma_{A}^{2} e$ |
| $\mathrm{B}_{S}, \mathrm{E}_{\mathrm{A}}$ | $e \cdot E_{S} E_{A} e$ | $e \cdot E_{S}^{2} E_{A} e$ | $e \cdot E_{A} E_{S} E_{A}^{2} e$ |

$$
\begin{align*}
\mathcal{G}_{\varkappa}= & \{(\mathbf{P}=\mathbf{O}, \mathbf{O}, \mathbf{0})\}:  \tag{31}\\
& \mathbf{O}=\left\{\mathbf{I},-\mathbf{I}, \mathbf{e}_{1} \otimes \mathbf{e}_{1} \mp \mathbf{e}_{1} \times \mathbf{I}, \mathbf{e}_{2} \otimes \mathbf{e}_{2} \mp \mathbf{e}_{2} \times \mathbf{I}, \mathbf{e}_{3} \otimes \mathbf{e}_{3} \mp \mathbf{e}_{3} \times \mathbf{I}\right\},
\end{align*}
$$

where $\mathbf{0}$ are orthogonal tensors performing the mirror reflections and rotations of $90^{\circ}$ about three orthonormal vectors $\mathbf{e}_{k}$.

Here we have discussed the structure of the strain energy density of micropolar elastic solids under finite deformations. Within the linear micropolar elasticity the explicit structure of stiffness tensors was presented is [17] for 14 symmetry groups, see [4].

## 5 Conclusions

We have discussed here the new definition of the material symmetry group $\mathcal{G}_{\varkappa}$ of the non-linear polar elastic continuum. The group $\mathcal{G}_{\varkappa}$ consists of an ordered triple of tensors which make the strain energy density invariant under change of the reference placement. Reduced forms of the constitutive equations for the polar-elastic solids are given for several particular cases of material symmetry groups.
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# Nonlinear Localized Strain Waves in a 2D Medium with Microstructure 
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#### Abstract

A two-dimensional model of the crystalline (granular) medium is considered that represents a square lattice consisting of elastically interacting particles, which possess translational and rotational degrees of freedom. In the long-wavelength approximation the partial derivatives equations have been derived that describe propagation of longitudinal, transverse and rotational waves in such a medium. In the field of low frequencies, when the rotational degree of freedom of particles can be neglected, the obtained nonlinear three-mode system degenerates into a two-mode system. Analytical dependencies of the velocities of elastic waves and the nonlinearity coefficients on the sizes of particles and the parameters of interactions between them have been found for both nonlinear models. Due to these dependencies, numerical estimations of the nonlinearity coefficients are performed. The two-mode system is shown to be reduced by the multi-scale method to Kadomtsev-Petviashvili evolutionary equation for transverse deformation, which has a soliton solution. For some crystals with a cubic symmetry it is found out, whether soliton is steady and what kind of polarity it has.


## 1 Introduction

As a rule, adequate description of wave processes in a structurally-heterogeneous material necessitates consideration of some scale levels, which interact with each other on account of internal connections [1]. The following scales are usually

[^16]distinguished: atomic or microlevel (characteristic sizes are angstroms and nanometers), mesolevel (from $10^{-8}-10^{-6} \mathrm{~m}$ ), and macrolevel (larger than $10^{-6} \mathrm{~m}$ ).

Mental breaking of a material into parts is restricted by some limit consisting in a qualitative change of physical properties on a given scale level, i.e. in this case a size effect [2, 3] arises. There are materials, where qualitative changes occur gradually, but in crystal solids this limit is expressed rather accurately and takes place in the field of nanometers. During studying of wave processes in materials, the size effects start to be shown, when the characteristic spatial scale of effect (for example, length of an elastic or electromagnetic wave) becomes comparable with the characteristic spatial scale of a material-the size of grain, the lattice period, etc. In process of accumulation of knowledge about microstructure of a material there arises a transition to new level of knowledge-a theory is created that enables one to explain mechanical behavior of a material from new positions. It is necessary to emphasize that in this case real values of "microscales" of a medium can lie in the field of both microns and nanometers or angstroms. However, with the viewpoint of methodology of theoretical research, smallness of some scales in comparison with other ones is more important than their absolute values.

In the mathematical simulation of microstructured media, two approaches can be distinguished. The first approach consists in the passage from atomic-level models to mesoscale models and is based on the laws of quantum theory. In this case, the medium is considered as a discrete system of particles coupled by the interaction forces determined from the first principles [4]. This approach allows one to understand the nature of physical laws and to explain the origin of some properties having no substantiation in the classical theory.

The second approach means passing from description of a medium on a macrolevel to mesoscale models. The continuum-phenomenological method of modeling of microstructured media is related to this approach. This method lies at the boundary of mechanics and physics of solid-state. It consists in improvement of the classical models of media by including qualitatively new characteristics inherent in actual discrete structures [1, 5, 6]. At present, structurally-heterogeneous materials are frequently simulated by the generalized micropolar theories of the Cosserat continuum type [7-9]. These theories involve a large number of material constants, which have to be determined experimentally. The relationships between these quantities and the material structure are not always clear. Besides, there is an alternative-the method of structural modeling, according to which a certain minimum volume is separated in the bulk material-a representative structural element that is capable of reflecting the main features of the macroscopic behavior of the given material [1, 10-12]. In this method, a nanocrystalline material is represented by a regular or quasi-regular lattice, with small-size bodies possessing internal degrees of freedom (rather than material points) occupying the lattice sites. The role of these bodies can be played by domains, grains, fullerenes, nanotubes, or clusters consisting of nanoparticles. Advantages of the structural modeling consist in a clear relationship between the structure of a medium and its macroparameters, as well as in possibility of purposeful design of materials with the given properties, and shortcomings are absence of
universality of modeling procedure and complexity of the accounting of nonlinear and nonlocal effects of interparticle interactions.

Construction of mechanical and mathematical models is a base of research of the dynamic (wave) phenomena [13] in both natural and artificial materials possessing unique properties. It should be noted that an adequate description of this or that wave process in the certain structured material necessitates a corresponding mathematical model. For example, in [14] it was shown that in the field of high frequencies the accounting of rotation motions of particles is necessary, in a low-frequency range it is enough to use the equations of the classical theory of elasticity, which considers particles as material points and does not take into account rotation of particles, and, at last, in the intermediate area, the equations of the second-order gradient theory of elasticity should be used, which do not contain rotations of particles in an explicit form, but the sizes of particles influence on factors of these equations.

In this work, the nonlinear differential equations describing propagation of longitudinal, transverse and rotational waves in the two-dimensional crystal (granular) medium are derived by the method of structural modeling. After that, in the field of low frequencies, when the rotational wave does not propagate, the received three-mode set of equations degenerates into the two-mode model corresponding to the continuum "with the restricted rotation of particles" [5]. Due to application of the method of structural modeling, analytical dependencies of the linear and nonlinear macroparameters of the medium on sizes of the particles and on parameters of interactions between them have been established, and numerical estimates of the nonlinearity parameters have been performed both for the complete (three-mode) system and for the reduced (two-mode) model. Using the multi-scale method, the two-mode system is reduced to Kadomtsev-Petviashvili evolutionary equation with respect to transverse deformation. This equation has a soliton-type solution. Different variants of behavior of a plane solitary wave are analyzed, depending on initial conditions of Kadomtsev-Petviashvili equation and its factors that depend on the microstructure parameters of the considered medium.

## 2 Discrete Model

We consider a square lattice (Fig. 1), the sites of which are occupied by homogeneous round particles (granules) having mass $M$ and diameter $d$. In the initial state, the centers of mass of the particles are located in lattice sites, and the distance between them is $a$. The lattice sites $N$ are enumerated using the subscripts $(i, j)$. Each particle has three degrees of freedom: displacements $\mathfrak{u}_{i j}(t)$ and $w_{i j}(t)$ of the center of mass along axes $x$ and $y$, respectively, and the angle of rotation $\varphi_{i j}(\mathrm{t})$ with respect to an axis passing through the center of mass of a particle (Fig. 2). The kinetic energy of the cell is as follows:

$$
\begin{equation*}
T_{i, j}=\frac{M}{2}\left(\dot{u}_{i, j}^{2}+\dot{w}_{i, j}^{2}\right)+\frac{J}{2} \dot{\varphi}_{i, j}^{2}, \tag{1}
\end{equation*}
$$

Fig. 1 A square lattice consisting of round particles

where $J=M d^{2} / 8=M R^{2}$ is the moment of inertia about the axis passing through its mass center and $R=d / \sqrt{8}$ is the radius of gyration of the particle. The dots denote derivatives with respect to time.

Since we consider only small deviations of particles from equilibrium positions, their force and moment interactions can be described by a power potential. In the harmonic approximation, the interaction potential is a quadratic form of the variables of the system state. The potential energy per cell is equal to the potential energy of a particle located at site $N$ and interacting with its neighbors and can be described by the following expression:

$$
\begin{aligned}
& +\sum_{n, r, l, m} \frac{\partial^{2} U}{\partial\left(\Delta_{n r} \varphi\right) \partial\left(\Delta_{\operatorname{lm}} \varphi\right)} \Delta_{\mathfrak{n r}} \varphi \Delta_{\operatorname{lm}} \varphi \\
& +\sum_{k=1}^{2} \sum_{n, r, l, m} \frac{\partial^{2} u}{\partial\left(\Delta_{n r} q^{k}\right) \partial\left(\Delta_{\operatorname{lm}} \varphi\right)} \Delta_{n r} q^{k} \Delta_{\operatorname{lm}} \varphi \\
& +\sum_{k=1}^{2} \sum_{n, r} \frac{\partial^{2} U}{\partial\left(\Delta_{n r} q^{k}\right) \partial \varphi} \Delta_{n r} q^{k} \varphi+\frac{\partial^{2} U}{(\partial \varphi)^{2}} \varphi^{2} .
\end{aligned}
$$

Here $\left\{q_{i j}^{k}\right\}=\left\{q_{i j}^{1}, q_{i j}^{2}\right\}=\left\{u_{i j}, w_{i j}\right\}$ are the components of the displacement vector of the center of mass for a particle located at the site with subscripts $(i, j)$, $\Delta_{n r} q^{k}=\left(q_{i+n j+r}^{k}-q_{i j}^{k}\right) / a$ is the relative variation of interparticle distances, $\Delta_{n r} \varphi=\left(\varphi_{i+n j+r}-\varphi_{i j}\right) / a$ is the relative variation of the particle orientation angles, and $n= \pm 1, r= \pm 1$ are the subscripts determining the spatial positions of the neighboring particles. The second-order derivatives of the potential energy are


Fig. 2 Schematic for force interactions between the particles and kinematics
the constants of quasi-elastic interactions of the particles and represent the elements of force matrices of the crystalline structure [15]. In phenomenological theories, the material constants are assumed to be known from experiments. Their relation to the geometric structure and interaction parameters in the crystal lattice is generally unclear. From the general energy considerations and the symmetry conditions, only certain restrictions on their values [5] can be derived. The proposed structural approach makes it possible to find explicit relationships between the force matrix elements and lattice parameters.

For structural modeling of crystalline media, an equivalent force scheme is introduced as a system of rods or springs that incorporates the transmission of forces and moments between the structural elements [10-12] instead of a field description of the interaction of the particles. For convenience, the round particles are replaced by inscribed polygons, the shape of which repeats that of the cell. The springs simulating the interactions between particles are considered anchored at the vertices of polygons.

In the present paper, a spring model is used for modeling. Displacements of the granules are assumed to be small compared to the size of the elementary cell of the lattice. The particle $N$ is supposed to interact directly with eight nearest neighbors in the lattice. The mass centers of four of them are on horizontal and vertical lines (these particles are called particles of the first coordination sphere), while the mass centers of the other four neighboring particles lie along diagonals (particles of the second coordination sphere). The potential energy per cell of the square lattice produced by its interaction with eight neighbors is described by

$$
\begin{equation*}
u_{N}=\frac{1}{2}\left(\sum_{n=1}^{4} \frac{K_{0}}{2} D_{0 n}^{2}+\sum_{n=1}^{8} \frac{K_{1}}{2} D_{1 n}^{2}+\sum_{n=1}^{8} \frac{K_{2}}{2} D_{2 n}^{2}+\sum_{n=1}^{4} \frac{K_{3}}{2} D_{3 n}^{2}\right) \tag{2}
\end{equation*}
$$

where $\mathrm{D}_{\ln }(l=0,1,2,3)$ are extensions of arbitrary enumerated springs of four types, which connect a particle with its neighbors. The central springs having rigidity $\mathrm{K}_{0}$, together with the non-central springs with rigidity $\mathrm{K}_{1}$ define interaction forces of extension/compression of the material, whereas the springs with $\mathrm{K}_{1}$ transmit also moments to particle rotation. The diagonal springs with rigidity $\mathrm{K}_{2}$ characterize force interactions of the granules of shear deformations in the material. The springs possessing rigidity $\mathrm{K}_{3}$ model interactions with the particles of the second coordination sphere. For convenience of further calculations, we shall assume that points of connection of springs $K_{0}$ are located in the centers of the particles, whereas ones of the springs $\mathrm{K}_{1}, \mathrm{~K}_{2}$ and $\mathrm{K}_{3}$ lie in the vertices of a square that is entered in a circumference and has a side $h=d / \sqrt{2}$ (Fig. 2). Equation (2) contains additional factor 0.5 because the potential energy of the spring is equal to the sum of the potential energies of two particles, which are connected by this spring.

We shall calculate expressions for extensions of the springs, $D_{l n}$, supposing that quantities $\Delta u_{i} \sim \Delta w_{i} \sim \Delta u_{j} \sim \Delta w_{j} \sim a \varepsilon, \Delta \varphi_{i} \sim \Delta \varphi_{j} \sim \varepsilon^{3 / 2}$, and $\Phi_{i} \sim \sqrt{\varepsilon}$ are small, where $\Delta u_{i}=u_{i, j}-u_{i-1, j}, \Delta u_{j}=u_{i, j}-u_{i, j-1}, \Phi_{i}=\left(\varphi_{i-1, j}+\varphi_{i, j}\right) / 2$ $\ll \pi / 2$, and $\varepsilon \ll 1$ is a measure of cell deformation. After substitution of these expressions into (2) we shall make up Lagrange function $L=T_{i, j}-U_{i, j}$ for the particle with number $(i, j)$ to an accuracy of terms of order $\varepsilon^{5 / 2}$. Thus, only geometrical nonlinearity is taken into account in this model. Then, using Lagrange equations of the second kind it is possible to obtain differential-different equations describing dynamics of the considered lattice. However, the continuum approximation of the proposed model will be considered in this chapter.

## 3 Continuum Approximation

For a comparison of the structural model of the medium with the well-known models of a deformable solid, it is expedient to pass from the discrete description to a continuous description. In the case of the long wavelength perturbations, for which $a / \Lambda \ll 1$ ( $\Lambda$ is the characteristic spatial deformation scale), the discrete variables $i$ and $j$ can be replaced by the continuous variables $x=i a$ and $y=j a$, and the functions $u_{i j}(\mathrm{t}), w_{i j}(\mathrm{t}), \varphi_{i j}(\mathrm{t})$ can be interpolated by the fields of displacements $u(x, y, t)$, $w(x, y, t)$ and microrotations $\varphi(\mathrm{x}, \mathrm{y}, \mathrm{t})$, respectively.

Depending on the order of approximation, it is possible to consider various continuous models. In the first approximation the following Lagrangian of the considered medium with microstructure yields:

$$
\begin{aligned}
L= & \frac{M}{2}\left(u_{t}^{2}+w_{t}^{2}+R^{2} \varphi_{t}^{2}\right)-\frac{M}{2}\left[c_{1}^{2}\left(u_{x}^{2}+w_{y}^{2}\right)+c_{2}^{2}\left(w_{x}^{2}+u_{y}^{2}\right)\right. \\
& +R^{2} c_{3}^{2}\left(\varphi_{x}^{2}+\varphi_{y}^{2}\right)+s^{2}\left(u_{x} w_{y}+u_{y} w_{x}\right)+2 \beta^{2}\left(w_{x}-u_{y}\right) \varphi+2 \beta^{2} \varphi^{2}
\end{aligned}
$$

$$
\begin{align*}
& +\alpha_{1}\left(u_{x}^{3}+w_{y}^{3}\right)+\alpha_{2}\left(u_{y}^{3}+w_{x}^{3}+u_{x}^{2} u_{y}+u_{x} u_{y}^{2}+w_{x}^{2} w_{y}+w_{x} w_{y}^{2}\right. \\
& \left.-u_{x}^{2} w_{x}-u_{y}^{2} w_{x}-u_{x}^{2} w_{y}-u_{y} w_{y}^{2}-u_{y} w_{x}^{2}-u_{x} w_{y}^{2}\right) \\
& -2 \alpha_{2}\left(u_{x} u_{y}\left(w_{x}+w_{y}\right)+w_{x} w_{y}\left(u_{x}+u_{y}\right)\right)+\alpha_{3}\left(u_{x} w_{x}^{2}+u_{y}^{2} w_{y}\right) \\
& +\alpha_{4}\left(w_{x} w_{y} \varphi-u_{x} u_{y} \varphi+\frac{1}{2}\left(w_{x}^{2}-u_{x}^{2}+w_{y}^{2}-u_{y}^{2}\right) \varphi\right)  \tag{3}\\
& \left.+\alpha_{5}\left(u_{y} \varphi^{2}+w_{x} \varphi^{2}\right)+\alpha_{6}\left(u_{x} \varphi^{2}+w_{y} \varphi^{2}\right)+\alpha_{7}\left(u_{x} w_{x} \varphi+u_{y} w_{y} \varphi\right)\right] .
\end{align*}
$$

Using Lagrangian (3), a set of nonlinear differential equations describing the dynamic processes in a 2D crystalline medium with non-dense packing of the particles is derived in agreement with Hamilton's variational principle:

$$
\begin{align*}
u_{t t} & =c_{1}^{2} u_{x x}+c_{2}^{2} u_{y y}+s^{2} w_{x y}-\beta^{2} \varphi_{y}+\frac{1}{2} \frac{\partial F_{1}}{\partial x}+\frac{1}{2} \frac{\partial F_{2}}{\partial y}, \\
w_{t t} & =c_{2}^{2} w_{x x}+c_{1}^{2} w_{y y}+s^{2} u_{x y}+\beta^{2} \varphi_{x}+\frac{1}{2} \frac{\partial F_{3}}{\partial x}+\frac{1}{2} \frac{\partial F_{4}}{\partial y}, \\
R^{2} \varphi_{t t} & =R^{2} c_{3}^{2}\left(\varphi_{x x}+\varphi_{y y}\right)+\beta^{2}\left(u_{y}-w_{x}\right)-2 \beta^{2} \varphi-F_{5} . \tag{4}
\end{align*}
$$

Here, the following notation has been introduced: $c_{i}(i=1,2,3)$ are the velocities of propagation of longitudinal, transverse, and rotational waves, respectively, $s$ is the coefficient of linear coupling between the longitudinal and transverse deformations in a material, $\beta$ is the dispersion parameter. Dependencies of the coefficients of equations (4) on the force constants $\mathrm{K}_{0}, \mathrm{~K}_{1}, \mathrm{~K}_{2}$, and $\mathrm{K}_{3}$, the lattice period $a$ and grain size $\mathrm{h}=\mathrm{d} / \sqrt{2}$ ( $d$ is a diameter of the particle) have the following form [14]:

$$
\begin{align*}
& c_{1}^{2}=\frac{a^{2}}{M}\left(K_{0}+2 K_{1}+\frac{2(a-h)^{2}}{(a-h)^{2}+h^{2}} K_{2}+K_{3}\right) \\
& c_{2}^{2}=\frac{a^{2}}{M}\left(\frac{2 h^{2}}{(a-h)^{2}+h^{2}} K_{2}+K_{3}\right)  \tag{5}\\
& c_{3}^{2}=\frac{a^{2} h^{2}}{2 M R^{2}}\left(K_{1}+\frac{a^{2}}{(a-h)^{2}+h^{2}} K_{2}\right) \\
& s^{2}=\frac{2 a^{2}}{M} K_{3}, \quad \beta^{2}=\frac{2 a^{2}}{M}\left(\frac{h^{2}}{(a-h)^{2}+h^{2}} K_{2}\right)
\end{align*}
$$

Moreover, the nonlinearity functions contain in the right-hand sides of Eqs. (4):

$$
\begin{aligned}
F_{1}= & 3 \alpha_{1} u_{x}^{2}+\alpha_{2}\left(2 u_{x} u_{y}+u_{y}^{2}-2 u_{x} w_{x}-u_{x} w_{y}-w_{y}^{2}\right)+\alpha_{3} w_{x}^{2} \\
& -2 \alpha_{2}\left(u_{y} w_{x}+u_{y} w_{y}+w_{x} w_{y}\right)-\alpha_{4}\left(u_{y} \varphi+u_{x} \varphi\right)+\alpha_{6} \varphi^{2}+\alpha_{7} w_{x} \varphi, \\
F_{2}= & \alpha_{2}\left(3 u_{y}^{2}+u_{x}^{2}+2 u_{x} u_{y}-2 u_{y} w_{x}-w_{y}^{2}-w_{x}^{2}\right)+2 \alpha_{3} u_{y} w_{y}
\end{aligned}
$$

$$
\begin{align*}
& -2 \alpha_{2}\left(u_{x} w_{x}+u_{x} w_{y}+w_{x} w_{y}\right)-\alpha_{4}\left(u_{x} \varphi+u_{y} \varphi\right)+\alpha_{5} \varphi^{2}+\alpha_{7} w_{y} \varphi \\
F_{3}= & \alpha_{2}\left(3 w_{x}^{2}+2 w_{x} w_{y}+w_{y}^{2}-u_{x}^{2}-u_{y}^{2}-2 u_{y} w_{x}\right. \\
& \left.-2 u_{x} u_{y}+u_{x} w_{y}\right)+2 \alpha_{3} u_{x} w_{x}+\alpha_{4}\left(w_{y} \varphi+w_{x} \varphi\right)+\alpha_{5} \varphi^{2}+\alpha_{7} u_{x} \varphi \\
F_{4}= & 3 \alpha_{1} w_{y}^{2}+\alpha_{2}\left(w_{x}^{2}+2 w_{x} w_{y}-u_{x}^{2}-2 u_{y} w_{y}-2 u_{x} w_{y}\right)+\alpha_{3} u_{y}^{2}  \tag{6}\\
& -2 \alpha_{2}\left(u_{x} u_{y}+u_{x} w_{x}+u_{y} w_{x}\right)+\alpha_{4}\left(w_{x} \varphi+w_{y} \varphi\right)+\alpha_{6} \varphi^{2}+\alpha_{7} u_{y} \varphi \\
F_{5}= & \alpha_{4}\left(w_{x} w_{y}-u_{x} u_{y}+\frac{1}{2}\left(w_{x}^{2}-u_{x}^{2}+w_{y}^{2}-u_{y}^{2}\right)\right) \\
& +2 \alpha_{5}\left(u_{y} \varphi+w_{x} \varphi\right)+2 \alpha_{6}\left(u_{x} \varphi+w_{y} \varphi\right)+\alpha_{7}\left(u_{x} w_{x}+u_{y} w_{y}\right),
\end{align*}
$$

where $\alpha_{i}(i=1, \ldots, 7)$ are the nonlinearity coefficients depending on the microstructure parameters:

$$
\begin{gather*}
M \alpha_{1}=\frac{K_{2}}{r^{4}} a^{3}(a-h) h^{2}+\frac{K_{3}}{4(a-h)} a^{3}, \quad M \alpha_{2}=\frac{K_{3}}{4(a-h)} a^{3}, \\
M \alpha_{3}=K_{0} a^{2}+K_{1} \frac{a^{3}}{a-h}+\frac{K_{2}}{r^{4}} a^{3}(a-h)\left(a^{2}-2 a h-h^{2}\right)-\frac{K_{3} a^{3}}{4(a-h)}, \\
M \alpha_{4}=\frac{2 a^{2} h K_{3}}{a-h}, \quad M \alpha_{5}=\frac{K_{3}}{(a-h)^{2}} a^{2} h^{2},  \tag{7}\\
M \alpha_{6}= \\
K_{1} \frac{a h^{2}}{a-h}+K_{2} \frac{a h^{2}}{r^{4}}(2 h-a)\left(5 a h-2 h^{2}-a^{2}\right)+\frac{K_{3}}{(a-h)^{2}} a^{2} h^{2}, \\
M \alpha_{7}=K_{1} \frac{2 a^{2} h}{a-h}+\frac{2 a^{3} h}{r^{4}} K_{2}\left(5 h^{2}-5 a h+a^{2}\right) .
\end{gather*}
$$

Here $r=\sqrt{(a-h)^{2}+h^{2}}$ is the initial length of the springs with rigidity $K_{2}$ (Fig. 2).
Equations(4) describe the dynamics of a crystalline (granular) medium accounting for local interactions of the grain, and coincide with the dynamic equations of the 2D anisotropic Cosserat continuum consisting of centrally-symmetric particles [5]. Such equations differ from the equations of the classical theory of elasticity by the additional equation for the microrotation wave. In the continuous approach, this equation follows from the conservation law of moment of momentum (or angular momentum), if the internal moments of the particles of the medium are introduced into the consideration.

## 4 Approximation of the Second-Order Gradient Theory of Elasticity

Theoretical estimates [14] and experimental data [16] show that rotational waves in solids exist in the high-frequency range ( $>10^{9}-10^{11} \mathrm{~Hz}$ ), where it is quite difficult, with a technical point of view, to carry out acoustic experiments. Nevertheless,
information about microstructure of the medium can be received even by means of acoustic measurements on rather low frequencies $\left(10^{6}-10^{7} \mathrm{~Hz}\right)$, when the rotational waves do not propagate in a medium. Therefore we will consider low-frequency approximation of Eqs. (4), in which the microrotations of the particles of the medium are not independent and are determined by a displacement field. The inter-relationship between the microrotations $\varphi_{j}$ and displacements $u$ and $w$ can be found from the third Eq. (4) by the method of stepwise approximations. In the first approximation

$$
\begin{equation*}
\varphi(x, t) \approx \frac{1}{2}\left(u_{y}-w_{x}\right) \tag{8}
\end{equation*}
$$

This relationship between the rotations of the particles of the medium and a vorticity of a displacement field, is a characteristic feature of the Cosserat pseudo-continuum model (continuum with the restricted rotation of the particles) [5]. Taking account of Eq. (8) leads to the "freezing" of the rotational degree of freedom. Thus, excitations, which are caused by the microrotations, do not propagate in the medium, but they influence on propagation of the longitudinal and transverse waves. In this case, the Lagrange function $L$ takes on the simpler form:

$$
\begin{align*}
L=\frac{M}{2}\left(u_{t}^{2}\right. & \left.+w_{t}^{2}+\frac{R^{2}}{4}\left(u_{y t}-w_{x t}\right)^{2}\right) \\
- & \frac{M}{2}\left[c_{1}^{2}\left(u_{x}^{2}+w_{y}^{2}\right)+c_{2}^{2}\left(w_{x}^{2}+u_{y}^{2}\right)+\frac{R^{2}}{4} c_{3}^{2}\left(\left(u_{x y}-w_{x x}\right)^{2}\right.\right. \\
& \left.+\left(u_{y y}-w_{x y}\right)^{2}\right)+s^{2}\left(u_{x} w_{y}+u_{y} w_{x}\right)-\frac{\beta^{2}}{2}\left(w_{x}-u_{y}\right)^{2}  \tag{9}\\
& +\alpha_{1}\left(u_{x}^{3}+w_{y}^{3}\right)-\alpha_{2}\left(u_{x}^{2} w_{y}+u_{x} w_{y}^{2}+2 u_{x} u_{y} w_{y}+2 u_{x} w_{x} w_{y}\right) \\
& +\gamma_{1}\left(u_{y}^{3}+w_{x}^{3}-u_{y} w_{x}^{2}-u_{y}^{2} w_{x}\right)+\gamma_{2}\left(u_{x} u_{y}^{2}+w_{x}^{2} w_{y}\right) \\
& +\gamma_{3} u_{x} w_{x}^{2}+\gamma_{4} u_{y}^{2} w_{y}+\gamma_{5}\left(u_{x}^{2} u_{y}+w_{x} w_{y}^{2}-u_{x}^{2} w_{x}-u_{y} w_{y}^{2}\right) \\
& \left.-\left(2 \gamma_{5}+\gamma_{6}\right) u_{x} u_{y} w_{x}-\left(2 \gamma_{5}+\gamma_{7}\right) u_{y} w_{x} w_{y}\right] .
\end{align*}
$$

Here

$$
\begin{equation*}
\gamma_{1}=\alpha_{2}+\frac{\alpha_{5}-\alpha_{4}}{4}, \quad \gamma_{2}=\alpha_{2}+\frac{\alpha_{6}}{4}-\frac{\alpha_{4}}{2}, \quad \gamma_{3}=\alpha_{3}+\frac{\alpha_{6}}{4}-\frac{\alpha_{7}}{2} \tag{10}
\end{equation*}
$$

$\gamma_{4}=\alpha_{3}+\frac{\alpha_{6}}{4}+\frac{\alpha_{7}}{2}, \quad \gamma_{5}=\alpha_{2}-\frac{\alpha_{4}}{4}, \quad \gamma_{6}=\frac{1}{2}\left(\alpha_{6}-\alpha_{7}\right), \quad \gamma_{7}=\frac{1}{2}\left(\alpha_{6}+\alpha_{7}\right)$.
In contrast to the classical case, in Lagrangian (9), there are terms containing second-order derivatives from the field of displacements. The terms $u_{y t}$ and $w_{x t}$ take into account the contribution of the rotational motions to the kinetic energy, and the terms with spatial derivatives $u_{x y}, w_{x x}$, etc. describe the contribution to the
potential energy of the stresses provided by bending of the lattice. The nonlinear differential equations describing the propagation and interaction of the longitudinal and transverse waves in the nanocrystalline medium in the low-frequency approximation have the form:

$$
\begin{align*}
& u_{t t}-c_{1}^{2} u_{x x}-\left(c_{2}^{2}-\frac{\beta^{2}}{2}\right) u_{y y}-\left(s^{2}+\frac{\beta^{2}}{2}\right) w_{x y} \\
& \quad=\frac{R^{2}}{4} \frac{\partial}{\partial y}\left[\frac{\partial^{2}}{\partial t^{2}}\left(u_{y}-w_{x}\right)-c_{3}^{2} \Delta\left(u_{y}-w_{x}\right)\right]+\frac{1}{2} \frac{\partial H_{1}}{\partial x}+\frac{1}{2} \frac{\partial H_{2}}{\partial y}  \tag{11}\\
& w_{t t}-\left(c_{2}^{2}-\frac{\beta^{2}}{2}\right) w_{x x}-c_{1}^{2} w_{y y}-\left(s^{2}+\frac{\beta^{2}}{2}\right) u_{x y} \\
& =-\frac{R^{2}}{4} \frac{\partial}{\partial x}\left[\frac{\partial^{2}}{\partial t^{2}}\left(u_{y}-w_{x}\right)-c_{3}^{2} \Delta\left(u_{y}-w_{x}\right)\right]+\frac{1}{2} \frac{\partial H_{3}}{\partial x}+\frac{1}{2} \frac{\partial H_{4}}{\partial y} .
\end{align*}
$$

Here, the symbol $\Delta$ means the 2D Laplacian $\Delta=\partial^{2} / \partial x^{2}+\partial^{2} / \partial y^{2}$, $\mathrm{H}_{1,2,3,4}$ are the nonlinearity functions:

$$
\begin{aligned}
\mathrm{H}_{1}= & 3 \alpha_{1} u_{x}^{2}-2 \alpha_{2}\left(u_{x} w_{y}+\frac{1}{2} w_{y}^{2}+u_{y} w_{y}+w_{x} w_{y}\right) \\
& +\gamma_{2} u_{y}^{2}+\gamma_{3} w_{x}^{2}+2 \gamma_{5}\left(u_{x} u_{y}-u_{x} w_{x}\right)-\left(2 \gamma_{5}+\gamma_{6}\right) u_{y} w_{x}, \\
\mathrm{H}_{2}= & -2 \alpha_{2} u_{x} w_{y}+\gamma_{1}\left(3 u_{y}^{2}-w_{x}^{2}-2 u_{y} w_{x}\right)+2 \gamma_{2} u_{x} u_{y}+2 \gamma_{4} u_{y} w_{y} \\
& +\gamma_{5}\left(u_{x}^{2}-w_{y}^{2}\right)-\left(2 \gamma_{5}+\gamma_{6}\right) u_{x} w_{x}-\left(2 \gamma_{5}+\gamma_{7}\right) w_{x} w_{y}, \\
\mathrm{H}_{3}= & -2 \alpha_{2} u_{x} w_{y}+\gamma_{1}\left(3 w_{x}^{2}-u_{y}^{2}-2 u_{y} w_{x}\right)+2 \gamma_{2} w_{x} w_{y}+2 \gamma_{3} u_{x} w_{x} \\
& +\gamma_{5}\left(w_{y}^{2}-u_{x}^{2}\right)-\left(2 \gamma_{5}+\gamma_{6}\right) u_{x} u_{y}-\left(2 \gamma_{5}+\gamma_{7}\right) u_{y} w_{y}, \\
\mathrm{H}_{4}= & 3 \alpha_{1} w_{y}^{2}-2 \alpha_{2}\left(u_{x} w_{y}+\frac{1}{2} u_{x}^{2}+u_{x} u_{y}+u_{x} w_{x}\right) \\
& +\gamma_{2} w_{x}^{2}+\gamma_{4} u_{y}^{2}+2 \gamma_{5}\left(w_{x} w_{y}-u_{y} w_{y}\right)-\left(2 \gamma_{5}+\gamma_{7}\right) u_{y} w_{x} .
\end{aligned}
$$

Equations such as Eqs.(11) are usually called equations of the second-order gradient theory of elasticity [17], as the terms with spatial fourth-order derivatives take into account the coupled stresses arising at the translational displacements of the particles. It should be noted that, in spite of absence of microrotations in Eqs. (11), the coefficients of these equations changed because of influence of microstructure-in the considered low-frequency approximation, the transverse wave velocity is diminished by quantity $\beta^{2} / 2$, and the parameter $s^{2}$ increases by the same quantity.

## 5 The Problem of Parametric Identification

The real-world problem of identification of the Cosserat continuum (see Eqs. (4)) is still actual for a lot of heterogeneous materials that are suitable for application of this model [18]. However, even in the simplest case of the elastic isotropic Cosserat continuum, there are rather few reliable results, confirmed by different researchers, concerning determination of model parameters. The further proposed procedure of estimating of macroparameters of the medium, which is based on the method of structural modeling, is intended for solving this problem.

Among velocities of propagation of translational waves in a square lattice consisting of round particles there are three independent quantities-in accordance with number of elasticity constants of the second order ( $C_{11}, C_{12}$ and $\left.C_{44}\right)$ in Lame equations of the classical theory of elasticity for media with cubic symmetry [19]:

$$
\begin{aligned}
\rho u_{t t} & =C_{11} u_{x x}+C_{44} u_{y y}+\left(C_{12}+C_{44}\right) w_{x y} \\
\rho w_{t t} & =C_{44} w_{x x}+C_{11} w_{y y}+\left(C_{12}+C_{44}\right) u_{x y}
\end{aligned}
$$

From comparison of these equations with Eqs. (11), which factors depend on the sizes of the particles, it is possible to receive the following relationships:

$$
\begin{equation*}
c_{1}^{2}=\frac{C_{11}}{\rho}, \quad c_{2}^{2}=\frac{2 C_{44}-C_{12}}{\rho}, \quad s^{2}=\frac{2 C_{12}}{\rho}, \quad \beta^{2}=\frac{2\left(C_{44}-C_{12}\right)}{\rho} . \tag{12}
\end{equation*}
$$

It should be noted that the equality $c_{2}^{2}=\beta^{2}+s^{2} / 2$ follows both from (12) and from (5). Taking into account that $\mathrm{C}_{11}-\mathrm{C}_{12}=2 \rho v^{2}$ [19], where $\rho$ is the density of the medium, $v$ is the transverse wave velocity in the crystallographic direction $\langle 110\rangle$

$$
\begin{equation*}
v^{2}=\left(2 c_{1}^{2}-s^{2}\right) / 4 \tag{13}
\end{equation*}
$$

Equations (12) will be rewritten in the form [20]:

$$
\begin{equation*}
\mathrm{C}_{11}=\rho \mathrm{c}_{1}^{2}, \quad \mathrm{C}_{12}=\rho\left(\mathrm{c}_{1}^{2}-2 v^{2}\right), \quad \mathrm{C}_{44}=\rho\left(\mathrm{c}_{1}^{2}+\mathrm{c}_{2}^{2}-2 v^{2}\right) / 2 . \tag{14}
\end{equation*}
$$

Formulas (14) show, how to determine effective moduli of elasticity of the nanocrystalline medium using acoustic measurements. Due to equations (12)-(14), it is possible to use freely any set of basis quantities: $\left(c_{1}, c_{2}, s\right),\left(c_{1}, c_{2}, v\right)$ or $\left(\mathrm{C}_{11}, \mathrm{C}_{12}\right.$, $\left.\mathrm{C}_{44}\right)$. In particular, starting from known constants of elasticity of the second order, we come to the following expressions of parameters of interparticle interactions:

$$
\begin{align*}
& \frac{K_{1}}{a}=\frac{1}{2+K}\left[C_{11}-C_{12}-2\left(C_{44}-C_{12}\right)\left(\frac{1}{p}-1\right)^{2}\right],  \tag{15}\\
& \frac{K_{2}}{a}=\left(C_{44}-C_{12}\right)\left(1+\left(\frac{1}{p}-1\right)^{2}\right), \quad \frac{K_{3}}{a}=C_{12},
\end{align*}
$$

where $\mathrm{K}=\mathrm{K}_{0} / \mathrm{K}_{1}$ is the relation between the central and noncentral interactions, $p=h / a=d / a \sqrt{2}$ is the relative size of the particle.

Relations (5) depending on the values of microstructure parameters were analyzed in details in [14] and chap. 3 of monograph [1]. As a result of the analysis, using known experimental data $\rho, \mathrm{C}_{11}, \mathrm{C}_{12}$ and $\mathrm{C}_{44}$ (at normal temperature) [21], the wave velocities $\mathrm{c}_{1}, \mathrm{c}_{2}, \mathrm{c}_{3}$, parameters $\beta$ and $s$, and also modeling parameters of power interactions between particles are calculated for some cubic crystals. The calculations were carried out for $\mathrm{K}=10$ (the central interactions dominate) and $d / a=0.9$. In this work by means of equalities (15) we will estimate factors of nonlinearities (7) (see Table 1) which dependencies on microstructure parameters K and $p$, and the elasticity constants of the second order have the following appearance:

$$
\begin{align*}
\rho \alpha_{1}= & \frac{1-p}{(1-p)^{2}+p^{2}}\left(C_{44}-C_{12}\right), \quad \rho \alpha_{2}=\frac{C_{12}}{4(1-p)}, \\
\rho \alpha_{3}= & \frac{K(1-p)+1}{(2+K)(1-p)}\left[C_{11}-C_{12}-2\left(C_{44}-C_{12}\right) \frac{(1-p)^{2}}{p^{2}}\right] \\
& +\left(C_{44}-C_{12}\right) \frac{(1-p)\left(1-2 p-p^{2}\right)}{\left((1-p)^{2}+p^{2}\right) p^{2}}, \\
\rho \alpha_{4}= & \frac{2 p C_{12}}{1-p}, \quad \rho \alpha_{5}=\frac{p^{2} C_{12}}{(1-p)^{2}},  \tag{16}\\
\rho \alpha_{6}= & \frac{1}{2+K}\left[\left(C_{11}-C_{12}\right) \frac{p^{2}}{1-p}-2\left(C_{44}-C_{12}\right)(1-p)\right] \\
& +\left(C_{44}-C_{12}\right) \frac{(2 p-1)\left(5 p-2 p^{2}-1\right)}{(1-p)^{2}+p^{2}}, \\
\rho \alpha_{7}= & \frac{2}{2+K}\left[\left(C_{11}-C_{12}\right) \frac{p}{1-p}-2\left(C_{44}-C_{12}\right) \frac{1-p}{p}\right] \\
& +2\left(C_{44}-C_{12}\right) \frac{\left(5 p^{2}-5 p+1\right)}{p\left((1-p)^{2}+p^{2}\right)}
\end{align*}
$$

From (16) it follows that, if $p \rightarrow 0$, as shown in work [11], the Cauchy relation $\mathrm{C}_{12}=\mathrm{C}_{44}$ is valid and, as a result

$$
\alpha_{2} \rightarrow \frac{C_{12}}{4 \rho}, \quad \alpha_{3} \rightarrow \frac{K+1}{(2+K) \rho}\left(C_{11}-C_{12}\right)
$$

Table 1 Structural parameters for crystals with cubic symmetry

| Structural parameters |  | Crystals |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | LiF | NaF | NaBr |
| Density (kg/m ${ }^{3}$ ) | $\rho$ | 2600 | 2800 | 3200 |
| Elasticity constants ( $10^{9} \mathrm{~N} / \mathrm{m}^{2}$ ) | $\mathrm{C}_{11}$ | 113.00 | 97.00 | 32.55 |
|  | $\mathrm{C}_{12}$ | 48.00 | 25.60 | 13.14 |
|  | $\mathrm{C}_{44}$ | 63.00 | 28.00 | 13.26 |
| Wave velocities (m/s) | $\mathrm{c}_{1}$ | 6593 | 5890 | 3190 |
|  | $\mathrm{c}_{2}$ | 5477 | 3295 | 2045 |
|  | $v$ | 3536 | 3571 | 1741 |
|  | $c_{3}$ | 5659 | 2896 | 1092 |
| Coefficient of linear coupling between the longitudinal and transverse deformations ( $\mathrm{m} / \mathrm{s}$ ) | $s$ | 6076 | 4276 | 2866 |
| Dispersion parameter ( $\mathrm{m} / \mathrm{s}$ ) | $\beta$ | 3396 | 1309 | 274 |
| Parameters of force interactions between the particles $\left(10^{9} \mathrm{~N} / \mathrm{m}^{2}\right)$ | $\mathrm{K}_{0} / \mathrm{a}$ | 46.01 | 58.19 | 16.11 |
|  | $\mathrm{K}_{1} / \mathrm{a}$ | 4.601 | 5.819 | 1.611 |
|  | $\mathrm{K}_{2} / \mathrm{a}$ | 19.897 | 3.183 | 0.159 |
|  | $\mathrm{K}_{3} / \mathrm{a}$ | 48.00 | 25.60 | 13.14 |
| Nonlinearity coefficients in the original model $\left(10^{6} \mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | $\alpha_{1}$ | 16.60 | 6.87 | 2.85 |
|  | $\alpha_{2}$ | 12.69 | 6.29 | 2.82 |
|  | $\alpha_{3}$ | -34.75 | 0.38 | -4.91 |
|  | $\alpha_{4}$ | 64.63 | 32.00 | 14.37 |
|  | $\alpha_{5}$ | 56.65 | 28.01 | 12.58 |
|  | $\alpha_{6}$ | 62.55 | 30.92 | 13.17 |
|  | $\alpha_{7}$ | 0.90 | 6.49 | 1.73 |
| Nonlinearity coefficients in the two-mode model $\left(10^{6} \mathrm{~m}^{2} / \mathrm{s}^{2}\right)$ | $\gamma_{1}$ | 10.68 | 5.29 | 2.37 |
|  | $\gamma_{2}$ | -3.98 | -1.99 | -1.07 |
|  | $\gamma_{3}$ | -19.56 | 4.87 | -2.49 |
|  | $\gamma_{4}$ | -18.66 | 11.36 | -0.76 |
|  | $\gamma_{5}$ | -3.46 | -1.71 | $-0.77$ |
|  | $\gamma_{6}$ | 30.83 | 12.22 | 5.72 |
|  | $\gamma_{7}$ | 31.72 | 18.70 | 7.45 |

and all the other nonlinearity factors tend to zero. For $p=1 / 2$ the Cauchy relation is not valid and

$$
\begin{aligned}
& \alpha_{1}=\left(C_{44}-C_{12}\right) / \rho, \quad \alpha_{2}=C_{12} / 2 \rho, \quad \alpha_{3}=\left(C_{11}+2 C_{12}-3 C_{44}\right) / \rho, \\
& \alpha_{4}=2 C_{12} / \rho, \quad \alpha_{5}=C_{12} / \rho \\
& \alpha_{6}=\frac{C_{11}+C_{12}-2 C_{44}}{2(2+K) \rho}, \quad \alpha_{7}=\frac{C_{11}+3 C_{12}-4 C_{44}}{2(2+K) \rho}
\end{aligned}
$$

Here $\alpha_{3}$ does not depend on the parameter of interparticle interactions $K=K_{0} / K_{1}$, and any of nonlinearity coefficients does not tend to zero.

Numerical estimates of the nonlinearity factors presented in Table 1 show that only parameters $\gamma_{2}$ and $\gamma_{5}$ are negative for all considered crystals, whereas factors $\alpha_{3}, \gamma_{3}$ and $\gamma_{4}$ can be both positive and negative. In the three-mode model, parameter $\alpha_{4}$ is the greatest for all considered materials, and parameter $\gamma_{7}$ has maximal values in the two-mode one. For the certain material $\gamma_{7}$ exceeds the smallest absolute value of a factor $\gamma_{i}$ up to 11 times, and for parameters $\alpha_{i}$ this ratio is greater-up to 72 times. Besides, some $\alpha_{i}$ can even surpass a square of the longitudinal wave velocity, $\mathrm{c}_{1}^{2}$, that proves importance of the accounting of the nonlinear terms.

## 6 Kadomtsev-Petviashvili Evolutionary Equation for the Two-Mode Model

We shall consider propagation of localized strain waves in a medium, depending on parameters of its microstructure. For this purpose, we introduce new coordinates and time $\xi=x-v t, \eta=\sqrt{\varepsilon} y, \tau=\varepsilon t ; u=\sqrt{\varepsilon} u, w=w$ in Eqs. (11). So, these equations take on the form:

$$
\begin{align*}
& \sqrt{\varepsilon} v^{2} \frac{\partial^{2} u}{\partial \xi^{2}}-2 \varepsilon \sqrt{\varepsilon} v \frac{\partial^{2} u}{\partial \xi \partial \tau}-\sqrt{\varepsilon} c_{1}^{2} \frac{\partial^{2} u}{\partial \xi^{2}}-\left(c_{2}^{2}-\frac{\beta^{2}}{2}\right) \varepsilon \sqrt{\varepsilon} \frac{\partial^{2} u}{\partial \eta^{2}}-\left(s^{2}+\frac{\beta^{2}}{2}\right) \frac{\partial^{2} w}{\partial \xi \partial \eta} \sqrt{\varepsilon} \\
&= \frac{R^{2}}{4} \sqrt{\varepsilon} \frac{\partial}{\partial \eta}\left[v^{2} \frac{\partial^{2}}{\partial \xi^{2}}\left(\varepsilon \frac{\partial u}{\partial \eta}-\frac{\partial w}{\partial \xi}\right)-2 \varepsilon v \frac{\partial^{2}}{\partial \xi \partial \tau}\left(\varepsilon \frac{\partial u}{\partial \eta}-\frac{\partial w}{\partial \xi}\right)\right. \\
&\left.-c_{3}^{2}\left(\frac{\partial^{2}}{\partial \xi^{2}}+\varepsilon \frac{\partial^{2}}{\partial \eta^{2}}\right)\left(\sqrt{\varepsilon} \frac{\partial u}{\partial \eta}-\frac{\partial w}{\partial \xi}\right)\right]+\frac{1}{2} \frac{\partial H_{1}}{\partial \xi}+\frac{1}{2} \frac{\partial H_{2}}{\partial \eta},  \tag{17}\\
& v^{2} \frac{\partial^{2} w}{\partial \xi^{2}}-2 \varepsilon v \frac{\partial^{2} w}{\partial \xi \partial \tau}-\left(c_{2}^{2}-\frac{\beta^{2}}{2}\right) \frac{\partial^{2} w}{\partial \xi^{2}}-\varepsilon c_{1}^{2} \frac{\partial^{2} w}{\partial \eta^{2}}-\left(s^{2}+\frac{\beta^{2}}{2}\right) \varepsilon \frac{\partial^{2} u}{\partial \xi \partial \eta} \\
&=-\frac{R^{2}}{4} \frac{\partial}{\partial \xi}\left[v^{2} \frac{\partial^{2}}{\partial \xi^{2}}\left(\varepsilon \frac{\partial u}{\partial \eta}-\frac{\partial w}{\partial \xi}\right)-2 \varepsilon v\left(\varepsilon \frac{\partial u}{\partial \eta}-\frac{\partial w}{\partial \xi}\right)\right. \\
&\left.-c_{3}^{2}\left(\frac{\partial^{2}}{\partial \xi^{2}}+\varepsilon \frac{\partial^{2}}{\partial \eta^{2}}\right)\left(\sqrt{\varepsilon} \frac{\partial u}{\partial \eta}-\frac{\partial w}{\partial \xi}\right)\right]+\frac{1}{2} \frac{\partial H_{3}}{\partial \xi}+\frac{1}{2} \frac{\partial H_{4}}{\partial \eta} .
\end{align*}
$$

As various terms of Eqs. (17) have different orders of smallness, we shall consider some approximations step-by-step.

Approximation of $\varepsilon^{0}$-order has the form: $\left(v^{2}-\left(c_{2}^{2}-\frac{\beta^{2}}{2}\right)\right) \frac{\partial^{2} w}{\partial \xi^{2}}=0$, hence,

$$
\begin{equation*}
v^{2}=c_{2}^{2}-\frac{\beta^{2}}{2} \tag{18}
\end{equation*}
$$

Approximation of $\sqrt{\varepsilon}$-order: $\left(v^{2}-c_{1}^{2}\right) \frac{\partial^{2} u}{\partial \xi^{2}}-\left(s^{2}+\frac{\beta^{2}}{2}\right) \frac{\partial^{2} w}{\partial \xi \partial \eta}=0$, therefore,

$$
\begin{equation*}
\frac{\partial u}{\partial \xi}=\frac{s^{2}+\beta^{2} / 2}{v^{2}-c_{1}^{2}} \frac{\partial w}{\partial \eta} \tag{19}
\end{equation*}
$$

Approximation of $\varepsilon$-order:

$$
\begin{align*}
- & 2 \varepsilon v \frac{\partial^{2} w}{\partial \xi \partial \tau}-\varepsilon c_{1}^{2} \frac{\partial^{2} w}{\partial \eta^{2}}-\left(s^{2}+\frac{\beta^{2}}{2}\right) \varepsilon \frac{\partial^{2} u}{\partial \xi \partial \eta} \\
= & -\frac{R^{2}}{4} \frac{\partial}{\partial \xi}\left[v^{2} \frac{\partial^{2}}{\partial \xi^{2}}\left(\varepsilon \frac{\partial u}{\partial \eta}\right)-2 \varepsilon v\left(-\frac{\partial w}{\partial \xi}\right)\right. \\
& \left.-c_{3}^{2}\left(\varepsilon \frac{\partial^{2}}{\partial \eta^{2}}\right)\left(-\frac{\partial w}{\partial \xi}\right)\right]+3 \gamma_{1} \frac{\partial w}{\partial \xi} \frac{\partial^{2} w}{\partial \xi^{2}} . \tag{20}
\end{align*}
$$

After entering the designation $\frac{\partial w}{\partial \xi}=\mathrm{U}$ in Eq. (20) and taking into account expressions (18) and (19), Eq. (20) is reduced to the following equation:

$$
\begin{equation*}
2 v \mathrm{U}_{\xi \tau}+\mathrm{q}_{1}\left(\mathrm{U}^{2}\right)_{\xi \xi}+\frac{\mathrm{R}^{2}}{4} \mathrm{q}_{2} \mathrm{U}_{\xi \xi \xi \xi}+\mathrm{q}_{3} \mathrm{U}_{\eta \eta}=0 \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{3 \gamma_{1}}{2 \varepsilon}=q_{1}, \frac{2 c_{2}^{2}-2 c_{3}^{2}-\beta^{2}}{2 \varepsilon}=q_{2}, c_{1}^{2}+\frac{\left(2 s^{2}+\beta^{2}\right)^{2}}{4\left(c_{2}^{2}-c_{1}^{2}\right)-2 \beta^{2}}=q_{3} \tag{22}
\end{equation*}
$$

We will introduce designations: $\mathrm{U} / \mathrm{U}_{0}=\mathrm{W}, \xi / \xi_{0}=\mathrm{X}, \tau / \tau_{0}=\mathrm{T}, \eta / \eta_{0}=\mathrm{Y}$. If to put $\mathrm{U}_{0}=1$ and $\eta_{0}=\xi_{0}$, then $W=U$ and, in terms of new variables, Eq. (22) yields:

$$
\begin{equation*}
2 \frac{\partial^{2} U}{\partial X \partial T}+\frac{q_{1}}{v} \frac{\tau_{0}}{\xi_{0}} \frac{\partial^{2}\left(U^{2}\right)}{\partial X^{2}}+\frac{R^{2}}{4 v} q_{2} \frac{\tau_{0}}{\xi_{0}^{3}} \frac{\partial^{4} U}{\partial X^{4}}+q_{3} \frac{\tau_{0}}{v \xi_{0}} \frac{\partial^{2} U}{\partial Y^{2}}=0 \tag{23}
\end{equation*}
$$

We choose scales $\xi_{0}$ and $\tau_{0}$ so, that the last coefficient in Eq. (23) would be equal to 1 :

$$
\frac{\tau_{0}}{\xi_{0}}=\frac{v}{q_{3}} .
$$

If to take in this relation $\xi_{0}=R / 2$, then Eq. (23) is transformed into well-known Kadomtsev-Petviashvili equation

Fig. 3 The plane localized strain wave [22]


$$
\begin{equation*}
2 \frac{\partial^{2} u}{\partial X \partial T}+\frac{q_{1}}{q_{3}} \frac{\partial^{2}\left(U^{2}\right)}{\partial X^{2}}+\frac{q_{2}}{q_{3}} \frac{\partial^{4} u}{\partial X^{4}}+\frac{\partial^{2} u}{\partial Y^{2}}=0 . \tag{24}
\end{equation*}
$$

This equation has a solution in the form of a plane solitary strain wave (soliton) (Fig. 3):

$$
\begin{equation*}
\mathrm{U}(\theta)=A_{s} \operatorname{ch}^{-2}(\theta / \Delta) \tag{25}
\end{equation*}
$$

where $\theta=X-k Y-V T$ is the wave phase. The amplitude of soliton, $A_{s}$, and its width $\Delta$ are determined by relations:

$$
\begin{align*}
& A_{s}=\left|\frac{3 q_{3}\left(k^{2}-2 V\right)}{2 q_{1}}\right|  \tag{26}\\
& \Delta=2 \sqrt{\left|\frac{q_{2}}{q_{3}\left(k^{2}-2 V\right)}\right|}
\end{align*}
$$

It should be noted that product

$$
A_{s} \Delta^{2}=\left|\frac{6 q_{2}}{q_{1}}\right|=\left|\frac{2 c_{2}^{2}-2 c_{3}^{2}-\beta^{2}}{\gamma_{1}}\right|
$$

is the constant for each material.
The plane solitary wave (25) is known to be stable, if $\mathrm{q}_{2} / \mathrm{q}_{3}>0$, and it is unstable with respect to transverse perturbations, when $\mathrm{q}_{2} / \mathrm{q}_{3}<0$ [22]. In this case, Kadomtsev-Petviashvili equation has an other precise solution [23]:

$$
\begin{align*}
U(X, Y, T)= & \frac{6 q_{2}}{q_{1}} \frac{\partial^{2}}{\partial X^{2}} \ln [1+\exp (2 q \theta)+\exp (2 p(\theta+\psi)  \tag{27}\\
& +A \exp ((q+p) \theta+p \psi) \cos k Y]
\end{align*}
$$

Here $p$ and $q$ are integration constants,


Fig. 4 The plane wave modulated in the transverse direction [22]

$$
\begin{aligned}
& \theta=X-\left(1+\frac{2 q_{2}}{q_{3}} q^{2}\right) T, \quad \psi=-4 p \frac{q_{2}}{q_{3}}\left(p^{2}-q^{2}\right) T \\
& A=\frac{4 \sqrt{p q}}{p+q}, \quad k=\left(q^{2}-p^{2}\right) \sqrt{\frac{-3 q_{2}}{q_{3}}}
\end{aligned}
$$

Formula (27) describes a periodic chain of two-dimensional solitary strain waves (Fig.4). If $q_{2} / q_{3}<0$, i.e. the condition of soliton instability with respect to transverse perturbations takes place, the plane solitary wave (25) plotted in Fig. 3 will be transformed into Eq. (27). Polarity of solitons (25) and (27) depends on sign of expression $\mathrm{q}_{1} / \mathrm{q}_{2}$. The solitons have a positive polarity (this case is represented in Figs. 3 and 4), when $q_{1} / q_{2}>0$, and their polarity is negative, if $q_{1} / q_{2}<0$.

Let us analyze obtained from (27) dependencies of coefficients $q_{1} / q_{2}$ and $q_{2} / q_{3}$ on the macroparameters of the medium:

$$
\begin{gather*}
\frac{q_{1}}{q_{2}}=\frac{3 \gamma_{1}}{2 c_{2}^{2}-2 c_{3}^{2}-\beta^{2}},  \tag{28}\\
\frac{q_{2}}{q_{3}}=\frac{\left(2 c_{2}^{2}-2 c_{3}^{2}-\beta^{2}\right)\left(2 c_{2}^{2}-2 c_{1}^{2}-\beta^{2}\right)}{\varepsilon\left(2 c_{1}^{2}\left(2 c_{2}^{2}-\beta^{2}\right)-4 c_{1}^{4}+\left(2 s^{2}+\beta^{2}\right)^{2}\right)} . \tag{29}
\end{gather*}
$$

From (10) and (7) follows that

$$
\begin{aligned}
\gamma_{1} & =\alpha_{2}+\frac{\alpha_{5}-\alpha_{4}}{4}=\frac{K_{3}}{M}\left(\frac{a^{3}}{4(a-h)}+\frac{a^{2} h^{2}}{4(a-h)^{2}}-\frac{a^{2} h}{2(a-h)}\right) \\
& =\frac{K_{3} a^{2}\left(a^{2}-3 a h+3 h^{2}\right)}{4 M(a-h)^{2}}>0 .
\end{aligned}
$$

Thus, $q_{1} / q_{2}>0$ for $c_{2}^{2}>c_{3}^{2}+\beta^{2} / 2$, and $q_{1} / q_{2}<0$ for $c_{2}^{2}<c_{3}^{2}+\beta^{2} / 2$.

Table 2 Existence of stable plane solitons of deformations and their polarity in some cubic crystals

| Crystal | LiF | NaF | NaBr |
| :--- | :--- | :--- | :--- |
| Sign of $\mathrm{q}_{2} / \mathrm{q}_{3}$ | + | + | - |
| Sign of $\mathrm{q}_{1} / \mathrm{q}_{2}$ | - | + | + |
| Stable solitons of plane deformation and their polarity | $\checkmark$ | $\Omega$ | no |

Fig. 5 A 2D soliton without plane front $(T=0)$


Fig. 6 Spreading of the 2D soliton ( $T=5$ )


According to the data presented in Table 1, we will determine signs of expressions $q_{1} / q_{2}$ and $q_{2} / q_{3}$. Existence and polarity of steady plane solitons of deformations for the media with such parameters as for cubic crystals of LiF, NaF, and NaBr depend on signs of these expressions and are presented in Table 2.

If to take as an initial condition for Kadomtsev-Petviashvili equation a 2D soliton without plane front (Fig. 5), i.e. perturbation in the form

$$
\begin{equation*}
\mathrm{U}_{0}(\mathrm{X}, \mathrm{Y})=12 \operatorname{sech}^{2}\left(\frac{X-32}{4}\right) \operatorname{sech}(\mathrm{Y}-8) \tag{30}
\end{equation*}
$$

and to carry out numerical simulation by means of the semi-implicit pseudo-spectral scheme [24] with parameters: $256 \times 64$ is dimension of a grid, $\Delta X=0.25$ is a length of a step along $X$-axis, $\Delta \mathrm{Y}=0.25$ is a length of a step along $Y$-axis, $\Delta \mathrm{T}=0.003$ is a length of a step along $T$-axis, then an other behavior of the solitary wave will
be observed. In fact, the peak of excitations (30) moves forward (along $X$-axis) and simultaneously spreads along $Y$-axis. Eventually, the amplitude of excitation grows till a certain value ( $A=7.1$ ) near the boundaries, spreading aside and moving forward, that leads to appearance of the crosswise structures (Fig. 6).

## 7 Conclusions

The nonlinear mathematical model of the two-dimensional crystalline (granular) medium with a non-dense packing of the particles possessing two translational and one rotational degrees of freedom, has been elaborated in this work. In the field of low frequencies the obtained set of equations is reduced to the two-mode set, linear parts of which equations coincide with a two-dimensional analog of the classical Lame equations for media with cubic symmetry. But even in this case, the effect of the medium microstructure is still left in the form of the relationship between the macroscopic characteristic parameters of the medium and the micromodel parameters.

Analytical dependencies of the elastic and rotational wave velocities and the nonlinearity factors on the sizes of particles and the parameters of interactions between them have been found. The velocities of elastic waves along the various crystallographic directions can be measured experimentally without any difficulties, but it is rather complicated or even, sometimes, impossible to determine from experiments the rotational wave velocity, the threshold frequency of this wave and the factors of nonlinear interactions between the waves of various types. For this reason, the estimates of these quantities can be very useful that are obtained by the following way. First, due to obtained expressions (5) for the experimentally measured velocities of elastic waves depending on the microstructure parameters of the material, inverse relationships (15) are derived, and then they are used for calculation of other macroparameters of the medium. In this work, by such a way the factors of nonlinear interactions of complete three-mode set (7) and two-mode model of the medium with the restricted rotation of particles (10) are calculated. Some of these factors are shown to be negative, whereas the other ones can exceed a square of the longitudinal wave velocity.

In its turn, the two-mode system is reduced by the multi-scale method to Kadomtsev-Petviashvili evolutionary equation with respect to shear deformation, which has a solution in the form of plane soliton. Due to the method of structural modeling used in this work, it is shown that in the crystal medium with parameters as for NaBr , the plane soliton is unstable with respect to two-dimensional perturbations, in NaF-crystal the soliton has a positive polarity, and in LiF-crystal it has a negative polarity.
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# Cosserat Anisotropic Models of Trabecular Bone from the Homogenization of the Trabecular Structure: 2D and 3D Frameworks 
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#### Abstract

Cosserat models of trabecular bone are constructed in 2D and 3D situations, based on micromechanical approaches to investigate microstructurerelated scale effects on the macroscopic properties of bone. The effective mechanical properties of cancellous bones considered as cellular solids are obtained thanks to the discrete homogenization technique. The cell walls of the bone microstructure are modeled as Timoshenko thick beams. An anisotropic micropolar equivalent continuum model is constructed, the effective mechanical properties of which are identified. Closed form expressions of the equivalent properties are obtained versus the geometrical and mechanical microparameters, accounting for the effects of bending, axial, and transverse shear deformations; torsion is additionally considered for a 3D geometry. The classical and micropolar effective moduli and the internal flexural and torsional lengths are identified versus the micropolar material constants. The stress distribution in a cracked bone sample is computed based on the effective micropolar model, highlighting the regularizing effect of the Cosserat continuum in comparison to a classical elasticity continuum model.


[^17]
## 1 Introduction

There are two major forms of bone tissue at the macroscopic level, compact or cortical bone, and cancellous or trabecular bone. The location of these bone types in the femur is illustrated in Fig. 1; cortical or compact bone is a dense material with a specific gravity of almost two in humans and sligthly over two in cattle; it forms most of the outer shell of a whole bone, a shell of variable thickness.
In mechanical terms, bone is a complex hierarchical material in which different geometrical features occur over several length scales that can be classified as follows:
a) The nanoscale represents a single fiber and crystals, b) the microscale represents the random network of trabecular bone composed of random struts or plates), and c) the macroscale represents the whole bone, which includes both trabecular (porous) and cortical (solid) bone types. These structural levels are illustrated on Fig. 2. Cancellous bone generally exists only within the confines of the cortical bone coverings; it is also called trabecular bone because it is composed of short struts of bone material called trabeculae. The connected trabeculae give cancellous bone a spongy


Fig. 1 Longitudinal section of the femur illustrating cancellous and cortical bone types [7]


Fig. 2 Multi-scale aspects of bone structure [14]
appearance, and it is consequently often called spongy bone. Trabecular bone is very complex due to its randomness and spatial heterogeneity. In order to simplify the forthcoming analysis, one can choose to represent bone as having an idealized periodic microstructure: in this contribution, we model bone as having a periodic prismatic structure in a two dimensional context. This work addresses the modeling of trabecular bone as hexagonal periodic structures, considering successively 2D and 3D geometries.
Bone is a strongly heterogeneous material with microstructural features, requiring generalized continuum mechanics theories when the macroscopic length scale (identified as the smallest length scale of the deformation pattern) becomes comparable or smaller than the typical microstructural length scale, such as the size of trabeculae in cancellous bone. Especially, the classical assumption inherent to classical elasticity is no more valid under such conditions, which occur in zones of high stress and strain gradients, for instance in the vicinity of cracks or within a bone prosthesis region. Although there have been many continuum models of bone developed over the last two decades on the basis of classical elasticity [3, 44], those models ignore microstructure-related scale effects on the macroscopic mechanical properties. Consequently, they do not provide a complete description of the mechanical behavior when the microstructural size of bone approaches the macroscopic length scale. Such microstructural effects are most pronounced near bone-implant interfaces and in areas of high strain gradients. This issue is presently investigated by studying generalized continuum mechanics theories which account for the influence of microstructure-related scale effects on the macroscopic properties of bone.
In the class of micropolar models developed in this contribution, independent rotational degrees of freedom are considered in addition to the translational degrees of freedom (the displacement vector), in the form of a microrotation vector field. This entails that the material can transmit couple stresses in addition to tractions; those couple stresses develop internal work in the variation of microcurvatures, defined as the spatial gradients of the microrotation, a second order tensor. From a historical perspective, the Cosserat Brothers, who introduced the concept bearing their name [6], developed the theory of non-symmetric elasticity, and further developments emerged in the sixties [11, 31, 32]. Based on the generalized continuum theory established by the Cosserat brothers about 100 years ago, a general theory of Cosserat continuum coined the micropolar theory was formulated in [10-13], adequate for materials possessing microstructures, such as bones, but also for granular composites, amorphous metals/ceramics, polymers. This theory can well explain the discrepancies between experiments and the classical theory of elasticity in cases when the effects of material microstructures are known to contribute significantly to the body's overall deformation, for example, in materials with a granular microstructure such as human bones [24, 26, 40]. A special case of Cosserat theory is the couple-stress theory, in which the microrotation and macrorotation coincide, [23]. Micropolar theory assumes that the interaction between continuum particles through a surface element $\mathbf{d A}$ Accurs not only through a force vector $\left(\mathbf{F}_{\mathbf{i}} \mathbf{d A}\right)$ but also through a moment vector $\left(\mathbf{M}_{\mathrm{i}} \mathbf{d A}\right)$. This establishes the "force-stress" tensor expressed as force per unit area, $\boldsymbol{\sigma}_{\mathrm{ij}}$, and the "couple-stress" tensor expressed as moment per unit area, $\mathbf{m}_{\mathrm{ij}}$, from the

Euler- Cauchy equilibrium principle. In terms of kinematics, material particles have additional rotational degrees of freedom $\varphi_{i}$ allowing to better capture the behavior of heterogeneous materials like bone, which have microstructural dimensions comparable to the size of specimen.
The existence of couple stress has been first evidenced by Yang and Lakes (1981), who measured the effect of the size of a bone specimen on the apparent stiffness of cortical bone in quasi-static torsion; they further obtained the characteristic length scales for torsion and bending for cortical bone in the context of couple stress theory. As an example, bone trabeculae are modelled as isotropic micropolar materials in [25]. Lakes and co-workers conducted a series of experiments on bone and other cellular materials, in which they observed a stiffening effect in such materials in bending and in torsion [36] (Lakes, 1987) and a tougher notched bone [24] than expected from classical Cauchy-type elasticity. Those last authors found that Cosserat elasticity provides better predictions of the response of bone than classical elasticity theory. [43] represented the trabeculae as beam elements in a lattice structure in which the lattice elements are rigidly interconnected to each other, for the purpose of bone remodeling. The microstructure was then embedded in the continuum in the context of the couple stress theory. The issue of application of higher-order continuum theories to mechanical analysis of bone (both cortical and cancellous) has further been addressed by [15], who analysed a simplified two-dimensional boneprosthesis configuration using a micropolar-based FE formulation. The stress and strain intensities they calculated at the bone-prosthesis interface are different from those predicted by classical elasticity. In addition, [16] identified the micropolar elastic constants of cancellous bone in the context of micromechanical analyses. In this approach, it is assumed that at the microscopic level the bone tissue is an isotropic, Cauchy-type elastic material, whereas cancellous bone behaves as a homogeneous, anisotropic micropolar-type continuum at the macroscopic level. The effective elastic constants for the micropolar continuum were determined from the response of a bone specimen, whose microstructure was obtained from micro-CT scans.
This work focuses on the modeling of the micropolar elastic response of trabecular bone using 2D and 3D geometric models successivly.

## 2 Two-Dimensional Anisotropic Cosserat Bone Model from Lattice Homogenization

We adopt the viewpoint of trabecular bone as a cellular solid consisting of a quasi periodical lattice of cells having an hexagonal topology, the cell walls being modeled as thick beams. The characteristics of many periodic cellular structures are discussed in detail in the well-known contribution of [20], wherein the equivalent mechanical properties of honeycomb lattices are derived by analyzing strain and stress states in unit cells through the application (in most cases) of beam theory. Taking bending as the sole deformation mechanism, [19] derived the in-plane elastic constants for regular honeycombs with cell walls of uniform thickness; their normalized results
are consequently independent of the honeycomb relative density. Taking bending and stretching as the main deformation mechanisms, [46] also developed a model to study the in-plane elastic properties of honeycombs. Considering the transverse shear as an additional deformation mechanism, [41, 49] obtained the closed form in-plane elastic constants of regular honeycombs. Taking bending, stretching and hinging the deformation mechanisms, [28] theoretically analyzed the in-plane elastic constants of honeycombs. The normalized in-plane elastic constants of honeycombs generally depend on the honeycomb relative density [41, 49, 50], because the axial stretching/compression and transverse shear play an important role in the deformation.
A two-dimensional micropolar continuum model equivalent to the initial lattice is next constructed relying on discrete homogenization, and its mechanical properties are identified versus the microbeams geometry and mechanical behavior.

### 2.1 Discrete Homogenization of Bone Microstructure

The adopted beam model includes transverse shear, which is necessary for thick beams. In a local coordinate systems attached to each beam element, the normal (tension) force adopts the expression

$$
\begin{equation*}
N^{b}=\frac{A E_{S}}{L}\left(\mathbf{e}^{b} \cdot\left(\mathbf{u}_{E}-\mathbf{u}_{O}\right)\right) \tag{1}
\end{equation*}
$$

The transverse force is given by

$$
\begin{equation*}
T_{t}^{b}=\frac{12 E_{S} I_{z}}{L^{3}\left(1+\Phi_{y}\right)}\left(\mathrm{e}^{b \perp} \cdot\left(\mathbf{u}_{E}-\mathbf{u}_{O}\right)-\frac{L}{2}\left(\phi_{O}+\phi_{E}\right)\right) \tag{2}
\end{equation*}
$$

The moments at both extremities of the beam are expressed as:

$$
\begin{align*}
M^{O(b)}= & \frac{6 E_{S} I_{z}}{L^{2}\left(1+\Phi_{y}\right)}\left(-\mathbf{e}^{b \perp} \cdot\left(\mathbf{u}_{\mathrm{E}}-\mathbf{u}_{\mathrm{O}}\right)\right) \\
& +\frac{E_{S} I_{z}}{L\left(1+\Phi_{y}\right)}\left(\left(4+\Phi_{y}\right) \phi_{O}+\left(2-\Phi_{y}\right) \phi_{E}\right) \\
M^{E(b)}= & \frac{6 E_{S} I_{z}}{L^{2}\left(1+\Phi_{y}\right)}\left(-\mathbf{e}^{b \perp} \cdot\left(\mathbf{u}_{\mathrm{E}}-\mathbf{u}_{\mathrm{O}}\right)\right) \\
& +\frac{E_{s} I_{z}}{L\left(1+\Phi_{y}\right)}\left(\left(2-\Phi_{y}\right) \phi_{O}+\left(4+\Phi_{y}\right) \phi_{E}\right) \tag{3}
\end{align*}
$$

with the non-dimensional factor $\Phi_{y}=12 E_{s} I_{z} / G_{s} \kappa_{s} L^{2}$ vanishing when transverse shear is neglected, $\mathbf{e}^{b}$ the unit director for each beam, and $\mathbf{e}^{b \perp}$ the transverse unit vector.
The coefficients $E_{s}, G_{s}$ are respectively the young's modulus and shear modulus of the beam material, $A, L$ are respectively, the cross-sectional area and the length of


Fig. 3 Kinematic and static parameters of a beam element
the beam, $I_{z}$ is the second moment of area of the beam cross-section, and $\kappa_{\mathrm{s}}$ is the shear correction factor.
Those expressions of the resultant forces and moments are next involved in the homogenization of the initially discrete lattice towards an equivalent continuum.
The discrete homogenization method is a mathematical technique to derive the equivalent continuous medium behaviour of repetitive discrete structures. This technique is inspired from the homogenization of periodic media developed thirties years ago by $[1,35,39]$ and more recently applied by Warren and Byskhov (2002) and [33]. It has also been combined with the energy method by [38] and applied to discrete homogenization. Note that Cosserat models and micropolar type theories have been obtained from discrete particle models, for instance by [5, 34, 42].
The kinematic and static variables for any beam in the lattice are represented in the local coordinate system associated to the Timoshenko beam element in Fig. 3.
The discrete homogenization method consists in assuming asymptotic series expansions of both the node displacements, tension, moments and external forces versus a small parameter labelled $\varepsilon$, defined as the ratio of a characteristic length of the basic cell to a characteristic length of the lattice structure. Those expansions are then inserted into the equilibrium equation, conveniently expressed in weak form. The balance equation of the nodes, forces-displacement relations and the momentrotation relations of the beams are developed by inserting those series expansions and by using Taylor's expansion of finite differences. The discrete sums are finally converted in the limit of a continuous density of beams into Riemann integrals, thereby highlighting continuous stress and strain measures. The calculations may be done for a quite general truss and closed form expressions of the effective (homogenized) properties are obtained from the effective compliance of rigidity matrix. The method has given rise to implementation into dedicated software. It has been recently applied to calculate the equivalent mechanical properties of auxetic lattices giving rise to negative Poisson's ratio [9].

The displacement difference $\Delta \mathrm{U}^{\mathrm{b} \delta}$ between the extremity and origin node of each beam is expressed by a Taylor series development as

$$
\begin{align*}
\Delta \mathrm{U}^{\mathrm{b} \varepsilon}=\mathrm{u}^{\varepsilon}(E(b))-\mathrm{u}^{\varepsilon}(O(b))= & \varepsilon\left(\mathrm{u}_{1}^{E_{R(b)}}\left(\lambda^{\varepsilon}\right)-\mathrm{u}_{1}^{O_{R(b)}}\left(\lambda^{\varepsilon}\right)+\frac{\partial \mathrm{u}_{0}\left(\lambda^{\varepsilon}\right)}{\partial \lambda^{i}} \delta^{i b}\right) \\
& +\varepsilon^{2}\left(\mathrm{u}_{2}^{E_{R(b)}}\left(\lambda^{\varepsilon}\right)-\mathrm{u}_{2}^{O_{R(b)}}\left(\lambda^{\varepsilon}\right)\right) \\
= & \varepsilon \Delta \mathrm{U}_{1}^{\mathrm{b}}+\varepsilon^{2} \Delta \mathrm{U}_{2}^{\mathrm{b}} \tag{4}
\end{align*}
$$

with $\delta^{i}$ the shift factor for nodes belonging to a neighboring cell and $\lambda$ the curvilinear coordinate of the points within the lattice.
The asymptotic expansion of nodal microrotation $\phi^{\varepsilon n}$ is limited to the first order in $\varepsilon$; it is defined successively at the origin and extremity of each beam as

$$
\begin{equation*}
\phi^{O(b) \varepsilon}=\phi_{0}^{O_{R(b)}}+\varepsilon \phi_{1}^{O_{R(b)}} ; \quad \phi^{E(b) \varepsilon}=\phi_{0}^{E_{R(b)}}+\varepsilon\left(\frac{\partial \phi_{0}}{\partial \lambda^{i}} \delta^{i b}+\phi_{1}^{E_{R(b)}}\right) \tag{5}
\end{equation*}
$$

The expressions of the asymptotic expansions of the normal and transverse efforts, and the moment at the beam extremities based on a Timoshenko beam model versus the kinematic nodal variables are successively written as

$$
\begin{equation*}
N^{b \varepsilon}=E_{s} \eta\left(\mathbf{e}^{b} \cdot\left(\varepsilon \Delta \mathrm{U}_{1}^{\mathrm{b}}+\varepsilon^{2} \Delta \mathrm{U}_{2}^{\mathrm{b}}\right)\right)=\varepsilon N_{1}^{b}+\varepsilon^{2} N_{2}^{b} \tag{6}
\end{equation*}
$$

with the first and second order relative displacement given in (7.4). The transverse force is expressed similarly as

$$
\begin{align*}
T_{t}^{b \varepsilon}= & \frac{E_{s} \eta^{3}}{\left(1+\frac{\left.E_{s} \eta^{2}\right)}{\left(G_{s} \kappa_{s}\right)}\right.}\left(\mathrm{e}^{b \perp} \cdot\left(\varepsilon \Delta \mathrm{U}_{1}^{\mathrm{b}}+\varepsilon^{2} \Delta \mathrm{U}_{2}^{\mathrm{b}}\right)\right. \\
& \left.-\varepsilon \frac{L^{b}}{2}\left(\phi_{0}^{O_{R(b)}}+\phi_{0}^{E_{R(b)}}+\varepsilon\left(\phi_{1}^{O_{R(b)}}+\phi_{1}^{E_{R(b)}}+\frac{\partial \phi_{0}}{\partial \lambda^{i}} \delta^{i b}\right)\right)\right) \\
= & \varepsilon T_{t 1}^{b}+\varepsilon^{2} T_{t 2}^{b} \tag{7}
\end{align*}
$$

and the moments are expressed at both ends on two orders versus $\varepsilon$ as:

$$
\begin{equation*}
\mathbf{M}^{O(b) \varepsilon}=\varepsilon^{2} M_{1}^{O(b)}+\varepsilon^{3} M_{2}^{O(b)} ; \quad \mathbf{M}^{E(b) \varepsilon}=\varepsilon^{2} M_{1}^{E(b)}+\varepsilon^{3} M_{2}^{E(b)} \tag{8}
\end{equation*}
$$

with

$$
\begin{aligned}
M_{1}^{O(b)}= & \frac{E_{s} \eta^{3} L^{b}}{2\left(1+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right)}\left(-\mathbf{e}^{b \perp} \cdot \Delta \mathrm{U}_{1}^{\mathrm{b}}\right)+\frac{E_{s} \eta^{3}\left(L^{b}\right)^{2}}{12\left(1+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right)} \\
& \left(\left(4+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right) \phi_{0}^{O_{R(b)}}+\left(2-\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right) \phi_{0}^{E_{R(b)}}\right)
\end{aligned}
$$

$$
\begin{align*}
M_{2}^{O(b)}= & \frac{E_{s} \eta^{3} L^{b}}{2\left(1+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right)}\left(-\mathbf{e}^{b \perp} \cdot \Delta \mathrm{U}_{2}^{\mathrm{b}}\right)+\frac{E_{s} \eta^{3}\left(L^{b}\right)^{2}}{12\left(1+\frac{E_{s} \eta^{2}}{\left(G_{s} k_{s}\right)}\right)}\left(\left(4+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right) \phi_{1}^{O_{R(b)}}\right. \\
& \left.+\left(2-\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right) \phi_{1}^{E_{R(b)}}+\left(2-\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right) \frac{\partial \phi_{0}}{\partial \lambda^{i}} \delta^{i b}\right)  \tag{9}\\
M_{1}^{E(b)}= & \frac{E_{s} \eta^{3} L^{b}}{2\left(1+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right)}\left(-\mathbf{e}^{b \perp} \cdot \Delta \mathrm{U}_{1}^{\mathrm{b}}\right)+\frac{E_{s} \eta^{3}\left(L^{b}\right)^{2}}{12\left(1+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right)} \\
& \left(\left(2-\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right) \phi_{0}^{O_{R(b)}}+\left(4+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right) \phi_{0}^{E_{R(b)}}\right) \\
M_{2}^{E(b)}= & \frac{E_{s} \eta^{3} L^{b}}{2\left(1+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right)}\left(-\mathbf{e}^{b \perp} \cdot \Delta \mathrm{U}_{2}^{\mathrm{b}}\right)+\frac{E_{s} \eta^{3}\left(L^{b}\right)^{2}}{12\left(1+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right)}\left(\left(2-\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right) \phi_{1}^{O_{R(b)}}\right. \\
& \left.+\left(4+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right) \phi_{1}^{E_{R(b)}}+\left(4+\frac{E_{s} \eta^{2}}{\left(G_{s} \kappa_{s}\right)}\right) \frac{\partial \phi_{0}}{\partial \lambda^{i}} \delta^{i b}\right)
\end{align*}
$$

The constitutive behavior of the equivalent anisotropic micropolar continuum is obtained in the present 2D context in matrix format as

$$
\left\{\begin{array}{l}
\sigma_{x}  \tag{10}\\
\sigma_{y} \\
\sigma_{x y} \\
\sigma_{y x} \\
m_{x z} \\
m_{y z}
\end{array}\right\}=\left[\begin{array}{l}
{[\mathbf{A}][\mathbf{B}]} \\
{[\mathbf{C}][\mathbf{D}]}
\end{array}\right]\left\{\begin{array}{c}
\epsilon_{x} \\
\epsilon_{y} \\
\epsilon_{x y} \\
\epsilon_{y x} \\
\kappa_{x z} \\
\kappa_{y z}
\end{array}\right\}
$$

This constitutive law can further be simplified basing on symmetry properties of the studied lattices: it has indeed been shown that for centro-symmetrical lattices, the pseudo-tensors [B] and [C] vanish [9]. Focusing herewith on such lattices, the previous constitutive equation then implies that the vectors $\mu_{1}^{i}$ and $S_{2}^{i}$ should vanish; this leads to an important simplification of the stress and couple stress vectors

$$
\begin{align*}
\mathrm{S}^{\mathrm{i}}=\mathrm{S}_{1}^{i}= & \sum_{b \in B_{R}}\left(\left(\mathrm{E}_{s} \eta\left(\mathbf{e}^{b} \cdot \Delta \mathrm{U}_{1}^{\mathrm{b}}\right) \mathbf{e}^{b}+\left(\frac { E _ { s } \eta ^ { 3 } } { ( 1 + \frac { E _ { s } \eta ^ { 2 } } { ( G _ { s } \kappa _ { s } ) } ) } \left(\mathbf{e}^{\perp b} \cdot \Delta \mathrm{U}_{1}^{\mathrm{b}}-\frac{L^{b}}{2}\right.\right.\right.\right. \\
& \left.\left.\left.\left.\left(\phi_{0}^{O_{R(b)}}+\phi_{0}^{E_{R(b)}}\right)\right)\right) \mathbf{e}^{b \perp}\right)\right) \delta^{i b}=\sum_{b \in B_{R}}\left(N_{1}^{b} \mathbf{e}^{b}+T_{t 1}^{b} \mathbf{e}^{b \perp}\right) \delta^{i b}  \tag{11}\\
\mu^{\mathrm{i}}= & \mu_{2}^{\mathrm{i}}=\sum_{b \in B_{R}}\left(\mathrm{E}_{\mathrm{s}} \eta^{3} \frac{\left(L^{b}\right)^{2}}{12}\left(\phi_{1}^{E_{R(b)}}-\phi_{1}^{O_{R(b)}}+\frac{\partial \phi_{0}}{\partial \lambda^{i}} \delta^{i b}\right)\right) \delta^{i b}
\end{align*}
$$

$$
=\sum_{b \in B_{R}}\left(\frac{1}{2}\left(M_{2}^{E(b)}-M_{2}^{O(b)}\right)\right) \delta^{i b}
$$

with $N_{1}^{b}, T_{t 1}^{b}$, and, $M_{2}^{n}$, respectively, the first order normal and transverse effort and the second order moment. Those expressions still involve the unknown displacements $u_{1}^{n}, u_{2}^{n}$ and rotations $\phi_{0}^{n}, \phi_{1}^{n}$ (this defines the so called localization problem over the representative cell), which are determined for all nodes and as a last step by solving the equilibrium equations in translation and rotation.

### 2.2 Effective Micropolar Properties of Bone Modeled as a Hexagonal Lattice

The general anisotropic hexagonal unit cell of two-dimensional honeycomb under consideration is pictured in Fig.4; it consists of three beams, a vertical beam of length $h$ and two inclined beams of length $l$. The vertical beams have elastic and shear moduli $E_{s 1}$ and $G_{s 1}$, respectively, while the two inclined beams have elastic and shear moduli $E_{s}$ and $G_{s}$, respectively. The dimensionless parameters $\theta$ and $\alpha=h / l$ are descriptors of the cell shape, as well as the aspect ratio of the cell walls $\eta=t / l$, a parameter determining the relative density or area fraction of the solid phase. The lattice is called re-entrant when the angle $\theta$ between the two inclined beams relative to the horizontal is negative (see Fig. 5b). When this angle takes the value $30^{\circ}$, the classical hexagonal lattice is obtained. When $\theta<0,\left(\theta \in\left[-\frac{\pi}{2} \frac{\pi}{2}\right]\right)$, an auxetic lattice $[9,21]$ having a negative Poisson's ratio is obtained. Regular unit cells correspond to the specific geometrical parameters $\alpha=1$ and $\theta=30^{\circ}$ and anisotropic unit cells correspond to all other values.


Fig. 4 General anisotropic unit cell for two dimensional honeycomb models. The geometrical descriptors are the cell angle $(\theta)$, the vertical cell length $(h)$, the inclined cell length $(l)$, and the wall thickness $(t)$


Fig. 5 Representative unit cell of the investigated lattices: (a) hexagonal lattice, (b) re-entrant lattice $(\theta<0)$

Table 1 connectivity array for the 2D hexagonal lattice

| Beam | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| $\mathrm{O}(\mathrm{b})$ | 2 | 1 | 1 |
| $\mathrm{E}(\mathrm{b})$ | 1 | 2 | 2 |
| $\delta_{1}$ | 0 | 1 | 0 |
| $\delta_{2}$ | 0 | 0 | 1 |

The representative unit cell is easily identified for the hexagonal lattice (Fig.5).
The periodicity vectors (norm of $\mathbf{Y}_{1}$ and $\mathbf{Y}_{2}$ in the Cartesian basis) share a common length given by $L_{1}=L_{2}=\sqrt{(l \cos \theta)^{2}+(h+l \sin \theta)^{2}}$; the other features of the lattice are collected in the connectivity Table 1.
The homogenization scheme provides the effective mechanical properties (classical and micropolar moduli) versus the geometrical and micromechanical parameters of the considered bone microstructure. The reader is referred to [9] for a detailed exposition of the method. In the general anisotropic case, the relative density is computed in terms of $\eta, \alpha$ and $\theta$ by

$$
\begin{equation*}
\frac{\rho^{*}}{\rho_{s}}=\frac{1}{2} \frac{\eta(\alpha+2)}{\cos \theta(\alpha+\sin \theta)} \tag{12}
\end{equation*}
$$

For negative cell angles, the geometrical constraint $h \geq 2 l \sin \theta$ is required in order to maintain a hexagonal geometry.
After calculations, we extract the effective homogenized moduli of the hexagonal lattice from the equivalent stiffness matrix, expressed versus the dimensionless parameters $\eta, \alpha, \theta, \kappa_{s}$, and $\kappa_{s 1}$ and the elastic and shear moduli of the solid cell walls $\mathrm{E}_{s}$, $\mathrm{E}_{s 1}, \mathrm{G}_{s 1}$, and $\mathrm{G}_{s}$ as follows:

$$
\begin{align*}
E_{1}^{*}= & -\frac{E_{s} \eta^{3} C_{t}}{\left(-1+C_{t}^{2}-C_{t}^{2} \eta^{2}+\frac{C_{t}^{2} E_{s} \eta^{2}}{G_{s} k_{s}}-\frac{E_{s} \eta^{2}}{G_{s} k_{s}}\right)\left(S_{t}+\alpha\right)}, \\
E_{2}^{*}= & \frac{\left(S_{t}+\alpha\right) E_{s} E_{s 1} \eta^{3}}{\left(C_{t}^{2} E_{s 1}+\frac{C_{t}^{2} E_{s} E_{s 1} \eta^{2}}{G_{s} k_{s}}+E_{s 1} \eta^{2}+2 E_{s} \eta^{2} \alpha-C_{t}^{2} E_{s 1} \eta^{2}\right) C_{t}}, \\
G_{12}^{*}= & \frac{\left(S_{t}+\alpha\right) E_{s} E_{s 1} \eta^{3} C_{t}}{\left(\frac{E_{s} \eta^{2} \alpha^{2} C_{t}^{2} E_{s 1}}{G_{s} k_{s}}+\alpha^{2} E_{s 1} C_{t}^{2}+\frac{2 E_{s} E_{s 1} \eta^{2} \alpha C_{t}^{2}}{G_{s 1} k_{s 1}}+2 \alpha^{3} C_{t}^{2} E_{s}\right.}, \\
& \left.\quad+2 E_{s 1} \eta^{2} \alpha S_{t}+E_{s 1} \eta^{2}+\alpha^{2} E_{s 1} \eta^{2}-E_{s 1} \eta^{2} \alpha^{2} C_{t}^{2}\right) \\
v_{12}^{*}= & -\frac{\left(\frac{E_{s} \eta^{2}}{G_{s} k_{s}}-\eta^{2}+1\right) S_{t} C_{t}^{2}}{\left(\frac{C_{t}^{2} E_{s} \eta^{2}}{G_{s} k_{s}}-C_{t}^{2} \eta^{2}+C_{t}^{2}-\frac{E_{s} \eta^{2}}{G_{s} k_{s}}-1\right)\left(S_{t}+\alpha\right)} \\
v_{21}^{*}= & \frac{\left(\frac{E_{s} \eta^{2}}{G_{s} k_{s}}-\eta^{2}+1\right) S_{t}\left(S_{t}+\alpha\right) E_{s 1}}{\left(\frac{C_{t}^{2} E_{s} E_{s 1} \eta^{2}}{G_{s} k_{s}}+E_{s 1} C_{t}^{2}+E_{s 1} \eta^{2}+2 E_{s} \eta^{2} \alpha-C_{t}^{2} E_{s 1} \eta^{2}\right)}, \\
D_{11}= & \frac{1}{12} \frac{E_{s} \eta^{3} l^{2} C_{t}}{\alpha+S_{t}}, D_{22}=\frac{1}{12} \frac{l^{2} E_{s} \eta^{3} E_{s 1}\left(\alpha+S_{t}\right)}{\left(2 E_{s} \alpha+E_{s 1}\right) C_{t}} . \tag{13}
\end{align*}
$$

with the trigonometric functions $C_{t}=\cos \theta$ and $S_{t}=\sin \theta$ therein.
Because of the variation in trabecular architecture even at constant density, two geometries of trabecular bone corresponding to $\theta=30^{\circ}$ and $60^{\circ}$ are considered, with the geometrical parameter $\alpha=0.5$. The scaling behaviour of the equivalent elastic moduli versus the relative densities from 0.01 to 0.4 for both trabecular geometries is calculated, as pictured in Fig. 6 (properties of both vertical and inclined members are the same; $E_{s}=E_{s 1}, G_{s}=G_{s 1}$, and $\kappa_{s}=\kappa_{s 1}$ ). Here and in the sequel, the ratio of the effective properties to the bulk value is recorded; considering $G_{s}=0.5 * E_{s} /\left(1+v_{s}\right)$, with Poisson's ratio $v_{s}=0.3$. The results show that the Young's and shear moduli of trabecular bone strongly depend on the relative density; they both express as a power law function of the relative density, with exponents approximately equal to 2.9 for the tensile effective moduli and about 2.8 for the effective shear modulus.

## 3 Numerical Determination of the Effective Micropolar Rigidities

In a 2D plane stress situation, the stress tensor has four independent components $\sigma_{x}, \sigma_{y}, \sigma_{x y}, \sigma_{y x}$ and the couple stress tensor (or moment per unit area) has two components $m_{x z}, m_{y z}$. The deformation and micro-curvature components express versus the displacement gradients and micro-rotations as


Fig. 6 Variation of the elastic and shear moduli of trabecular bone versus the relative density. $\alpha=0.5$.

$$
\begin{align*}
& \epsilon_{x}=\partial u / \partial x, \quad \epsilon_{y}=\partial v / \partial y, \quad \epsilon_{x y}=\partial v / \partial x-\phi, \epsilon_{y x}=\partial u / \partial y+\phi \\
& \kappa_{x z}=\partial \phi / \partial x, \quad \kappa_{y z}=\partial \phi / \partial y \tag{14}
\end{align*}
$$

In the Cosserat theory, the rotation $\phi$ is an independent field, whereas in the couplestress theory it is related to displacement gradients as in classical elasticity (it is equal to the local rigid rotation), $\phi=(\partial v / \partial x-\partial u / \partial y) / 2$. As a result, in the couple-stress theory, the strain tensor $\epsilon_{i j}$ is symmetrical with components defined as $\epsilon_{x y}=\epsilon_{y x}=(\partial v / \partial x+\partial u / \partial y) / 2$.
The equilibrium in translation and rotation, ignoring body forces and body moments, writes as the set of equations

$$
\begin{align*}
& \partial \sigma_{x} / \partial x+\partial \sigma_{y x} / \partial y=0, \quad \partial \sigma_{x y} / \partial x+\partial \sigma_{y} / \partial y=0, \\
& \partial m_{x z} / \partial x+\partial m_{y z} / \partial y+\sigma_{x y}-\sigma_{y x}=0 . \tag{15}
\end{align*}
$$

The last Eq. (15), implies that the shear stress $\sigma_{x y}$ differs from $\sigma_{y x} ;$ [30] suggested then resolving $\sigma_{x y}$ and $\sigma_{y x}$ into a symmetric part $\sigma_{S}$ and an anti-symmetric part $\sigma_{A}$.

$$
\begin{equation*}
\sigma_{S}=\left(\sigma_{x y}+\sigma_{y x}\right) / 2, \quad \sigma_{A}=\left(\sigma_{x y}-\sigma_{y x}\right) / 2 \tag{16}
\end{equation*}
$$

The symmetric part of the shear stress produces the usual shear strain $\epsilon_{x y}$, while the anti-symmetric part tends to produce a local rigid rotation. Thus, the constitutive equation can be expressed in the following uncoupled form (for a centrally symmetric unit cell structure) as

$$
\left\{\begin{array}{l}
\sigma_{x}  \tag{17}\\
\sigma_{y} \\
\sigma_{S} \\
m_{x z} \\
m_{y z}
\end{array}\right\}=\left[\begin{array}{ll}
\mathbf{A} & 0 \\
0 & \mathbf{D}
\end{array}\right]\left\{\begin{array}{l}
\epsilon_{x} \\
\epsilon_{y} \\
\epsilon_{x y} \\
\kappa_{x z} \\
\kappa_{y z}
\end{array}\right\}
$$

with

$$
\mathbf{A}=\left[\begin{array}{lll}
A_{11} & A_{12} & 0  \tag{18}\\
A_{12} & A_{22} & 0 \\
0 & 0 & A_{66}
\end{array}\right], \mathbf{D}=\left[\begin{array}{ll}
D_{11} & 0 \\
0 & D_{22}
\end{array}\right]
$$

Matrix A contains the classical moduli, while matrix D contains the micropolar moduli relating the two couple stress components to the corresponding curvatures. The numerical homogenization technique consists in determining the overall effective mechanical properties (couple-stress moduli and characteristic lengths) over a representative unit cell of trabecular bone, relying on a finite element discretization of the unit cell geometry. Each cell wall is modeled with a three-node beam element (element type B22 in ABAQUS), endowed with bending, stretching and shearing deformation mechanisms. An earlier study by [45] showed that using such a beam element to model each cell wall is sufficient for convergence.
We consider here a unit cell of trabecular bone with geometrical parameters given from [18] as: $\alpha=h / l=0.5 ; \eta=t / l=0.25 ; l=1 \mathrm{~mm} ; \theta=60^{\circ}$ (Fig. 7). The bulk mechanical properties of the unit cells wall representative of the behavior of human femur [20] are taken as $E_{s}=12000 \mathrm{MPa} ; v_{s}=0.3$.
Since the trabecular bone unit cell is cut out of an infinite structure, it that can be regarded as periodic, thus spatially periodic boundary conditions should be applied to ensure that the predicted properties of the unit cell are representative of those of the macroscopic structure. The boundary surfaces of the unit cell must always appear in parallel pairs; the displacements on a pair of parallel opposite boundary surfaces can be written as

$$
\begin{align*}
u_{i}^{k+} & =\tilde{\epsilon}_{i j} x_{j}^{k+}+u_{i}^{*} \\
u_{i}^{k-} & =\tilde{\epsilon}_{i j} x_{j}^{k-}+u_{i}^{*} \tag{19}
\end{align*}
$$

Fig. 7 Geometrical model of an elementary cell of trabecular bone

where indices " $k^{+}$" and " $k^{-}$" identify the $k$ th pair of two opposite parallel boundary surfaces of a repeated unit cell. Note that $u_{i}^{*}$ is the same at the two parallel boundaries (periodicity), thus the difference between the above two equations gives

$$
\begin{equation*}
u_{i}^{k+}-u_{i}^{k-}=\tilde{\epsilon}_{i j}\left(x_{j}^{k+}-x_{j}^{k-}\right)=\tilde{\epsilon}_{i j} \Delta x_{j}^{k} \tag{20}
\end{equation*}
$$

with $\tilde{\epsilon}_{i j}$ the macroscopic (average) strains of the unit cell. Since the quantities $\Delta x_{j}^{k}$ are constants for each pair of the parallel boundary surfaces, with specified $\tilde{\epsilon}_{i j}$, the right-hand side in Eq. (20) becomes constant. The constraint equations are applied as nodal displacement constraint equations, instead of giving Eq.(19) directly as boundary conditions.
The main purpose of this section is to determine the effective constitutive constants of the couple-stress continuum from the unit cell response of trabecular structure. We design different boundary conditions for the determination of the independent components of the constitutive (rigidity) constants over a unit cell domain $\Omega$ (Fig. 7) with boundary $\partial \Omega$. Without loss of generality, the thickness in z-direction is set to unity. In each case, we force the unit cell to bear the designed specific deformation $\left\{\begin{array}{llll}\epsilon_{x} & \epsilon_{y} & \epsilon_{x y} \kappa_{x z} & \kappa_{y z}\end{array}\right\}^{T}$ and compute numerically the total elastic strain energy $U_{\text {discrete }}$ stored in the unit cell under the corresponding boundary conditions. The numerical procedure used here is similar to [2]: the total strain energy stored in the unit cell is equated with the energy of an equivalent homogeneous couple-stress continuum, thus

$$
\begin{equation*}
U_{\text {discrete }}=U_{\text {continuum }}=\frac{V}{2}\left[\epsilon_{i j} A_{i j k l} \epsilon_{k l}+\kappa_{i j} D_{i j k l} \kappa_{k l}\right] \tag{21}
\end{equation*}
$$

where $V=|\Omega|$ is the volume of the unit cell. The strain energy $U_{\text {continuum }}$ stored in the effective homogeneous couple-stress continuum can be obtained by the prescribed strain/stress fields.
In order to evaluate the components of the couple-stress stiffness tensors $\mathbf{A}$ and $\mathbf{D}$ for the unit cell, we conduct the following six elementary tests:
The first four tests are constructed to determine the stiffness matrix $\mathbf{A}$.
Test 1-Horizontal uniaxial extension test for $A_{11}$ : We apply the following unit strain to the unit cell

$$
\begin{equation*}
\epsilon_{x}=1, \epsilon_{y}=\epsilon_{x y}=0, \kappa_{x z}=\kappa_{y z}=0, \quad \text { in } \Omega \tag{22}
\end{equation*}
$$

The corresponding boundary conditions are

$$
\begin{equation*}
u=x, v=0, \text { on } \partial \Omega \tag{23}
\end{equation*}
$$

It gives $A_{11}=2 U_{\text {discrete }} / V$
Test 2- Vertical uniaxial extension test for $A_{22}$ : Applying the unit strain to the unit cell

$$
\begin{equation*}
\epsilon_{x}=\epsilon_{x y}=0, \epsilon_{y}=1, \kappa_{x z}=\kappa_{y z}=0, \text { in } \Omega \tag{24}
\end{equation*}
$$

The corresponding boundary conditions are

$$
\begin{equation*}
u=0, v=y, \quad \text { on } \partial \Omega \tag{25}
\end{equation*}
$$

It gives $A_{22}=2 U_{\text {discrete }} / V$
Test 3- Biaxial extension test for $A_{12}$ : one applies the unit strain to the unit cell

$$
\begin{equation*}
\epsilon_{x}=\epsilon_{y}=1, \epsilon_{x y}=0, \kappa_{x z}=\kappa_{y z}=0, \text { in } \Omega \tag{26}
\end{equation*}
$$

The corresponding boundary conditions are

$$
\begin{equation*}
u=x, v=y, \text { on } \partial \Omega \tag{27}
\end{equation*}
$$

It yields $A_{12}=\left(2 U_{\text {discrete }} / V-A_{11}-A_{22}\right) / 2$
Test 4- Shear test for $A_{66}$ : the following unit strain is applied to the unit cell

$$
\begin{equation*}
\epsilon_{x}=\epsilon_{y}=0, \epsilon_{x y}=1, \kappa_{x z}=\kappa_{y z}=0, \text { in } \Omega \tag{28}
\end{equation*}
$$

The corresponding kinematic boundary conditions are

$$
\begin{equation*}
u=y / 2, v=x / 2, \text { on } \partial \Omega \tag{29}
\end{equation*}
$$

It yields $A_{66}=2 U_{\text {discrete }} / V$
The displacement and stress distributions within the trabecular bone unit cell for the above four tests under the corresponding displacement boundary conditions are shown in Figs. 8, 9, 10 and 11.


Fig. 8 Displacement and stress distributions due to horizontal uniaxial extension


Fig. 9 Displacement and stress distributions due to vertical uniaxial extension

The values of $A_{11}, A_{12}, A_{22}, A_{66}$ computed through the above numerical analyses (from elastic strain energy) are summarized in Table 2, showing a good agreement is obtained with those calculated by discrete homogenization.
In order to evaluate the components of the stiffness matrix $\mathbf{D}$, the following two bending tests are performed:
Test 5- Bending test for $D_{11}$ : for an enforced uniform curvature $\kappa_{x z}$ applied to the boundary, the corresponding kinematic boundary conditions write

$$
\begin{equation*}
\left.u\right|_{\partial \Omega}=-x y,\left.v\right|_{y=0}=x^{2} / 2 \tag{30}
\end{equation*}
$$

which gives $D_{11}=2 U_{\text {discrete }} / V-E_{1}^{*} y^{2}$, when $\kappa_{x z}=1$.

|  |
| :---: |


|  |
| :---: |



Fig. 10 Displacement and stress distributions due to biaxial extension


Fig. 11 Displacement and stress distributions due to shearing
with

$$
\begin{equation*}
E_{1}^{*}=A_{11}\left(1-v_{12}^{*} v_{21}^{*}\right), v_{12}^{*}=A_{12} / A_{22}, v_{21}^{*}=A_{12} / A_{11} \tag{31}
\end{equation*}
$$

Test 6- Bending test for $D_{22}$ : for an imposed uniform curvature $\kappa_{y z}$ applied to the boundary, the corresponding kinematic boundary conditions write

$$
\begin{equation*}
\left.u\right|_{x=0}=-y^{2} / 2,\left.v\right|_{\partial \Omega}=x y \tag{32}
\end{equation*}
$$

which gives $D_{22}=2 U_{\text {discrete }} / V-E_{2}^{*} x^{2}$, when $\kappa_{y z}=1$.
with

$$
\begin{equation*}
E_{2}^{*}=A_{22}\left(1-v_{12}^{*} v_{21}^{*}\right) \tag{33}
\end{equation*}
$$

Table 2 The couple-stress elastic constants and characteristics lengths of trabecular bone unit cell

|  | Discrete homogenization | Finite element simulation |
| :--- | :--- | :--- |
| $A_{11}(\mathrm{MPa})$ | 212.7 | 215.0 |
| $A_{12}(\mathrm{MPa})$ | 698.3 | 745.0 |
| $A_{22}(\mathrm{MPa})$ | 3547.4 | 3743.2 |
| $A_{66}(\mathrm{MPa})$ | 407.5 | 427.8 |
| $D_{11}(\mathrm{~N})$ | 5.7 | 4.7 |
| $D_{22}(\mathrm{~N})$ | 21.3 | 17.5 |
| $E_{1}^{*}(\mathrm{MPa})$ | 75.2 | 66.5 |
| $E_{2}^{*}(\mathrm{MPa})$ | 1255.0 | 1161.5 |
| $v_{12}^{*}$ | 0.197 | 0.199 |
| $v_{21}^{*}$ | 3.28 | 3.47 |
| $l_{G x}(\mu \mathrm{~m})$ | 59.0 | 52.5 |
| $l_{G y}(\mu \mathrm{~m})$ | 114.0 | 101.0 |
| $l_{E x}(\mu \mathrm{~m})$ | 402.7 | 397.4 |
| $l_{E y}(\mu \mathrm{~m})$ | 100.8 | 95.0 |



Fig. 12 Displacement and stress distributions due to bending $\left(\kappa_{x z}\right)$

The displacement and stress distributions of the trabecular bone unit cell for the last two bending tests under the corresponding displacement boundary conditions are shown in Figs. 12 and 13.
For the planar orthotropic couple-stress model considered in this work, there are four characteristics lengths which are defined by the following expressions in terms of the engineering constants [2, 37]


Fig. 13 Displacement and stress distributions due to bending $\left(\kappa_{y z}\right)$

$$
\begin{align*}
& l_{G x}=\sqrt{\frac{D_{11}}{4 A_{66}}}, \quad l_{G y}=\sqrt{\frac{D_{22}}{4 A_{66}}} \\
& l_{E x}=\sqrt{\frac{\left(1+v_{21}^{*}\right) D_{11}}{2 E_{1}^{*}}}, \quad l_{E y}=\sqrt{\frac{\left(1+v_{12}^{*}\right) D_{22}}{2 E_{2}^{*}}} \tag{34}
\end{align*}
$$

The components of the effective couple-stiffness tensors and micropolar elastic constants of trabecular bone evaluated by discrete homogenization and FE simulation are compared in Table 2.
It is shown that the homogenized properties are representative of the bone architecture overall behavior, since they approximate the simulated values with a good accuracy (the relative variation is at most $15 \%$ ).

## 4 Applications to Bone Fracture

Simulations of a square bone sample including a crack are performed, using the previously obtained homogenized anisotropic micropolar model (Fig. 14). The results are compared to those obtained by a classical four node finite element called CPS4 within the Abaqus environment. The principal directions of orthotropy are supposed to be aligned with the fiber directions within the selected bone sample, which by definition coincide with the X and Y directions of the representative volume element (the unit cell). The geometrical and mechanical parameters of the unit cells of trabecular bone are taken as in Sect. 3.


Fig. 14 Applied loading and boundary conditions of the 2D bone specimen with bone fracture (left). Zoom of the material specimen on two hexagonal unit cells (right)

The specimen dimensions correspond to 1 mm width and 1 mm height. The effective material properties calculated by the discrete homogenization technique are summarized in the following matrix:

$$
[K]=\left[\begin{array}{llllll}
212.7 & 698.3 & 0 & 0 & 0 & 0  \tag{35}\\
698.3 & 3547.4 & 0 & 0 & 0 & 0 \\
0 & 0 & 436.2 & 378.8 & 0 & 0 \\
0 & 0 & 271.6 & 543.4 & 0 & 0 \\
0 & 0 & 0 & 0 & 5.7 & 0 \\
0 & 0 & 0 & 0 & 0 & 21.3
\end{array}\right]
$$

A horizontal crack representing $14 \%$ of the total specimen width is introduced to represent longitudinal fracture (Fig. 14). The bottom edge of the specimen ( $1 \times$ $1 \mathrm{~mm}^{2}$ ) is simply supported in Y-direction (the corner node at the origin is fixed), and the top edge is submitted to a uniaxial displacement magnitude equal to 0.25 mm in the vertical direction. This corresponds to an induced vertical traction of magnitude 420 MPa .
A stress concentration occurs for both models close to the crack tip, a well-known fact in the field of fracture mechanics [4]. However, the amplitude of the peak stress is significantly reduced when the Cosserat continuum model is employed; the percentage of reduction is evaluated for each stress component (and each mesh size) in Table 3. It reaches up to $50 \%$ for the fine mesh, a value in agreement with the amount of reduction of the stress concentration factor obtained for sharp cracks using a linear isotropic Cosserat behavior in [24].
We observe from the isovalues of the two in-plane displacement components, U1 and U2 (Fig. 15) a more diffuse displacement field when Cosserat model is employed, in comparison to Cauchy continuum, for which steep stress gradients are obtained. This confirms the regularizing effect of the Cosserat continuum model.

Table 3 Comparison of peak stress values for the two models (Cauchy and micropolar)

|  | Cosserat finite element |  |  | CPS4 finite <br> element (Abaqus) |  |  | $\begin{aligned} & \% \text { of stress reduction } \\ & \frac{S_{\text {Cauchy }}-S_{\text {Cosserat }}}{S_{\text {Cauchy }}} \times 100 \\ & \hline \end{aligned}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | S11 | S12 | S22 | S11 | S12 | S22 | S11 | S12 | S22 |
| Coarse | 28 | 63 | 752 | 41 | 133 | 752 | 31.7 | 52.6 | 0 |
| Medium | 81 | 148 | 902 | 156 | 206 | 1096 | 48.1 | 28.2 | 17.7 |
| Fine | 112 | 213 | 1038 | 227 | 350 | 1396 | 50.7 | 39.2 | 25.6 |



Fig. 15 Displacement distribution. (a), (c) correspond to Cosserat finite element results and (b), (d) correspond to the classical four node finite element. Fine mesh (1188 elements)

In the next section a 3D micropolar effective continuum model of trabecular bone is constructed using asymptotic homogenization of 3D discrete media considering axial, shear, flexural and torsional deformations of the cell struts. The overall mechanical behavior of trabecular bone in a 3D geometry is analyzed in the consequence.

## 5 Three-Dimensional Anisotropic Effective Behavior of Cancellous Bone

A general 3-D anisotropic hexagonal lattice with horizontal struts of lengths $L$ and $h$ (lengths of in-plane struts) and vertical struts of length $L_{v}$ (out-of-plane), both endowed with circular cross-section of diameter $d$, is considered (Fig. 16). This geometry is representative of the unit cell of vertebral bone, as advocated in [22]. The whole lattice is generated from the repetition of the unit cell shown in Fig. 16 thanks to three periodicity vectors defined in the Cartesian basis. The considered hexagonal unit cell is composed of five beams; three horizontal beams $b_{1}, b_{2}$, and $b_{3}$ and the vertical beams $b_{4}$ and $b_{5}$. The horizontal beams $b_{2}$ and $b_{3}$ have the same length $L$ and are inclined by the angle $\theta$ with the horizontal direction, while $b_{1}$ has length $h$. The two vertical beams $b_{4}$ and $b_{5}$ have the same length $L_{v}$. The connectivity Table 4 gives the numbering of beams and nodes within the chosen representative unit cell.
The relative density of the general 3D anisotropic hexagonal is computed in terms of the geometrical parameters $L, h, L_{v}, r$ and $\theta$ as

$$
\begin{equation*}
\frac{\rho^{*}}{\rho_{s}}=\frac{1}{2} \frac{\pi r^{2}\left(h+2 L+2 L_{v}\right)}{L L_{v} \cos \theta(h+L \sin \theta)} \tag{36}
\end{equation*}
$$

Since each beam is in self-equilibrium, we choose to define the efforts at node $E$ (efforts at node $O$ are opposite), which is considered as the end node. Using the local

Fig. 16 General anisotropic unit cell for 3D hexagonal models. The geometric parameters include the cell angle $\theta$, the in-plane strut lengths ( $L, h$ ), and the vertical length $L_{v}$. Right picture: topology of the 3D hexagonal unit cell with the periodicity vector


Table 4 Connectivity array for the 3D hexagonal lattice

| Beam | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | ---: | ---: |
| O(b) | 1 | 2 | 2 | 1 | 2 |
| E(b) | 2 | 1 | 1 | 1 | 2 |
| $\delta_{1}$ | 0 | 1 | 0 | 0 | 0 |
| $\delta_{2}$ | 0 | 0 | 1 | 0 | 0 |
| $\delta_{3}$ | 0 | 0 | 0 | -1 | -1 |

coordinate systems for each member element, the normal (tension) force receives the expression

$$
\begin{equation*}
F_{x 2_{p}}=\frac{A E_{S}}{L}\left(\mathbf{e}_{x} \cdot\left(\mathbf{u}_{E}-\mathbf{u}_{O}\right)\right) \tag{37}
\end{equation*}
$$

The transverse force $F_{y 2_{p}}$ is given by

$$
\begin{equation*}
F_{y 2_{p}}=\frac{12 E_{S} I_{z}}{L^{3}\left(1+\Phi_{y}\right)}\left(\mathbf{e}_{y} \cdot\left(\mathbf{u}_{E}-\mathbf{u}_{O}\right)-\frac{L}{2}\left(\mathbf{e}_{z} \cdot\left(\phi_{O}+\phi_{E}\right)\right)\right) \tag{38}
\end{equation*}
$$

Similarly, the transverse force $F_{z 2_{p}}$ is given by

$$
\begin{equation*}
F_{z 2_{p}}=\frac{12 E_{S} I_{y}}{L^{3}\left(1+\Phi_{z}\right)}\left(\mathbf{e}_{z \cdot} \cdot\left(\mathbf{u}_{E}-\mathbf{u}_{O}\right)+\frac{L}{2}\left(\mathbf{e}_{y \cdot} \cdot\left(\phi_{O}+\phi_{E}\right)\right)\right) \tag{39}
\end{equation*}
$$

The moments express at both extremities of the member express as follows: for the moments about the $x^{\prime}$-axis (twist in $y^{\prime}-z^{\prime}$ plane), the load-displacement relationship is very similar to axial loading, viz

$$
\begin{equation*}
M_{x 1_{p}}=\frac{G_{s} J}{L}\left(\mathbf{e}_{x} \cdot\left(\varphi_{O}-\varphi_{E}\right)\right) ; M_{x 2_{p}}=\frac{G_{s} J}{L}\left(\mathbf{e}_{x} \cdot\left(\varphi_{E}-\varphi_{O}\right)\right) \tag{40}
\end{equation*}
$$

The bending moments about the $y^{\prime}$-axis write

$$
\begin{align*}
M_{y 1_{p}}= & \frac{6 E_{s} I_{y}}{L^{2}\left(1+\Phi_{z}\right)}\left(\mathbf{e}_{z} \cdot\left(\mathbf{u}_{E}-\mathbf{u}_{O}\right)\right) \\
& +\frac{E_{s} I_{y}}{L\left(1+\Phi_{z}\right)}\left(\mathbf{e}_{y} \cdot\left(\left(4+\Phi_{z}\right) \phi_{O}+\left(2-\Phi_{z}\right) \phi_{E}\right)\right) \\
M_{y 2_{p}}= & \frac{6 E_{s} I_{y}}{L^{2}\left(1+\Phi_{z}\right)}\left(\mathbf{e}_{z} \cdot\left(\mathbf{u}_{E}-\mathbf{u}_{O}\right)\right) \\
& +\frac{E_{s} I_{y}}{L\left(1+\Phi_{z}\right)}\left(\mathbf{e}_{y \cdot} \cdot\left(\left(2-\Phi_{z}\right) \phi_{O}+\left(4+\Phi_{z}\right) \phi_{E}\right)\right) \tag{41}
\end{align*}
$$

The bending moments about the $\mathrm{z}^{\prime}$-axis express as

$$
\begin{align*}
M_{z 1_{p}}= & \frac{6 E_{s} I_{z}}{L^{2}\left(1+\Phi_{y}\right)}\left(-\mathbf{e}_{y \cdot} \cdot\left(\mathbf{u}_{E}-\mathbf{u}_{O}\right)\right) \\
& +\frac{E_{S} I_{z}}{L\left(1+\Phi_{y}\right)}\left(\mathbf{e}_{z} \cdot\left(\left(4+\Phi_{y}\right) \phi_{O}+\left(2-\Phi_{y}\right) \phi_{E}\right)\right) \\
M_{z 2_{p}}= & \frac{6 E_{s} I_{z}}{L^{2}\left(1+\Phi_{y}\right)}\left(-\mathbf{e}_{y \cdot} \cdot\left(\mathbf{u}_{E}-\mathbf{u}_{O}\right)\right) \\
& +\frac{E_{s} I_{z}}{L\left(1+\Phi_{y}\right)}\left(\mathbf{e}_{z} \cdot\left(\left(2-\Phi_{y}\right) \phi_{O}+\left(4+\Phi_{y}\right) \phi_{E}\right)\right) \tag{42}
\end{align*}
$$

with the non-dimensional factors $\Phi_{y}=12 E_{s} I_{z} / G_{s} A k_{y s} L^{2}$ and $\Phi_{z}=12 E_{s} I_{y} /$ $G_{s} A k_{z s} L^{2}$, vanishing when transverse shear can be neglected (hence a Bernoulli beam model is recovered), $I_{y}$ and $I_{z}$ are the second moments of area of the member cross-section, $k_{y s}$ and $k_{z s}$ are the transverse shear correction factors, and $J$ is the torsional modulus, which is identical to the polar moment of inertia of the circular cross-sectional area.
The asymptotic expansions of the previous expressions of normal, transverse efforts, and moments at the beam extremities in the framework of 3D Timoshenko beams versus the kinematic nodal variables are performed and they are next involved in the homogenization of the initially discrete lattice towards an equivalent 3D micropolar continuum.
The constitutive equations for the equivalent anisotropic micropolar continuum are obtained in 3D matrix format as

$$
\left\{\begin{array}{l}
\sigma_{x x}  \tag{43}\\
\sigma_{y y} \\
\sigma_{z z} \\
\sigma_{x y} \\
\sigma_{y x} \\
\sigma_{y z} \\
\sigma_{z y} \\
\sigma_{z x} \\
\sigma_{x z}
\end{array}\right\}=[\mathbf{A}]\left\{\begin{array}{l}
\frac{\partial u_{x}}{\partial x} \\
\frac{\partial u_{y}}{\partial y} \\
\frac{\partial u_{z}}{\partial z} \\
\frac{\partial u_{y}}{\partial x}-\phi_{z} \\
\frac{\partial u_{x}}{\partial y}+\phi_{z} \\
\frac{\partial u_{z}}{\partial y}-\phi_{x} \\
\frac{\partial u_{y}}{\partial z}+\phi_{x} \\
\frac{\partial u_{x}}{\partial z}-\phi_{y} \\
\frac{\partial u_{z}}{\partial x}+\phi_{y}
\end{array}\right\} ;\left\{\begin{array}{l}
m_{x x} \\
m_{y y} \\
m_{z z} \\
m_{x y} \\
m_{y x} \\
m_{y z} \\
m_{z y} \\
m_{z x} \\
m_{x z}
\end{array}\right\}=[\mathbf{D}]\left\{\begin{array}{c}
\frac{\partial \phi_{x}}{\partial x} \\
\frac{\partial \phi_{y}}{\partial y} \\
\frac{\partial \phi_{z}}{\partial z} \\
\frac{\partial \phi_{y}}{\partial x} \\
\frac{\partial \phi_{x}}{\partial y} \\
\frac{\partial \phi_{z}}{\partial y} \\
\frac{\partial \phi_{y}}{\partial z} \\
\frac{\partial \phi_{x}}{\partial z} \\
\frac{\partial \phi_{z}}{\partial x}
\end{array}\right\}
$$

where, according to the orthotropic nature of the problem, the matrix representation of $[\mathbf{A}]$ is

$$
[\mathbf{A}]=\left[\begin{array}{lllllllll}
A_{11} & A_{12} & A_{13} & 0 & 0 & 0 & 0 & 0 & 0  \tag{44}\\
A_{21} & A_{22} & A_{23} & 0 & 0 & 0 & 0 & 0 & 0 \\
A_{31} & A_{32} & A_{33} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & A_{44} & A_{45} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & A_{54} & A_{55} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & A_{66} & A_{67} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & A_{76} & A_{77} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & A_{88} & A_{89} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & A_{98} & A_{99}
\end{array}\right]
$$

The curvature tensor $[\mathbf{D}]$ in (43) has the same structure.

The present 3D micropolar model substantiates both the classical and micropolar material constants. The micropolar shear constant $\kappa$ couples the rotation of particles to shear stresses; if $\kappa=0$ (coupling number $(N)=0$ ) the Cauchy stress does not depend on the rotational degree of freedom. The limit $\kappa \rightarrow \infty$ is a condition energetically admissible, similar to "incompressibility" in classical elasticity, and corresponds to $N=1$ (upper bound) which is called "couple stress theory". The modulus $\gamma$ sets the intensity of couple stresses and is proportional to the characteristic lengths for bending and torsion, quantities $l_{b}$ and $l_{t}$ respectively. In Cauchy solids, the internal characteristic length is of the order of the atomic distance and moments of forces and consequently does not produce any macroscopic effect. However, in microstructured solids such as hard biological tissues having a cellular structure where an intrinsic internal length at least of the order of microns may be detected, couple stresses may influence the macroscopic behavior. In the limit situation $\gamma=0$, Cauchy elasticity is recovered. The characteristic lengths for bending and torsion are next identified from the homogenized stiffness matrix [A] relating stresses to strains and curvature tensor $[\mathbf{D}]$ relating couple stresses to curvatures as

$$
\begin{align*}
& l_{b_{12}}^{2}=\frac{D_{99}}{2\left(A_{45}+A_{44}\right)} ; l_{b_{21}}^{2}=\frac{D_{66}}{2\left(A_{54}+A_{55}\right)} ; l_{b_{23}}^{2}=\frac{D_{55}}{2\left(A_{67}+A_{66}\right)} ; \\
& l_{b_{32}}^{2}=\frac{D_{88}}{2\left(A_{76}+A_{77}\right)} ; l_{b_{31}}^{2}=\frac{D_{77}}{2\left(A_{89}+A_{88}\right)} ; l_{b_{13}}^{2}=\frac{D_{44}}{2\left(A_{98}+A_{99}\right)} ;  \tag{45}\\
& l_{t_{12}}^{2}=\frac{D_{99}+D_{98}}{A_{44}+A_{45}} ; l_{t_{21}}^{2}=\frac{D_{66}+D_{67}}{A_{54}+A_{55}} ; l_{t_{23}}^{2}=\frac{D_{55}+D_{54}}{A_{66}+A_{67}} ; \\
& l_{t_{32}}^{2}=\frac{D_{88}+D_{89}}{A_{76}+A_{77}} ; l_{t_{31}}^{2}=\frac{D_{77}+D_{76}}{A_{88}+A_{89}} ; l_{t_{13}}^{2}=\frac{D_{44}+D_{45}}{A_{98}+A_{99}} .
\end{align*}
$$

One additional micropolar constant, the coupling number $N$, determines the strength of the micropolar behavior; it is calculated for the three planes $x-y, y-z$ and $x-z$ as

$$
\begin{align*}
& N_{12}^{2}=\frac{A_{44}-A_{45}}{2 A_{44}} ; N_{21}^{2}=\frac{A_{55}-A_{54}}{2 A_{55}} ; N_{23}^{2}=\frac{A_{66}-A_{67}}{2 A_{66}} ; N_{32}^{2}=\frac{A_{77}-A_{76}}{2 A_{77}} ; \\
& N_{31}^{2}=\frac{A_{88}-A_{89}}{2 A_{88}} ; N_{13}^{2}=\frac{A_{99}-A_{98}}{2 A_{99}} . \tag{46}
\end{align*}
$$

We choose $h / L=0.5$, a value for trabecular bone given by [17]. Hence, a combination of $h / L=0.5$ and $L_{v} / L=1$ is used to simulate the anisotropic trabecular bone. We consider all struts (trabeculae) with identical cross-section geometry of diameter $d=0.25 \mathrm{~mm}$ and strut lengths $L=1 \mathrm{~mm}$ (Miller and Fuchs, 2005). The mechanical parameters of the trabeculae building structure are: $G_{s}=0.5^{*} E_{s} /\left(1+v_{s}\right)$, with Poisson's ratio $v_{s}=0.3$ [48]. The shear correction coefficient is $k_{y s}=k_{z s}=9 / 10$. We plot the calculated homogenized effective elastic properties obtained for trabecular bone versus the geometrical parameter $\theta$ (Figs. 17, 18 and 19) with a range of


Fig. 17 Effective elastic moduli $E_{1}^{*}, E_{2}^{*}$, and $E_{3}^{*}$ of trabecular bone plotted versus the geometrical parameter $\theta$


Fig. 18 Effective in-plane Poisson's ratios of trabecular bone plotted versus angle $\theta$
variation chosen in the interval [ $10^{\circ}, 80^{\circ}$ ], supported by [27], who scanned specimens of vertebral trabecular bone using microcomputed tomography.
The elastic ( $E_{1}^{*}$ and $E_{2}^{*}$ ) and shear moduli ( $G_{12}^{*}, G_{23}^{*}$, and $G_{13}^{*}$ ) exhibit a power law dependency on the relative density (Fig. 20), and transverse shear has a clear impact on those scaling laws.


Fig. 19 Effective shear moduli $G_{12}^{*}, G_{23}^{*}$, and $G_{13}^{*}$ of trabecular bone plotted versus angle $\theta$


Fig. 20 Effective elastic and shear moduli of trabecular bone versus the relative density $\rho^{*} / \rho_{s} . \theta=30^{\circ}$

The coupling number and the ratio of the characteristic internal micropolar lengths for bending and torsion, quantities $l_{b}$ and $l_{t}$, to the characteristic unit cell size $2 L \cos (\theta)$ are plotted to assess the strength of the micropolar effect (Figs. 21 a-d). It appears that those ratio reach values close to unity and higher than unity for $l_{b 31}, l_{t 31}$, clearly indicating that micropolar effects indeed impact the continuum behavior.


Fig. 21 (a), (b), (c) Ratio of the characteristic micropolar lengths in bending and torsion to the unit cell size of trabecular bone and (d) Micropolar coupling number plotted versus the angle $\theta$

## 6 Conclusion

A micromechanical approach of microstructural effects of trabecular bone has been developed. As a main novelty, a Cosserat anisotropic continuum model has been developed from the discrete homogenization of a quasi periodical lattice model of the cancellous bone microstructure, whereby the effective mechanical properties of bone are directly related to the lattice micro-geometry and micromechanical elastic properties. The cell walls of this cellular material are modeled as linear elastic Timoshenko beams, accounting for the transverse shear occurring in thick beams in the regime of high bone density. The first stiffness tensor and the second couple stress stiffness tensor have been evaluated, allowing in turn the identification of the micropolar (non classical) constants of cancellous bone (in addition to the classical moduli),
including internal flexural lengths. The equivalent moduli have been recorded versus the geometrical descriptors of the unit cell. A planar linear Cosserat finite element model of a cracked bone sample has been developed on the basis of the constructed effective Cosserat continuum, in order to illustrate the microstructural effects on the macroscopic response of cancellous bone. The FE analysis of the cracked configuration evidence an important reduction of the stress concentration in the vicinity of the crack; this feature reflects the trabecular architecture of cancellous bone and the regularizing effect of the employed Cosserat elasticity model. The effective micropolar properties obtained from discrete homogenization are in good agreement with corresponding rigidities provided by FE simulations over a unit cell.
Such micromechanically based enhanced continuum models developed at the mesoscopic scale pave the way towards realistic simulations of the mechanical response of complete bone structures submitted to complex loadings.
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# Electro-Thermo-Elastic Simulation of Graphite Tools Used in SPS Processes 
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#### Abstract

In the range of field-assisted sintering technology or spark plasma sintering all materials in the testing machine undergo very large temperature changes. The powder material, which has to be sintered, is filled into a graphite die and mechanically loaded by a graphite punch. The heat is produced by electrical induction and the cooling process is performed by conduction and radiation. Both the heating and the cooling process are very fast. In order to understand the process of the highly loaded graphite parts, experiments, modeling and computations have to be carried out. On the thermal side the temperature-dependent material properties such as heat capacity and heat conductivity have to be modeled. Since the heat capacity is not independent of the Helmholtz free-energy a particular consideration of the freeenergy is carried out. On the other hand, the temperature changes of the electrical resistivity and the material properties of the graphite tool must be taken into considerations. Accordingly, the material properties of "Ohm's law" must be modeled as well. The fully coupled system comprising the electrical, thermal and mechanical field are solved numerically by a monolithic finite element approach. After the spatial discretization using finite elements one arrives at a system of differential-algebraic equations which is solved by means of diagonally implicit Runge-Kutta methods. Issues and open questions in the numerics are addressed and problems in modeling a real application are discussed.


[^18]
## 1 Introduction

The numerical treatment of powder compaction processes requires the experimental basis, appropriate constitutive models and sophisticated algorithms both for the powder and the tools itself. In field-assisted sintering technology (FAST) the mechanical and thermal loads are applied more or less in parallel. An overview of the technical development of FAST-processes can be found in [1-4]. In the literature there exists only few attempts to model the whole thermo-electro-mechanical problem. In the work of [5] the SPS-process (spark plasma sintering) is modeled without powder to study the thermal and the electrical field together with a small strain thermoelasticity relation for the tooling system. Wang et al. [6] investigated the electrical, temperature and stress fields in order to evaluate stress gradients in the fully densed sample (copper and alumina). In this study the electrical current is treated as a constant. Differently, [7] modelled the time dependence of the electrical current by the use of experimental recorded current for a specific experiment. In [8] a PID control for the closed loop control of the current is added to achieve a prescribed temperature path. In this investigation temperature and stress gradients for a fully densed alumina and copper sample are analyzed. Wang et al. [9] studied the effect of different die sizes, heating rates and pressures on the temperature and stress distribution inside a alumina sample, the tooling system and on the resulting microstructure. Maizza et al. [10] investigated the influence of moving punch on the temperature. He emphasizes the reliability of the model predictions highly depend on the correct modeling of the contact resistances. Cincotti et al. [5] compared simulation results to measured temperature, voltage and displacement data including electric and thermal resistance as a function of temperature and applied mechanically load. Recently two articles also dealing with the densification process are published, [11, 12]. Since the temperature in the powder, and, accordingly the final material properties of the sintering process, is essentially influenced by the graphite tools (given by the die, where the powder is encapsulated, and the punches treating the mechanical loads to compress the powder), the investigation of the die/punch system in view of the temperature and stress distribution is of principle interest. Moreover, the heat is applied using electrical induction so that the temperature and stress distribution during the processes are coupled. Since the applied temperatures vary within a large range, most of the material parameters depend on the temperature itself so that the final initial boundary-value problem is a coupled system represented by the equilibrium conditions, heat equation and the electrical field equation. In view of the investigations in [13] inertia effects are not considered because the investigated temperature-rates are not as fast enough to take resulting phenomena into account. Moreover, the investigated temperature are below the phase transition effects in the graphite tools and the powder material (copper or alumina).

In this article we assume in the first instance thermo-elasticity for small strains and a instationary non-linear heat equation. Particularly, small strain thermo-elasticity is seemingly well understood, see for example, [13, 14]. However, frequently some terms are neglected by intuition or by the assumption of small rates or small
temperature changes. These assumptions are not always applicable, particularly not in FAST-processes. In this case the graphite tools have temperature-dependent properties, such as a temperature-dependent heat-capacity, directly influencing the form of the free-energy and the thermo-mechanical coupling term. Moreover, the well-known effect of a temperature-dependent electrical resistivity influences the evolution of the electrical potential. In this article, we propose some experiments determining the temperature-dependent material properties first. These experiments are given by purely thermal agencies to determine the heat expansion, the heat capacity, the heat conductivity and the electrical resistivity. All these quantities are more or less temperature-dependent. Particularly, the heat capacity influences directly the representation of the free-energy. Thus, aspects of the modeling are touched as well. On the basis of these properties phenomenological models are developed and calibrated to the experimental data.

Since the entire problem is coupled, all practical applications have to be computed numerically. Here, use is made of the finite element method. In [15] coupled problems are discussed within the method of vertical lines. This procedure, wellknown as a solution technique for partial differential equations, makes use of two subsequent steps, namely the spatial and the temporal discretization. In our case the spatial discretization using finite elements yields a system of differential-algebraic equations, or, shortly, a DAE-system. In other words, ordinary differential equations are coupled with algebraic equations. In this context, the differential part of the DAE-system results from the discretized instationary non-linear heat equation and the algebraic parts stem from the discretized equilibrium equations and the stationary charge equation, see for general remarks [16]. These systems are frequently solved using a Backward-Euler scheme or a trapezoidal rule (Crank-Nicholson procedure) for the differential part resulting from the fact that the numerical solution of DAEs are commonly not known in the finite element literature. In this article, high-order stiffly accurate diagonally-implicit Runge-Kutta methods (SDIRK-methods), see, for example, $[17,18]$, are applied having the side-product of an efficient step-size control technique. The reason for this stems from the application of embedded SDIRK methods.

The notation in use is defined in the following manner: geometrical vectors are symbolized by lower case bold-faced letters a and second order tensors A by boldfaced Roman letters. Furthermore, we introduce matrices at global level of the finite element procedure symbolized by bold-faced italic letters $\boldsymbol{A}$.

## 2 Constitutive Modeling and Initial Boundary-Value Problem

Before developing a constitutive model for the graphite material, the mechanical, thermal and electrical properties are discussed. The elasticity parameters are determined using ultrasound measurements, [19, 20], leading to the Young's modulus $\mathrm{E}=11500 \mathrm{~N} / \mathrm{mm}^{2}$ and the Poisson-ratio $v=0.2$. The temperature-dependence of the elasticity parameters cannot be provided. Moreover, any viscous effects or
remaining deformations are, currently, not known, i.e. measured. Thus, a model of linear thermo-elasticity is assumed. Moreover, any viscous effects or remaining deformations are not taken into considerations. Thus, a model of thermo-elasticity is assumed. The heat expansion is measured to be nearly temperature-independent within the measured range of temperature, see Fig. 1a. According to the assumption that the thermal strains are purely volumetrical,

$$
\begin{equation*}
\mathbf{E}_{\Theta}=\varphi(\Theta(\mathbf{x}, \mathrm{t})) \mathbf{I} \tag{1}
\end{equation*}
$$

(pure volumetric heat expansion), Fig. 1a suggest the linear function

$$
\begin{equation*}
\varphi(\Theta)=\alpha_{\Theta} \vartheta=\alpha_{\Theta}\left(\Theta-\Theta_{0}\right) \tag{2}
\end{equation*}
$$

where $\alpha_{\Theta}$ is the heat expansion coefficient, $\vartheta(\mathbf{x}, \mathrm{t})=\Theta(\mathbf{x}, \mathrm{t})-\Theta_{0}$ the temperature difference, $\Theta_{0}$ the reference temperature, and $\Theta$ the absolute temperature. The heat expansion coefficient is given by $\alpha_{\Theta}=4.55 \times 10^{-6} 1 / \mathrm{K}$ (here, use is made of a Unitherm 1252 ultra high temperature dilatometer). Further measurements are carried out using a Netzsch Laserflash-device LFA 457 to determine the temperaturedependent heat conductivity, see Fig. 2a. The heat capacity at constant pressure is provided by the manufacturer of the material and the mathematical representation is shown in Fig. 2b.

In order to obtain a more or less reasonable curvature, even outside the range of experimental data, the functions

$$
\begin{align*}
& \mathrm{k}_{\Theta}(\Theta)=\mathrm{b}_{1} e^{-\mathrm{b}_{2} \Theta}+\mathrm{b}_{3} e^{-\mathrm{b}_{4} \Theta}  \tag{3}\\
& \mathrm{c}_{\Theta}(\Theta)=\mathrm{d}_{1}+\mathrm{d}_{2} \Theta+\mathrm{d}_{3} \tanh \left(\mathrm{~d}_{4} \Theta-\mathrm{d}_{5}\right) \tag{4}
\end{align*}
$$

are chosen. The parameters are identified with


Fig. 1 Heat expansion and electrical conductivity in dependence of the temperature of graphite. (a) Heat expansion, (b) Electrical conductivity


Fig. 2 Heat conductivity and heat capacity in dependence of the temperature. (a) Heat conductivity, (b) Heat capacity

$$
\begin{aligned}
& \mathrm{b}_{1}=85.7 \frac{\mathrm{~W}}{\mathrm{mK}}, \mathrm{~b}_{2}=5.124 \times 10^{-3} \frac{1}{\mathrm{~K}}, \mathrm{~b}_{3}=88.1 \frac{\mathrm{~W}}{\mathrm{mK}}, \mathrm{~b}_{4}=3.292 \times 10^{-4} \frac{1}{\mathrm{~K}}, \\
& \mathrm{~d}_{1}=586.5 \frac{\mathrm{~J}}{\mathrm{kgK}}, \mathrm{~d}_{2}=0.3507 \frac{\mathrm{~J}}{\mathrm{kgK}^{2}}, \mathrm{~d}_{3}=839.4 \frac{\mathrm{~J}}{\mathrm{kgK}}, \mathrm{~d}_{4}=3.247 \times 10^{-3} \frac{1}{\mathrm{~K}},
\end{aligned}
$$

and $\mathrm{d}_{5}=0.9431$.
In Fig. 1b the model response of the data for the electrical conductivity in dependence of the temperature provided by the manufacturer is shown as well, which is modeled by

$$
\begin{equation*}
\mathrm{K}_{\varphi}(\Theta)=\mathrm{c}_{1} e^{-\mathrm{c}_{2} \Theta}-\mathrm{c}_{3} e^{-\mathrm{c}_{4} \Theta} \tag{5}
\end{equation*}
$$

with
$c_{1}=1.69 \times 10^{5} \frac{\mathrm{~S}}{\mathrm{~m}}, \mathrm{c}_{2}=2.168 \times 10^{-4} \frac{1}{\mathrm{~K}}, \mathrm{c}_{3}=1.661 \times 10^{5} \frac{\mathrm{~S}}{\mathrm{~m}}, \mathrm{c}_{4}=2.089 \times 10^{-3} \frac{1}{\mathrm{~K}}$.
The mechanical constitutive equations are applied as follows. First of all, a dependence of the mechanical material parameters on the electrical current and the temperature is not assumed. These properties have not been available so far. For a first instance thermo-elasticity is assumed. There, it is common to prescribe a specific free-energy function and calculate the heat capacity, or to define the heat capacity constant (commonly contradicting the choice of the specific free-energy), or to make use of the experimentally determined heat capacity and to integrate those equations to obtain the specific free-energy. Here, use is made of the latter concept. Thus, the case of thermo-elasticity has to be recapped. Since we assume small strains, the linearized strain tensor $\mathbf{E}(\mathbf{x}, \mathrm{t})=\left(\operatorname{grad} \mathbf{u}(\mathbf{x}, \mathrm{t})+\operatorname{grad}^{\top} \mathbf{u}(\mathbf{x}, \mathrm{t})\right) / 2$ is introduced. $\mathbf{u}(\mathbf{x}, \mathrm{t})$ defines the displacement field, where $\mathbf{x}$ symbolizes the spatial coordinate and $t$ defines the time. As it is common, the strain tensor is decomposed into a mechanical $\mathbf{E}_{\mathrm{M}}$ and a
thermal part $\mathbf{E}_{\Theta}$,

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}_{\mathrm{M}}+\mathbf{E}_{\Theta} \tag{6}
\end{equation*}
$$

with $\mathbf{E}_{\Theta}$ given in Eq.(1). In view of the subsequent development the strain-rates are required, i.e. the mechanical strain-rate reads

$$
\begin{equation*}
\dot{\mathbf{E}}_{\mathrm{M}}=\dot{\mathbf{E}}-\dot{\mathbf{E}}_{\Theta}=\dot{\mathbf{E}}-\alpha_{\Theta} \dot{\Theta} \mathbf{I} \text { with } \dot{\mathbf{E}}_{\Theta}=\alpha_{\Theta} \dot{\Theta} \mathbf{I} . \tag{7}
\end{equation*}
$$

In the following, it is assumed that the free-energy $\psi\left(\mathbf{E}_{\mathrm{M}}, \Theta\right)$ can be decomposed into one part $\psi_{\mathrm{M}}\left(\mathbf{E}_{\mathrm{M}}\right)$ depending only on the mechanical-based deformation, and another part $\psi_{\Theta}(\Theta)$ resulting from the temperature effects

$$
\begin{equation*}
\psi\left(\mathbf{E}_{\mathrm{M}}, \Theta\right)=\psi_{\mathrm{M}}\left(\mathbf{E}_{\mathrm{M}}\right)+\psi_{\Theta}(\Theta) \tag{8}
\end{equation*}
$$

In the case of linear thermo-elasticity

$$
\begin{equation*}
\rho \psi_{\mathrm{M}}\left(\mathbf{E}_{\mathrm{M}}\right)=\frac{\mathrm{K}}{2}\left(\operatorname{tr} \mathbf{E}_{\mathrm{M}}\right)^{2}+\mathrm{G} \mathbf{E}_{\mathrm{M}}^{\mathrm{D}} \cdot \mathbf{E}_{\mathrm{M}}^{\mathrm{D}} \tag{9}
\end{equation*}
$$

defining the mechanical part of the specific free-energy (isotropic linear elasticity relation), where K symbolizes the bulk modulus, G the shear modulus, and $\rho(\mathbf{x})$ the mass density. For the given Young's modulus E and the Poisson-ratio $v$ the bulk and shear moduli are

$$
K=\frac{E}{3(1-2 v)}=6389 \mathrm{~N} / \mathrm{mm}^{2}, \quad G=\frac{E /}{2(1+v)}=4792 N / \mathrm{mm}^{2}
$$

respectively.
Remark 8.1. The elastic constants might be depend on the temperature. However, the experimental results for the underlying material are still an open issue. Accordingly, as a first attempt temperature-independent bulk and shear moduli are assumed. This also addresses the form of the classically simple form of the specific free-energy function.
$\operatorname{tr} \mathbf{A}=\mathrm{a}_{\mathrm{k}}{ }^{\mathrm{k}}$ defines the trace and $\mathbf{A}^{\mathrm{D}}=\mathbf{A}-1 / 3(\operatorname{tr} \mathbf{A}) \mathbf{I}$ denotes the deviator operator of a second order tensor $\mathbf{A} . \operatorname{tr} \mathbf{E}_{\mathrm{M}}$ is interpreted as the volumetric mechanical strains resulting from the interpretation that for the isothermal, small strain theory $\varepsilon_{\mathrm{V}}:=\operatorname{tr} \mathbf{E}=\operatorname{tr}(\operatorname{grad} \mathbf{u})=\operatorname{div} \mathbf{u}$ holds, where $\epsilon_{\mathrm{V}}$ represents the volumetric strain. The thermal part of the free-energy is unknown so far and is related to the heat capacity.

The Clausius-Duhem inequality (CDI) is assumed to guarantee thermo-mechanical consistence, which reads

$$
\begin{equation*}
-\dot{e}+\Theta \dot{s}+\frac{1}{\rho} \mathbf{T} \cdot \dot{\mathbf{E}}-\frac{1}{\Theta} \mathbf{q} \cdot \mathbf{g} \geqslant 0 \tag{10}
\end{equation*}
$$

$e(\mathbf{x}, \mathrm{t})$ is the specific internal energy, $s(\mathbf{x}, \mathrm{t})$ the specific entropy, $\mathbf{q}(\mathbf{x}, \mathrm{t})$ the heat flux vector, and $\mathbf{g}(\mathbf{x}, \mathrm{t})=\operatorname{grad} \Theta(\mathbf{x}, \mathrm{t})$ the temperature gradient, see [21]. Additionally, it is assumed that there exists a relation between the specific internal energy $e$ and the free-energy $\psi$, the total temperature $\Theta$ and the specific entropy s by

$$
\begin{equation*}
e=\psi+\Theta s \tag{11}
\end{equation*}
$$

implying

$$
\begin{equation*}
\dot{e}=\dot{\psi}+\dot{\Theta} s+\Theta \dot{s} . \tag{12}
\end{equation*}
$$

Inserting this relation and the time-derivative of the free-energy

$$
\begin{equation*}
\dot{\psi}=\frac{\partial \psi}{\partial \mathbf{E}_{M}} \cdot \dot{\mathbf{E}}_{\mathrm{M}}+\frac{\partial \psi}{\partial \Theta} \dot{\Theta}=\frac{\mathrm{d} \psi_{\mathrm{M}}}{\mathrm{~d} \mathbf{E}_{\mathrm{M}}} \cdot \dot{\mathbf{E}}_{\mathrm{M}}+\frac{\mathrm{d} \psi_{\Theta}}{\mathrm{d} \Theta} \dot{\Theta} \tag{13}
\end{equation*}
$$

into the CDI (10) yields the inequality

$$
\begin{equation*}
-\dot{\psi}-\dot{\Theta} s+\frac{1}{\rho} \mathbf{T} \cdot \dot{\mathbf{E}}-\frac{1}{\Theta} \mathbf{q} \cdot \mathbf{g} \geqslant 0 \tag{14}
\end{equation*}
$$

i.e.

$$
\begin{align*}
& -\frac{\mathrm{d} \psi_{M}}{\mathrm{~d} \mathbf{E}_{M}} \cdot \dot{\mathbf{E}}_{\mathrm{M}}-\frac{\mathrm{d} \psi_{\Theta}}{\mathrm{d} \Theta} \dot{\Theta}-s \dot{\Theta}+\frac{1}{\rho} \mathbf{T} \cdot\left(\dot{\mathbf{E}}_{\mathrm{M}}+\dot{\mathbf{E}}_{\Theta}\right)-\frac{1}{\Theta} \mathbf{q} \cdot \mathbf{g}= \\
& \quad=\left(\frac{1}{\rho} \mathbf{T}-\frac{\mathrm{d} \psi_{M}}{\mathrm{~d} \mathbf{E}_{M}}\right) \cdot \dot{\mathbf{E}}_{M}-\left(s+\frac{\mathrm{d} \psi_{\Theta}}{\mathrm{d} \Theta}-\frac{\alpha_{\Theta}}{\rho} \mathbf{T} \cdot \mathbf{I}\right) \cdot \dot{\Theta}-\frac{1}{\Theta} \mathbf{q} \cdot \mathbf{g} \geqslant 0 \tag{15}
\end{align*}
$$

where in addition to Eq. $(7)_{2}$ the decomposition (7) $)_{1}$ is taken into consideration. Using $\operatorname{tr} \mathbf{T}=\mathbf{T} \cdot \mathbf{I}$, the strain-energies (9) and $\psi_{\Theta}(\Theta)$ yield for arbitrary processes the classical potential relations for the assumption of a small strain thermo-elastic material

$$
\begin{align*}
\mathbf{T} & =\rho \frac{\mathrm{d} \psi_{\mathrm{M}}}{\mathrm{~d} \mathbf{E}_{\mathrm{M}}}=\mathrm{K}\left(\operatorname{tr} \mathbf{E}_{\mathrm{M}}\right) \mathbf{I}+2 \mathrm{G} \mathbf{E}_{\mathrm{M}}^{\mathrm{D}}=\mathrm{K}\left(\operatorname{tr} \mathbf{E}-3 \alpha_{\Theta} \vartheta\right) \mathbf{I}+2 \mathrm{G}^{\mathrm{D}}  \tag{16}\\
\mathrm{~s} & =-\frac{\mathrm{d} \psi_{\Theta}}{\mathrm{d} \Theta}+\frac{\alpha_{\Theta}}{\rho}(\operatorname{tr} \mathbf{T})=-\frac{\mathrm{d} \psi_{\Theta}}{\mathrm{d} \Theta}+\frac{3 \alpha_{\Theta} \mathrm{K}}{\rho}\left(\operatorname{tr} \mathbf{E}-3 \alpha_{\Theta \vartheta} \vartheta\right) \tag{17}
\end{align*}
$$

Furthermore, $(1 / \Theta) \mathbf{q} \cdot \mathbf{g} \leqslant 0$ has to be satisfied, which, frequently, is modeled by Fourier's model

$$
\begin{equation*}
\mathbf{q}=-\kappa_{\Theta}(\Theta) \mathbf{g}=-\kappa_{\Theta}(\Theta) \operatorname{grad} \Theta, \tag{18}
\end{equation*}
$$

where $\kappa_{\Theta}(\Theta) \geqslant 0$ represents the temperature-dependent heat conductivity. Thus, all constitutive assumptions are explained, only the thermal part of the specific free-
energy function, $\psi_{\Theta}(\Theta)$, is unknown so far and has to be determined by the heat capacity $\mathrm{c}_{\Theta}$.

In the following, the coupled partial differential equations required for computing boundary-value problems must be derived. First of all, the elasticity relation (16) has to be inserted into the balance of linear momentum (here the inertia terms are neglected)

$$
\begin{equation*}
\operatorname{div} \mathbf{T}+\rho \mathbf{k}=\mathbf{0} \tag{19}
\end{equation*}
$$

where $\rho \mathbf{k}$ is the specific volume force ( $\mathbf{k}$ represents the acceleration of gravity). Second, the balance of energy must be considered

$$
\begin{equation*}
\dot{e}=-\frac{1}{\rho} \operatorname{div} \mathbf{q}+\mathrm{r}_{\varphi}+\mathrm{p} \tag{20}
\end{equation*}
$$

$p$ defines the stress power describing the coupling term

$$
\begin{equation*}
p=\frac{1}{\rho} \mathbf{T} \cdot \dot{\mathbf{E}}=\frac{\mathrm{d} \psi_{\mathrm{M}}}{\mathrm{~d} \mathbf{E}_{\mathrm{M}}} \cdot \dot{\mathbf{E}}=\left(\mathrm{K}\left(\operatorname{tr} \mathbf{E}-3 \alpha_{\Theta} \vartheta\right) \mathbf{I}+2 \mathrm{G} \mathbf{E}^{\mathrm{D}}\right) \cdot \dot{\mathbf{E}}, \tag{21}
\end{equation*}
$$

i.e. it represents a heat source for the heat equation resulting from the mechanical behavior. $\mathrm{r}_{\varphi}$ symbolizes a volumetrically distributed heat source caused by the electrical current, see Eq. (30).

It is common, to exchange the internal energy $e$ in the instationary non-linear heat equation (20) by the rate of the specific internal energy (12). Using Eqs. (7), (13), (16) and (17) leads to

$$
\begin{align*}
\rho \dot{\psi} & =\rho \frac{\mathrm{d} \psi_{\mathrm{M}}}{\mathrm{~d} \mathbf{E}_{\mathrm{M}}} \cdot\left(\dot{\mathbf{E}}-\alpha_{\Theta} \dot{\Theta} \mathbf{I}\right)+\rho \frac{\mathrm{d} \psi_{\Theta}}{\mathrm{d} \Theta} \dot{\Theta}=\mathbf{T} \cdot \dot{\mathbf{E}}-\rho\left(\alpha_{\Theta}(\operatorname{tr} \mathbf{T})-\frac{\mathrm{d} \psi_{\Theta}}{\mathrm{d} \Theta}\right) \dot{\Theta} \\
& =\mathbf{T} \cdot \dot{\mathbf{E}}-\rho \mathrm{s} \dot{\Theta} \tag{22}
\end{align*}
$$

It follows that the instationary non-linear heat equation, see Eqs. (20) and (12), reads

$$
\begin{equation*}
\rho \Theta \dot{s}=-\operatorname{div} \mathbf{q}+\rho r_{\varphi} . \tag{23}
\end{equation*}
$$

The time-derivative of the specific entropy s in Eq. (17),

$$
\begin{equation*}
\dot{s}=\left(\frac{9 \mathrm{~K} \alpha_{\Theta}^{2}}{\rho}+\frac{\mathrm{d}^{2} \psi_{\Theta}}{\mathrm{d} \Theta^{2}}\right) \dot{\Theta}+\frac{3 \alpha_{\Theta} \mathrm{K}}{\rho}(\operatorname{tr} \dot{\mathbf{E}}) \tag{24}
\end{equation*}
$$

can be inserted now,

$$
\begin{equation*}
\rho\left(-\frac{\mathrm{d}^{2} \psi_{\Theta}}{\mathrm{d} \Theta^{2}}-\frac{9 \mathrm{~K} \alpha_{\Theta}^{2}}{\rho}\right) \Theta \dot{\Theta}=\operatorname{div}\left(\kappa_{\Theta}(\Theta) \operatorname{grad} \Theta\right)+\rho r_{\varphi}-3 \alpha_{\Theta} \mathrm{K}(\operatorname{tr} \dot{\mathbf{E}}) \Theta \tag{25}
\end{equation*}
$$

This is the analytically exact form of the instationary heat equation in thermoelasticity without any further assumptions to reduce its complexity. The mathematical structure is as follows

$$
\begin{equation*}
\rho c_{\Theta}(\Theta) \dot{\Theta}=\operatorname{div}\left(\kappa_{\Theta}(\Theta) \operatorname{grad} \Theta\right)+\rho r_{\varphi}-\gamma(\dot{\mathbf{E}}, \Theta) \tag{26}
\end{equation*}
$$

which is coupled with the local balance equation (19) and the elasticity relation (16). Obviously, the typical assumption of a constant specific heat capacity

$$
\begin{equation*}
c_{\Theta}(\Theta)=-\left(\frac{d^{2} \psi_{\Theta}}{d \Theta^{2}}-\frac{9 K \alpha_{\Theta}^{2}}{\rho}\right) \Theta \tag{27}
\end{equation*}
$$

is not valid anymore, see Fig. 2b, and it occurs a thermo-elastic coupling (production) term

$$
\begin{equation*}
\gamma(\dot{\mathbf{E}}, \Theta)=3 \alpha_{\Theta} \mathrm{K} \Theta(\operatorname{tr} \dot{\mathbf{E}}) \tag{28}
\end{equation*}
$$

which is commonly not considered due to the fact that it is very small. In view of the heat capacity (4) the thermal part of the specific free-energy in Eq. (27) one obtains

$$
\begin{equation*}
\frac{d^{2} \psi_{\Theta}}{d \Theta^{2}}=-\frac{1}{\Theta} d_{1}-d_{2}-\frac{d_{3}}{\Theta} \tanh \left(d_{4} \Theta-d_{5}\right)+\frac{9 K \alpha_{\Theta}^{2}}{\rho} . \tag{29}
\end{equation*}
$$

However, the second term is analytically non-integrable. Of course, it is possible to generate a power series around $\Theta_{0}$, but this is not the scope of the article and is not necessary within the whole approach. It must be remarked that for a temperaturedependent heat expansion or more sophisticated constitutive models it is hard to obtain a consistent relation between the specific free-energy and the heat capacity. Another possibility is to assume a free energy $\psi_{\Theta}(\Theta)$ reflecting the experimental data. The advantage is that one has only to carry out two differentiation steps. However, one has to know a priorily the course of the curve of the second derivative $\psi_{\Theta}^{\prime \prime}(\Theta)$, which does not simplify the problem. In the case of small strain thermoelasticity the proposed approach has no influence although there is no analytical expression. However, for models of internal variables or in the case of large strains there is a discrepancy, which commonly is overcomed by assuming $\psi_{\Theta}(\Theta)$ and letting $c_{\Theta}$ constant being a rough approximation. In the case of large temperature changes, however, this is a very rough assumption. The remaining coupling term results from the heat generation by the electrical current, which is described by the volumetrical heat source $r_{\varphi}$, called Joule-heating, in Eq. (26),

$$
\begin{equation*}
\mathrm{r}_{\varphi}=\frac{1}{\rho} \mathbf{e} \cdot \mathbf{j}=\frac{1}{\rho} \kappa_{\varphi}(\Theta) \operatorname{grad} \varphi(\mathbf{x}, \mathrm{t}) \cdot \operatorname{grad} \varphi(\mathbf{x}, \mathrm{t}), \tag{30}
\end{equation*}
$$

where the electrical field $\mathbf{e}(\mathbf{x}, \mathrm{t})=-\operatorname{grad} \varphi(\mathbf{x}, \mathrm{t})$ is related to the electrical potential $\varphi(\mathbf{x}, \mathrm{t})$ and the electrical current $\mathbf{j}(\mathbf{x}, \mathrm{t})=\kappa_{\varphi}(\Theta) \mathbf{e}(\mathbf{x}, \mathrm{t})$ reflects Ohm's law.
$\mathrm{K}_{\varphi}(\Theta)$, see Eq. (5), defines the electrical conductivity. In other words, there is a coupling between the electrical potential $\varphi(\mathbf{x}, \mathrm{t})$ in electrostatics and the conservation of charge

$$
\begin{equation*}
\operatorname{div} \mathbf{j}(\mathbf{x}, \mathrm{t})=0, \quad \text { i.e. } \quad \operatorname{div}\left(\kappa_{\varphi}(\Theta) \operatorname{grad} \varphi\right)=0 \tag{31}
\end{equation*}
$$

(assumption of a stationary electrical current, see [16, 22, 23] for further reading as well). In conclusion, there is a coupling of the three partial differential equations (19), (26) and (31). The non-linearities result from the temperature-dependence of the material parameters and the boundary-conditions such as convection and radiation.

## 3 Time-Adaptive Monolithic Finite Element Approach

In the following, the coupled equations mentioned above, i.e. the equilibrium conditions (19), with the thermo-elasticity relation (16), the instationary non-linear heat equation (25), i.e. (26), using the abbreviations (27), (28) and (30), and the stationary current equation (31), are treated within finite elements. Here, use is made of the method of vertical lines, where in the first step the spatial discretization is carried out using the finite element discretization, see [15]. In the second step the temporal discretization is performed applying stiffly accurate diagonally implicit Runge-Kutta methods.

The weak formulation of Eq. (19) is derived by multiplying the partial differential equation with virtual displacements, integrating over the volume and applying the divergence theorem

$$
\begin{equation*}
\int_{V} \mathbf{T} \cdot \delta \mathbf{E} d V-\int_{A} \mathbf{t} \cdot \delta \mathbf{u} d A-\int_{V} \rho \mathbf{k} \cdot \delta \mathbf{u} d V=0 \tag{32}
\end{equation*}
$$

where $\delta \mathbf{E}(\mathbf{x})=\left(\operatorname{grad} \delta \mathbf{u}(\mathbf{x})+\operatorname{grad}^{\top} \delta \mathbf{u}(\mathbf{x})\right) / 2$ defines the virtual strain tensor, i.e. the symmetric part of the gradient of the virtual displacements $\delta \mathbf{u}(\mathbf{x})$. In this context it has to hold $\delta \mathbf{u}(\mathbf{x})=\mathbf{0}$ on the boundary $A^{u}$ of the material body, where the displacements are prescribed, $A=A^{\sigma} \cup A^{u}, \mathbf{u}(\mathbf{x}, \mathrm{t})=\mathbf{q u}(\mathrm{t})$ on $A^{\mathrm{u}}$ (Dirichlet boundary conditions). $\mathbf{t}(\mathbf{x}, \mathrm{t})=\mathbf{T}(\mathbf{x}, \mathrm{t}) \mathbf{n}(\mathbf{x}, \mathrm{t})$ defines the stress vector on the surface $A^{\sigma}$, where $\mathbf{n}$ represents the surface normal. $\mathbf{t}(\mathbf{x}, \mathrm{t})=\mathbf{q}(\mathbf{x}, \mathrm{t})$ on $A^{\sigma}$ define the Neumann boundary conditions. V stands for the volume of the material body.

In the case of the instationary non-linear heat equation (26) the derivation is similar. First, the heat equation is multiplied with the virtual temperatures $\delta \Theta(\mathbf{x})$, integrated over the volume, and the divergence theorem is applied,

$$
\begin{align*}
\int_{V} \rho c_{\Theta}(\Theta) \dot{\Theta} \delta \Theta d V=\int_{A} q \delta \Theta d A- & \int_{V} k_{\Theta}(\Theta) \operatorname{grad} \Theta \cdot \operatorname{grad} \delta \Theta d V \\
& +\int_{V}\left(\rho r_{\varphi}-\gamma(\dot{\mathbf{E}}, \Theta)\right) \delta \Theta d V \tag{33}
\end{align*}
$$

see [24-26]. Analogously to the mechanical field problem, the virtual temperature has the property $\delta \Theta=0$ on $A^{\Theta}$, i.e. the surface where the temperatures are known, $\Theta(\mathbf{x}, \mathrm{t})=\bar{\Theta}(\mathbf{x}, \mathrm{t})$ on $A^{\Theta}$ (Dirichlet boundary conditions). Furthermore, on the boundary $A^{q}$ the heat transport $q=-\mathbf{q} \cdot \mathbf{n}$ is prescribed, $\mathrm{q}(\mathbf{x}, \mathrm{t})=\overline{\mathrm{q}}(\mathbf{x}, \mathrm{t})$ on $A^{q}, A=A^{\Theta} \cup A^{q}$. In the case of convection the linear model $q(\Theta)=h\left(\Theta-\Theta_{\text {ref }}\right)$ and for radiation the non-linear boundary condition $q(\Theta)=\sigma \varepsilon\left(\Theta^{4}-\Theta_{\infty}^{4}\right)$ are considered, where $\sigma$ symbolizes the Stefan Boltzmann constant and $\varepsilon$ the emissivity.

The equation of electrostatics (31) can be treated similar to the heat equation because it has the same mathematical structure. In this context one obtains

$$
\begin{equation*}
\int_{V} K_{\varphi}(\Theta) \operatorname{grad} \varphi \cdot \operatorname{grad} \delta \varphi d V=\int_{A} j \delta \varphi d A \tag{34}
\end{equation*}
$$

where $\delta \varphi$ represents the virtual electrical potential and $j$ the electrical current density. Analogously, $\delta \varphi=0$ on $A^{\varphi}$, i.e. the surface where the electrical potential is prescribed, $\varphi(\mathbf{x}, \mathrm{t})=\bar{\varphi}(\mathbf{x}, \mathrm{t})$ on $A^{\varphi}$ (Dirichlet boundary conditions). Furthermore, on the boundary $A^{J}$ the electrical current density $j=-\mathbf{j} \cdot \mathbf{n}$ is prescribed, $\mathfrak{j}(\mathbf{x}, \mathrm{t})=\overline{\mathfrak{j}}(\mathbf{x}, \mathrm{t})$ on $A^{\mathrm{J}}, \mathcal{A}=A^{\varphi} \cup A^{\mathrm{J}}$.

The equation of electrostatics to compute thermoelectric coupling effects can be found in several publications. In Seifert et al. [27] a one dimensional model is solved by Mathematica to compute the thermoelectric behavior of Peltier coolers. In the work of Pérez-Aparicio et al. [28] a three-dimensional, non-linear fully coupled thermoelectric finite element simulation is carried out in order to simulate Peltier coolers. They included the Seebeck, Peltier, Thompson, and Joule effect in their analysis. The finite element method is combined with a Monte Carlo simulation for a material sensitivity analysis. Palma et al. [29] used a modified Fourier law yielding a hyperbolic heat equation for the simulation of micro-devices under rapid transient effects. They simulated thermoelectric material with a non-linear dynamic finite element formulation. Munir et al. [30] simulated the current and temperature distributions to find out temperature and current gradients in axial and radial direction for a SPS-process. In the underlying article, however, the field is coupled to mechanical and thermal influences.

The spatial discretization makes use of shape functions for the displacements, the temperature and the electrical potential. This leads to the linear system of equations (in two unknowns)

$$
\begin{equation*}
\boldsymbol{K}_{\mathrm{u}} \boldsymbol{u}(\mathrm{t})+\boldsymbol{K}_{\mathrm{u} \Theta} \boldsymbol{\Theta}(\mathrm{t})=\boldsymbol{r}_{\mathrm{u}}(\mathrm{t}), \tag{35}
\end{equation*}
$$

where $\boldsymbol{u}(\mathrm{t}) \in \mathbb{R}^{n_{u}}$ are the unknown nodal displacements and $\boldsymbol{\Theta}(\mathrm{t}) \in \mathbb{R}^{n_{\Theta}}$ the unknown nodal temperatures. $\boldsymbol{K}_{\mathrm{u}}$ symbolizes the mechanical stiffness matrix of linear elasticity and $\boldsymbol{K}_{\mathrm{u} \Theta}$ the stiffness matrix resulting from the heat expansion. The right-hand side contains the prescribed Dirichlet- and Neumann boundary conditions and a term coming from the reference temperature $\Theta_{0}$. The weak form of the heat equation (33) can be treated in a similar manner, see, for example, [25], yielding the system of ordinary differential equations

Table 1 Material parameters of the materials in a FAST-process

| Material | $c_{\Theta}$ | $\kappa_{\Theta}$ | $\kappa_{\varphi}$ | $\alpha_{\Theta}$ | $\rho$ | $E$ | $v$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{~mm}^{2} /\left(\mathrm{s}^{2} \mathrm{~K}\right)$ | $\mathrm{tmm} /\left(\mathrm{s}^{3} \mathrm{~K}\right)$ | $10^{-3} \mathrm{~A} /(\mathrm{Vmm})$ | $1 / \mathrm{K}$ | $\mathrm{t} / \mathrm{mm}^{3}$ | MPa | - |
| Copper | $\mathrm{c}_{\Theta, \mathrm{Cu}}(\Theta)$ | $\mathrm{K}_{\Theta, \mathrm{Cu}}(\Theta)$ | $\mathrm{K}_{\varphi, \mathrm{Cu}}(\Theta)$ | $1.6 \times 10^{-5}$ | $8.92 \times 10^{-9}$ | 120000 | 0.3 |
| Alumina | $\mathrm{c}_{\Theta, \mathrm{Al}}(\Theta)$ | $\mathrm{K}_{\Theta, \mathrm{Al}}(\Theta)$ | $1 \times 10^{-8}$ | $8.5 \times 10^{-6}$ | $3.7 \times 10^{-9}$ | 350000 | 0.22 |
| $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ |  |  |  |  |  |  |  |
| Graphite | $\mathrm{c}_{\Theta}(\Theta)$ | $\mathrm{K}_{\Theta}(\Theta)$ | $\mathrm{K}_{\varphi}(\Theta)$ | $4.55 \times 10^{-6}$ | $1.85 \times 10^{-9}$ | 11500 | 0.2 |

The material functions $\kappa_{\Theta}(\Theta), \kappa_{\varphi}(\Theta)$, and $c_{\Theta}(\Theta)$ are given in Eqs. (3), (4) and (5)

$$
\begin{equation*}
\boldsymbol{C}_{\Theta}(\mathrm{t}, \boldsymbol{\Theta}) \dot{\boldsymbol{\Theta}}(\mathrm{t})=\boldsymbol{r}_{\boldsymbol{\Theta}}(\mathrm{t}, \dot{\boldsymbol{u}}, \boldsymbol{\Theta}, \boldsymbol{\Phi}) \tag{36}
\end{equation*}
$$

$\boldsymbol{C}_{\Theta} \in \mathbb{R}^{n_{\Theta} \times n_{\Theta}}$ represents the temperature-dependent heat capacity matrix and $\boldsymbol{r}_{\Theta} \in \mathbb{R}^{\boldsymbol{n}_{\Theta}}$ contains the right-hand side of Eq. (33), i.e. the heat conduction and the terms resulting from the boundary conditions and the heat source of the electrical potential. The coupling results from Joule heating, i.e. it depends on the nodal values of the electrical potential $\boldsymbol{\Phi}(\mathrm{t})$. Analogously, the charge equation (34) leads in its discretized form to

$$
\begin{equation*}
\boldsymbol{K}_{\varphi}(\mathrm{t}, \boldsymbol{\Theta}) \boldsymbol{\Phi}(\mathrm{t})=\boldsymbol{r}_{\varphi}(\mathrm{t}, \boldsymbol{\Theta}), \tag{37}
\end{equation*}
$$

where the "stiffness matrix" $\boldsymbol{K}_{\varphi} \in \mathbb{R}^{n_{\varphi} \times n_{\varphi}}$ is temperature-dependent caused by the electrical conductivity. $\Phi(\mathrm{t}) \in \mathbb{R}^{n_{\varphi}}$ are the unknown nodal values of the electrical potential. Equations (35), (36) and (37) represent a DAE-system, where the algebraic part results from the mechanical equilibrium conditions (35) and the equation of electrostatics (37) and the differential part stems from the instationary heat equation (36). According to a number of publications use is made of stiffly accurate diagonally implicit Runge-Kutta methods (SDIRK-methods) having the advantage to be of higher order and to have time-adaptivity for free by a local error estimation using embedded schemes, see for their basic ideas [17, 18, 31], in the context of constitutive modeling with evolutionary-type [32-35] and for further problems [25, 36, 37]. The application of SDIRK-methods yields in each stage (points in time in the interval $t_{n}$ to $t_{n+1}$ ) a coupled system of non-linear equations, which can be solved by any kind of non-linear equation solver. In the examples below the Newton-Raphson and the Newton-Raphson-Chord method are applied, see [38, 39].

## 4 Simulations

In the following the application of SDIRK-methods is investigated. Here, a real process occurring in field assisted sintering is studied and the problems concerned are worked out. For these computations the material parameters are compiled in Table 1. The material functions for copper and alumina are listed in the appendix.


Fig. 3 Mesh (linear hexahedral elements with $n_{u}=27722, n_{\Theta}=9907$, and $n_{\varphi}=9588$ unknowns) and geometry. a Geometry in $\mathrm{mm}, \mathbf{b}$ Mesh and evaluation points in $x y$-plane


Fig. 4 Boundary conditions. a Mechanical field, b Thermal field, celectrical field

In Fig. 3 the geometry of a die/punch system is shown, where the rectangular region close to the center contains the compacted powder material. In this context it has to be mentioned that not the compaction process itself is treated, but "only" the temperature evolution in the die/punch/powder system is studied. The boundary conditions are shown in Fig. 4 for the displacements/forces, temperatures/heat fluxes, and electrical potential/electrical current at the surfaces. $\Theta_{\mathrm{s}}$ is the surface temperature


Fig. 5 Measured electrical current taken from the FAST-machine used as boundary condition. a Prescribed electrical current $\left(I=\int_{\mathcal{A}} \mathbf{j} \cdot \mathbf{n} \mathrm{dA}\right)$, $\mathbf{b}$ Measured and simulated temperature evolution in point $5\left(\Theta_{0}=273 \mathrm{~K}\right)$
of the graphite tools, $\Theta_{\mathrm{w}}$ the water temperature and $h$ the heat transfer coefficient ( $\mathrm{h}=0.88 \mathrm{t} /\left(\mathrm{s}^{3} \mathrm{~K}\right), \Theta_{\mathrm{w}}=295.15 \mathrm{~K}$ ). This represents a very rough modeling of the cooling channels in the steel parts adjacent to the upper graphite surface. In view of radiation the classical model is chosen having the Boltzmann constant $\sigma=$ $5.6704 \times 10^{-12} \mathrm{t} /\left(\mathrm{s}^{3} \mathrm{~K}^{4}\right)$ and the emissivity of $\varepsilon=0.8$. The temperature of the chamber wall is supposed to be $\Theta_{\infty}=303.15 \mathrm{~K}$. Since the chamber is under vacuum, convection on the lateral surfaces is not taken into consideration.

From the testing machine one obtains the data of the electrical current prescribed at the upper surface, see Fig. 5a for the smoothed response. In Fig. 5b the temperature response for copper powder is depicted, see for the chosen material [40], showing that the temperature at point 5 is underestimated, see Fig. 3. The heating rate in the experiment is $\dot{\Theta}=50 \mathrm{~K} / \mathrm{min}$. The reason of this can be seen for the absence of heat reflection in the machine's chamber, which leads to a larger surface temperature, and the inaccurate modeling of the convection at the upper surface, where the adjacent steel parts with the water cooling channels are located. However, more pronounced seems to be the influence of the electrical contact conditions between steel and graphite, graphite-graphite and graphite-powder, as reported in [10, 41, 42], which is not modeled. Particularly, an imperfect contact changes the resistivity and, accordingly, the heat generation. First attempts using a commercial finite element program confirms this behavior, which is not shown here.

The comparison of electrically conducting and non-conducting material (copper powder and a ceramic powder (alumina)) yields the fact that the electrically insulating powder increases the heat in the graphite tool, see Fig. 6a, which is obvious since the electrically conducting cross-section is smaller for ceramic powder than for metal powder. However, the temperature inside the die is homogenously distributed as indicated in Fig. 6b.


Fig. 6 Comparison of electrical conducting and non-conducting copper and ceramic powder. a Comparison between copper and ceramic powder in point 1 , $\mathbf{b}$ Temperature for ceramic powder at the four corners 1-4, see numbering in Fig. 3b


Fig. 7 Step-size behavior using various time-integrator. a Backward-Euler method with step-size control using the number of iterations, b Method of Ellsiepen (2nd order) and Cash (3rd order) using embedded methods

In view of the numerical treatment using time-adaptive SDIRK-methods, the classical Backward-Euler scheme is chosen as a first choice. Using this procedure a common adaptive scheme makes use of the number of Newton-Raphson iterations to estimate the step-size. If the number of iterations is less than 5, the step-size is increased. However, if one looks at the step-size behavior in Fig. 7a, an appropriate computational time cannot be obtained (we terminated the computation due to an excessive computational amount). Thus, a time-adaptive second-order and third-order SDIRK-method of Ellsiepen, see [32, 43], and [44], are applied leading to much larger time increments. Accordingly, reasonable computational costs are obtained. However, there are a number of step-size rejections resulting from


Fig. 8 Heat conductivity and heat capacity of copper in dependence of the temperature. a Thermal conductivity, b Heat capacity
the non-smoothness of the prescribed electrical current function. It seems that the second-order method of Ellsiepen is better than the third order method of Cash. Furthermore, it turns out that a Newton-Raphson-Chord method, see [38, 39], is much more efficient (approximately $10-15 \%$ of the computational time) than using a Newton-Raphson method. However, an starting vector estimation for the NewtonRaphson method is always required, see in this context [38].

## 5 Conclusions

The modeling of electro-thermo-mechanical structures is done on the basis of all possible experimental data, i.e. the temperature-dependent heat capacity, heat conductivity and electrical conductivity as well as the elasticity parameters are obtained and modeled. It turns out that the boundary conditions and the contact conditions between the tools have a significant influence on the accuracy of the prediction, which have to be taken into consideration in future applications. The numerical treatment of the resulting coupled system of differential-algebraic equations is carried out using high-order and time-adaptive schemes. The application of second-order time-integration method using embedded SDIRK-methods yields a sufficient fast computation, particularly, if time-adaptivity is chosen, a starting vector estimation is applied and the Newton-Raphson-Chord method is considered. In this case fast computations are possible even for highly non-linear input data.
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## Appendix

In the numerical studies the copper is used in the die system. For this the temperature-dependent heat capacity and conductivity are measured, see Fig. 8. The heat capacity at constant pressure of copper is measured with a Netzsch DSC 204 F1 Phoenix apparatus, which uses the Differential Scanning Calorimetry, see Fig. 8b. The thermal diffusivity $a(\Theta)$ of copper is measured with a Netzsch Laserflash LFA 457 and subsequently the thermal conductivity is computed by $\mathrm{k}_{\Theta}(\Theta)=\mathfrak{a}(\Theta) \rho c_{\Theta}(\Theta)$, see Fig. 8a. For both quantities a linear temperature dependence is assumed,

$$
\begin{align*}
& \mathrm{\kappa}_{\Theta, \mathrm{Cu}}(\Theta)=-78.3347 \times 10^{-3} \mathrm{~W} /\left(\mathrm{mK}^{2}\right) \Theta+433.173 \mathrm{~W} /(\mathrm{mK})  \tag{38}\\
& \mathrm{c}_{\Theta, \mathrm{Cu}}(\Theta)=82.2141 \times 10^{-3} \mathrm{~J} /\left(\mathrm{kgK}^{2}\right) \Theta+373.728 \mathrm{~J} /\left(\mathrm{kgK}^{2}\right) \tag{39}
\end{align*}
$$

which fit very well with experimental data. The properties of alumina and the electrical conductivity of copper are taken from the literature, see [30]. The investigated temperature range in this publication is between 300 K and 1300 K .

$$
\begin{align*}
\mathrm{K}_{\Theta, \mathrm{Al}}(\Theta) & =\frac{65181330.4+\Theta}{-669628.8+8175.85 \Theta} \text { in } \mathrm{W} /(\mathrm{mK}),  \tag{40}\\
\mathrm{c}_{\Theta, \mathrm{Al}}(\Theta) & =\frac{7770.25 \Theta}{249.4+\Theta}+\frac{790.15}{249+\Theta}+0.008 \Theta \text { in } \mathrm{J} /(\mathrm{kgK}),  \tag{41}\\
\mathrm{K}_{\varphi, \mathrm{Al}} & =10^{-8} \mathrm{~A} /(\mathrm{Vm})  \tag{42}\\
\mathrm{K}_{\varphi, \mathrm{Cu}}(\Theta) & =(5.5+0.038 \Theta) \times 10^{9} \quad \text { in } \mathrm{A} /(\mathrm{Vm}) \tag{43}
\end{align*}
$$
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# The Use of Moment Theory to Describe the Piezoelectric Effect in Polar and Non-Polar Materials 

Elena A. Ivanova and Yaroslav E. Kolpakov


#### Abstract

It is well known that the properties of polar and non-polar piezoelectric materials are different. For example, the polar piezoelectric materials (ferroelectrics) possess spontaneous polarization, while for non-polar materials such behavior cannot be observed. However, in the classical linear theory of piezoelectricity there is no qualitative difference between polar and non-polar materials. According to the classical theory the only difference between them consists in the fact that the piezoelectric moduli of polar materials are much greater than those of non-polar materials. The objective of our investigation is to describe piezoelectricity taking into account the qualitative peculiarities of polar and non-polar materials. Starting from the consideration of microstructure of piezoelectric materials we propose two theories of piezoelectricity based on the equations of micro-polar continuum. The first theory describes the piezoelectric effect in polar materials. This theory is based on the model of complex particle possessing a non-zero dipole moment and having seven degrees of freedom. The second theory describes the piezoelectric effect in non-polar materials. This theory is based on the model of an unit cell which has a non-zero quadrupole moment and zero dipole moment. Under certain simplifying assumptions both theories can be reduced to the classical theory of piezoelectricity.


[^19]
## 1 Introduction

There exist many crystals having piezoelectric properties. The piezoelectric properties reveal themselves as a result of the influence of electromagnetic fields on matter. Piezoelectric materials can be divided into two classes: polar and non-polar piezoelectrics. For example, $\mathrm{LiGaO}_{2}, \mathrm{Li}_{2} \mathrm{GeO}_{3}, \mathrm{CdTe}, \mathrm{BaTiO}{ }_{3}, \mathrm{PZT}, \mathrm{Pb}_{5} \mathrm{Ge}_{3} \mathrm{O}_{3}$ are polar piezoelectrics, and $\alpha-\mathrm{HIO}_{3}, \mathrm{KH}_{2} \mathrm{PO}_{4}, \mathrm{TeO}, \mathrm{Bi}_{12} \mathrm{GeO}_{20}, \mathrm{Bi}_{12} \mathrm{SiO}_{20}$, $\beta-\mathrm{ZnS}, \alpha-\mathrm{SiO}_{2}$ are non-polar piezoelectrics. The qualitative difference of properties of polar and non-polar piezoelectric materials consists in the fact that in contrast to non-polar piezoelectrics the polar piezoelectric materials (ferroelectrics) have non-zero dipole moment unit volume, i. e. they possess spontaneous polarization. However, in the classical theory of piezoelectricity [1, 2] based on the equations of electrostatics and symmetric theory of elasticity, as well as in the improved theory of piezoelectricity [3] based on the equations of electrostatics and non-symmetric (moment) theory of elasticity, there is no qualitative difference between polar and non-polar materials. According to the classical theory the only difference between polar and non-polar materials is that the piezoelectric moduli of polar materials are much greater than those of non-polar materials. The most known approaches which allow us to take into account the electric microstructure and permanent electric polarization are developed in [4-6]. We consider the method of description of piezoelectricity which allows us to take into account the qualitative peculiarities of polar and non-polar materials. This method was proposed by P. A. Zhilin (see [7, 8]). The main ideas of the method are to consider the microstructure of piezoelectric materials and use the equations of micro-polar continuum. By another method, but also taking into account the microstructure of materials, the theories of polar piezoelectrics are constructed in [9-12]. The theory of micromorphic thermoelastic continua taking into account electromagnetic effects is considered in [13]. On the basis of this theory the different aspects of theories of micromorphic piezoelectricity, micromorphic thermopiezoelectricity and magneto-electro-elasticity are discussed in [14-17]. In the case of non-polar materials the microstructure approach to description of piezoelectric effects is also of interest because it allows us to take into account electric quadrupoles [18]. We propose two theories of piezoelectricity. The first theory describes the piezoelectric effect in polar materials, and the second one describes the piezoelectric effect in non-polar materials. We show that under certain simplifying assumptions both theories are reduced to the classical theory of piezoelectricity.

## 2 Polar Piezoelectric Materials

### 2.1 Model of the Dipole Particle

We consider the medium with particles that are neutral dipoles. The neutral dipole is a pair of charges $\mathrm{q}^{+}=\mathrm{q}$ and $\mathrm{q}^{-}=-\mathrm{q}$ separated by a distance. The dipole can

Fig. 1 The electric dipole

move and rotate in space, and also change its value, i. e. it can stretch and compress. The reference position of the dipole (see Fig. 1) is characterized by the following quantities. Radius-vectors $\mathbf{R}_{0}^{+}$and $\mathbf{R}_{0}^{-}$determine the positions of charges $\mathrm{q}^{+}$and $\mathrm{q}^{-}$ correspondingly, vector $\mathbf{l}_{0}$ determines the relative position of the dipole charges, and radius-vector $\mathbf{r}_{0}$ determines the position of dipole center. When passing to the actual position the charges $\mathrm{q}^{+}$and $\mathrm{q}^{-}$move to the points determined by radius-vectors $\mathbf{R}^{+}$and $\mathbf{R}^{-}$correspondingly, the dipole center moves to the point determined by radius-vector $\mathbf{r}$. Vector $\mathbf{l}$ determining the relative position of the charges of dipole in the actual configuration is equal to $\mathbf{R}^{+}-\mathbf{R}^{-}$. The quantities characterizing the displacements of the dipole center and dipole charges are determined as

$$
\begin{equation*}
\mathbf{u}=\mathbf{r}-\mathbf{r}_{0}, \quad \mathbf{u}^{+}=\mathbf{R}^{+}-\mathbf{R}_{0}^{+}, \quad \mathbf{u}^{-}=\mathbf{R}^{-}-\mathbf{R}_{0}^{-} . \tag{1}
\end{equation*}
$$

Let us introduce the dipole moments in the reference and actual positions and denote them by $\mathbf{d}_{0}$ and $\mathbf{d}$, correspondingly:

$$
\begin{equation*}
\mathbf{d}_{0}=\mathrm{q} \mathbf{l}_{0}=\mathrm{q}\left(\mathbf{R}_{0}^{+}-\mathbf{R}_{0}^{-}\right), \quad \mathbf{d}=\mathrm{q} \mathbf{l}=\mathrm{q}\left(\mathbf{R}^{+}-\mathbf{R}^{-}\right) . \tag{2}
\end{equation*}
$$

In addition, let us introduce the polarization vector $\mathbf{p}$ equal to change in dipole moment and the scalar quantity $\xi$ being the relative change in absolute value of dipole moment:

$$
\begin{equation*}
\mathbf{p}=\mathbf{d}-\mathbf{d}_{0}, \quad|\mathbf{d}|=\left|\mathbf{d}_{0}\right|(1+\xi) . \tag{3}
\end{equation*}
$$

After simple transformations we obtain the following formula for $\mathbf{p}$ :

$$
\begin{equation*}
\mathbf{p}=\mathbf{p}_{1}+\mathbf{p}_{2}, \quad \mathbf{p}_{1}=\xi \mathbf{d}_{0}, \quad \mathbf{p}_{2}=\boldsymbol{\varphi} \times \mathbf{d}_{0}, \tag{4}
\end{equation*}
$$

where $\varphi$ is the rotation vector of the dipole. Equation(4) is obtained under the assumption of smallness of rotation and extension of the dipole. This assumption is justified because we consider the linear theory.

Now we write the expression for the rate of energy change due to the influence of electric field on the dipole:

$$
\begin{equation*}
\dot{e}=\mathbf{F}^{+} \cdot \mathbf{v}^{+}+\mathbf{F}^{-} \cdot \mathbf{v}^{-} . \tag{5}
\end{equation*}
$$

Here $\mathbf{F}^{+}$and $\mathbf{F}^{-}$are forces acting on the positive charge and negative charge, correspondingly; $\mathbf{v}^{+}, \mathbf{v}^{-}$are the velocities of these charges. Using the known formula for force acting on a charged particle we have $\mathbf{F}=\mathrm{q} \mathbf{E}$, where $\mathbf{E}$ is the electric field vector. Let us perform the following transformations:

$$
\begin{aligned}
\dot{e} & =\mathrm{q}^{+} \mathbf{E}\left(\mathbf{R}^{+}\right) \cdot \dot{\mathbf{u}}^{+}+\mathrm{q}^{-} \mathbf{E}\left(\mathbf{R}^{-}\right) \cdot \dot{\mathbf{u}}^{-} \\
& =\mathrm{q}\left(\mathbf{E}\left(\mathbf{R}^{+}\right)-\mathbf{E}\left(\mathbf{R}^{-}\right)\right) \cdot \dot{\mathbf{u}}+\mathrm{q} \mathbf{E}\left(\mathbf{R}^{+}\right) \cdot \frac{1}{2 \mathrm{q}} \dot{\mathbf{p}}+\mathrm{q} \mathbf{E}\left(\mathbf{R}^{-}\right) \cdot \frac{1}{2 \mathrm{q}} \dot{\mathbf{p}} \\
& =\mathbf{d}_{0} \cdot(\nabla \mathbf{E}) \cdot \dot{\mathbf{u}}+\mathbf{E} \cdot \dot{\mathbf{p}} .
\end{aligned}
$$

Using Eq. (4) we calculate the time derivative of the polarization vector

$$
\begin{equation*}
\dot{\mathbf{p}}=\dot{\xi} \mathbf{d}_{0}+\dot{\varphi} \times \mathbf{d}_{0} \tag{6}
\end{equation*}
$$

Thus, the rate of energy change has the form

$$
\begin{equation*}
\dot{e}=\mathbf{d}_{0} \cdot(\nabla \mathbf{E}) \cdot \dot{\mathbf{u}}+\left(\mathbf{d}_{0} \times \mathbf{E}\right) \cdot \dot{\varphi}+\left(\mathbf{d}_{0} \cdot \mathbf{E}\right) \dot{\xi} \tag{7}
\end{equation*}
$$

### 2.2 Spontaneous and Piezoelectric Polarization of the Medium

Now we introduce the density of the spontaneous polarization $\mathcal{P}^{s}$ of a continuous medium

$$
\begin{equation*}
\mathcal{P}^{s}=\lim _{\Delta V \rightarrow 0} \frac{\sum_{k \in \Delta V} \mathbf{d}_{0 \mathrm{k}}}{\Delta V} \tag{8}
\end{equation*}
$$

We define the density of the piezoelectric polarization $\mathcal{P}^{p}$ as a limit of the ratio

$$
\begin{equation*}
\mathcal{P}^{p}=\lim _{\Delta V \rightarrow 0} \frac{\sum_{k \in \Delta V} \mathbf{p}_{k}}{\Delta V}=\mathcal{P}_{1}^{p}+\mathcal{P}_{2}^{p} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{P}_{1}^{p}=\xi \mathcal{P}^{s}, \quad \mathcal{P}_{2}^{\mathrm{p}}=\boldsymbol{\varphi} \times \mathfrak{P}^{s} \tag{10}
\end{equation*}
$$

Thus, vector $\mathcal{P}^{p}$ is a sum of the piezoelectric polarizations of different nature. Vector $\mathcal{P}_{1}^{\mathrm{p}}$ is concerned with the change in absolute value of dipole moment, and vector $\mathcal{P}_{2}^{p}$ is concerned with the rotation of dipole moment. These vectors are mutually orthogonal.

Using Eqs. (9), (10) we write the analogue of Eq. (7) for continuous medium

$$
\begin{equation*}
\dot{\varepsilon}=\mathcal{P}^{s} \cdot(\nabla \mathbf{E}) \cdot \dot{\mathbf{u}}+\left(\mathcal{P}^{s} \times \mathbf{E}\right) \cdot \dot{\varphi}+\left(\mathcal{P}^{s} \cdot \mathbf{E}\right) \dot{\xi} \tag{11}
\end{equation*}
$$

We suppose the effect of electric field to be an external action. There are two ways to calculate the power of this external action. On the one hand, the power of external actions per unit volume of continuous medium is equal to $\rho \mathbf{F} \cdot \dot{\mathbf{u}}+\rho \mathbf{L} \cdot \dot{\varphi}$, where $\rho \mathbf{F}$ is the body force, $\rho \mathbf{L}$ is the body moment. On the other hand, the power of external actions is equal to that part of the rate of energy change $\dot{\varepsilon}$ which depends on the velocities $\dot{\mathbf{u}}$ and $\dot{\boldsymbol{\varphi}}$. Thus, we obtain

$$
\begin{equation*}
\rho \mathbf{F} \cdot \dot{\mathbf{u}}+\rho \mathbf{L} \cdot \dot{\varphi}=\mathcal{P}^{s} \cdot(\nabla \mathbf{E}) \cdot \dot{\mathbf{u}}+\left(\mathcal{P}^{s} \times \mathbf{E}\right) \cdot \dot{\varphi} \tag{12}
\end{equation*}
$$

Comparing the left-hand and the right-hand sides of Eq. (12) we conclude that the coefficient of $\dot{\mathbf{u}}$ on the right-hand side of the equation can be associated with a body force and the coefficient of $\dot{\varphi}$ on the right-hand side of the equation can be associated with a body moment:

$$
\begin{equation*}
\rho \mathbf{F}=\mathcal{P}^{s} \cdot \nabla \mathbf{E}, \quad \rho \mathbf{L}=\mathcal{P}^{s} \times \mathbf{E} \tag{13}
\end{equation*}
$$

Thus, the physical meaning of the first two terms on the right-hand side of Eq. (11) has been determined. The last term can be associated with the quantity $\mathscr{Q}$ characterizing the energy supply from an external source:

$$
\begin{equation*}
\mathscr{Q}=\left(\mathcal{P}^{\mathrm{s}} \cdot \mathbf{E}\right) \dot{\xi} \tag{14}
\end{equation*}
$$

### 2.3 Equations of Polar Piezoelectric Medium

In view of expressions (13) for the body force and moment, the equations of motion of the polar piezoelectric medium in the linear approximation are written as

$$
\begin{align*}
\nabla \cdot \tau-\frac{1}{2} \nabla \times \mathbf{q}+\mathcal{P}^{s} \cdot \nabla \mathbf{E} & =\rho \ddot{\mathbf{u}}  \tag{15}\\
\nabla \times \mathbf{m}+\mathbf{q}+\mathcal{P}^{s} \times \mathbf{E} & =\rho \mathbf{J} \cdot \ddot{\varphi} \tag{16}
\end{align*}
$$

Here $\boldsymbol{\tau}$ is the symmetric part of stress tensor, $\mathbf{q}$ is the vector characterizing the antisymmetric part of stress tensor, $\mathbf{m}$ is the vector characterizing the antisymmetric
part of moment stress tensor, $\rho$ is the mass density in the reference configuration and $\mathbf{J}$ is the inertia tensor per unit mass.

We introduce the electric induction vector $\mathbf{D}$ by the relation

$$
\begin{equation*}
\mathbf{D}=\varepsilon_{0} \mathbf{E}+\mathcal{P}^{p} \tag{17}
\end{equation*}
$$

where $\varepsilon_{0}$ is the permittivity of free space. Using Eqs. (9), (10) we rewrite Eq. (17) in the form

$$
\begin{equation*}
\mathbf{D}=\varepsilon_{0} \mathbf{E}+\xi \mathcal{P}^{s}+\varphi \times \mathcal{P}^{s} \tag{18}
\end{equation*}
$$

In view of Eq.(18) the equation of electrostatics

$$
\begin{equation*}
\nabla \cdot \mathbf{D}=0 \tag{19}
\end{equation*}
$$

takes the form

$$
\begin{equation*}
\nabla \cdot\left[\varepsilon_{0} \mathbf{E}+\xi \mathcal{P}^{\mathrm{s}}+\varphi \times \mathcal{P}^{\mathrm{s}}\right]=0 \tag{20}
\end{equation*}
$$

According to Eq. (20) the Cauchy-Green relation between $\mathbf{D}$ and $\mathbf{E}$ adopted in the classical theory of piezoelectricity is unnecessary in the theory under consideration and it should be replaced by the Cauchy-Green relation between $\xi$ and the projection of $\mathbf{E}$ on $\mathcal{P}^{s}$. This is one of the essential differences between the micro-polar theory of piezoelectric medium and the classical theory of piezoelectricity.

Now we formulate the energy balance equation

$$
\begin{equation*}
\rho \dot{\mathscr{U}}=\tau \cdots \dot{\mathbf{g}}-\mathbf{q} \cdot \dot{\theta}-\mathbf{m} \cdot \dot{\gamma}+\nabla \cdot \mathbf{h}+\mathscr{Q}, \tag{21}
\end{equation*}
$$

where $\mathbf{h}$ is the heat flow vector, $\mathscr{Q}$ is the rate of energy supply from an external source, $\mathbf{g}$ is the strain tensor, $\boldsymbol{\theta}$ and $\boldsymbol{\gamma}$ are the strain vectors connected with the rotational degrees of freedom:

$$
\begin{equation*}
\mathbf{g}=\frac{1}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{\top}\right), \quad \theta=\varphi-\frac{1}{2} \nabla \times \mathbf{u}, \quad \gamma=\nabla \times \varphi \tag{22}
\end{equation*}
$$

In order to obtain the Cauchy-Green relations we use the method developed by P. A. Zhilin [7, 8]. We represent $\boldsymbol{\tau}, \mathbf{q}$ and $\mathbf{m}$ in the form

$$
\begin{equation*}
\boldsymbol{\tau}=\boldsymbol{\tau}_{e}+\boldsymbol{\tau}_{\mathrm{f}}, \quad \mathbf{q}=\mathbf{q}_{e}+\mathbf{q}_{\mathrm{f}}, \quad \mathbf{m}=\mathbf{m}_{e}+\mathbf{m}_{\mathrm{f}} \tag{23}
\end{equation*}
$$

where $\boldsymbol{\tau}_{e}, \mathbf{q}_{e}, \mathbf{m}_{e}$ are the elastic (independent of strain rate) parts of the force and moment stresses, and $\boldsymbol{\tau}_{f}, \mathbf{q}_{\mathrm{f}}$ and $\mathbf{m}_{\mathrm{f}}$ are the dissipative parts of these stresses. In view of Eq. (23) and the expression for the rate of energy supply (14) the energy balance equation (21) can be rewritten in the form

$$
\begin{align*}
\rho \dot{\mathscr{U}}= & \tau_{e} \cdots \dot{\mathbf{g}}-\mathbf{q}_{e} \cdot \dot{\theta}-\mathbf{m}_{e} \cdot \dot{\gamma}+\left(\mathbf{E} \cdot \mathcal{P}^{s}\right) \dot{\xi} \\
& +\nabla \cdot \mathbf{h}+\tau_{f} \cdots \dot{\mathbf{g}}-\mathbf{q}_{\mathrm{f}} \cdot \dot{\theta}-\mathbf{m}_{\mathrm{f}} \cdot \dot{\gamma} . \tag{24}
\end{align*}
$$

Let us introduce two scalar quantities $\vartheta$ and $\mathscr{H}$ satisfying the equation

$$
\begin{equation*}
\vartheta \dot{\mathscr{H}}=\nabla \cdot \mathbf{h}+\tau_{f} \cdots \dot{\mathbf{g}}-\mathbf{q}_{\mathrm{f}} \cdot \dot{\theta}-\mathbf{m}_{\mathrm{f}} \cdot \dot{\gamma} \tag{25}
\end{equation*}
$$

and call them the temperature and entropy, correspondingly. The following constitutive equation can be used for the heat flow vector $\mathbf{h}$ :

$$
\begin{equation*}
\mathbf{h}=\mathrm{k} \boldsymbol{\nabla} \vartheta, \tag{26}
\end{equation*}
$$

where $k$ is the heat-conduction coefficient of the medium. Substituting Eq. (26) into Eq. (25) we obtain the heat conduction equation

$$
\begin{equation*}
\mathrm{k} \Delta \vartheta-\vartheta \dot{\mathscr{H}}=-\boldsymbol{\tau}_{\mathrm{f}} \cdot \boldsymbol{\cdot} \dot{\mathbf{g}}+\mathbf{q}_{\mathrm{f}} \cdot \dot{\theta}+\mathbf{m}_{\mathrm{f}} \cdot \dot{\boldsymbol{\gamma}} \tag{27}
\end{equation*}
$$

The terms on the right-hand side of Eq. (27) characterize the heat production connected with the dissipative processes.

Using Eq. (25) we rewrite the energy balance equation (21) in the form

$$
\begin{equation*}
\rho \dot{\mathscr{U}}=\tau_{e} \cdots \dot{\mathbf{g}}-\mathbf{q}_{e} \cdot \dot{\boldsymbol{\theta}}-\mathbf{m}_{e} \cdot \dot{\gamma}+\left(\mathbf{E} \cdot \mathcal{P}^{s}\right) \dot{\xi}+\vartheta \dot{\mathscr{H}} . \tag{28}
\end{equation*}
$$

Hence $\mathscr{U}=\mathscr{U}(\mathbf{g}, \boldsymbol{\theta}, \gamma, \mathcal{P}, \xi, \mathscr{H})$, from Eq. (28) we obtain the Cauchy-Green relations

$$
\begin{gather*}
\boldsymbol{\tau}_{e}=\frac{\partial \rho \mathscr{U}}{\partial \mathbf{g}}, \quad \mathbf{q}_{e}=-\frac{\partial \rho \mathscr{U}}{\partial \theta}, \quad \mathbf{m}_{e}=-\frac{\partial \rho \mathscr{U}}{\partial \gamma},  \tag{29}\\
\mathbf{E} \cdot \boldsymbol{P}^{s}=\frac{\partial \rho \mathscr{U}}{\partial \xi}, \quad \vartheta=\frac{\partial \rho \mathscr{U}}{\partial \mathscr{H}} .
\end{gather*}
$$

Let us represent the internal energy as the positive defined quadratic form

$$
\begin{align*}
\rho \mathscr{U}= & \frac{1}{2} \mathbf{g} \cdots \mathbf{C}^{(\mathrm{g})} \cdots \mathbf{g}+\frac{1}{2} \theta \cdot \mathbf{C}^{(\theta)} \cdot \boldsymbol{\theta}+\frac{1}{2} \gamma \cdot \mathbf{C}^{(\gamma)} \cdot \boldsymbol{\gamma}+\frac{1}{2} \mathrm{C}^{(\xi)} \xi^{2} \\
& +\frac{1}{2} \mathrm{C}^{(\mathscr{H})} \mathscr{H}^{2}+\boldsymbol{\theta} \cdot \mathbf{C}^{(\theta \mathrm{g})} \cdots \mathbf{g}+\boldsymbol{\gamma} \cdot \mathbf{C}^{(\gamma \mathrm{g})} \cdots \mathbf{g}+\xi \mathbf{C}^{(\xi \mathrm{g})} \cdots \mathbf{g}  \tag{30}\\
& +\mathscr{H} \mathbf{C}^{(\mathscr{H} \mathrm{g})} \cdots \mathbf{g}+\boldsymbol{\gamma} \cdot \mathbf{C}^{(\gamma \theta)} \cdot \boldsymbol{\theta}+\xi \mathbf{C}^{(\xi \theta)} \cdot \boldsymbol{\theta}+\mathscr{H} \mathbf{C}^{(\mathscr{H} \theta)} \cdot \boldsymbol{\theta} \\
& +\xi \mathbf{C}^{(\xi \gamma)} \cdot \boldsymbol{\gamma}+\mathscr{H} \mathbf{C}^{(\mathscr{H} \gamma)} \cdot \boldsymbol{\gamma}+\mathrm{C}^{(\xi \mathscr{H})} \xi \mathscr{H} .
\end{align*}
$$

Substituting Eq. (30) into the Cauchy-Green relations (29) we get the constitutive equations

$$
\begin{align*}
& \boldsymbol{\tau}_{e}=\mathbf{C}^{(\mathrm{g})} \cdot \cdot \mathbf{g}+\theta \cdot \mathbf{C}^{(\theta \mathrm{g})}+\gamma \cdot \mathbf{C}^{(\gamma \mathrm{g})}+\mathbf{C}^{\left(\xi_{g}\right)} \xi+\mathbf{C}^{(\mathscr{H} \mathrm{g})} \mathscr{H}, \\
& -\mathbf{q}_{e}=\mathbf{C}^{(\theta g)} \cdot \mathbf{g}+\mathbf{C}^{(\theta)} \cdot \theta+\gamma \cdot \mathbf{C}^{(\gamma \theta)}+\mathbf{C}^{(\xi \theta)} \xi+\mathbf{C}^{(\mathscr{H} \theta)} \mathscr{H}, \\
& -\mathbf{m}_{e}=\mathbf{C}^{(\gamma \boldsymbol{g})} \cdot \mathbf{g}+\mathbf{C}^{(\gamma \theta)} \cdot \boldsymbol{\theta}+\mathbf{C}^{(\gamma)} \cdot \gamma+\mathbf{C}^{(\xi \gamma)} \xi+\mathbf{C}^{(\mathscr{H} \gamma)} \mathscr{H},  \tag{31}\\
& \mathbf{E} \cdot \boldsymbol{P}^{s}=\mathbf{C}^{(\xi \mathrm{g})} \cdot \mathbf{g}+\mathbf{C}^{(\xi \theta)} \cdot \boldsymbol{\theta}+\mathbf{C}^{(\xi \gamma)} \cdot \boldsymbol{\gamma}+\mathrm{C}^{(\xi)} \xi+\mathrm{C}^{(\xi \mathscr{H})} \mathscr{H}, \\
& \vartheta=\mathbf{C}^{(\mathscr{H} \mathrm{g})} \cdot \mathbf{g}+\mathbf{C}^{(\mathscr{H} \theta)} \cdot \boldsymbol{\theta}+\mathbf{C}^{(\mathscr{H} \gamma)} \cdot \gamma+\mathrm{C}^{(\xi \mathscr{H})} \xi+\mathrm{C}^{(\mathscr{H})} \mathscr{H} .
\end{align*}
$$

In order to close the set of equations (15), (16), (20), (22), (23), (27), (31) the constitutive equations for the dissipative parts of force and moment stresses $\boldsymbol{\tau}_{\mathrm{f}}, \mathbf{q}_{\mathrm{f}}$, $\mathbf{m}_{\mathrm{f}}$ should be formulated.

### 2.4 The Simplest Theory of Polar Medium

Now we neglect the inertia of rotation and the moment interactions, i. e. we suppose that $\mathbf{J}=\mathbf{0}$ and $\mathbf{m}=\mathbf{0}$. Then the equation of the angular momentum balance(16) takes the form

$$
\begin{equation*}
\mathbf{q}=-\mathcal{P}^{s} \times \mathbf{E} \tag{32}
\end{equation*}
$$

Substituting Eq. (32) into the equation of momentum balance (15) we obtain

$$
\begin{equation*}
\nabla \cdot \boldsymbol{\tau}+\frac{1}{2} \nabla \times\left(\mathcal{P}^{s} \times \mathbf{E}\right)+\mathcal{P}^{s} \cdot \nabla \mathbf{E}=\rho \ddot{\mathbf{u}} . \tag{3}
\end{equation*}
$$

Let us neglect the dissipative and thermal effects. Then in view of Eq. (32) the constitutive equations (31) take the form

$$
\begin{align*}
\boldsymbol{\tau} & =\mathbf{C}^{(\mathrm{g})} \cdots \mathbf{g}+\boldsymbol{\theta} \cdot \mathbf{C}^{(\theta \mathrm{g})}+\mathbf{C}^{(\xi \mathrm{g})} \xi, \\
\mathcal{P}^{s} \times \mathbf{E} & =\mathbf{C}^{(\theta \mathrm{g})} \cdots \mathbf{g}+\mathbf{C}^{(\theta)} \cdot \boldsymbol{\theta}+\mathbf{C}^{(\xi \theta)} \xi,  \tag{34}\\
\mathbf{E} \cdot \boldsymbol{P}^{s} & =\mathbf{C}^{(\xi \mathrm{g})} \cdots \mathbf{g}+\mathbf{C}^{(\xi \theta)} \cdot \boldsymbol{\theta}+\mathbf{C}^{(\xi)} \xi,
\end{align*}
$$

where index $e$ of tensor $\tau$ is left out since the dissipative part of this tensor is equal to zero. In view of the relation between angles $\boldsymbol{\varphi}$ and $\theta$ the expression (18) takes the form

$$
\begin{equation*}
\mathbf{D}=\varepsilon_{0} \mathbf{E}+\xi \mathcal{P}^{s}+\boldsymbol{\theta} \times \mathcal{P}^{s}+\frac{1}{2}(\boldsymbol{\nabla} \times \mathbf{u}) \times \mathcal{P}^{s} \tag{35}
\end{equation*}
$$

and the equation of electrostatics (20) is written as

$$
\begin{equation*}
\nabla \cdot\left[\varepsilon_{0} \mathbf{E}+\xi \mathcal{P}^{s}+\boldsymbol{\theta} \times \mathfrak{P}^{s}+\frac{1}{2}(\boldsymbol{\nabla} \times \mathbf{u}) \times \mathfrak{P}^{s}\right]=0 \tag{36}
\end{equation*}
$$

Thus, the set of equations (33)-(36) represents the formulation of the simplest theory of polar piezoelectric medium. Here the basic variables are the displacement vector $\mathbf{u}$, the shear vector $\theta$ and the quantity $\xi$ characterizing the dipole deformation.

### 2.5 Comparison with the Classical Theory

To compare Eqs. (33)-(36) with the equations of classical theory of piezoelectricity we should obtain the relations between $\boldsymbol{\tau}, \mathbf{D}$ and $\mathbf{g}, \mathbf{E}$. In order to do this we solve the system of second and third equations in (34) with respect to $\theta$ and $\xi$. Then we substitute the obtained expressions into the first equation in Eqs. (34) and into Eq. (35). As a result we get

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{C} \cdots \mathbf{g}-\mathbf{E} \cdot \mathcal{M}, \quad \mathbf{D}=\mathcal{M} \cdots \mathbf{g}+\boldsymbol{\epsilon} \cdot \mathbf{E}-\frac{1}{2} \mathcal{P}^{s} \times(\boldsymbol{\nabla} \times \mathbf{u}), \tag{37}
\end{equation*}
$$

where $\mathbf{C}$ is the stiffness tensor; $\mathcal{M}$ is the tensor of piezoelectric moduli; $\boldsymbol{\epsilon}$ is the permittivity tensor. Tensors $\mathbf{C}, \mathcal{M}, \boldsymbol{\epsilon}$ can be expressed in terms of the material tensors introduced above by the sufficiently complicated formulas.

Comparison of the constitutive equations (37) and the corresponding constitutive equations of the classical theory $[1,2]$

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{C} \cdot \mathbf{g}-\mathbf{E} \cdot \mathcal{M}, \quad \mathbf{D}=\mathcal{M} \cdots \mathbf{g}+\boldsymbol{\epsilon} \cdot \mathbf{E} \tag{38}
\end{equation*}
$$

reveals that the constitutive equations for $\tau$ are the same and the constitutive equations for $\mathbf{D}$ differ by the additional term which depends on the curl of displacement vector in the case of the micro-polar theory.

The equation of motion (33) differs from the classical equation of motion

$$
\begin{equation*}
\nabla \cdot \boldsymbol{\tau}+\rho \mathbf{F}=\rho \ddot{\mathbf{u}}, \quad \boldsymbol{\tau}=\boldsymbol{\tau}^{\top} \tag{39}
\end{equation*}
$$

by the presence of two terms modelling the effect of the electric field. The equation of electrostatics has the same form (19) in both theories.

## 3 Non-Polar Piezoelectric Materials

### 3.1 Model of the Unit Cell of Crystal Lattice

We consider the crystal lattice with unit cells consisting of N ions which have charges $\mathrm{q}_{\mathrm{i}}$ (see Fig. 2). In the reference configuration the position of mass center of the cell is determined by the radius-vector $\mathbf{r}$, the positions of ions are determined by the

Fig. 2 Arbitrary unit cell of crystal lattice

radius-vectors $\mathbf{r}_{i}=\mathbf{r}+\mathbf{b}_{\boldsymbol{i}}$, where the radius-vectors $\mathbf{b}_{\boldsymbol{i}}$ determine the positions of ions relative to the mass center of the cell.

Let us introduce the electrical characteristics of the unit cell: the total charge q, the dipole moment $\mathbf{d}$ and the quadrupole moment $\mathbf{Q}$, which are calculated by the formulas

$$
\begin{equation*}
q=\sum_{i} q_{i}, \quad \mathbf{d}=\sum_{i} q_{i} \mathbf{b}_{i}, \quad \mathbf{q}=\frac{1}{2} \sum_{i} q_{i} \mathbf{b}_{i} \mathbf{b}_{i} . \tag{40}
\end{equation*}
$$

Note that the definition of the quadrupole moment(40) is not standard. Usually another definition of quadrupole moment is introduced, namely

$$
\begin{equation*}
\mathbf{Q}_{*}=\sum_{i} q_{i}\left(3 \mathbf{b}_{i} \mathbf{b}_{i}-\mathbf{b}_{i}^{2} \mathbf{I}\right), \tag{41}
\end{equation*}
$$

where $\mathbf{I}$ is the unit tensor. In crystals the total charge of the unit cell is equal to zero whereas the dipole moment $\mathbf{d}$ and the quadrupole moment $\mathbf{Q}$ can be zero or non-zero depending on the type of material. It is known that if the total charge and the dipole moment are equal to zero then the quadrupole moment does not depend on the point with respect to which it is calculated. This is true for both definitions of quadrupole moment.

To describe the kinematics of the unit sell we introduce the displacement vectors of ions $\mathbf{u}_{i}$. Further all displacements are supposed to be small and the following representation for $\mathbf{u}_{i}$ is used:

$$
\begin{equation*}
\mathbf{u}_{i}=\mathbf{u}+\boldsymbol{\varphi} \times \mathbf{b}_{i}+\xi_{i} \tag{42}
\end{equation*}
$$

Here $\mathbf{u}$ is the displacement vector of the center of the unit cell, $\boldsymbol{\varphi}$ is the vector of small rotation of the unit cell as a rigid body, $\xi_{i}$ are variables characterizing the
deformation of the unit cell. We suppose the ion displacements associated with the deformation of the unit cell to be much less than the ion displacements connected with the movement of the cell as a rigid body. In other words, we assume that $\left|\boldsymbol{\xi}_{i}\right| \ll|\mathbf{u}|$ and $\left|\xi_{i}\right| \ll\left|\boldsymbol{\varphi} \times \mathbf{b}_{i}\right|$. Let us introduce the polarization vector $\mathbf{p}$ :

$$
\begin{equation*}
\mathbf{p}=\sum_{i} q_{i}\left(\varphi \times \mathbf{b}_{i}+\xi_{i}\right) . \tag{43}
\end{equation*}
$$

In view of Eq. (40) the formula (43) can be reduced to the form

$$
\begin{equation*}
\mathbf{p}=\mathbf{p}_{\mathrm{r}}+\mathbf{p}_{\mathrm{d}}, \quad \mathbf{p}_{\mathrm{r}}=\boldsymbol{\varphi} \times \mathbf{d}, \quad \mathbf{p}_{\mathrm{d}}=\sum_{\mathrm{i}} q_{\mathrm{i}} \xi_{\mathrm{i}} . \tag{44}
\end{equation*}
$$

Here $\mathbf{p}_{\mathrm{r}}$ is the polarization due to the rotation of the unit cell, and $\mathbf{p}_{\mathrm{d}}$ is the polarization due to the deformation of the unit cell.

Now we write the expression for the rate of the energy change due to the work of the electric field on the ions of unit cell:

$$
\begin{equation*}
\dot{e}=\sum_{i} q_{i} \mathbf{E}\left(\mathbf{r}_{i}\right) \cdot \mathbf{v}_{i}, \tag{45}
\end{equation*}
$$

where $\mathbf{v}_{i}=\dot{\mathbf{u}}_{i}$ is the velocity vector of the ion with the number $i$. Assuming that the electric field slowly varies over distances comparable with the characteristic dimensions of the unit cell we use the expansion of vector $\mathbf{E}$ in a Taylor series. Keeping the first three terms in the Taylor series we have

$$
\begin{equation*}
\mathbf{E}\left(\mathbf{r}_{i}\right) \approx \mathbf{E}(\mathbf{r})+\mathbf{b}_{i} \cdot \nabla \mathbf{E}+\frac{1}{2} \mathbf{b}_{i} \mathbf{b}_{\mathfrak{i}} \cdots \nabla \nabla \mathbf{E} \tag{46}
\end{equation*}
$$

Using Eqs. (42), (46) we reduce the expression for the rate of energy change (45) to the form

$$
\begin{equation*}
\dot{e} \approx(\mathbf{d} \cdot \nabla \mathbf{E}+\mathbf{Q} \cdot \nabla \nabla \mathbf{E}) \cdot \dot{\mathbf{u}}+(\mathbf{d} \times \mathbf{E}+2 \mathbf{Q} \cdot \times \nabla \mathbf{E}) \cdot \dot{\varphi}+\mathbf{E} \cdot \dot{\mathbf{p}}_{\mathrm{d}} \tag{47}
\end{equation*}
$$

The formula (47) is derived in view of the fact that the total charge of the unit cell is equal to zero, and also $\left|\xi_{i}\right| \ll|\mathbf{u}|$ and $\left|\xi_{i}\right| \ll\left|\boldsymbol{\varphi} \times \mathbf{b}_{i}\right|$.

### 3.2 Polarization of Continuous Medium

Now we write the analogue of Eq. (47) for the continuous medium. In order to pass from the discrete model to the corresponding continuum model we use standard line
of reasoning based on symmetry properties of the crystal lattice and the long-wave approximation. The description of the method can be found in [19]. Application of this method in the case when the rotational motion and moment interaction are taken into account is discussed in [20]. Thus, the continuous analogue of Eq. (47) is

$$
\begin{equation*}
\dot{\varepsilon} \approx\left(\mathcal{P}^{s} \cdot \nabla \mathbf{E}+\mathbf{Q} \cdots \nabla \nabla \mathbf{E}\right) \cdot \dot{\mathbf{u}}+\left(\mathcal{P}^{s} \times \mathbf{E}+2 \mathcal{Q} \cdot \times \nabla \mathbf{E}\right) \cdot \dot{\varphi}+\mathbf{E} \cdot \dot{\mathcal{P}}^{p} \tag{48}
\end{equation*}
$$

Here the parameters of the medium $\mathcal{P}^{s}$ (volume density of spontaneous polarization) and $\mathbf{Q}$ (volume density of the quadrupole moments) are

$$
\begin{equation*}
\mathcal{P}^{s}=\lim _{\Delta V \rightarrow 0} \frac{\sum_{k \in \Delta V} \mathbf{d}_{k}}{\Delta V}, \quad \mathbf{Q}=\lim _{\Delta V \rightarrow 0} \frac{\sum_{k \in \Delta V} \mathbf{q}_{k}}{\Delta V} \tag{49}
\end{equation*}
$$

and the volume density of piezoelectric polarization $\mathcal{P}^{p}$ being one of the basic variables is introduced by the formula

$$
\begin{equation*}
\mathcal{P}^{p}=\lim _{\Delta V \rightarrow 0} \frac{\sum_{k \in \Delta V} \mathbf{p}_{\mathrm{dk}}}{\Delta V} \tag{50}
\end{equation*}
$$

We suppose the electric field to be an external factor. The power of external actions per unit volume is equal to $\rho \mathbf{F} \cdot \dot{\mathbf{u}}+\rho \mathbf{L} \cdot \dot{\varphi}$. The corresponding power of the electric field action is equal to that part of the rate of energy change $\dot{\mathcal{E}}$ which depends on the translational velocity $\dot{\mathbf{u}}$ and the angular velocity $\dot{\varphi}$. Thus, we obtain

$$
\begin{equation*}
\rho \mathbf{F} \cdot \dot{\mathbf{u}}+\rho \mathbf{L} \cdot \dot{\boldsymbol{\varphi}}=\left(\mathcal{P}^{s} \cdot \nabla \mathbf{E}+\mathbf{Q} \cdots \nabla \nabla \mathbf{E}\right) \cdot \dot{\mathbf{u}}+\left(\mathcal{P}^{s} \times \mathbf{E}+2 \mathbf{Q} \cdot \times \nabla \mathbf{E}\right) \cdot \dot{\boldsymbol{\varphi}} \tag{51}
\end{equation*}
$$

Comparing the left-hand and the right-hand sides of Eq. (51) we conclude that the coefficient of $\dot{\mathbf{u}}$ on the right-hand side of the equation can be associated with a body force and the coefficient of $\dot{\varphi}$ on the right-hand side of the equation can be associated with a body moment:

$$
\begin{equation*}
\rho \mathbf{F}=\mathcal{P}^{s} \cdot \nabla \mathbf{E}+\mathbf{Q} \cdots \nabla \nabla \mathbf{E}, \quad \rho \mathbf{L}=\mathcal{P}^{s} \times \mathbf{E}+2 \mathbf{Q} \cdot \times \nabla \mathbf{E} . \tag{52}
\end{equation*}
$$

In the case of non-polar piezoelectrics $\mathfrak{P}^{s}=\mathbf{0}$ and the expressions (52) take the simpler form

$$
\begin{equation*}
\rho \mathbf{F}=\mathbf{Q} \cdots \nabla \nabla \mathbf{E}, \quad \rho \mathbf{L}=2 \mathbf{Q} \cdot \times \nabla \mathbf{E} \tag{53}
\end{equation*}
$$

The last term in Eq. (51) can be associated with the quantity $\mathscr{Q}$ characterizing the energy supply from an external source that cannot be expressed in terms of the power of external forces and moments:

$$
\begin{equation*}
\mathscr{Q}=\mathbf{E} \cdot \dot{\mathfrak{P}}^{p} \tag{54}
\end{equation*}
$$

### 3.3 Equations of Non-Polar Piezoelectric Medium

In view of the expressions for external force and moment (53) the equations of motion of the non-polar piezoelectric medium in the linear approximation take the form

$$
\begin{align*}
\nabla \cdot \boldsymbol{\tau}-\frac{1}{2} \nabla \times \mathbf{q}+\mathbf{Q} \cdots \nabla \nabla \mathbf{E} & =\rho \ddot{\mathbf{u}}  \tag{55}\\
\nabla \times \mathbf{m}+\mathbf{q}+2 \mathbf{Q} \cdot \times \nabla \mathbf{E} & =\rho \mathbf{J} \cdot \ddot{\varphi} . \tag{56}
\end{align*}
$$

Introducing electric induction vector $\mathbf{D}$ by means of Eq. (17) we write the equation of electrostatics (19) as

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left[\varepsilon_{0} \mathbf{E}+\mathfrak{P}^{\mathrm{p}}\right]=0 \tag{57}
\end{equation*}
$$

Starting from the energy balance equation in the form of Eq. (21) and using the line of reasoning similar to those which were held in the case of polar medium we obtain the heat conduction Eq. (27) and the reduced energy balance equation

$$
\begin{equation*}
\rho \dot{\mathscr{U}}=\tau_{e} \cdot \dot{\mathbf{g}}-\mathbf{q}_{e} \cdot \dot{\boldsymbol{\theta}}-\mathbf{m}_{e} \cdot \dot{\gamma}+\mathbf{E} \cdot \dot{\mathfrak{P}}^{p}+\vartheta \dot{\mathscr{H}} . \tag{58}
\end{equation*}
$$

Note that Eq. (58) is derived in view of the expression(54) for the rate of energy supply from an external source. The Cauchy-Green relations which follow from Eq. (58) are

$$
\begin{equation*}
\boldsymbol{\tau}_{e}=\frac{\partial \rho \mathscr{U}}{\partial \mathbf{g}}, \quad \mathbf{q}_{e}=-\frac{\partial \rho \mathscr{U}}{\partial \theta}, \quad \mathbf{m}_{e}=-\frac{\partial \rho \mathscr{U}}{\partial \gamma}, \quad \mathbf{E}=\frac{\partial \rho \mathscr{U}}{\partial \mathcal{P}^{p}}, \quad \vartheta=\frac{\partial \rho \mathscr{U}}{\partial \mathscr{H}} . \tag{59}
\end{equation*}
$$

The internal energy is assumed to be the positive defined quadratic form

$$
\begin{align*}
\rho \mathscr{U}= & \frac{1}{2} \mathbf{g} \cdot \mathbf{C}^{(\mathrm{g})} \cdots \mathbf{g}+\frac{1}{2} \theta \cdot \mathbf{C}^{(\theta)} \cdot \theta+\frac{1}{2} \gamma \cdot \mathbf{C}^{(\gamma)} \cdot \gamma \\
& +\frac{1}{2} \mathfrak{P}^{p} \cdot \mathbf{C}^{(\mathcal{P})} \cdot \mathfrak{P}^{p}+\frac{1}{2} \mathrm{C}^{(\mathscr{H})} \mathscr{H}^{2}+\theta \cdot \mathbf{C}^{(\theta \mathrm{g})} \cdots \mathbf{g}+\gamma \cdot \mathbf{C}^{(\gamma \mathrm{g})} \cdots \mathbf{g} \\
& +\mathfrak{P}^{p} \cdot \mathbf{C}^{(\mathcal{P g})} \cdots \mathbf{g}+\mathscr{H} \mathbf{C}^{(\mathscr{H} \mathrm{g})} \cdots \mathbf{g}+\gamma \cdot \mathbf{C}^{(\gamma \theta)} \cdot \boldsymbol{\theta}+\theta \cdot \mathbf{C}^{(\theta \mathcal{P})} \cdot \mathfrak{P}^{p} \\
& +\mathscr{H} \mathbf{C}^{(\mathscr{H} \theta)} \cdot \theta+\mathfrak{P}^{p} \cdot \mathbf{C}^{\left(\mathcal{P}_{\gamma}\right)} \cdot \gamma+\mathscr{H} \mathbf{C}^{(\mathscr{H} \gamma)} \cdot \gamma+\mathscr{H} \mathbf{C}^{(\mathscr{H P} \mathcal{P})} \cdot \mathfrak{P}^{p} . \tag{60}
\end{align*}
$$

Substituting Eq. (60) into the Cauchy-Green relations (59) we get

$$
\begin{align*}
\boldsymbol{\tau}_{e} & =\mathbf{C}^{(\mathrm{g})} \cdots \mathbf{g}+\boldsymbol{\theta} \cdot \mathbf{C}^{(\theta \mathrm{g})}+\gamma \cdot \mathbf{C}^{(\gamma \mathrm{g})}+\mathfrak{P}^{p} \cdot \mathbf{C}^{\left(\mathcal{P g}^{)}\right)}+\mathbf{C}^{(\mathscr{H} \mathrm{g})} \mathscr{H}, \\
-\mathbf{q}_{e} & =\mathbf{C}^{(\theta \mathrm{g})} \cdots \mathbf{g}+\mathbf{C}^{(\theta)} \cdot \theta+\gamma \cdot \mathbf{C}^{(\gamma \theta)}+\mathbf{C}^{(\theta \mathcal{P})} \cdot \mathfrak{P}^{p}+\mathbf{C}^{(\mathscr{H} \theta)} \mathscr{H}, \\
-\mathbf{m}_{e} & =\mathbf{C}^{(\gamma \mathrm{g})} \cdots \mathbf{g}+\mathbf{C}^{(\gamma \theta)} \cdot \theta+\mathbf{C}^{(\gamma)} \cdot \gamma+\mathcal{P}^{p} \cdot \mathbf{C}^{\left(\mathcal{P}_{\gamma}\right)}+\mathbf{C}^{(\mathscr{H} \gamma)} \mathscr{H}, \tag{61}
\end{align*}
$$

$$
\begin{aligned}
\mathbf{E} & =\mathbf{C}^{\left(\mathcal{P}_{\mathrm{g}}\right)} \cdots \mathbf{g}+\boldsymbol{\theta} \cdot \mathbf{C}^{(\theta \mathcal{P})}+\mathbf{C}^{(\mathcal{P} \gamma)} \cdot \boldsymbol{\gamma}+\mathbf{C}^{(\mathcal{P})} \cdot \mathcal{P}^{\mathrm{p}}+\mathbf{C}^{(\mathscr{H} \mathcal{P})} \mathscr{H}, \\
\vartheta & =\mathbf{C}^{(\mathscr{H} \mathrm{g})} \cdot \mathbf{g}+\mathbf{C}^{(\mathscr{H} \theta)} \cdot \boldsymbol{\theta}+\mathbf{C}^{(\mathscr{H} \gamma)} \cdot \boldsymbol{\gamma}+\mathbf{C}^{(\mathscr{H} \mathcal{P})} \cdot \mathfrak{P}^{p}+\mathrm{C}^{(\mathscr{H})} \mathscr{H} .
\end{aligned}
$$

In order to close the set of equations (22), (23), (27), (55)-(57), (61) the constitutive equations for the dissipative parts of force and moment stresses $\boldsymbol{\tau}_{f}, \mathbf{q}_{f}, \mathbf{m}_{f}$ should be formulated.

### 3.4 Comparison with the Classical Theory

To compare the theory stated above with the classical theory of piezoelectricity we leave out the thermal effects and moment interactions and neglect the inertia of rotation. Since $\boldsymbol{\mu}=\mathbf{0}, \mathbf{J}=\mathbf{0}$ the angular momentum balance equation (56) takes the form

$$
\begin{equation*}
\mathbf{q}=-2 \mathbf{Q} \cdot \times \nabla \mathbf{E} \tag{62}
\end{equation*}
$$

In view of Eq. (62) the momentum balance equation(55) is reduced to the form

$$
\begin{equation*}
\nabla \cdot \boldsymbol{\tau}+\mathbf{Q} \cdot \nabla \nabla \cdot \mathbf{E}=\rho \ddot{\mathbf{u}} . \tag{63}
\end{equation*}
$$

In view of the foregoing assumptions the constitutive equations (61) can be rewritten as

$$
\begin{align*}
\boldsymbol{\tau} & =\mathbf{C}^{(\mathrm{g})} \cdot \mathbf{g}+\boldsymbol{\theta} \cdot \mathbf{C}^{(\theta \mathrm{g})}+\mathfrak{P}^{p} \cdot \mathbf{C}^{(\mathrm{Pg})}, \\
-\mathbf{q} & =\mathbf{C}^{(\theta \mathrm{g})} \cdot \mathbf{g}+\mathbf{C}^{(\theta)} \cdot \boldsymbol{\theta}+\mathbf{C}^{(\theta \mathrm{P})} \cdot \mathfrak{P}^{p},  \tag{64}\\
\mathbf{E} & =\mathbf{C}^{(\mathrm{P})} \cdot \mathfrak{P}^{p}+\mathbf{C}^{(\mathrm{Pg})} \cdot \mathbf{g}+\boldsymbol{\theta} \cdot \mathbf{C}^{(\theta \mathrm{P})},
\end{align*}
$$

where indices $e$ of tensor $\boldsymbol{\tau}$ and vector $\mathbf{q}$ are left out because the dissipative part of these tensors are equal to zero. Further two versions of the simplified theory are considered.

Variant 1. We suppose that the shear strain $\theta$ is equal to zero, but the corresponding part of the stress tensor determined by vector $\mathbf{q}$ is a finite quantity. Then the constitutive equations (64) take the simpler form. In view of Eq. (17) the obtained constitutive equations can be reduced to Eq. (38) where tensors $\mathbf{C}, \mathcal{M}$, $\boldsymbol{\epsilon}$ are expressed in terms of the material tensors introduced above. Thus the first variant of the simplified theory is the set of equations of piezoelectricity (19), (38), (63) which differs from the classical one only by the term $\mathcal{Q} \cdot \nabla \nabla \cdot \mathbf{E}$ in the equation of motion (63). Substituting the first equation in Eq. (38) into Eq. (63) we obtain

$$
\begin{equation*}
\nabla \cdot(\mathbf{C} \cdots \mathbf{g})-\nabla \mathbf{E} \cdot \mathcal{M}+\mathbf{Q} \cdot \nabla \nabla \cdot \mathbf{E}=\rho \ddot{\mathbf{u}} . \tag{65}
\end{equation*}
$$

In the case of long-wave processes the contribution of the term $\mathbf{Q} \cdot \nabla \boldsymbol{\nabla} \cdot \mathbf{E}$ is small compared to the contribution of the term $\nabla \mathbf{E} \cdot \cdot \mathcal{M}$. However, in the case of short-wave processes the contribution of the term $\mathbf{Q} \cdot \nabla \nabla \cdot \mathbf{E}$ can be significant.

Variant 2. The case when $\theta \neq \mathbf{0}$ is considered. By the simple transformations in view of Eqs. (17), (62) the constitutive equations (64) are reduced to the form

$$
\begin{equation*}
\boldsymbol{\tau}=\mathbf{C} \cdots \mathbf{g}-\mathbf{E} \cdot \mathcal{M}+\mathcal{N} \cdots \nabla \mathbf{E}, \quad \mathbf{D}=\mathcal{M} \cdots \mathbf{g}+\boldsymbol{\epsilon} \cdot \mathbf{E}-\varepsilon \cdots \nabla \mathbf{E} . \tag{66}
\end{equation*}
$$

Here tensors $\mathbf{C}, \mathcal{M}, \mathcal{N}, \boldsymbol{\epsilon}, \varepsilon$ can be expressed in terms of the material tensors introduced above by the complicated formulas. It is easy to see that the constitutive equations (66) differ from the classical ones by the terms containing $\boldsymbol{\nabla} \mathbf{E}$. Now it is impossible to quantify the contribution of these terms since to determine the tensors $\mathcal{N}$ and $\varepsilon$ the physical experiments should be carried out. However, it is clear that in the case of short-wave processes the relative contribution of the terms containing $\boldsymbol{\nabla E}$ is greater than in the case of long-wave processes.

## 4 Conclusion

Above two micro-polar theories of piezoelectricity based on the continuum with internal degrees of freedom are considered. One of these theories describes the polar piezoelectric materials, and the other describes the non-polar materials. In contrast to the classical theory where the constitutive equations establish the relations between the electric field vector $\mathbf{E}$ and the electric induction vector $\mathbf{D}$, in the proposed micropolar theories the constitutive equations relate the electric field vector $\mathbf{E}$ and the polarization vector $\mathfrak{P}^{p}$. It is proved that under certain simplifying assumptions the proposed theories of piezoelectricity pass into the quasi-classical ones. The quasiclassical theories differ from the classical theory of piezoelectricity by the presence of additional terms of piezoelectric nature in the equations of motion and the constitutive equations.

Acknowledgments The work was supported by the grant of RFBR N 12-01-00815-a.

## References

1. Cady, W.G.: Piezoelectricity: An Introduction to the Theory and Applications of Electromechanical Phenomena in Crystals. Dover Publications, New York (1964)
2. Tiersten, H.F.: Linear Piezoelectric Plate Vibrations. Plenum Press, New York (1969)
3. Kolpakov, J.E., Zhilin, P.A.: Generalized continuum and linear theory of piezoelectric materials. In: Proceedings of XXIX Summer School-Conference "Advanced Problems in Mechanics", pp. 364-375. St. Petersburg (2002)
4. Eringen, A.C., Maugin, G.A.: Electrodynamics of Continua, vol. 1. Springer, New York (1990)
5. Maugin, G.A.: Continuum Mechanics of Electromagnetic Solids. North-Holland, Amsterdam (1988)
6. Nelson, D.F.: Electric, Optic and Acoustic Interactions in Dielectrics. Wiley-Interscience, New York (1979)
7. Zhilin, P.A.: Advanced Problems in Mechanics, vol. 2. IPME RAS, St. Petersburg (2006)
8. Zhilin, P.A.: Rational Continuum Mechanics. Politechnic University Publishing House, St. Petersburg (2012). (In Russian)
9. Treugolov, I.G.: Moment theory of electromagnetic effects in anisotropic solids. Appl. Math. Mech. 53(6), 992-997 (1989). (In Russian)
10. Dixon, R.C., Eringen, A.C.: A dynamical theory of polar elastic dielectrics-I. Int. J. Eng. Sci. 3, 359-377 (1965)
11. Demiray, H., Eringen, A.C.: On constitutive relations of polar elastic dielectrics. Lett. Appl. Eng. Sci. 1, 517-527 (1973)
12. Demiray, H., Dost, S.: Diatomics elestic dielectrics with polarization gradient. Int. J. Eng. Sci. 27, 1275-1284 (1989)
13. Eringen, A.C.: Continuum theory of micromorphic electromagnetic thermoelastic solids. Int. J. Eng. Sci. 41, 653-665 (2003)
14. Gales, C., Ghiba, I.D., Ignyatescu, I.: Asymptotic partition of energy in micromorphic thermopiezoelectricity. J. Therm. Stresses 34, 1241-1249 (2011)
15. Gales, C.: Spatial behavior in the electromagnetic theory of microstretch elasticity. Int. J. Solids Struct. 48, 2755-2763 (2011)
16. Gales, C.: Some results in micromorphic piezoelectricity. Eur. J. Mech. A. Solids 31, 37-46 (2011)
17. Gales, C.: Spatial behavior and continuous dependence results in the linear dynamic theory of magnetoelectroelasticity. J. Elast. 108, 209-223 (2012)
18. Prechtl, A.: Defirmable bodies with electric and magnetic quadrupoles. Int. J. Eng. Sci. 18, 665-680 (1980)
19. Born, M., Huang, K.: Dynamics Theory of Crystal Lattices. Clarendon Press, Oxford (1954)
20. Ivanova, E.A., Kirvtsov, A.M., Morozov, N.F.: Derivation of macroscopic relations of the elasticity of complex crystal lattices taking into account the moment interactions at the microlevel. Appl. Math. Mech. 71(4), 543-561 (2007)

# Description of Thermal and Micro-Structural Processes in Generalized Continua: Zhilin's Method and its Modifications 
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#### Abstract

The method of description of thermal and micro-structural processes, developed by P.A.Zhilin is discussed. The main idea of the method consists of transformation of the energy balance equation to a special form called the reduced equation of energy balance. This form is obtained by separation of the stress tensors into elastic and dissipative components and introduction of quantities characterizing the physical processes associated with neglected degrees of freedom. As a result the energy balance equation is divided into two or more parts, one of them is the reduced equation of energy balance, and the rest have a sense of heat conduction equation, diffusion equation, equation of structural transformations, etc. We discuss the applicability of this method to generalized continua, in particular, to media with rotational degrees of freedom and media with microstructure. Comparative analysis of various modifications of Zhilin's method, differed in the way of temperature, entropy and chemical potential introduction, is carried out.


## 1 Introduction

The idea of generalized continua goes back to the work of the Cosserat brothers [6]. The main idea of generalized continua is to consider extra degrees of freedom for material points in order to be able to better model materials with microstructure in the framework of continuum mechanics. Many developments have been reported since

[^20]the seminal work of the Cosserat brothers (see [8, 13, 18, 25, 26] and references therein). One of the most fundamental references on the theory of polar media is the paper written by Kafadar and Eringen [9, 14], where the nonlinear Cosserat medium of a general type is considered. The more recent developments can be seen in $[4,7,10,21,24]$ and references therein. Due to the effort of Eringen and his contemporaries Cosserat's theory appreciably evolved, however, after a time the interest in studying of the Cosserat 3D-continuum began to wane. One of the reasons was that the attempts to determine the additional elastic moduli experimentally were not successful. At the same time the effect of these constants is so small that in fact the Cosserat theory of elasticity does not provide any improvement in comparison with the classical theory of elasticity.

At the beginning of XXI century a new method of describing of various inelastic processes in solids and multicomponent mixtures by means of the Cosserat continuum was proposed by P. A. Zhilin (see original papers [1, 30-33] and books [34, 35] based on these papers). One of the key ideas of the method consists in the separation of force and moment stresses into elastic and inelastic (dissipative) components. To describe the inelastic processes associated with phase transitions and structural transformations, plastic flow, dynamics of bulk solids, dynamics of granular media, fragmentation and defragmentation of materials, particle diffusion, chemical reactions, etc. it is important to introduce the additional state variables such as temperature, entropy, chemical potential and particle distribution density. In fact, the introduction of these quantities in continuum mechanics should be considered as an attempt to take into account the microstructural processes at the macro level by means of some integral characteristics. Zhilin's method tolerates various modifications of the definitions of entropy and chemical potential as well as other state variables being quantities that cannot be measured. In this paper we consider different ways of introduction of such quantities and carry out their comparative analysis.

The paper is organized as follows. In Sect. 2, in order to describe structure modifications, we introduce the density of particle distribution as an independent characteristic and recall the basic balance equations for the spatial distribution. Following Zhilin [32, 34] in Sect. 3 we rewrite the energy balance equation in a special form called the reduced equation of energy balance. This form is obtained by separation of the stress tensors into elastic and dissipative components and introduction of quantities characterizing the physical processes associated with neglected degrees of freedom. As a result the energy balance equation is divided into two or more parts, one of them is the reduced equation of energy balance, and the rest have a sense of heat conduction equation, equation of structural transformations, etc. Section 4 aims at comparison of Truesdell's and Zhilin's methods of constitutive equations derivation and provides some constitutive equations for the dissipative part of stress tensors. In Sect. 5 we discuss in details the different ways of the entropy and chemical potential introduction and compare these approaches in Sect. 6.

## 2 Balance Equations for Cosserat Continuum with Microstructure

The majority of the researches were focused on the fact that in a continuum one has to define translations and rotations independently (or in other words, one has to establish force and moment actions as it was done by Euler). Therefore one symmetric stress tensor is not enough to represent the response of the continuum on the external loading. As a result two independent laws of motion appear: the balance of momentum and the balance of angular momentum. Another internal degree of freedom which can be considered explicitly is the distribution of the particle density. Considering this quantity independently of mass density allows to take into account media microstructure changes due to its fragmentation or particle diffusion. Further we formulate the balance equations for a continuum with angular degrees of freedom and microstructure.

Let us choose an inertial reference system and observe the volume V (control volume) fixed in the reference system and containing some amount of body-points. It is assumed that a body-point occupies zero volume and has both translational and angular degrees of freedom. To derive dynamical equations of the continuum we apply the spatial description. Let vector $\mathbf{r}$ determine a position of some point of space. We denote a mass density of the material medium in the point of space by $\rho(\mathbf{r}, \mathrm{t})$, a velocity field by $\mathbf{v}(\mathbf{r}, \mathrm{t})$, fields of rotation tensor and angular velocity vector of the body-point by $\mathbf{Q}(\mathbf{r}, \mathrm{t})$ and $\boldsymbol{\omega}(\mathbf{r}, \mathrm{t})$.

The local form of the mass conservation law can be written as:

$$
\begin{equation*}
\frac{\delta \rho}{\delta t}+\rho \nabla \cdot \mathbf{v}=0 . \tag{1}
\end{equation*}
$$

Here $\delta / \delta \mathrm{t}$ is the material derivative, $\nabla$ denotes the nabla operator.
In addition to the mass density we introduce a particle density $\mathfrak{n}(\mathbf{r}, \mathrm{t})$ as an independent variable. Such differentiation is important, for example, when the material tends to fragmentation, as in this case the mass is preserved, but the number of particles changes. In other words considering the particle density as an independent characteristic corresponds to introducing an additional degree of freedom which accounts for structural changes. As a result an additional balance equation for the new variable has to be formulated. This equation can be written by analogy to Eq. (1) with a source term. Thus, the particle balance equations takes the form [1, 35]

$$
\begin{equation*}
\frac{\delta n}{\delta t}+n \nabla \cdot v=\chi \tag{2}
\end{equation*}
$$

Here $\chi$ is the rate of particle production per unit volume.
From combination of Eqs. (1) and (2) it follows that

$$
\begin{equation*}
\frac{\delta z}{\delta t}=-\frac{\chi(\mathbf{r}, \mathrm{t})}{\mathrm{n}(\mathbf{r}, \mathrm{t})}, \quad z \equiv \ln \left(\frac{\rho(\mathbf{r}, \mathrm{t}) \mathfrak{n}_{0}(\mathbf{r})}{\rho_{0}(\mathbf{r}) \mathrm{n}(\mathbf{r}, \mathrm{t})}\right), \tag{3}
\end{equation*}
$$

where $n_{0}(\mathbf{r})$ and $\rho_{0}(\mathbf{r})$ are reference distributions of densities of particles and mass.
To formulate the rest of the balance equations we assume that the kinetic energy of the substance K in the control volume V is an additive function of mass, and thus can be written in terms of a kinetic energy mass density K

$$
\mathrm{K}=\int_{V} \rho \mathrm{~K} \mathrm{dV} .
$$

Then, following [32,35], we postulate that $\kappa$ is a quadratic form of translational and angular velocities of the body-point

$$
\begin{equation*}
\kappa=\frac{1}{2} \mathbf{v} \cdot \mathbf{v}+\mathbf{v} \cdot \mathbf{B} \cdot \boldsymbol{\omega}+\frac{1}{2} \boldsymbol{\omega} \cdot \mathbf{C} \cdot \boldsymbol{\omega} \tag{4}
\end{equation*}
$$

where $\mathbf{B}=\mathbf{Q} \cdot \mathbf{B}_{0} \cdot \mathbf{Q}^{\top}$ and $\mathbf{C}=\mathbf{Q} \cdot \mathbf{C}_{0} \cdot \mathbf{Q}^{\top}$ are the mass densities of the inertia tensors of the body-point. $\mathbf{B}_{0}$ and $\mathbf{C}_{0}$ are the inertia tensors in the reference state per unit mass. $\mathbf{Q}$ is a rotation tensor. It relates to $\boldsymbol{\omega}$ by the equation:

$$
\frac{\mathrm{d} \mathbf{Q}(\mathbf{r}, \mathrm{t})}{\mathrm{dt}}=\boldsymbol{\omega}(\mathbf{r}, \mathrm{t}) \times \mathbf{Q}(\mathbf{r}, \mathrm{t})
$$

Then the linear momentum is defined by expression

$$
\begin{equation*}
\mathbf{K}_{1}=\int_{V} \rho \mathcal{K}_{1} \mathrm{dV}, \quad \mathcal{K}_{1}=\frac{\partial \kappa}{\partial \mathbf{v}}=\mathbf{v}+\mathbf{B} \cdot \boldsymbol{\omega}, \tag{5}
\end{equation*}
$$

where $\mathcal{K}_{1}$ is the mass density of momentum.
The angular momentum calculated relative to the origin is defined as:

$$
\begin{equation*}
\mathbf{K}_{2}=\int_{\mathrm{V}} \rho \mathcal{K}_{2} \mathrm{dV}, \quad \mathcal{K}_{2}=\mathbf{r} \times \mathcal{K}_{1}+\mathcal{L} \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L} \equiv \frac{\partial \kappa}{\partial \omega}=\mathbf{v} \cdot \mathbf{B}+\mathbf{C} \cdot \boldsymbol{\omega} \tag{7}
\end{equation*}
$$

is the mass density of the dynamic spin.
Euler's first dynamical law momentum balance equation for the control volume $V$ bounded by smooth surface $\Sigma$ within the spatial description may be written

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \int_{V} \rho \mathcal{K}_{1} \mathrm{dV}=\int_{V} \rho \mathbf{F} \mathrm{dV}+\int_{\Sigma}\left(\mathbf{T}_{\mathrm{n}}-\rho \mathbf{n} \cdot \mathbf{v} \mathcal{K}_{1}\right) \mathrm{d} \Sigma \tag{8}
\end{equation*}
$$

where d/dt is the total time derivative, $\mathbf{F}$ is an external force per unit mass, $\mathbf{T}_{\mathfrak{n}}$ is a stress vector acting upon an elementary surface, $\mathbf{n}$ is normal to this surface.

The local form of Euler's first dynamical law is:

$$
\begin{equation*}
\rho \frac{\delta}{\delta \mathrm{t}} \mathcal{K}_{1}=\boldsymbol{\nabla} \cdot \mathbf{T}+\rho \mathbf{F} \tag{9}
\end{equation*}
$$

where $\mathbf{T}$ is the Cauchy stress tensor $\left(\mathbf{T}_{n}=\mathbf{n} \cdot \mathbf{T}\right)$.
Euler's second dynamical law (the equation for balance of the angular momentum) within spatial description is as follows:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \int_{V} \rho \mathcal{K}_{2} \mathrm{dV}=\int_{V} \rho(\mathbf{r} \times \mathbf{F}+\mathbf{L}) \mathrm{dV}+\int_{\Sigma}\left(\mathbf{r} \times \mathbf{T}_{\mathrm{n}}+\mathbf{M}_{\mathrm{n}}-\rho \mathbf{n} \cdot \mathbf{v} \mathcal{K}_{2}\right) \mathrm{d} \Sigma \tag{10}
\end{equation*}
$$

where $\mathbf{L}$ is an external moment per unit mass, $\mathbf{M}_{\mathfrak{n}}$ is a moment acting upon a surface with the normal $\mathbf{n}$.

Using Euler's first dynamical law one can obtain the local form for Euler's second dynamical law for a generalized continuum

$$
\begin{equation*}
\rho \frac{\delta}{\delta t} \mathcal{K}_{2}=\nabla \cdot \mathbf{M}+\mathbf{T}_{\times}+\rho \mathbf{L} \tag{11}
\end{equation*}
$$

where $\mathbf{M}$ is a couple tensor introduced in analogy to the stress tensor, $\mathbf{T}_{\times}$is a vector invariant of a second rank tensor. For the dyad $\mathbf{a b}$ it is defined by $(\mathbf{a b})_{\times}=\mathbf{a} \times \mathbf{b}$. The material derivative of the angular momentum has the form:

$$
\begin{equation*}
\frac{\delta}{\delta t} \mathcal{K}_{2}=\mathbf{v} \times \mathcal{K}_{1}+\frac{\delta}{\delta t} \mathcal{L}=\mathbf{v} \times \mathbf{B} \cdot \boldsymbol{\omega}+\frac{\delta}{\delta t} \mathcal{L} \tag{12}
\end{equation*}
$$

The first law of thermodynamics (the energy balance equation) states that there is a function of state U (called internal energy) satisfying the equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}}(\mathrm{~K}+\mathrm{U})=\mathrm{N}^{\mathrm{e}}+\mathrm{Q} \tag{13}
\end{equation*}
$$

where $\mathrm{N}^{\mathrm{e}}$ is the power of external forces, Q is the energy supply from external sources per unit time.

The definition of internal energy is less formal than that of the kinetic energy. As a matter of fact, the internal energy is the energy of motion on degrees of freedom which are ignored in the model under consideration. Indeed, the momentum balance equation and the angular momentum balance equation are obtained by choosing the kinetic energy as a quadratic form of translational and angular velocities corresponding to the translational and rotational degrees of freedom. Other degrees of freedom that are ignored in the kinetic energy are taken into account by means of the internal energy. As a rule the sense of the internal energy depends on the mathematical model
used for description of the system. For example, in classical equilibrium thermodynamics the internal energy of the ideal gas is an additive function of the number of particles and proportional to the temperature [19, 23]. In statistical thermodynamics the internal energy is determined by the elastic interactions of the particles, and for the ideal gas it is equal to zero [16]. The difference between the approaches can not give the cause for doubts about their correctness. The fact is that the internal energy is a quantity that cannot be measured, and so there are no physical experiments which let us know what the internal energy of the system under consideration is.

Usually in many continuum mechanics applications the internal energy is an additive function of the mass [20, 27, 29]. Here we intend to take into account the structure changes in the media caused by a change of the number of particles in the medium. Therefore we suppose that the internal energy is an additive function of the number of particles [32], and we will study the consequences of our supposition. Thus we accept

$$
\mathrm{U}=\int_{\mathrm{V}} \mathrm{nudV}
$$

where $u$ is the specific internal energy.
The power of external forces and coupled forces can be represented in the following form:

$$
\begin{equation*}
\mathbf{N}^{e}=\int_{V} \rho(\mathbf{F} \cdot \mathbf{v}+\mathbf{L} \cdot \boldsymbol{\omega}) \mathrm{d} \mathbf{V}+\int_{\Sigma}\left(\mathbf{T}_{\mathfrak{n}} \cdot \mathbf{v}+\mathbf{M}_{\mathfrak{n}} \cdot \boldsymbol{\omega}\right) \mathrm{d} \Sigma \tag{14}
\end{equation*}
$$

The energy supply per unit time is determined by the adding (moving away) of new particles to the control volume and by the heat supply per unit time $Q$ which is the sum of the heat supply per unit time directly in the volume V and through the boundary of volume $\Sigma$

$$
\mathrm{Q}=\int_{V} n \mathbf{q} \mathrm{~d} V-\int_{\Sigma} \mathbf{n} \cdot \mathbf{h} \mathrm{d} \Sigma-\int_{\Sigma} \mathbf{n} \cdot \mathbf{v}(\rho \kappa+n u) \mathrm{d} \Sigma
$$

where $q$ is the energy supply per unit time into the particles of the medium, $\mathbf{h}$ is the heat flow.

Taking into account Gauss' theorem and balance laws (1), (2), (9) and (11) one can obtain the local form of energy balance equation ${ }^{1}$

$$
\begin{equation*}
\mathrm{n} \frac{\delta u}{\delta \mathrm{t}}=\mathrm{nu} \frac{\delta z}{\delta \mathrm{t}}+\mathbf{T}^{\top} \cdot .(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}^{\top} \cdot . \nabla \boldsymbol{\omega}-\nabla \cdot \mathbf{h}+\mathrm{nq}, \tag{15}
\end{equation*}
$$

where $\mathbf{I}$ is a unit tensor. However such a form of the energy balance equation is not that good since it is not clear on which arguments the internal energy depends. In

[^21]the following section we will transform (15) to obtain the so-called reduced energy balance equation.

## 3 Transformation of the Energy Balance Equation

Let us consider Eq. (15). The right-hand side of this equation contains the power of forces and moments. A part of this power leads to the change of the internal energy. The remaining part of the power is partly conserved within the body as heat and is partly emanated into external medium. In order to separate these parts let us introduce the following decomposition

$$
\begin{equation*}
\mathbf{T}=-\left(p_{e}+p_{f}\right) \mathbf{I}+\boldsymbol{\tau}_{e}+\boldsymbol{\tau}_{\mathrm{f}}, \quad \mathbf{M}=\mathbf{M}_{e}+\mathbf{M}_{\mathrm{f}}, \quad \operatorname{tr} \boldsymbol{\tau}_{e}=\operatorname{tr} \boldsymbol{\tau}_{\mathrm{f}}=0 \tag{16}
\end{equation*}
$$

where the quantities with the index "e" are independent of velocities. These quantities always affect the internal energy. The quantities with the index " f " account for an internal friction. These quantities may have an influence on the internal energy but only by means of additional parameters like entropy or chemical potential. Taking (16) into account we rewrite the energy balance equation in the form:

$$
\begin{align*}
& n \frac{\delta u}{\delta t}=n u \frac{\delta z}{\delta t}-p_{e} \nabla \cdot \mathbf{v}+\boldsymbol{\tau}_{e}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}_{e}^{\top} \cdot \cdot \nabla \boldsymbol{\omega}  \tag{17}\\
& \quad-\nabla \cdot \mathbf{h}+n q-p_{f} \nabla \cdot \mathbf{v}+\boldsymbol{\tau}_{f}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}_{\mathrm{f}}^{\top} \cdot \cdot \nabla \boldsymbol{\omega}
\end{align*}
$$

The part of the power of forces and moments that does not depend on velocities can be represented as:

$$
\begin{align*}
& \boldsymbol{\tau}_{e}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}_{e}^{\top} \cdot \cdot \nabla \boldsymbol{\omega}=\mathbf{f}_{1}^{\top} \cdot \frac{\delta \mathbf{E}}{\delta t}+\mathbf{M}_{e}^{\top} \cdot \cdot \frac{\delta \mathbf{F}}{\delta \mathrm{t}}+\frac{1}{2} \mathbf{f}_{2}^{\top} \cdot \cdot \frac{\delta \mathbf{Q}}{\delta t}  \tag{18}\\
& \mathbf{f}_{1}^{\top}=-\left(\boldsymbol{\tau}_{e}+\mathbf{M}_{e} \cdot \mathbf{F}^{\top}\right) \cdot \mathbf{E}^{-\top}, \quad \mathbf{f}_{2}^{\top}=\left(\mathbf{M}_{e}^{\top} \cdot \mathbf{F}-\boldsymbol{\tau}_{e}\right)_{\times} \times \mathbf{Q},
\end{align*}
$$

where the strain measure $\mathbf{F}$ and the deformation gradient $\mathbf{E}$ are determined by:

$$
\begin{equation*}
\nabla \mathbf{Q}=\mathbf{F} \times \mathbf{Q}, \quad \mathbf{E}=\mathbf{I}-\nabla \mathbf{u} \tag{19}
\end{equation*}
$$

$\mathbf{u}$ is a displacement field. From the mass balance it follows that

$$
\begin{equation*}
\nabla \cdot \mathbf{v}=\frac{\rho}{\rho_{0}} \frac{\delta \sigma}{\delta t}, \quad \sigma=\frac{\rho_{0}}{\rho} \tag{20}
\end{equation*}
$$

and as a result the energy balance equation takes the form:

$$
\begin{align*}
\mathrm{n} \frac{\delta \mathrm{u}}{\delta \mathrm{t}} & =\mathrm{nu} \frac{\delta z}{\delta \mathrm{t}}-\mathrm{p}_{e} \frac{\rho}{\rho_{0}} \frac{\delta \sigma}{\delta t}+\mathbf{f}_{1}^{\mathrm{T}} \cdot \cdot \frac{\delta \mathbf{E}}{\delta \mathrm{t}}+\mathbf{M}_{\mathrm{e}}^{\mathrm{T}} \cdot \frac{\delta \mathbf{F}}{\delta \mathrm{t}}+\frac{1}{2} \mathbf{f}_{2}^{\mathrm{T}} \cdot \frac{\delta \mathbf{Q}}{\delta t}  \tag{21}\\
& -\nabla \cdot \mathbf{h}+\mathrm{nq}-\mathrm{p}_{\mathrm{f}} \nabla \cdot \mathbf{v}+\boldsymbol{\tau}_{\mathrm{f}}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}_{\mathrm{f}}^{\top} \cdot \cdot \nabla \boldsymbol{\omega}
\end{align*}
$$

A transformation of the underlined terms is not as formal as the above ones. In order to state the full form of the reduced equation of the energy balance we need to define the concepts of temperature, entropy and chemical potential that will be discussed later.

## 4 Constitutive Equations

There are several methods of the constitutive equations derivation in continuum mechanics. We start with comparing Zhilin's method with one of the best known and widely used methods-the method of Truesdell.

Truesdell's method [29] is based on the combined use of the first and second laws of thermodynamics. The essence of this method is as follows. The second law of thermodynamics is written in the form of the Clausius-Duhem inequality. Then some thermal terms, namely the rate of heat supply per unit volume and divergence of the heat flow, are excluded from the inequality by means of the energy balance equation. As a result the so-called reduced dissipation inequality is obtained. It must be satisfied for all processes occurring in the medium. Since neither the external mechanical actions nor the heat supply from external sources are included in the reduced dissipation inequality this inequality imposes restrictions to the constitutive equations. In the case of an elastic medium the reduced dissipation inequality allows us to obtain the Cauchy-Green relations for the stress tensor, moment stress tensor and temperature, and imposes restrictions to the choice of the constitutive equation for heat flow vector. After substituting the Cauchy-Green relations into the energy balance equation and performing some mathematical transformations the heat conduction equation is obtained. This equation relates the temperature and entropy, divergence of the heat flow vector and the terms characterizing the rate of heat supply per unit volume. The heat conduction equation closes the system of equations of coupled problem of thermoelasticity. If a medium possesses inelastic properties then the reduced dissipation inequality does not allow us to obtain the constitutive equations in the formal way and only makes it possible to eliminate those constitutive equations which contradict the second law of thermodynamics in the form of the Clausius-Duhem inequality. Thus other methods of the constitutive equations obtaining should be used, for example, the method of rheological models or the method of theory of media with fading memory. At the same time the statement of the heat conduction equation in the form that is obtained in the problem of thermoelasticity is an open question.

The basic idea of Zhilin's method is to transform the energy balance equation into a special form. During this transformation the stresses are represented as a sum of elastic and dissipative components, the temperature and entropy are introduced, and
the energy balance equation is divided into two equations. One of them is the reduced energy balance equation which contains the internal energy, the elastic components of stress tensor and moment stress tensor, and also temperature and entropy. Another equation is the heat conduction equation which contains temperature and entropy, the dissipative components of stress tensor and moment stress tensor, the divergence of the heat flow vector, and the terms characterizing the rate of heat supply per unit volume. In contrast to the reduced dissipation inequality, the reduced energy balance equation used in Zhilin's method allows us to obtain the Cauchy-Green relations for the temperature and the elastic component of the stress tensor in the case of an inelastic medium. Note that by Zhilin's method the Cauchy-Green relations are obtained without use of the second law of thermodynamics, which is used only for the formulation of the constitutive equations for the dissipative components of stress tensors and heat flow vector. In addition, Zhilin's formulation of the second law of thermodynamics differs from the Clausius-Duhem inequality and represents the set of two inequalities [32, 35].

$$
\begin{equation*}
\mathbf{h} \cdot \nabla \vartheta \leqslant 0, \quad \delta=-p_{f} \nabla \cdot \mathbf{v}+\boldsymbol{\tau}_{f}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}_{f}^{\top} \cdot \cdot \nabla \boldsymbol{\omega} \geqslant 0, \tag{22}
\end{equation*}
$$

where $\vartheta$ is the temperature measured by a thermometer. This formulation is more restrictive than the Clausius-Duhem inequality [28], which follows from Zhilin's formulation.

The first inequality expresses the intuitive condition that heat flows in the direction of the negative gradient of temperature and imposes restriction of the constitutive equation for heat flow vector. The second one can be associated with the statement that the dissipative forces and moments can not perform a positive work and imposes restriction of the constitutive equations for the dissipative components of stress tensors. According to Zhilin [1, 30-35] the components of stress tensors connected with inelastic behavior and internal dissipation can be related with antisymmetric tensors. Bellow we give some examples of constitutive equations for the dissipative components of stress tensors.

To describe the inelastic behavior of solids, for example, plasticity and dynamics of granular media Zhilin proposed [30-35] the following constitutive equations

$$
\begin{equation*}
p_{\mathrm{f}}=0, \quad \boldsymbol{\tau}_{\mathrm{f}}=\mathbf{I} \times \mathbf{t}, \quad \mathbf{M}_{\mathrm{f}}=\mathbf{0}, \tag{23}
\end{equation*}
$$

where vector $\mathbf{t}$ is determined by analogy with the Coulomb dry friction and takes the form

$$
\begin{equation*}
\mathbf{t}=\mathrm{k}\left|\mathbf{n} \cdot \boldsymbol{\tau}_{e} \cdot \mathbf{n}\right| \sigma\left(\mathbf{n} \cdot \boldsymbol{\tau}_{e} \cdot \mathbf{n}\right) \frac{2 \boldsymbol{\omega}-\nabla \times \mathbf{v}}{|2 \boldsymbol{\omega}-\nabla \times \mathbf{v}|}, \quad \boldsymbol{\omega} \neq \frac{1}{2} \nabla \times \mathbf{v} . \tag{24}
\end{equation*}
$$

Here $k>0$ is the parameter of friction, and the function $\sigma\left(\mathbf{n} \cdot \boldsymbol{\tau}_{e} \cdot \mathbf{n}\right)$ is determined as follows

$$
\sigma\left(\mathbf{n} \cdot \boldsymbol{\tau}_{e} \cdot \mathbf{n}\right)=\left\{\begin{array}{l}
1, \mathbf{n} \cdot \boldsymbol{\tau}_{e} \cdot \mathbf{n}<0,  \tag{25}\\
0, \mathbf{n} \cdot \boldsymbol{\tau}_{e} \cdot \mathbf{n} \geqslant 0
\end{array}\right.
$$

The unit vector $\mathbf{n}$ in Eq. (24) is found by tensor $\boldsymbol{\tau}_{e}$ as a solution of the problem

$$
\begin{equation*}
\mathbf{n} \cdot \boldsymbol{\tau}_{\mathbf{e}} \cdot \mathbf{m}=\max , \quad \forall \mathbf{n}, \mathbf{m}: \quad|\mathbf{n}|=|\mathbf{m}|=1, \quad \mathbf{n} \cdot \mathbf{m}=0 \tag{26}
\end{equation*}
$$

The solution of problem (26) is unique. This fact is proved in [30, 35]. It is easy to see that the constitutive equations (23), (24) satisfy the second law of thermodynamics in the form of Eq. (22). Indeed,

$$
\begin{equation*}
\boldsymbol{\tau}_{f}^{\top} \cdots(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega}) \equiv 2 \mathbf{t} \cdot\left(\boldsymbol{\omega}-\frac{1}{2} \nabla \times \mathbf{v}\right) . \tag{27}
\end{equation*}
$$

Hence, in view of Eqs. (24), (25) and the fact that $k>0$ we have

$$
\begin{equation*}
\boldsymbol{\tau}_{f}^{\top} \cdots(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})=\mathrm{k}\left|\mathbf{n} \cdot \boldsymbol{\tau}_{e} \cdot \mathbf{n}\right| \sigma\left(\mathbf{n} \cdot \boldsymbol{\tau}_{e} \cdot \mathbf{n}\right)|2 \boldsymbol{\omega}-\nabla \times \mathbf{v}| \geqslant 0 \tag{28}
\end{equation*}
$$

All aforesaid relates to the case of sliding. If there is no sliding, i.e. the condition $2 \boldsymbol{\omega}=\nabla \times \mathbf{v}$ is satisfied, then vector $\mathbf{t}$ is found from the equations of motion. To be exact, by using the equation of the angular momentum balance vector $\mathbf{t}$ can be excluded from the equation of the momentum balance. Note that if there is no sliding, the friction force is conservative and there is no energy dissipation. In this case the constitutive equations (23) also satisfy the second law of thermodynamics in the form of Eq. (22).

In [32, 35] Zhilin noted that in many cases Coulomb dry friction can be replaced by viscous friction, i.e. instead of Eq. (24) we can use the constitutive equation

$$
\begin{equation*}
\mathbf{t}=\mathrm{k}\left(\mathbf{w}-\frac{1}{2} \nabla \times \mathbf{v}\right), \tag{29}
\end{equation*}
$$

where $k>0$ is the coefficient of viscous friction.
To describe the behavior of a two-component micropolar medium Zhilin proposed $[1,34,35]$ the constitutive equations for inelastic components of stress tensors which contain both symmetric and antisymmetric parts. The first component of this medium is a viscous fluid and the second one is a solid-liquid component consisting of fibres.

The constitutive equations for the fluid component are

$$
\begin{equation*}
p_{\mathrm{f}}^{\prime}=0, \quad \boldsymbol{\tau}_{\mathrm{f}}^{\prime}=2 \boldsymbol{\mu} \cdots \mathbf{D}+\mathbf{t}^{\prime} \times \mathbf{I}, \quad \mathbf{M}_{\mathrm{f}}^{\prime}=\mathbf{0} \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{D}=\frac{1}{2}\left(\nabla \mathbf{v}_{1}+\nabla \mathbf{v}_{1}^{\top}-\frac{2}{3}\left(\nabla \cdot \mathbf{v}_{1}\right) \mathbf{I}\right) . \tag{31}
\end{equation*}
$$

Vector $\mathbf{t}^{\prime}$ is a vector of viscous friction which depends on the particle distribution density of the solid-liquid component:

$$
\begin{equation*}
\mathbf{t}^{\prime}=\eta_{2} \mu_{1} \cdot\left(\boldsymbol{\omega}-\frac{1}{2} \nabla \times \mathbf{v}_{1}\right) \tag{32}
\end{equation*}
$$

The first term in Eq. (30) $)_{2}$ is a standard term for a viscous fluid. The second term in Eq. (30) $2_{2}$ characterizes friction due to the presence of a solid-liquid component.

The constitutive equations for the solid-liquid component are

$$
\begin{equation*}
p_{f}^{\prime \prime}=0, \quad \tau_{\mathrm{f}}^{\prime \prime}=\mathbf{t}^{\prime \prime} \times \mathbf{I}, \quad \mathbf{M}_{\mathrm{f}}^{\prime \prime}=\mathbf{m}^{\prime \prime} \times \mathbf{I} \tag{33}
\end{equation*}
$$

where vectors $\mathbf{t}^{\prime \prime}$ and $\mathbf{m}^{\prime \prime}$ are

$$
\begin{equation*}
\mathbf{t}^{\prime \prime}=\eta_{2} \mu_{2} \cdot\left(\boldsymbol{\omega}-\frac{1}{2} \nabla \times \mathbf{v}_{2}\right), \quad \mathbf{m}=-\eta_{2} \mu_{3}(\nabla \times \boldsymbol{\omega}) \tag{34}
\end{equation*}
$$

The tensors of viscous friction coefficients must satisfy the relations

$$
\begin{align*}
& \forall \mathbf{a}, \mathbf{b}, \mathbf{c} \text { with } \mathbf{c}=-\mathbf{c}^{\top}: \quad \mathbf{a} \cdot \boldsymbol{\mu} \cdots \mathbf{a} \geqslant 0, \quad \mathbf{b} \cdot \boldsymbol{\mu}_{1} \cdot \mathbf{b} \geqslant 0, \quad \mu_{3} \geqslant 0, \\
& \mathbf{a} \cdot \boldsymbol{\mu}=\boldsymbol{\mu} \cdots \mathbf{a}, \quad \mathbf{c} \cdot \boldsymbol{\mu}=\mathbf{0}, \quad \mathbf{I} \cdot \boldsymbol{\mu}=\mathbf{0}, \quad \mathbf{b} \cdot \boldsymbol{\mu}_{1}=\boldsymbol{\mu}_{1} \cdot \mathbf{b} . \tag{35}
\end{align*}
$$

The inelastic components of stress tensors are responsible for the conversion of mechanical energy into heat. In accordance with Zhilin's constitutive equations the transfer of energy into heat is associated with the motion by rotational degrees of freedom, i. e. by those degrees of freedom for which there are no elastic interactions. Note that the classical model of viscous fluid is constructed similarly: the pressure is assumed to be elastic and depends on the mass density (or volume strain, that is the same) whereas the viscous stresses are determined by the deviatoric part of the stress tensor and depend on the deviatoric part of the strain tensor. Thus, in this model of fluid the dissipation of mechanical energy occurs by degrees of freedom without elastic interactions. It is not possible within the framework of classical continuum to implement this principle in relation to the solid where elastic interactions are described by a symmetric stress tensor. The use of a generalized continuum allows us to associate mechanical energy dissipation with the degrees of freedom for which there is no elastic interactions, namely the rotational degrees of freedom which correspond to the moment stress tensor and the antisymmetric parts of the stress tensor.

## 5 Different Ways of Entropy and Chemical Potential Introduction

Usually the concepts of temperature, entropy, internal energy and chemical potential are supposed to be well-known. However, in fact there are no satisfactory definitions for them in continuum mechanics. The problem is that it is impossible to prove
that the temperature as it is introduced in thermodynamics or in statistical physics coincides with the temperature definition as it is used in continuum mechanics. A situation with the definition of variables that cannot be measured such as the entropy, internal energy or chemical potential is even more complicated. Such quantities are characteristics of a mathematical model and they are necessary for obtaining some relations connecting measurable quantities. Consequently, the preference of this or that definition is determined by specific features of problems under consideration.

In fact, the entropy is introduced as an attempt to take into account a dependence of the internal energy on the velocities of the ignored degrees of freedom. There are different ways of entropy introduction (see [3, 5, 17, 22] for example) and it is difficult to say unambiguously which of them is more preferable. A new thermodynamical quantity-chemical potential is introduced to describe a change of density of particles. As usual in thermodynamics the chemical potential is defined as the derivative of the internal energy with respect to the number of particles [12, 23]. However there exist other definitions of the chemical potential. For example, Baierlein [2] proposed to introduce the chemical potential by describing its properties instead of explaining the chemical potential by relating it to an energy change. These ideas have a further development in [11]. Zhilin [32] suggested a new concept of the chemical potential as a conjugate variable to the number of particles. Its definition is given by means of pure mechanical arguments, which are based on using a special form of the energy balance equation.

Further different ways of the entropy and chemical potential introduction based on the method developed by Zhilin $[34,35]$ are considered.

### 5.1 Variant 1

Let us introduce the temperature $\vartheta(\mathbf{r}, \mathrm{t})$ and entropy $\eta(\mathbf{r}, \mathrm{t})$ by the following equation:

$$
\begin{equation*}
n q-\nabla \cdot \mathbf{h}-p_{f} \nabla \cdot \mathbf{v}+\boldsymbol{\tau}_{f}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \omega)+\mathbf{M}_{\mathrm{f}}^{\top} \cdot \cdot \nabla \omega=n \vartheta \frac{\delta \eta}{\delta t} \tag{36}
\end{equation*}
$$

The above given definition brings about a few remarks. First, the temperature $\vartheta$ is considered to be some characteristic of the medium that is measured by a thermometer, and the entropy $\eta$ related to one particle is introduced as a quantity conjugate with the temperature. Second, since we suppose that the internal energy is an additive function of the number of particles then it is assumed that the entropy is also an additive function of the number of particles. Note that this definition of entropy is different from the definition used, for example, in classical thermodynamics or physics, where an inequality is introduced. In particular, the proposed definition does not coincide with the concept of an equilibrium process. The Eq.(36) is the heat conduction equation, i.e. equation describing a non-equilibrium process.

Accounting for (36) one may rewrite the Eq. (21) in the form:

$$
\begin{equation*}
n \frac{\delta u}{\delta t}=n u \frac{\delta z}{\delta t}-p_{e} \frac{\rho}{\rho_{0}} \frac{\delta \sigma}{\delta t}+\mathbf{f}_{1}^{\top} \cdot \cdot \frac{\delta \mathbf{E}}{\delta t}+\mathbf{M}_{e}^{\top} \cdot . \frac{\delta \mathbf{F}}{\delta t}+\frac{1}{2} \mathbf{f}_{2}^{\top} \cdot \frac{\delta \mathbf{Q}}{\delta t}+n \vartheta \frac{\delta \eta}{\delta t} \tag{37}
\end{equation*}
$$

It is seen that the internal energy is a function of the following arguments

$$
\begin{equation*}
u=u(z, \sigma, \eta, \mathbf{E}, \mathbf{F}, \mathbf{Q}) \tag{38}
\end{equation*}
$$

Note that from (38) and (47) it follows that

$$
\begin{equation*}
u=\frac{\partial u}{\partial z} \tag{39}
\end{equation*}
$$

In thermodynamics the derivative of the internal energy with respect to the number of particles is usually called chemical potential [12,23]. Introduction of the temperature and entropy by (36) means that a role of the chemical potential can be played by the internal energy.

Let us show that the variable $z$ can be excluded from the arguments of the internal energy. Indeed from (39) it follows that

$$
\begin{equation*}
\mathfrak{u}=\mathfrak{u}_{*}(\sigma, \eta, \mathbf{E}, \mathbf{F}, \mathbf{Q}) \frac{\rho_{0}}{\mathfrak{n}_{0}} \exp z \Rightarrow \mathbf{u}=\frac{\rho}{\eta} \mathfrak{u}_{*}, \tag{40}
\end{equation*}
$$

where $u_{*}$ is a mass density of the internal energy. It should be noted that the last equation is only valid, if there are no massless particles in the system.

Insertion of (39) into (37) gives

$$
\begin{align*}
\rho \frac{\delta u_{*}}{\delta t} & =-\frac{p_{e}}{\sigma} \frac{\delta \sigma}{\delta t}+n \vartheta \frac{\delta \eta}{\delta t}+\left(\mathbf{E}^{-1} \cdot \boldsymbol{\tau}_{e}^{\top}+\mathbf{E}^{-1} \cdot \mathbf{F} \cdot \mathbf{M}_{e}^{\top}\right) \cdot \cdot \frac{\delta \mathbf{E}}{\delta t}  \tag{41}\\
& +\mathbf{M}_{e}^{\top} \cdot \frac{\delta \mathbf{F}}{\delta t}+\frac{1}{2}\left(\left(\mathbf{M}_{e}^{\top} \cdot \mathbf{F}-\boldsymbol{\tau}_{e}\right)_{\times} \times \mathbf{Q}\right)^{\top} \cdot \cdot \frac{\delta \mathbf{Q}}{\delta t}
\end{align*}
$$

From the reduced energy balance equation one can derive the Cauchy-Green relations

$$
\begin{array}{r}
p_{e}=-\frac{\partial \rho_{0} \mathbf{u}_{*}}{\partial \sigma}, \quad \vartheta=\frac{1}{\sigma n} \frac{\partial \rho_{0} \mathbf{u}_{*}}{\partial \eta}, \quad \sigma \mathbf{M}_{e}=\frac{\rho_{0} \partial \mathbf{u}_{*}}{\partial \mathbf{F}},  \tag{42}\\
\sigma \boldsymbol{\tau}_{e}=-\frac{\rho_{0} \partial \mathbf{u}_{*}}{\partial \mathbf{E}} \cdot \mathbf{E}^{\top}-\frac{\rho_{0} \partial \mathbf{u}_{*}}{\partial \mathbf{F}} \cdot \mathbf{F}^{\top}
\end{array}
$$

and constrains which the internal energy has to satisfy

$$
\begin{array}{r}
\left(\frac{\partial u_{*}}{\partial \mathbf{E}}\right)^{\top} \cdot \cdot \mathbf{E}+\left(\frac{\partial u_{*}}{\partial \mathbf{F}}\right)^{\top} \cdot \cdot \mathbf{F}=0, \\
\left(\frac{\partial u_{*}}{\partial \mathbf{E}}\right)^{\top} \cdot \cdot(\mathbf{A} \cdot \mathbf{E})+\left(\frac{\partial u_{*}}{\partial \mathbf{Q}}\right)^{\top} \cdot \cdot(\mathbf{A} \cdot \mathbf{Q})+\left(\frac{\partial u_{*}}{\partial \mathbf{F}}\right)^{\top} \cdot \cdot(\mathbf{A} \cdot \mathbf{F}-\mathbf{F} \cdot \mathbf{A})=0, \tag{43}
\end{array}
$$

where $\mathbf{A}$ is an arbitrary antisymmetric tensor.

Note that the function $\rho_{0} \mathcal{u}_{*}$ is independent of $z$. It means that only the constitutive equation for the temperature depends on the distribution density of the particles. The heat conduction equation depends on $n$ only by means of $n \vartheta \frac{\delta \eta}{\delta t}$, and the chemical potential does not appear in any equation.

Considering function $\rho_{0} \mathfrak{u}_{*}$ implies that we assume that the internal energy is an additive function of mass. In this case it is natural to assume that the entropy is also additive by mass. Thus instead of (36) we can introduce the temperature and entropy $\eta_{*}$ by means of

$$
\begin{equation*}
\rho \mathbf{q}_{*}-\nabla \cdot \mathbf{h}-p_{f} \nabla \cdot \mathbf{v}+\boldsymbol{\tau}_{\mathrm{f}}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}_{\mathrm{f}}^{\top} \cdot \cdot \nabla \boldsymbol{\omega}=\rho \vartheta \frac{\delta \eta_{*}}{\delta \mathrm{t}} \tag{44}
\end{equation*}
$$

Then the reduced equation of the energy balance has the form

$$
\begin{align*}
\rho \frac{\delta u_{*}}{\delta t}= & -\frac{p_{e}}{\sigma} \frac{\delta \sigma}{\delta t}+\rho \vartheta \frac{\delta \eta_{*}}{\delta t}+\left(\mathbf{E}^{-1} \cdot \boldsymbol{\tau}_{e}^{\top}+\mathbf{E}^{-1} \cdot \mathbf{F} \cdot \mathbf{M}_{e}^{\top}\right) \cdot \cdot \frac{\delta \mathbf{E}}{\delta t}  \tag{45}\\
& +\mathbf{M}_{e}^{\top} \cdot \cdot \frac{\delta \mathbf{F}}{\delta t}+\frac{1}{2}\left(\left(\mathbf{M}_{e}^{\top} \cdot \mathbf{F}-\boldsymbol{\tau}_{e}\right)_{\times} \times \mathbf{Q}\right)^{\top} \cdot \frac{\delta \mathbf{Q}}{\delta t}
\end{align*}
$$

All Cauchy-Green relations (42) are still valid except the one for the temperature, which now has the form

$$
\begin{equation*}
\vartheta=\frac{\partial u_{*}}{\partial \eta_{*}} \tag{46}
\end{equation*}
$$

It is seen that the heat conduction equation (44) as well as the constitutive equations (42) do not depend on the particle density. Thus the influence of the mechanical and thermal processes on the change of the particle distribution can be taken into account only by means of the source term in the particle balance equation (2). So the stress-strain state and the temperature conditions can affect the changes of particle distribution density since the source term in the particle balance equation can depend on all these factors. Hence, this method of temperature and entropy introduction can be used to describe the structure transformations and phase transitions which occur without the release or absorption of heat and are not accompanied by significant changes in the mechanical and thermodynamical characteristics but only leads to changes in other physical characteristics such as, for example, electrical or magnetic properties.

### 5.2 Variant 2

An alternative form of the reduced energy balance equation makes use of the particle balance equation. We insert (3) into (21) and obtain

$$
\begin{align*}
\mathrm{n} \frac{\delta u}{\delta t}= & -p_{e} \frac{\rho}{\rho_{0}} \frac{\delta \sigma}{\delta t}+\mathbf{f}_{1}^{\top} \cdot \cdot \frac{\delta \mathbf{E}}{\delta t}+\mathbf{M}_{e}^{\top} \cdot \cdot \frac{\delta \mathbf{F}}{\delta t}+\frac{1}{2} \mathbf{f}_{2}^{\top} \cdot \cdot \frac{\delta \mathbf{Q}}{\delta t}  \tag{47}\\
& -\chi u-\nabla \cdot \mathbf{h}+n q-p_{f} \nabla \cdot \mathbf{v}+\boldsymbol{\tau}_{f}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}_{f}^{\top} \cdot \cdot \nabla \boldsymbol{\omega}
\end{align*}
$$

and as a result the source term in the particle balance equation $\chi$ appears in the energy balance equation.

Now let us define the temperature and entropy by the equation

$$
\begin{equation*}
-\chi u-\nabla \cdot \mathbf{h}+n q-p_{f} \nabla \cdot \mathbf{v}+\boldsymbol{\tau}_{f}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}_{f}^{\top} \cdot \cdot \nabla \boldsymbol{\omega}=n \vartheta \frac{\delta \eta}{\delta t} \tag{48}
\end{equation*}
$$

and investigate the consequences. This equation differs from (36) only due to the term $\chi u$ standing for the energy supply per unit time caused by the structural transitions of the medium. Then the reduced energy balance equation takes the form

$$
\begin{align*}
n \frac{\delta u}{\delta t}= & -\frac{p_{e}}{\sigma} \frac{\delta \sigma}{\delta t}+\left(\mathbf{E}^{-1} \cdot \boldsymbol{\tau}_{e}^{\top}+\mathbf{E}^{-1} \cdot \mathbf{F} \cdot \mathbf{M}_{e}^{\top}\right) \cdot \cdot \frac{\delta \mathbf{E}}{\delta t}  \tag{49}\\
& +\mathbf{M}_{e}^{\top} \cdot \frac{\delta \mathbf{F}}{\delta t}+\frac{1}{2}\left(\left(\mathbf{M}_{e}^{\top} \cdot \mathbf{F}-\boldsymbol{\tau}_{e}\right)_{\times} \times \mathbf{Q}\right)^{\top} \cdot \cdot \frac{\delta \mathbf{Q}}{\delta t}+n \vartheta \frac{\delta \eta}{\delta t}
\end{align*}
$$

Thus the internal energy is a function of the following independent arguments

$$
\begin{equation*}
u=u(\sigma, \eta, \mathbf{E}, \mathbf{F}, \mathbf{Q}) \tag{50}
\end{equation*}
$$

and the Cauchy-Green relations are

$$
\begin{align*}
& p_{e}=-\mathrm{n} \sigma \frac{\partial \mathrm{u}}{\partial \sigma}, \quad \vartheta=\frac{\partial \mathrm{u}}{\partial \eta}, \quad \sigma \mathbf{M}_{e}=\mathfrak{n} \frac{\partial u}{\partial \mathbf{F}},  \tag{51}\\
& \boldsymbol{\tau}_{e}=-\mathrm{n} \frac{\partial \mathrm{u}}{\partial \mathbf{E}} \cdot \mathbf{E}^{\top}-\mathfrak{n} \frac{\partial u}{\partial \mathbf{F}} \cdot \mathbf{F}^{\top}
\end{align*}
$$

The constraints for the internal energy $u$ are the same as they were in Variant 1 for $u_{*}$.

Note that now the internal energy does not play role of the chemical potential as it was in Variant 1. At the same time the heat conduction equation (48) has a term connected with particle distribution changes and this term depends on the internal energy. Thus, this method of introduction of temperature can be used to describe the structure transformations and phase transitions accompanied by the release or absorption of heat. Note that the first and second variants of derivation of the constitutive equations and the heat conduction equation are correct both in the case when the mass density and the particle distribution density are independent quantities and in the case when they are linearly related (i.e. when the source term in the particle balance equation is equal to zero).

### 5.3 Variant 3

Let us assume that some part of the underlined terms in (21) is responsible for the change in the number of particles. Therefore, instead of Eq. (36) we will use a more general equation containing an additional term that accounts for structural transitions. We denote

$$
\begin{equation*}
n q-\nabla \cdot \mathbf{h}-p_{f} \nabla \cdot \mathbf{v}+\boldsymbol{\tau}_{f}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}_{\mathrm{f}}^{\top} \cdot \cdot \nabla \boldsymbol{\omega}=n \vartheta \frac{\delta \eta}{\delta t}+\psi \frac{\delta n}{\delta t} \tag{52}
\end{equation*}
$$

Analogous to the temperature and entropy, $\mathfrak{n}$ and $\psi$ appear in Eq. (52) as the conjugate variables. Equation (52) is the combined equation of structural transitions (e.g., fragmentation) and heat conduction.

Substituting Eq. (52) into (21) after some transformation we obtain the reduced energy balance equation in the form

$$
\begin{align*}
\frac{\delta(n u)}{\delta t}= & \frac{p_{e}+n u}{\rho} \frac{\delta \rho}{\delta t}+\mathbf{f}_{1}^{\top} \cdot \frac{\delta \mathbf{E}}{\delta t}+\mathbf{M}_{e}^{\top} \cdot \cdot \frac{\delta \mathbf{F}}{\delta t}+\frac{1}{2} \mathbf{f}_{2}^{\top} \cdot \cdot \frac{\delta \mathbf{Q}}{\delta t}  \tag{53}\\
& +n \vartheta \frac{\delta \eta}{\delta t}+\psi \frac{\delta n}{\delta t}
\end{align*}
$$

It is significant that such a form of the reduced energy balance equation is valid only if the mass density and the density of particle distribution are independent variables.

From Eq. (53) there follow the Cauchy-Green relations

$$
\begin{align*}
p_{e}=\rho^{2} \frac{\partial}{\partial \rho}\left(\frac{n u}{\rho}\right), \quad \vartheta=\frac{1}{n} \frac{\partial(n u)}{\partial \eta}, \quad \psi=\frac{\partial(n u)}{\partial n},  \tag{54}\\
\mathbf{M}_{e}=\frac{\partial(n u)}{\partial \mathbf{F}}, \quad \boldsymbol{\tau}_{e}=-\frac{\partial(n u)}{\partial \mathbf{E}} \cdot \mathbf{E}^{\top}-\frac{\partial(n u)}{\partial \mathbf{F}} \cdot \mathbf{F}^{\top}
\end{align*}
$$

From Eq. $(54)_{3}$ it is seen that $\psi$ is a chemical potential. Similar expressions to $(54)_{3}$ are given in the classical textbooks [15, 19, 20, 23].

Note that Eq. (52) characterizes only overall influence of the entropy and chemical potential on the internal energy. To clarify their roles in the considered processes it is necessary to split Eq. (52) into two equations: the heat conduction equation and the equation of structural transitions.

$$
\begin{align*}
& \mathrm{n} \vartheta \frac{\delta \eta}{\delta \mathrm{t}}+\mathrm{Q}=\mathrm{nq}_{1}-\nabla \cdot \mathbf{h}_{1}-\mathrm{p}_{1} \nabla \cdot \mathbf{v}+\boldsymbol{\tau}_{\mathrm{f}}^{\top} \cdot \cdot(\nabla \mathbf{v}+\mathbf{I} \times \boldsymbol{\omega})+\mathbf{M}_{\mathrm{f}}^{\top} \cdot \cdot \nabla \boldsymbol{\omega}  \tag{55}\\
& \psi \frac{\delta \mathrm{n}}{\delta \mathrm{t}}-\mathrm{Q}=\mathrm{nq}_{2}-\nabla \cdot \mathbf{h}_{2}-\mathrm{p}_{2} \nabla \cdot \mathbf{v} \tag{56}
\end{align*}
$$

Where the following decompositions are used

$$
\begin{equation*}
\mathbf{h}=\mathbf{h}_{1}+\mathbf{h}_{2}, \quad \mathrm{q}=\mathrm{q}_{1}+\mathrm{q}_{2}, \quad \mathrm{p}_{\mathrm{f}}=\mathrm{p}_{1}+\mathrm{p}_{2} \tag{57}
\end{equation*}
$$

The equivalence of Eqs. (52) and (55) is determined by the presence of the undefined quantity $Q$ characterizing the rate of energy exchange in the processes of the heat conductivity and the structural transitions.

The definition (55) given above brings about a necessity to formulate constitutive equations for all new quantities: $\mathbf{h}_{i}, \mathrm{q}_{\mathrm{i}}, \mathrm{p}_{\mathrm{i}}(i=1,2)$ and Q . The following circumstances have to be taken into account. First, suppose that the expression for the internal energy $u$ and the source term $\chi$ are given. Then we have two equations for $n$ and $\psi$-the particle balance equation, and Cauchy-Green relation relating these quantities. It means that the term $\psi \frac{\delta n}{\delta t}$ in the equation of structural transformations is determined. Therefore the constitutive equations for $\mathbf{h}_{2}, \mathrm{q}_{2}, \mathrm{p}_{2}$ and Q can not be independent. Second, arbitrarily given constitutive equations for $\mathbf{h}_{2}, q_{2}, p_{2}$ and $Q$ together with the equation of structural transitions and corresponding Cauchy-Green relation determines the quantities $\eta$ and $\psi$. Then the particle balance equation allows us to determine the source term $\chi$. Finally a third variant exists. We can arbitrarily choose the constitutive equations for $\mathbf{h}_{2}, \mathrm{q}_{2}, \mathrm{p}_{2}, \mathrm{Q}$ and $\chi$, but in this case there is no freedom in choosing internal energy.

Introduction of the chemical potential as an independent variable is necessary to describe the diffusion processes and chemical reactions as well as the structure transformations and phase transitions which are accompanied by the release or absorption of heat and occur at a constant temperature.

## 6 Discussion

The investigation carried out shows that the mass density and particle density can be considered as independent variables without the chemical potential introduction. In some cases the role of the chemical potential can be played by the internal energy or the source term in the particle balance equation. Of course there is no reason to say that there is no necessity for the chemical potential introduction in general. The preference of this or that approach is determined by specific features of the problems under consideration. For example, if experimental data allow us to formulate the constitutive equation for the quantity $Q$ characterizing the rate of energy exchange in the processes of the heat conductivity and the structural transitions, then the third variant of unmeasurable parameters introduction looks more preferable. In the opposite case an approach based on smaller amount of the constitutive equations should be chosen. The first and the second approaches require only the source term $\chi$ specification and do not impose any constraints on the internal energy definition. Thus they are easier in this sense, but of course a number of problems stays beyond the consideration.

Also it is important to lay stress on the fact that the equations of structural transitions and heat conduction (44), (48) and (52) define not only the entropy and chemical
potential but also the internal energy. Thus all these quantities should be introduced simultaneously.
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# Hierarchical Architecture and Modeling of Bio-Inspired Mechanically Adaptive Polymer Nanocomposites 
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#### Abstract

This work is concerned with a new class of polymer nanocomposites with tailored mechanical properties. Such materials can reversibly switch their mechanical stiffness by up to three orders of magnitude in response to biomedically relevant chemical stimuli. The architecture of the new synthetic polymer nanocomposites was inspired by the dermis of sea cucumbers and their mechanically adaptivity and exceptional high reinforcement property are potentially suitable for use in biomedicine. According to the current literature, the mechanical morphing of these polymer nanocomposites is a result of changing nanoparticle interactions and it is described in the framework of two mechanical models, viz. the percolation model applies to a stiff (unstimulated) state and the Halpin-Kardos model describes a soft (stimulated) state. In this work, a new model is proposed to describe the reinforcement and adaptivity effects in such nanocomposites within a single theory. The change from the stiff to soft states and back is modulated by a single scalar parameter that describes the extent of stimulus. The essence of the new model lies in physically based modifications of the classical percolation theory applied to the evolution of the network formed by cellulose whisker nanoparticles, which are responsible for the stress-transfer in this class of polymer nanocomposites.


## 1 Introduction

Typical engineered materials are passive, i.e., they are unable to adapt their mechanical properties in response to chemically or biologically relevant stimuli. A new generation of synthetic materials that would possess such properties could be useful for many

[^22]applications ranging from biomedicine to space engineering, and nature offers many exciting ways to create such adaptive materials [1].

In recent studies, attention has been drawn to amazing self-defending skin of many echinoderms like sea cucumbers [2-6]. Their inner dermis is composed of rigid collagen nanofibres embedded in a viscoelastic matrix of fibrillin microfibres. In the face of danger, the sea cucumber secretes certain macromolecular chemicals that activate transient interactions between the nanofibres and this facilitates a change of the dermal stiffness.

Drawing inspiration from the sea cucumber's self-defense mechanism, novel polymer nanocomposites have been designed that can adapt their mechanical properties in response to chemical stimuli in a similar fashion [7]. The first such nanocomposites have been developed using cellulose nanofibres that were embedded in a matrix formed from either an ethyleneoxide-epichlorohydrin (EO-EPI) copolymer or from polyvinyl acetate (PVAc) [7] and the degree of interaction between the nanofibres was modulated by a water-based solvent. In the following years, next generations of polymer nanocomposites having this property have been designed and studied experimentally [8-12].

All polymer nanocomposites of this new class of stimuli-responsive materials can reversibly switch their mechanical stiffness by up to three orders of magnitude in response to the relevant stimuli $[7,8,12]$. According to the current literature, the mechanical morphing of these nanocomposites is a result of changing nanoparticle interactions and it is described in the framework of two mechanical models, viz. the percolation model applies to a stiff (unstimulated) state and the Halpin-Kardos model that applies to a soft (stimulated) state [7-12].

In this work, a new model is proposed to describe the reinforcement and adaptivity effects of these polymer nanocomposites within a single theory. The change from stiff to soft states and back is modulated by a single scalar parameter, which describes the extent of stimulus. The essence of the proposed model lies in a physically based modification of the classical percolation theory applied to the evolution of the network formed by the cellulose whisker nanoparticles that are responsible for the stresstransfer in this class of polymer nanocomposites. The applicability of the proposed approach is illustrated by a comparison of the experimentally determined storage modulus with model predictions for different polymer nanocomposites with varying filler extent. It is shown that the basic concept of the new model may naturally be extended to the analysis of rheological and thermal properties of the examined nanocomposites. Finally, an attempt is made to adopt the proposed approach to description of the mechanically adaptive materials in the non-linear domain.

## 2 Native and Synthetic Stiffness-Changing Nanocomposites

Holothuroids, also known as sea cucumbers, are marine animals living in all oceans of the world $[3,5,6]$. They have the unique and fascinating self-defending skin. Recent studies [3-6] have proved that the major constituent of the dermis of Cucumaria
frendosa and other sea cucumber species is a network of $10-14 \mathrm{~nm}$ microfibrils that surrounds and penetrates bundles of collagen fibrils. This network is immersed in a viscoelastic matrix of fibrillin microfibers. At the sign of danger, sea cucumber secretes certain soluble macromolecule chemicals that trigger the formation of transient interactions between the nanofibres [2, 4]. This facilitates, in a matter of seconds, the rapid and reversible change of the stiffness of inner dermis by regulating the interactions among collagen fibrils with a change in tensile modulus by a factor of $10(5-40 \mathrm{MPa})$. Although the mechanism for the ability to alter the stiffness of dermis is not well understood, there are currently several competing models for this biomaterial (for a review, see [5, 6]).

The hierarchical architecture and the nanocomposite structure of the dermis of sea cucumbers (sketched in Fig. 1) have been an inspiration for the development of synthetic nanocomposites that can adapt their mechanical properties in response to chemical stimuli. Although such possibility was discussed in 2000 by Trotter et al. [3], only in 2008, Capadona and his colleagues [7] did a significant work in engineering the biological model, i.e. the sea cucumber dermis. These authors developed two synthetic nanocomposites in that interactions between the rigid fillers can be switched "on" and "off" in response to a chemical stimulus. To mimic the sea cucumber dermis structure, they used the low-modulus 1:1 ethyleneoxide/epichlorohydrin copolymer (EO-EPI) in place of a viscoelastic matrix of fibrillin microfibrils found in the native material. Instead of collagen fibrils, cellulose nanofibers were used as rigid filler. The interactions among these nanofibers are controlled by hydrogen bonding between surface hydroxyl groups and hence these interactions may be controlled by chemical stimuli. The second developed nanocomposite [7] was based on the poly(vinyl acetate) (PVAc) as a soft polymer matrix with cellulose nanofibers as rigid filler. It should be noted that unlike in the biological material, where the soft state is the "relaxed" natural state, in this men-made model the "unstimulated" state is the stiff state (see Fig. 1).

Fig. 1 Picture of sea cucumber in the stiff and soft states and schematic representation of the architecture of its dermis in the two states (adopted from Shanmuganathan [7, 8, 10])

synthetic polymer nanocomposite



Fig. 2 Reinforcement and adaptivity effects in polymer nanocomposites at small strains
To illustrate the stiffness-changing property of the developed synthetic materials, Capadona et al. [7] compared experimentally determined values for the tensile storage modulus of the EO-EPI/whisker nanocomposites with varying amount of filler. Their results show that these nanocomposites are stiff in the dry state due to whiskerwhisker interactions resulting in a percolated network of fillers. Water used as a chemical stimulus disrupts the hydrogen bonding between the cellulose whiskers within the polymer matrix and dissociates the fillers from each other. In effect, the nanocomposites soften and the tensile storage modulus decreases by a few order. The switching effect was also found to be reversible with the re-dried samples showing modulus close to the original value in dry state. For illustration of this mechanisms, their main experimental results are summarized in Fig. 2.

Following Capadona et al. [7], new stiffness-changing polymer nanocomposites have been developed using different polymer matrices, filler sources, and combination of one or more stimuli [8-12]. This new class of polymer nanocomposites is currently referred to as mechanically adaptive material [8]. In comparison to more familiar polymer nanocomposites such as carbon black or silica filled elastomers [1316], they are characterized by the exceptionally high reinforcement property and the adaptivity effect. These two effects need to be modeled with a view to gain insights into the structure-property relationships in these materials.

## 3 Models of Nanofiber Composites and Reinforcement Effect

Mechanically adaptive polymers considered in Sect. 2 belong to the very large class of materials known as nanocomposites [17-20]. The macroscopic properties of a composite material reinforced with nanofillers are determined by various factors, such as [21-23]

- the composition and characteristics of each component,
- the geometry of filler and the filler dispersion,
- the filler-filler and filler-matrix interactions and possibly
- the modification of characteristics of the matrix itself.

These parameters have the important influence on final properties of the polymer nanocomposite and they are strongly interconnected. Therefore, it is problematic to draw conclusions on relative influences of the individual parameters.

A wide array of theoretical and modeling strategies including effective medium approaches, percolation theory, scaling, and micromechanical analyses has been applied toward achieving predictive and microscopic understanding of nanocomposite properties (see reviews [15, 16, 21]). Many of these models have been successfully applied in analysis of the reinforcement effect in carbon black or silica filled elastomers. However, their hierarchical architecture and reinforcement mechanisms are very different from that observed in the nanocomposites discussed in Sect. 2.

Two models of composite materials have been used in analysis of mechanically adaptive polymer nanocomposites [7-12]. The first one takes into account the reinforcement effect due to the presence of rigid inclusions (fibres) in a soft polymeric matrix without considering either filler-filler or filler-matrix interactions. This mean field approximation forms the basis of the Halpin-Kardos model that correctly predicts the composite behavior containing randomly oriented fibers [15, 16, 23]. Within this model, the polymer composite is assumed to be equivalent to many layers of unidirectional plies oriented at various angles to give a quasi-isotropic composite. The mechanical properties of each ply are derived from the micromechanical equations of Halpin-Tsai [15, 23].

The second model used in analysis of polymer nanocomposites is based on the consideration of filler-filler interactions and the percolation concept [24] well adapted to describe a percolating network of cellulose whiskers. In this approach, the whiskers are assumed to be linked by strong hydrogen bonds. The interactions between cellulose nanofibers induce the mechanical percolation of the fibers, and mechanical properties of the polymer nanocomposite can be predicted following the method of Ouali et al. [25]. In effect, the tensile elastic modulus $E$ of the composite is given by the following empirical mixture rule

$$
\begin{equation*}
E=\frac{(1-2 \xi+\xi v) E_{m} E_{r}+(1-v) \xi E_{r}^{2}}{(v-\xi) E_{m}+(1-v) E_{r}} . \tag{1}
\end{equation*}
$$

The subscripts $m$ and $r$ refer to the soft (matrix) and rigid (filler) phase, respectively, and $v$ corresponds to the volume fraction of filler (rigid phase). The adjustable parameter $\xi$ involved in this model corresponds to the volume fraction of the percolating rigid phase, i.e., the volume fraction of filler that participates in load (stress) transfer. With $v_{c}$ being the critical volume fraction of the rigid phase at the percolation threshold and $\beta$ the corresponding critical exponent, $\xi$ is given by the following rule [7, 8]

$$
\begin{equation*}
\xi=v\left(\frac{v-v_{c}}{1-v_{c}}\right)^{\beta}, \quad v_{c} \leqslant v<1 \tag{2}
\end{equation*}
$$

and $\xi=0$ for $0 \leqslant v<v_{c}$. In general, $\beta=0.4$ and for a $3 D$ network the critical volume fraction $v_{c}$ depends on the aspect ratio $L / d$ of the nanofiber as $[7,8]$

$$
\begin{equation*}
v_{c}=A r^{-1}, \quad r \equiv \mathrm{~L} / \mathrm{d} \tag{3}
\end{equation*}
$$

In application to the cellulose whisker based polymer nanocomposites, the coefficient $A$ is set to 0.7 and the aspect ratio $r$ depends on the source of whiskers $[17,19,20]$.

It has been shown in [7, 8] that the reinforcement in the unstimulated (dry) state of the mechanically adaptive nanocomposites follows the percolation model as described by relations (1)-(3). It was concluded that the stress-transfer process is dominated by the formation of a continuous network of cellulose whiskers and strong interactions (hydrogen bonding) between them. It has been further observed that the behavior of the same nanocomposites in the stimulated (wet) state is correctly predicted by the Halpin-Kardos model based on a mean field approach, which does not account for the interactions between filler nanoparticles. This is well illustrated by the results shown in Fig. 3.

It follows that the mechanical morphing of this class of nanocomposites is a result of changing nanoparticle interactions and it is described in the framework of two different composite models. This situation, however, is not satisfactory from the theoretical point of view because two different constitutive models are needed to describe two states or phases of the same polymer nanocomposite, i.e. for the modeling the adaptivity effect. A more direct approach to this problem is proposed in Sect. 4.

Fig. 3 Comparison of data with predictions according to two different models


## 4 Evolution of Percolating Network and Adaptivity Effect

According to the percolation type theory, the tensile elastic modulus E of a polymer nanocomposite may be expressed in the following general form

$$
\begin{equation*}
E=E\left(E_{m}, E_{r}, v, \xi\right) \tag{4}
\end{equation*}
$$

with percolation parameter $\xi$ being a function of the volume fraction of rigid phase $v$ and it depends in parametric form on the critical volume fraction $v_{c}$, that is $\xi=$ $\xi\left(v ; v_{c}\right)$.

According to the micromechanical analysis [7-9], the stiffness-changing property or adaptivity effect in whisker-based polymer nanocomposites is mainly due to the percolation network formed by whisker nanoparticles. This network is entirely responsible for the stress transfer in the dry or unstimulated state of the nanocomposite. In the wet or stimulated state of the nanocomposite, the interactions between the nanoparticles in the network are partially or entirely broken by water or an alternative stimulating fluid. This physical micromechanism may be built into the macroscopic model by a single order parameter $z$ with $z=0$ corresponding to unstimulated state and $z=1$ in the fully stimulated state. The scalar variable $z$ is a measure of the stimulus extent and it enters the macroscopic theory only through the law for the percolation parameter $\xi$, which now takes the following general form

$$
\begin{equation*}
\xi=\xi\left(v, z ; v_{c}\right), \quad 0 \leqslant z \leqslant 1 . \tag{5}
\end{equation*}
$$

The parameter $\xi$ represents at macroscopic level the stress-transfer in the percolation network of whisker nanoparticles with the value given by formula (2) in the unstimulated state and $\xi=0$ in the fully stimulated state. This suggests the simple special form of the general law (5), namely,

$$
\begin{align*}
& \xi=\xi\left(v, z ; v_{c}\right)=(1-z) \xi_{A}\left(v ; v_{c}\right), \\
& \xi_{A}\left(v ; v_{c}\right) \equiv v\left(\frac{v-v_{c}}{1-v_{c}}\right)^{\beta}, 0 \leqslant z \leqslant 1, \tag{6}
\end{align*}
$$

and $\xi=0$ for $0 \leqslant v<v_{c}$. Moreover, the law for the tensile modulus may be assumed in the Takayanagi-Ouali form (1).

The applicability of these simple modifications of the classical percolation-type theory to describe the adaptivity effect in the considered class of polymer nanocomposites is illustrated in Fig. 4. The theoretical results shown in this figure have been obtained using the classical expression (1) for the elastic modulus of nanocomposite and the proposed modification (6) of expression (2) for the percolation parameter. The Takayanagi series-parallel model for the elastic modulus as given by (1) consists in a mixing rule between the two limits of the classical series and parallel models, better known as Reuss and Voigt models [15, 16]. Accordingly, it may be considered as a special case of the general mixture rule [21], which may be used to derive

Fig. 4 Comparison of data with predictions according to proposed model of the adaptivity effect

the more accurate expression of form (4) for the nanocomposite modulus. However, these possibilities are not considered in this work due to lack of experimental data.

## 5 Dynamic Moduli of Nanocomposites

In order to obtain a better correlation of the hierarchical architecture and the macroscopically observed behavior of mechanically adaptive nanocomposites, it is necessary to experimentally characterize and theoretically model their viscoelastic properties. In the linear range, Dynamic Mechanical Analysis (DMA) is the most universal technique used for the rheological characterization of polymer nanocomposites [13, 14]. From the measured complex modulus $\mathrm{E}^{*}$, not only the storage and loss moduli, $E^{\prime}$ and $E^{\prime \prime}$, are determined but also the creep compliance and relaxation moduli may be derived through the use of equivalence principles.

The development of linear viscoelastic models for the mechanically adaptive polymers may be based on the three-phase material concept presented in Sect. 4 for the analysis of the elastic modulus of polymer/whisker nanocomposites. The basic idea is very simple: one has only to replace the elastic moduli $E_{m}$ and $E_{r}$ in the general expression (4) by the corresponding complex moduli $\mathrm{E}_{\mathrm{m}}^{*}$ and $\mathrm{E}_{\mathrm{r}}^{*}$ for the polymer matrix and the reinforcing filler. In effect, the complex modulus $E^{*}$ of the nanocomposite is obtained in the form

$$
\begin{equation*}
E^{*}=E^{\prime}+i E^{\prime \prime} \equiv E\left(E_{m}^{*}, E_{r}^{*}, v, \xi\right) \tag{7}
\end{equation*}
$$

In the special case, when the complex modulus (7) is assumed in the TakayanagiOuali form (1), the storage modulus $E^{\prime}$ and the loss modulus $E^{\prime \prime}$ of the polymer
nanocomposite deduced from (7) are given by

$$
\begin{align*}
& E^{\prime}=\frac{(A C+B D) E_{r}^{\prime}-(B C-A D) E_{r}^{\prime \prime}}{C^{2}+D^{2}} \\
& E^{\prime \prime}=\frac{(B C-A D) E_{r}^{\prime}-(A C+B D) E_{r}^{\prime \prime}}{C^{2}+D^{2}} \tag{8}
\end{align*}
$$

where

$$
\begin{align*}
& A=(1-2 \xi+v \xi) E_{m}^{\prime}+(1-\xi) \xi E_{r}^{\prime} \\
& B=(1-2 \xi+v \xi) E_{m}^{\prime \prime}+(1-\xi) \xi E_{r}^{\prime \prime} \\
& C=(v-\xi) E_{r}^{\prime}+(1-\xi) \xi E_{r}^{\prime} \\
& D=(v-\xi) E_{r}^{\prime \prime}+(1-\xi) \xi E_{r}^{\prime \prime} \tag{9}
\end{align*}
$$

These expressions follow directly from the separation of the real and imaginary parts of the complex modulus (7). They appear to take quite complex form and their calculations require the knowledge of the storage and loss moduli for both a polymer matrix and rigid filler particles.

In the relevant literature [7, 8], a more direct approach is generally adopted, i.e., the formula (1) for the elastic modulus of the nanocomposite is simply used for the calculation of the storage modulus of the same material. It is now clear that the two possible approaches are not equivalent for the mechanically adaptive nanocomposites with notable rheological properties, but they coincide for the purely elastic behavior. The differences between the two possibilities in modeling the rheological properties of the mechanically adaptive nanocomposites may be illustrated with simple examples. Figure 5 shows the comparison of the storage modulus calculated from expression (8) with the values obtained from expression (1) for the elastic modulus. It is seen that the computed values are close to each other implying that these particular polymer nanocomposites are nearly perfectly elastic in the wide range of temperature and filler content.

## 6 Temperature Dependent Moduli of Nanocomposites

The next step in characterizing and modeling the mechanically adaptive nanocomposites must necessarily be concerned with thermal effects. From an experimental point of view, DMA temperature sweep tests provide the best thermal characterization of this and other classes of polymeric materials. The representative results taken from the literature are reproduced in Fig. 6a and 7a. They show the storage modulus and the loss factor for dry polymer/whisker nanocomposites as a function of temperature for different whisker content.

Fig. 5 Comparison of data with predictions according to viscoelastic model


The simplest approach to model thermal effects in the mechanically adaptive nanocomposites may again be based on the three-phase model with the modification that the respective moduli of polymer matrix and whisker nanoparticles depend in known or experimentally determined way on temperature. In Sect. 4, all quantities and relations are defined at the reference temperature, usually the room temperature. Assuming that these relations are valid at any temperature $\theta$, the elastic modulus of polymer composite is obtained as

$$
\begin{equation*}
E(\theta)=E\left(E_{m}(\theta), E_{r}(\theta), v, \xi\right) \tag{10}
\end{equation*}
$$

with percolation parameter $\xi$ given by the general rule (5). Here $E_{m}(\theta)$ and $E_{r}(\theta)$ are the temperature dependent elastic moduli of the polymer matrix and whisker nanoparticles, respectively. In the particular case of the Takayanagi-Ouali model, this general assumption yields

$$
\begin{equation*}
E(\theta)=\frac{(1-2 \xi+\xi v) E_{m}(\theta) E_{r}(\theta)+(1-v) \xi\left(E_{r}(\theta)\right)^{2}}{(1-v) E_{r}(\theta)+(1-v) E_{m}(\theta)} \tag{11}
\end{equation*}
$$

with (6) as the associated, temperature independent law governing the evolution of the percolation parameter.

The same approach may be used for the temperature dependent complex modulus $E^{*}(\theta)$ of polymer composite from which the storage and loss moduli, $E^{\prime}(\theta)$ and $E^{\prime \prime}(\theta)$, may be deduced as in Sect. 5.

Figures 6 b and 7 b show the storage modulus and the loss factor computed by this approach for the polymer nanocomposite for which the measured data are shown in Fig. 6 a and 7 a . There are a few possible reasons of observed differences between data and computed values. First of all, no temperature dependent data are available for

Fig. 6 DMTA temperature sweep tests: Comparison of data (a) with model predictions (b)

the cellulose whisker used as filler in this nanocomposite. Accordingly, the constant value given in [7, 8] was assumed for the calculation, but obviously this is a very rough approximation. Moreover, these discrepancies may indicate limitations of the adopted approach.

The problem with verification of this theoretical concept lies in lack of the required data. For the mechanically adaptive nanocomposites, DMA temperature sweeps data have been published but not separately for the polymer matrix and whisker nanoparticles. Moreover, to model the temperature dependency of the adaptivity property of these materials, such data are required for both dray and swollen states.

Fig. 7 DMTA temperature sweep tests: Comparison of data (a) with model predictions (b)


## 7 Non-Linear Effects

The behavior of mechanically adaptive polymer nanocomposites in the nonlinear domain is obviously highly complex, and the constitutive modeling of this behavior is challenging because there are no experimental data available so far. An adequate constitutive model for this class of materials must account for (1) the evolution of reinforcement effect with strains for every specified kind and amount of filler, (2) the coupling between the extent of stimulus and the strain level, and (3) possible variations in the architectural structure of percolating network at different deformation levels.

The first step in the formulation of non-linear constitutive model may be based on the transformation of a nonlinear problem into a sequence of linear ones by
using an approximation of the linear correspondence between the tangent modulus of composite (estimated by the tangent slope of stress-strain curve along the load path) and the tangent modulus of matrix and fillers. In the non-linear domain, elastic or not, the stress-strain relation for the neat (pure) polymer and the rigid phase (filler) may be written in the rate form as

$$
\begin{equation*}
\dot{\sigma}=\mathrm{D}_{\mathfrak{m}}(\epsilon, \ldots) \dot{\epsilon}, \quad \dot{\sigma}=\mathrm{D}_{\mathrm{r}}(\epsilon, \ldots) \dot{\epsilon}, \tag{12}
\end{equation*}
$$

respectively. Here $\mathrm{D}_{\mathrm{m}}(\epsilon, \ldots)$ and $\mathrm{D}_{\mathrm{r}}(\epsilon, \ldots)$ are the corresponding tangential moduli along the loading path and the superimposed dot stands for time derivative. The basic idea of incrementally linear models is to write the stress-strain relation for a nanocomposite in the same rate form

$$
\begin{equation*}
\dot{\sigma}=\mathrm{D}(\epsilon, \ldots) \dot{\epsilon} \tag{13}
\end{equation*}
$$

with the tangential modulus $\mathrm{D}(\epsilon, \ldots)$ assumed to be given by relations of the same form as for the linear theory. That is, the tangential modulus of the nanocomposite is obtained from (1) by replacing the elastic moduli by the corresponding tangential moduli

$$
\begin{equation*}
\mathrm{D}(\epsilon, \ldots)=\mathrm{D}\left[\mathrm{D}_{\mathrm{m}}(\epsilon, \ldots), \mathrm{D}_{\mathrm{r}}(\epsilon, \ldots), \vartheta, \xi\right] . \tag{14}
\end{equation*}
$$

In the first approximation, the percolation parameter $\xi$ may also be assumed in the same form as in the linear theory, that is, in the form (2). The relations (12)-(14) determine the incrementally linear constitutive model for the polymer nanocomposite from the know tangential moduli for the soft (matrix) and rigid (filler) phases. If the rigid phase may be assumed to be linearly elastic, then its tangential modulus is simply equal the value of the elastic modulus $\mathrm{D}_{\mathrm{r}}(\epsilon, \ldots)=\mathrm{E}_{\mathrm{r}}$ and it is independent of the strain.

A particular form of the non-linear constitutive law (12) for the neat polymer may be derived from the experimentally determined stress-strain curve using the methodology presented in [26] for another class of materials. Such a law is needed in the derivation of the tangential modulus as given by formula (14). However, for the analysis of data, we do not need to assume any theory of neat polymers because the tangential modulus may be estimated from the slope of measured stress-strain curve along the loading path such as shown in Fig. 8a. The calculations based on the simple model described above may then be compared with the data for nanocomposites filled with different amount and type of fillers. The representative results of such analysis are shown in Fig. 8b. The comparison of theoretical results based on the same concept with data for the dry and swollen nanocomposite is shown in the Fig.9.

It is not surprising that there are observed certain differences between theoretical results and data for both the reinforcement and adaptivity effects. Actually, this analysis provides a experimental verification of the applicability in the non-linear domain of micromechanical assumptions adopted in the linear theories. In particular, it still remains to experimentally determine the dependency of both effects on the extent of deformation.

Fig. 8 Non-linear behavior of neat and filled polymer nanocomposites in dry (unstimulated) state: Measured stress-strain curves (a) and comparison of experimental and computed tangential moduli (b)



## 8 Discussion

The theoretical approach presented in this work is entirely based on the currently accepted micromechanisms of the reinforcement and adaptivity effects of cellulose based polymer nanocomposites. According to the literature [7-9], the dynamic mechanical behavior of these materials is achieved through a nanocomposite architecture in which rigid, high-aspect-ratio cellulose whisker nanoparticles are randomly dispersed in a soft, viscoelastic polymer matrix. The stiffness of such nanocomposites is regulated by controlling nanoparticle interactions that form the percolation network responsible for the stress transfer in the composite. Through chemical stimuli, reinforcing cellulose network can be disrupted resulting in a dramatic stiffness


Fig. 9 Non-linear behavior of filled polymer nanocomposites in dry (unstimulated) and wet (stimulated) states: Measured stress-strain curves (a) and comparison of experimental and computed tangential moduli (b)
reduction even in the polymer nanocomposite comprising small amount of whiskers. Moreover, the original stiffness is restored when the composites are dried.

In the proposed model, the described micromechanism is represented by the evolution law for the parameter representing the volume fraction of percolating network. This law depends in a parametric way on the extent of stimulus that regulates the level of the stress-transfer in the mechanically adaptive polymer nanocomposite and hence its stiffness. The illustrative calculations based on this concept and the comparison with experimental data from literature support the conclusion that the stiffness change in the considered polymer nanocomposites is due to the mechanism of altered
whisker-whisker interactions rather than other effects that govern the reinforcement in elastomeric materials $[15,16,21]$ and shape memory polymer nanocomposites [27]. However, no direct physical evidence for these mechanisms has yet been reported in the literature (see the discussion in [9]). Recent studies using Raman spectroscopy $[9,12]$ has attempted to clarify this issue but with limited success.

Finally, one has to note that even less is known on the physical mechanisms governing the adaptivity property of native materials such as sea cucumbers' skin. In fact, there are two different ideas suggested in the literature regarding the mechanism of skin's stiffening [3, 4], but no model has been proposed so far. It may be concluded that the new class of native and synthetic materials discussed in this paper has been already extensively studied from biological, chemical, and physical point of view. But there remains much to be done in the theoretical modeling of these materials.
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# Justification of the Bending-Gradient Theory Through Asymptotic Expansions 

Arthur Lebée and Karam Sab


#### Abstract

In a recent work, a new plate theory for thick plates was suggested where the static unknowns are those of the Kirchhoff-Love theory, to which six components are added representing the gradient of the bending moment [1]. This theory, called the Bending-Gradient theory, is the extension to multilayered plates of the ReissnerMindlin theory which appears as a special case when the plate is homogeneous. This theory was derived following the ideas from Reissner [2] without assuming a homogeneous plate. However, it is also possible to give a justification through asymptotic expansions. In the present paper, the latter are applied one order higher than the leading order to a laminated plate following monoclinic symmetry. Using variational arguments, it is possible to derive the Bending-Gradient theory. This could explain the convergence when the thickness is small of the Bending-Gradient theory to the exact solution illustrated in [3]. However, the question of the edge-effects and boundary conditions remains open.


## 1 Introduction

The classical theory of plates, known also as Kirchhoff-Love plate theory is based on the assumption that the normal to the mid-plane of the plate remains normal after transformation. This theory is also the first order of the asymptotic expansion with respect to the thickness [4]. Thus, it presents a good theoretical justification and was soundly extended to the case of periodic plates [5, 6]. It enables to have a first-order estimate of the macroscopic deflection as well as local stress fields.

[^23]In most applications the first-order deflection is accurate enough. However, this theory does not capture the local effect of shear forces on the microstructure because shear forces are one higher-order derivative of the bending moment in equilibrium equations ( $Q_{\alpha}=M_{\alpha \beta, \beta}$ ).

Because shear forces are part of the macroscopic equilibrium of the plate, their effect is also of great interest for engineers when designing structures. However, modeling properly the action of shear forces is still a controversial issue. Reissner [2] suggested a model for homogeneous plates based on a parabolic distribution of transverse shear stress through the thickness (Reissner-Mindlin theory). This model performs well for homogeneous plates and gives more natural boundary conditions than those of Kirchhoff-Love theory. Thus, it is appreciated by engineers and broadly used in applied mechanics. However, the direct extension of this model to laminated plates raised many difficulties.

Two main path were followed for deriving models suitable for laminated plates: axiomatic approaches and asymptotic approaches.

In asymptotic approaches, a plate model is derived directly from the full 3D formulation of the problem, assuming the thickness of the plate goes to zero. In these approaches, the asymptotic expansion method plays a central role. As already mentioned, the leading order leads to Kirchhoff-Love plate theory [4-6]. Hence one needs to seek higher orders for bringing out the effect of shear forces. However, in the cases of laminated plates, this procedure does not lead to Reissner-Mindlin plate theory $[7,8]$.

In axiomatic approaches, 3D fields are assumed a priori and a plate theory is derived using integration through the thickness and variational tools. The reader can refer to the following reviews [9-12]. Most suggestions leading to Reissner-Mindlinlike theories show discontinuous transverse shear stress through the thickness or are limited to some geometric configurations (orthotropy or cylindrical bending for instance). In this field, these limitations even led to the suggestion of "layerwise" models which give more satisfying results but are much more numerically intense than Reissner-Mindlin theory [12, 13]. Finally, let us point out that the theory suggested by Reissner [2] is usually considered as an axiomatic approach since the parabolic transverse shear stress distribution of the stress was derived without asymptotic arguments. Consequently, some work took literally this distribution and applied it to laminated plates. Like in many unsuccessful axiomatic approaches this led to discontinuous displacement fields and raised an unjustified suspicion over the original work.

Revisiting the approach from Reissner [2] directly with laminated plates, Lebée and $\operatorname{Sab}[1,3]$ showed that the transverse shear static variables which come out when the plate is heterogeneous are not shear forces $\mathrm{Q}_{\alpha}$ but the full gradient of the bending moment $R_{\alpha \beta \gamma}=M_{\alpha \beta, \gamma}$. Using conventional variational tools, they derived a new plate theory-called Bending-Gradient theory-which is actually turned into Reissner-Mindlin theory when the plate is homogeneous. This new plate theory is seen by the authors as an extension of Reissner's theory to heterogeneous plates which preserves most of its simplicity. It was applied to the cylindrical bending of carbon fibers laminated plates and compared to exact solutions in [3]. Very good
agreement for the transverse shear distribution as well as in-plane displacement was pointed out and convergence with the slenderness was observed.

Originally designed for laminated plates, the Bending-Gradient theory was also extended to in-plane periodic plates using averaging considerations such as HillMandel principle and successfully applied to sandwich panels [14, 15] as well as space frames [16].

Because the derivation of the Bending-Gradient theory followed the ideas from Reissner [2], one can argue that it is basically an axiomatic approach. However, it is the intention of the present paper to demonstrate that there is a close link between the derivation of the Bending-Gradient theory and the asymptotic expansion method. Since the Bending-Gradient is turned into the Reissner-Mindlin theory when the plate is homogeneous, this link will be also demonstrated for the original work from Reissner [2].

In order to derive the Bending-Gradient theory through asymptotic expansions, we first set in Sect. 2 the 3D problem, its symmetries and the asymptotic expansions framework. For the sake of simplicity we choose the constitutive material and the loadings of the plate such that the bending moment is fully uncoupled with the membrane stress. Then in Sect. 3 we perform the standard resolution of the auxiliary problems and conclude that bringing out transverse shear effects through this approach is not satisfying. Then in Sect. 4 we derive the Bending-Gradient theory using variational considerations.

## 2 The Asymptotic Expansion Framework

In this section, the asymptotic expansion framework is set in the special case of a laminated plate. This procedure was established by Sanchez-Palencia [17] for linear dynamics of 3D continuum. It starts with the definition of the 3D problem of the laminated plate which is under consideration. Then this problem is scaled in order to separate the in-plane and the out-of-plane variables and we assume that the fields follow an expansion depending on a small parameter: the inverse of the plate slenderness. Finally, the equations are gathered for each order of this parameter.

### 2.1 Notations

Vectors and higher-order tensors, up to sixth order, are used in the following. When using short notation, several underlining styles are used: vectors are straight underlined, $\underline{u}$. Second order tensors are underlined with a tilde: $M$ and $K$. Third order tensors are underlined with a parenthesis: R and $\Gamma$. Fourth order tensors are doubly underlined with a tilde: $\underset{\sim}{\mathrm{D}}$ and $\underset{\sim}{s}$. Sixth order tensors are doubly underlined with a parenthesis: $h$ and $\underset{\sim}{I}$. The full notation with indices is also used. Then
we follow Einstein's notation on repeated indices. Furthermore, Greek indices $\alpha, \beta, \delta, \gamma=1,2$ denotes in-plane dimensions and Latin indices $i, j, k, l=1,2,3$, all three dimensions. The transpose operation ${ }^{\top} \bullet$ is applied to any order tensors as follows: $\left({ }^{\top} a\right)_{\alpha \beta \ldots \psi \omega}=a_{\omega \psi \ldots \beta \alpha}$. Three contraction products are defined, the usual dot product $\left(\underline{a} \cdot \underline{b}=a_{i} b_{i}\right)$, the double contraction product $\left(\underset{\sim}{a}: \underset{\sim}{b}=a_{i j} b_{j i}\right)$ and a triple contraction product ( $a: \alpha=a_{\alpha \beta \gamma} a_{\gamma \beta \alpha}$ ). The derivation operator $\underline{\nabla}$ is also formally represented as a vector: $\underset{\sim}{a} \cdot \underline{\nabla}=a_{i j} \nabla_{\mathfrak{j}}=a_{i j, j}$ is the divergence and $\underset{\sim}{a} \otimes \underset{\nabla}{\nabla}=a_{i j} \nabla_{k}=a_{i j, k}$ is the gradient. Here $\otimes$ is the dyadic product.

### 2.2 The 3D Problem

The laminated plate occupies a domain $\left.\Omega^{t}=\omega^{L} \times\right]-\frac{t}{2}, \frac{t}{2}\left[\right.$ where $\omega^{L}$ is the middle surface of the plate (its typical size is L) and $t$ its thickness. The boundary of the plate, $\partial \Omega^{\mathrm{t}}$, is decomposed into three parts:

$$
\begin{gather*}
\partial \Omega^{\mathrm{t}}=\partial \Omega_{\mathrm{lat}} \cup \partial \Omega_{3}^{+} \cup \partial \Omega_{3}^{-} \\
\text {with } \left.\partial \Omega_{\mathrm{lat}}=\partial \omega^{\mathrm{L}} \times\right]-\frac{\mathrm{t}}{2}, \frac{\mathrm{t}}{2}\left[\text { and } \partial \Omega_{3}^{ \pm}=\omega^{\mathrm{L}} \times\left\{ \pm \frac{\mathrm{t}}{2}\right\} .\right. \tag{1}
\end{gather*}
$$

The plate is fully clamped on its lateral boundary, $\partial \Omega_{\text {lat }}$, and is submitted to the same distributed and purely transverse force $\underline{f}=f_{3}\left(x_{1}, x_{2}\right) \underline{e}_{3}$ both on its upper and lower boundaries $\partial \Omega_{3}^{+}$and $\partial \Omega_{3}^{-}$.

The fourth-order stiffness tensor ${\underset{\sim}{C}}^{t}\left(x_{3}\right)$ characterizing the elastic properties of the constituent material at every point $\underline{x}=\left(x_{1}, x_{2}, x_{3}\right)$ of $\Omega^{t}$ is introduced. We assume the following monoclinic symmetry: $\mathrm{C}_{3 \alpha \beta \gamma}^{\mathrm{t}}=\mathrm{C}_{\alpha 333}^{\mathrm{t}}=0$. In addition, ${\underset{\approx}{\mathrm{C}}}^{\mathrm{t}}$ does not depend on ( $x_{1}, x_{2}$ ) and is an even function of $x_{3}$ to ensure full uncoupling between in-plane and out-of-plane problems. Thus, the constitutive equation writes as:

$$
\begin{equation*}
{\underset{\sim}{\sigma}}^{t}(\underline{x})={\underset{\approx}{C}}^{t}\left(x_{3}\right): \underbrace{\varepsilon}_{\sim}(\underline{x}) \tag{2}
\end{equation*}
$$

where ${\underset{\sim}{\sigma}}^{t}=\left(\sigma_{i j}^{t}(\underline{x})\right)$ is the stress tensor and ${\underset{\sim}{\varepsilon}}^{t}=\left(\varepsilon_{\mathfrak{i j}}^{\mathrm{x}}(\underline{x})\right)$ is the strain tensor at point $\underset{x}{x}$. The tensor $\underset{\sim}{C^{t}}$ follows the classical symmetries of linear elasticity and is positive definite.

The full 3D elastic problem, $\mathcal{P}^{3 D}$, is to find in $\Omega^{t}$ a displacement vector field $\underline{u}^{\mathrm{t}}$, a strain tensor field ${\underset{\sim}{\varepsilon}}^{\mathrm{t}}$ and a stress tensor field ${\underset{\sim}{\sigma}}^{\mathrm{\sigma}}$ such that the static conditions $\left(S C^{3 D, t}\right)$ :

$$
\mathrm{SC}^{3 \mathrm{D}, \mathrm{t}}:\left\{\begin{array}{l}
{\underset{\sigma}{\mathrm{\sigma}}}^{\mathrm{t}} \cdot \underline{\nabla}=0 \text { on } \Omega^{\mathrm{t}}  \tag{3a}\\
{\underset{\sim}{\sigma}}^{\mathrm{t}} \cdot\left( \pm \underline{e}_{3}\right)=\underline{\mathrm{f}} \text { on } \partial \Omega_{3}^{ \pm}
\end{array}\right.
$$

the kinematic conditions $\left(\mathrm{KC}^{3 \mathrm{D}, \mathrm{t}}\right)$ :

$$
K C^{3 D, t}:\left\{\begin{array}{l}
\underline{\varepsilon}^{\mathrm{t}}=\underline{u}^{\mathrm{t}} \otimes^{\mathrm{s}} \underline{\nabla} \text { on } \Omega^{\mathrm{t}}  \tag{4a}\\
\underline{u}^{\mathrm{t}}=0 \text { on } \partial \Omega_{\mathrm{lat}}
\end{array}\right.
$$

and the constitutive law (2) are satisfied. Here, $\left(\underline{e}_{1}, e_{2}, e_{3}\right)$ is the orthonormal basis associated with coordinates ( $x_{1}, x_{2}, x_{3}$ ) and $\bullet \otimes^{s} \underline{\nabla}$ denotes the symmetric part of the gradient operator.

### 2.2.1 Variational Formulation of the 3D Problem

The strain and stress energy density $w^{3 \mathrm{D}}$ and $w^{* 3 \mathrm{D}}$ are respectively given by:

$$
\begin{equation*}
w^{3 \mathrm{D}}(\underset{\sim}{\varepsilon})=\frac{1}{2} \underset{\sim}{\varepsilon}:{\underset{\sim}{C}}^{\mathrm{C}}: \underset{\sim}{\varepsilon}, \quad w^{* 3 \mathrm{D}}(\underset{\sim}{\sigma})=\frac{1}{2} \underset{\sim}{\sigma}:{\underset{\sim}{\mid}}^{\mathrm{t}}: \underset{\sim}{\sigma} \tag{5}
\end{equation*}
$$

They are related by the following Legendre-Fenchel transform:

$$
\begin{equation*}
w^{* 3 \mathrm{D}}(\underset{\sim}{\sigma})=\sup _{\underset{\sim}{\varepsilon}}\left\{\underset{\sim}{\sigma}: \underset{\sim}{\varepsilon}-w^{3 \mathrm{D}}(\underset{\sim}{\varepsilon})\right\} \tag{6}
\end{equation*}
$$

The kinematic variational approach states that the strain solution ${\underset{\sim}{\varepsilon}}^{t}$ of $\mathcal{P}^{3 D}$ is the one that minimizes $\mathrm{P}^{3 \mathrm{D}}$ among all kinematically compatible strain fields:

$$
\begin{equation*}
P^{3 D}\left({\underset{\sim}{\varepsilon}}^{\mathrm{t}}\right)=\min _{\underset{\sim}{\varepsilon} \in \mathrm{KC}^{3 \mathrm{D}, \mathrm{t}}}\left\{\mathrm{P}^{3 \mathrm{D}}(\underset{\sim}{\varepsilon})\right\} \tag{7}
\end{equation*}
$$

where $\mathrm{P}^{3 \mathrm{D}}$ is the potential energy given by:

$$
\begin{equation*}
\mathrm{P}^{3 \mathrm{D}}(\underset{\sim}{\varepsilon})=\int_{\Omega^{\mathrm{t}}} w^{3 \mathrm{D}}(\underset{\sim}{\varepsilon}) \mathrm{d} \Omega^{\mathrm{t}}-\int_{\omega^{\mathrm{L}}}\left(\underline{f} \cdot \underline{u}^{+}+\underline{f} \cdot \underline{u}^{-}\right) d \omega^{\mathrm{L}} \tag{8}
\end{equation*}
$$

and $\underline{u}^{ \pm}=\underline{u}\left(x_{1}, x_{2}, \pm t / 2\right)$ are the 3D displacement fields on the upper and lower faces of the plate.

The static variational approach states that the stress solution ${\underset{\sim}{t}}^{t}$ of $\mathcal{P}^{3 D}$ is the one that minimizes $\mathrm{P}^{* 3 \mathrm{D}}$ among all statically compatible stress fields:

$$
\begin{equation*}
\mathrm{P}^{* 3 \mathrm{D}}\left({\underset{\sim}{\sigma}}_{\sigma^{\mathrm{t}}}\right)=\min _{\underset{\sim}{\sigma} \in \mathrm{SC}^{3 \mathrm{D}, \mathrm{t}}}\left\{\mathrm{P}^{* 3 \mathrm{D}}(\underset{\sim}{\sigma})\right\} \tag{9}
\end{equation*}
$$

where $\mathrm{P}^{* 3 \mathrm{D}}$ is the complementary potential energy given by:

$$
\begin{equation*}
\mathrm{P}^{* 3 \mathrm{D}}(\underset{\sim}{\sigma})=\int_{\Omega^{\mathrm{t}}} w^{* 3 \mathrm{D}}(\underset{\sim}{\sigma}) \mathrm{d} \Omega^{\mathrm{t}} \tag{10}
\end{equation*}
$$

### 2.2.2 Effect of Symmetries

For the sake of simplicity, we chose the 3D plate problem such that only flexural part is involved and no membranal part.

The 3D problem $\mathcal{P}^{3 D}$ is skew-symmetric through a planar symmetry with respect to the mid-plane of the plate (known also as "mirror symmetry" in laminates engineering) because $\underset{\approx}{\mathbb{C}^{t}}$ is an even function of only $x_{3}$. This means that, when applying the transformation $x_{3} \rightarrow-x_{3}$ the problem remains unchanged but the boundary condition (3b) changes its sign. Consequently the in-plane displacement $u_{\alpha}^{t}\left(x_{1}, x_{2}, x_{3}\right)$ is an odd function of $x_{3}$ and the out-of-plane displacement $u_{3}^{t}\left(x_{1}, x_{2}, x_{3}\right)$ is an even function of $x_{3}$. Similarly, the in-plane stress $\sigma_{\alpha \beta}^{\mathrm{t}}\left(x_{1}, x_{2}, x_{3}\right)$ and transverse compression $\sigma_{33}^{\mathrm{t}}\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right)$ are odd functions of $\mathrm{x}_{3}$ and the transverse shear stress $\sigma_{\alpha 3}^{\mathrm{t}}\left(x_{1}, x_{2}, x_{3}\right)$ is an even function of $x_{3}$.

In terms of resultants and averaged displacements, the integration through the thickness of $\mathcal{u}_{\alpha}^{\mathrm{t}}$ and $\sigma_{\alpha \beta}^{\mathrm{t}}$ vanish and then the plate problem will be purely flexural. Of course, this result affects also the asymptotic expansion procedure and enables many simplifications.

### 2.3 Scaling

Once the 3D problem is set, we scale it for clearly separating the in-plane variables (which are related to macroscopic problems) and the out-of-plane variable (which is related to microscopic perturbations). Hence, $L$ is the typical scale of the in-plane variables (e.g. the span and also the wavelength of the loadings). We introduce the following change of variable $Y_{\alpha}=L^{-1} \chi_{\alpha}$ for the in-plane variable where $Y_{\alpha} \in \omega$. The domain $\omega$ is the scaled mid-plane of the plate. Moreover we define $z=t^{-1} x_{3}$ for the out-of-plane variable, $z \in]-\frac{1}{2}, \frac{1}{2}$. Consequently, we define the small parameter as: $\eta=t / L$.

Based on this change of variables, the fourth-order elasticity tensor can be rewritten as:

$$
\begin{equation*}
{\underset{\sim}{C}}^{t}\left(x_{3}\right)=\underset{\approx}{\mathbb{C}}\left(t^{-1} x_{3}\right)=\underset{\approx}{\mathbb{C}}(z) \tag{11}
\end{equation*}
$$

where $\underset{\sim}{\mathbb{C}}$ is a function of $z$. In the following, double-stroke fonts denote fields which are only function of the local variable $z$ (i.e. localization fields).

The distributed forces are classically scaled the following way (see [4, 5, 18]):

$$
\begin{equation*}
\underline{f}\left(x_{1}, x_{2}\right)=\eta^{2} \frac{\mathrm{~F}_{3}\left(Y_{1}, Y_{2}\right)}{2} \underline{e}_{3} \tag{12}
\end{equation*}
$$

Similarly, in the following, fields with capital letters are only function of $\left(Y_{1}, Y_{2}\right)$ (i.e. macroscopic fields).

Furthermore, from the fields of the 3D problem $(\underline{u}^{t}, \underbrace{t}, \sigma^{t})$ we define the nondimensional fields ( $\underline{u}, \underline{\varepsilon}, \sigma)$ as follows:

The derivation rule for those functions is:

$$
\begin{align*}
\underline{\nabla} & =\left(\frac{\mathrm{d}}{\mathrm{dx}}, \frac{\mathrm{~d}}{\mathrm{dx}_{2}}, \frac{\mathrm{~d}}{\mathrm{dx}_{3}}\right) \\
& =\mathrm{L}^{-1}\left(\frac{\partial}{\partial \mathrm{Y}_{1}}, \frac{\partial}{\partial \mathrm{Y}_{2}}, 0\right)+\mathrm{t}^{-1}\left(0,0, \frac{\partial}{\partial z}\right)=\mathrm{L}^{-1} \underline{\nabla}_{\mathrm{Y}}+\mathrm{t}^{-1} \underline{\nabla}_{z} . \tag{14}
\end{align*}
$$

We will also use the variational formulation of the 3D problem. Hence we provide here the scaled variational formulation. The set of statically compatible fields can be rewritten as:

$$
\mathrm{SC}^{3 \mathrm{D}}:\left\{\begin{array}{l}
\stackrel{\sigma}{\sim} \cdot \underline{\nabla}_{(\mathrm{Y}, \mathrm{z})}=0 \text { on } \Omega,  \tag{15a}\\
\underset{\sim}{\sigma} \cdot\left( \pm \underline{e}_{3}\right)=\frac{\eta^{2}}{2} \mathrm{~F}_{3} \underline{e}_{3} \quad \text { on } \partial \Omega_{3}^{ \pm},
\end{array}\right.
$$

where $\underline{\nabla}_{(Y, z)}=\underline{\nabla}_{Y}+\frac{1}{\eta} \underline{\nabla}_{z}$. The kinematically compatible fields becomes $\left(\mathrm{KC}^{3 \mathrm{D}}\right)$ :

$$
\mathrm{KC}^{3 \mathrm{D}}:\left\{\begin{array}{l}
\underset{\sim}{\varepsilon}=\underline{\mathfrak{u}} \otimes^{s} \underline{\nabla}_{(\mathrm{Y}, \mathrm{z})} \text { on } \Omega,  \tag{16a}\\
\underline{\mathrm{u}}=0 \text { on } \partial \omega \times]-\frac{1}{2},+\frac{1}{2}[
\end{array}\right.
$$

Then the potential energy is rewritten as:

$$
\begin{equation*}
P^{3 D}(\underset{\sim}{\varepsilon})=\mathrm{tL}^{2} \int_{\omega}\left(\left\langle w^{3 \mathrm{D}}(\underset{\sim}{\varepsilon})\right\rangle-\eta \frac{u_{3}^{+}+u_{3}^{-}}{2} \mathrm{~F}_{3}\right) \mathrm{d} \omega \tag{17}
\end{equation*}
$$

where $\langle\bullet\rangle$ is the integration through the thickness: $\langle\bullet\rangle=\int_{-\frac{1}{2}}^{\frac{1}{2}} \bullet d z$. The complementary energy becomes also:

$$
\begin{equation*}
\mathrm{P}^{* 3 \mathrm{D}}(\underset{\sim}{\sigma})=\mathrm{tL}^{2} \int_{\omega}\left\langle w^{* 3 \mathrm{D}}(\underset{\sim}{\sigma})\right\rangle \mathrm{d} \omega \tag{18}
\end{equation*}
$$

Now, $\underset{\sim}{\mathbb{C}}, \omega$ and $F_{3}$ being fixed, the homogenization problem is to find a consistent approximation of the solution of the 3D problem $\mathcal{P}^{3 D}(2-4)$ assuming $\eta$ is small.

### 2.4 Expansion

The asymptotic expansion method $[17,19]$ will be used to provide a formal justification of the Bending-Gradient theory. The starting point of the method is to assume that the solution to (2-4) can be written as a series in power of $\eta$ in the following form:

$$
\begin{cases}\underline{u}=\eta^{-1} \underline{u}^{-1}+\eta^{0} \underline{u}^{0}+\eta^{1} \underline{u}^{1}+\cdots  \tag{19}\\ \underset{\sim}{\varepsilon}= & \eta^{0} \underline{\varepsilon}^{0}+\eta^{\eta^{1}} \underline{\varepsilon}^{1}+\cdots \\ \sim_{\sim}^{\sigma}= & \eta^{0} \underline{\sigma}^{0}+\eta^{1}{\underset{\sim}{\sigma}}^{1}+\cdots\end{cases}
$$

where $p=-1,0,1,2 \ldots$ and $\underline{u}^{p},{\underset{\varepsilon}{ }}^{p}$ and $\tilde{\sigma}^{p}$ are functions of $\left(\mathrm{Y}_{1}, \mathrm{Y}_{2}, z\right)$ which follow the same parity as the 3D solution (Sect.2.2.2). The series are started from the order $\eta^{0}$ for $\sigma$ and $\varepsilon$, and from the order $\eta^{-1}$ for $\underline{u}$. Then, the expansion (19)-taking into account the change of variable-must be inserted in the equations (2-4) and all the terms of the same order $\eta^{p}$ must be identified.

### 2.4.1 Statically Admissible Fields

The 3D equilibrium equation, ${\underset{\sim}{\sigma}}^{\mathrm{t}} \cdot \underline{\nabla}=0$ on $\Omega^{\mathrm{t}}$, becomes:

$$
\mathrm{L}\left({\underset{\sim}{\sigma}}^{\mathrm{t}} \cdot \underline{\nabla}\right)=\eta^{-1}\left({\underset{\sim}{\sigma}}^{0} \cdot \underline{\nabla}_{z}\right)+\eta^{0}\left({\underset{\sim}{\sigma^{0}}}^{0} \cdot \underline{\nabla}_{Y}+{\underset{\sigma}{\sigma}}^{1} \cdot \underline{\nabla}_{z}\right)+\cdots=0
$$

Identifying all the terms of the above series to be zero, it is found:

$$
\begin{equation*}
\sigma_{i 3,3}^{0}=0 \tag{20}
\end{equation*}
$$

for the order $\eta^{-1}$,

$$
\begin{equation*}
\sigma_{i \alpha, \alpha}^{\mathrm{p}}+\sigma_{\mathfrak{i} 3,3}^{\mathrm{p}+1}=0 \tag{21}
\end{equation*}
$$

for the order $\eta^{p}$ with $p \geqslant 0$. The derivation $\bullet, i$ is performed without ambiguity with respect to $\left(Y_{1}, Y_{2}, z\right)$. The boundary condition, ${\underset{\sim}{\sigma}}^{t} \cdot \underline{e}_{3}= \pm \underline{f}$ on $\partial \Omega_{3}^{ \pm}$, gives the following equations:

$$
\begin{equation*}
\sigma_{i 3}^{\mathrm{p}}\left(Y_{1}, Y_{2}, \pm \frac{1}{2}\right)=0 \tag{22}
\end{equation*}
$$

for the order $p \geqslant 0$ and $p \neq 2$. When $p=2$ we have:

$$
\begin{equation*}
\sigma_{\alpha 3}^{2}\left(Y_{1}, Y_{2}, \pm \frac{1}{2}\right)=0 \quad \text { and } \quad \sigma_{33}^{2}\left(Y_{1}, Y_{2}, \pm \frac{1}{2}\right)= \pm \frac{1}{2} F_{3}\left(Y_{1}, Y_{2}\right) \tag{23}
\end{equation*}
$$

### 2.4.2 Kinematically Compatible Fields

From the compatibility equation, it is found that the strain rate field can be written as:

$$
\begin{equation*}
{\underset{\sim}{\varepsilon}}^{t}=\mathrm{L} \underline{u} \otimes^{s} \underline{\nabla}=\eta^{-2}{\underset{\sim}{\varepsilon}}^{-2}+\eta^{-1}{\underset{\sim}{\varepsilon}}^{-1}+\eta^{0}{\underset{\sim}{\varepsilon}}^{0}+\cdots \tag{24}
\end{equation*}
$$

with:

$$
\begin{equation*}
\varepsilon_{\alpha \beta}^{-2}=0, \quad \varepsilon_{\alpha 3}^{-2}=\frac{1}{2} u_{\alpha, 3}^{-1} \quad \text { and } \quad \varepsilon_{33}^{-2}=u_{3,3}^{-1} \tag{25}
\end{equation*}
$$

and for all $p \geqslant-1$ :

$$
\begin{equation*}
\varepsilon_{\alpha \beta}^{p}=\frac{1}{2}\left(u_{\alpha, \beta}^{p}+u_{\beta, \alpha}^{p}\right), \quad \varepsilon_{\alpha 3}^{p}=\frac{1}{2}\left(u_{\alpha, 3}^{p+1}+u_{3, \alpha}^{p}\right) \quad \text { and } \quad \varepsilon_{33}^{p}=u_{3,3}^{p+1} \tag{26}
\end{equation*}
$$

The boundary condition over $\partial \Omega_{\text {lat }}$ leads to:

$$
\begin{equation*}
\forall p \geqslant-1 \quad \text { and } \quad \forall\left(Y_{1}, Y_{2}\right) \in \partial \omega, \quad \underline{u}^{p}=0 . \tag{27}
\end{equation*}
$$

## 3 Explicit or Cascade Resolution

Now that the asymptotic expansion framework is set, we detail the explicit resolution which is classically performed (see [5, 7] for instance). Basically it starts with the derivation of low order displacements which do not generate local strain but are related to purely macroscopic displacement fields. Then the zeroth-order equations are gathered. They enable the definition of the first auxiliary problem and the construction of the well-known Kirchhoff-Love macroscopic plate model. Then the first-order is solved the same way. Of course it would be possible to carry on the process any order higher.

### 3.1 Low Order Displacement Fields

The assumption (19) provides the following equations:

$$
\begin{equation*}
\underline{\varepsilon}^{-2}=0, \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
{\underset{\sim}{\varepsilon}}^{-1}=0, \tag{29}
\end{equation*}
$$

From (28) it is deduced that $\underline{u}^{-1}$ is a rigid-body velocity field in $z$. Moreover, the inplane displacement has zero average because of the symmetry condition (Sect. 2.2.2). Hence:

$$
\begin{equation*}
\underline{u}^{-1}=\mathrm{U}_{3}^{-1}\left(\mathrm{Y}_{1}, \mathrm{Y}_{2}\right) \underline{e}_{3} . \tag{30}
\end{equation*}
$$

Using (29) and the boundary conditions (27) it can be found that $\underline{u}^{0}$ has the following form:

$$
\underline{u}^{0}=\left(\begin{array}{l}
-\mathrm{zu}_{3,1}^{-1}  \tag{31}\\
-\mathrm{zu}_{3,2}^{-1} \\
\mathrm{u}_{3}^{0}
\end{array}\right),
$$

with the boundary conditions:

$$
\begin{equation*}
\forall\left(\mathrm{Y}_{1}, \mathrm{Y}_{2}\right) \in \partial \omega, \mathrm{U}_{3}^{-1}=\mathrm{U}_{3, \alpha}^{-1} \mathrm{n}_{\alpha}=\mathrm{U}_{3}^{0}=0 \tag{32}
\end{equation*}
$$

where $\underline{n}$ is the outer normal to $\partial \omega$. Note that, since $U_{3}^{-1}$ is null over $\partial \omega$, its tangential derivative will be also null over $\partial \omega$, hence only the normal gradient $U_{3, \alpha}^{-1} n_{\alpha}$ is required to be explicitly set to zero in this boundary condition.

### 3.2 Zeroth-Order Plate Model (Kirchhoff-Love)

### 3.2.1 Zeroth-Order Auxiliary Problem

Gathering equilibrium equation for order -1 , compatibility equation, boundary conditions and constitutive equations of order 0 we get the zeroth-order auxiliary problem for $z \in\left[-\frac{1}{2}, \frac{1}{2}\right]$ :

$$
\left\{\begin{array}{l}
\sigma_{\mathfrak{i} 3,3}^{0}=0  \tag{33a}\\
\sigma_{i j}^{0}=\mathbb{C}_{\mathfrak{i j k l}} \varepsilon_{k l}^{0} \\
\varepsilon_{\alpha \beta}^{0}=z \mathrm{~K}_{\alpha \beta}^{-1}, \quad \varepsilon_{\alpha 3}^{0}=\frac{1}{2}\left(u_{\alpha, 3}^{1}+\mathrm{u}_{3, \alpha}^{0}\right) \quad \text { and } \quad \varepsilon_{33}^{0}=u_{3,3}^{1} \\
\sigma_{\mathfrak{i 3}}^{0}\left(z= \pm \frac{1}{2}\right)=0
\end{array}\right.
$$

where we define the lowest-order curvature as:

$$
\begin{equation*}
\mathrm{K}_{\alpha \beta}^{-1}=-\mathrm{U}_{3, \alpha \beta}^{-1} \tag{34}
\end{equation*}
$$

Solving this problem does not raise difficulty. Using short notation, the displacement field writes as:

$$
\begin{equation*}
\underline{\mathrm{u}}^{1}={\underset{\underline{\mathrm{u}}}{ }}^{\mathrm{K}}:{\underset{\sim}{\mathrm{K}}}^{-1}-z \mathrm{U}_{3}^{0} \otimes \underline{\nabla}_{Y}+\mathrm{U}_{3}^{1} \underline{e}_{3} \tag{35}
\end{equation*}
$$

More precisely, the localization related to the curvature is:

$$
\begin{equation*}
u_{3 \alpha \beta}^{K}=-\left[\int_{-\frac{1}{2}}^{z} y \frac{\mathbb{C}_{33 \alpha \beta}}{\mathbb{C}_{3333}} d y\right]^{*} \quad \text { and } \quad u_{\alpha \beta \gamma}^{K}=0 \tag{36}
\end{equation*}
$$

where $[\bullet]^{*}$ denotes the averaged-out distribution: $[\bullet]^{*}=\bullet-\langle\bullet\rangle$. Finally $\mathrm{U}_{3}^{1}$ is an integration constant which will load the next auxiliary problem. (There are no inplane integration constants because of the symmetry already invoked with lower orders.) The stress localization writes as:

$$
\begin{equation*}
{\underset{\sim}{\sigma}}^{0}=\underset{\sim}{\underset{\sim}{\underset{N}{K}}}:{\underset{\sim}{\mathrm{K}}}^{-1} \tag{37}
\end{equation*}
$$

where the fourth-order stress localization tensor is:

$$
\begin{equation*}
\mathbb{S}_{\alpha \beta \gamma \delta}^{K}=z \mathbb{C}_{\alpha \beta \gamma \delta}^{\sigma} \quad \text { and } \quad s_{i 3 \gamma \delta}^{K}=0 \tag{38}
\end{equation*}
$$

and $\mathbb{C}^{\sigma}{ }_{\alpha \beta \gamma \delta}=\mathbb{C}_{\alpha \beta \gamma \delta}-\mathbb{C}_{\alpha \beta 33} \mathbb{C}_{33 \gamma \delta} / \mathbb{C}_{3333}$ denotes the plane-stress elasticity tensor. Hence the plate is under pure plane-stress at this order.

The strain is derived using the local constitutive equation:

$$
\begin{equation*}
\varepsilon_{\alpha \beta}^{0}=z \mathrm{~K}_{\alpha \beta}^{-1}, \quad \varepsilon_{\alpha 3}^{0}=0 \quad \text { and } \quad \varepsilon_{33}^{0}=-\frac{z \mathbb{C}_{33 \alpha \beta}}{\mathbb{C}_{3333}} \mathrm{~K}_{\alpha \beta}^{-1} \tag{39}
\end{equation*}
$$

This confirms Kirchhoff's assumption regarding the in-plane strain. The reader's attention is drawn to the fact that the out-of-plane strain is not zero, as already mentioned in several works $[4,5]$ in contrast to the original assumption from Kirchhoff.

Hence, for given macroscopic fields $\mathrm{U}_{3}^{-1}$ and its derivatives, the microscopic strain and stress are fully determined at this order. However, we also need $U_{3}^{0}$ and $U_{3}^{1}$ for estimating the displacement field. This requires solving higher-order problems.

At this order, there remains to derive the macroscopic problem which enables the derivation of $\mathrm{U}_{3}^{-1}$.

### 3.2.2 Macroscopic Problem

The Macroscopic equilibrium is derived integrating the first two components of $z \times$ (21) for $p=0$. This gives after integrating by parts over $z$ :

$$
\begin{equation*}
M_{\alpha \beta, \beta}^{0}-Q_{\alpha}^{1}=0 \tag{40}
\end{equation*}
$$

where the zeroth-order bending moment is defined as:

$$
\begin{equation*}
M_{\alpha \beta}^{0}\left(Y_{1}, Y_{2}\right)=\left\langle z \sigma_{\alpha \beta}^{0}\right\rangle, \tag{41}
\end{equation*}
$$

and the first-order shear force is:

$$
\begin{equation*}
\mathrm{Q}_{\alpha}^{1}\left(\mathrm{Y}_{1}, \mathrm{Y}_{2}\right)=\left\langle\sigma_{3 \alpha}^{1}\right\rangle \tag{42}
\end{equation*}
$$

It can be easily established that $\left\langle\sigma_{3 \alpha}^{0}\right\rangle=0$ because of the equilibrium (20) and the boundary condition (22). Therefore, averaging the third component of Eq. (21) for $p=0$ leads to a trivial equation. Using the second order boundary condition (23, $p=2$ ) and averaging the third component of the first-order equilibrium equation (21), for $p=1$ gives:

$$
\begin{equation*}
\mathrm{Q}_{\alpha, \alpha}^{1}+\mathrm{F}_{3}=0 \tag{43}
\end{equation*}
$$

We obtain also the constitutive equation by plugging the local stress derived in Eq. (37) into the definition of $\mathcal{M}^{0}$. This leads to the well-known Kirchhoff-Love constitutive equation:

$$
\begin{equation*}
\underset{\sim}{M^{0}}=\underset{\sim}{\mathrm{D}}:{\underset{\sim}{\mathrm{K}}}^{-1} \quad \text { where }: \quad \underset{\sim}{\mathrm{D}}=\left\langle z^{2} \underset{\sim}{\mathbb{C}^{0}}\right\rangle \tag{44}
\end{equation*}
$$

Gathering the preceding results leads to the definition of the Kirchhoff-Love plate problem:

$$
\left\{\begin{array}{l}
{\underset{\sim}{M}}^{0}:\left(\underline{\nabla}_{Y} \otimes \underline{\nabla}_{Y}\right)+F_{3}=0, \quad \text { on } \omega  \tag{45a}\\
{\underset{\sim}{M}}^{0}=\underset{\sim}{D}:{\underset{\sim}{K}}^{-1}, \quad \text { on } \omega \\
{\underset{\sim}{K}}^{-1}=\mathrm{U}_{3}^{-1} \underline{\nabla}_{Y} \otimes \underline{\nabla}_{Y}, \quad \text { on } \omega \\
\mathrm{U}_{3}^{-1}=0 \text { and }\left(\mathrm{U}_{3}^{-1} \otimes \underline{\nabla}_{Y}\right) \cdot \underline{\mathrm{n}}=0 \text { on } \partial \omega
\end{array}\right.
$$

Finally, solving this macroscopic problem enables the derivation of the macroscopic displacement fields $\mathrm{U}_{3}^{-1}$. However $\mathrm{U}_{3}^{0}$ and $\mathrm{U}_{3}^{1}$ remain unknown.

The well-known limitation of Kirchhoff-Love plate model is that it does not incorporate the effect of shear forces. In order to bring out the contribution of transverse shear, we need to go further in the expansion.

### 3.3 First-Order Plate Model

### 3.3.1 First-Order Auxiliary Problem

Gathering equilibrium equation for order 0 , compatibility equation, boundary conditions and constitutive equations of order 1 we get the first-order auxiliary problem
for $z \in\left[-\frac{1}{2}, \frac{1}{2}\right]$ :

$$
\left\{\begin{array}{l}
\sigma_{\mathfrak{i} \alpha, \alpha}^{0}+\sigma_{\mathfrak{i} 3,3}^{1}=0  \tag{46a}\\
\sigma_{i j}^{1}=\mathbb{C}_{\mathfrak{i j k l}} \varepsilon_{k l}^{1} \\
\varepsilon_{\alpha \beta}^{1}=\frac{1}{2}\left(u_{\alpha, \beta}^{1}+u_{\beta, \alpha}^{1}\right), \quad \varepsilon_{\alpha 3}^{1}=\frac{1}{2}\left(u_{\alpha, 3}^{2}+u_{3, \alpha}^{1}\right) \\
\text { and } \varepsilon_{33}^{1}=u_{3,3}^{2} \\
\sigma_{i 3}^{1}\left(z= \pm \frac{1}{2}\right)=0
\end{array}\right.
$$

In this auxiliary problem, the zeroth-order displacement field $\underline{u}^{1}$ (Eq. (35)) and stress field ${\underset{\sim}{\sigma}}^{0}$ (Eq.(37)) are local fields which depend linearly on ${\underset{\sim}{K}}^{-1}, \mathrm{U}_{3, \alpha}^{0}$ and $\mathrm{U}_{3}^{1}$. Hence, the first-order solution $\underline{u}^{2}$ (as well as ${\underset{\sim}{\varepsilon}}^{1}$ and ${\underset{\sim}{\sigma}}^{1}$ ) will be a linear superposition of localization fields which depend on the gradient of those macroscopic fields.

The displacement field solution of this problem writes as:

$$
\begin{equation*}
\underline{u}^{2}=\underline{\underline{u}}^{K \nabla}:\left({\underset{\sim}{\mathrm{K}}}^{-1} \otimes \underline{\nabla}_{Y}\right)+{\underset{\sim}{u}}^{\mathrm{u}}:{\underset{\sim}{\mathrm{K}}}^{0}-z \mathrm{U}_{3}^{1} \otimes \underline{\nabla}_{Y}+\mathrm{U}_{3}^{2} \underline{e}_{3} \tag{47}
\end{equation*}
$$

where the displacement localization tensor related to the curvature gradient writes as:

$$
\begin{align*}
& u_{\alpha \beta \gamma \delta}^{K}=- \\
& {\left[\int_{-\frac{1}{2}}^{z}\left(4 \mathbb{S}_{\alpha 3 \eta 3} \int_{-\frac{1}{2}}^{y} v \mathbb{C}_{\eta \beta \gamma \delta}^{\sigma} d v+\delta_{\alpha \beta} u_{3 \gamma \delta}^{K}\right) d y\right]^{*} }  \tag{48}\\
& \text { and } u_{3 \beta \gamma \delta}^{K \nabla}=0
\end{align*}
$$

The first order stress writes as:

$$
\begin{equation*}
{\underset{\sim}{\sigma}}^{1}={\underset{\sim}{\mathbb{S}}}^{K \nabla}:\left(\underset{\sim}{\mathrm{K}^{-1}} \otimes \underline{V}_{Y}\right)+{\underset{\sim}{\underset{\sim}{s}}}^{K}:{\underset{\sim}{K}}^{0} \tag{49}
\end{equation*}
$$

where we defined the fifth-order localization tensor as:

$$
\begin{equation*}
\mathbb{S}_{\alpha \beta \gamma \delta \eta}^{K \nabla}=0, \quad \$_{\alpha 3 \beta \gamma \delta}^{K \nabla}=-\int_{\frac{1}{2}}^{z} y \mathbb{C}_{\alpha \beta \gamma \delta}^{\sigma} d y \quad \text { and } \quad \$_{33 \beta \gamma \delta}^{K \nabla}=0 \tag{50}
\end{equation*}
$$

Hence, this order involves only transverse shear effects.

### 3.3.2 Higher-Order Macroscopic Problem

Exactly as for the zeroth-order, it is possible to derive the macroscopic equilibrium equation as:

$$
\begin{equation*}
M_{\alpha \beta, \beta \alpha}^{1}=0 \tag{51}
\end{equation*}
$$

which holds also for higher orders ( $p \geqslant 1$ ). For the constitutive equation, we have again:

$$
\begin{equation*}
{\underset{\sim}{M}}^{1}=\left(\left\langle z \sigma_{\alpha \beta}^{1}\right\rangle\right)=\underset{\sim}{\mathrm{D}}:{\underset{\sim}{\mathrm{K}}}^{0} \tag{52}
\end{equation*}
$$

Finally, $\mathrm{U}_{3}^{0}$ is solution of the same Kirchhoff-Love problem as with the zerothorder case (Eq. (45)), without external loads. Thus the solution is trivially zero everywhere. This is due to the monoclinic symmetry of the local constitutive equation. It is the analogue of the centro-symmetric assumption in the case of asymptotic expansion of a 3D medium (see [20] for instance). Thus, if we want to capture transverse shear effects following the asymptotic expansion procedure, we have to go one order higher. At this order, the macroscopic problem will not be trivial. However, it will require the derivation of the second gradient of the curvature ${\underset{\sim}{\mathrm{K}}}^{-1}$ and consequently the fourth derivative of the deflection. This raises an issue in terms of physical meaning of this variable as well as of numerical implementation.

In contrast, it is remarkable that transverse shear effects are included in the localization field already at this order. Hence we suggest to stop at this order the asymptotic expansion and switch to variational arguments for deriving the Bending-Gradient theory.

### 3.4 Additional Remarks on the Asymptotic Expansion Approach

Before going further in the derivation of the Bending-Gradient theory, let us point out some useful remarks regarding the asymptotic expansion procedure.

In the present paper, we performed the asymptotic expansion up to the very next order after the classical homogenization procedure. However, this formalism has already been studied up to "infinite order" in other elasticity problems (see [21] for instance) and convergence results were derived [22]. Those works show that the fully reconstructed field $\underline{u}$ is actually a double sum: a sum over orders, as expected because of the expansion, but also over degrees of derivative of the macroscopic displacement field. This is also the case in the present plate problem. If we gather all the fields derived in the cascade resolution we get the following:

$$
\begin{align*}
\underline{u}= & \left(\frac{\mathrm{u}_{3}^{-1}}{\eta}+\mathrm{U}_{3}^{0}+\eta \mathrm{U}_{3}^{1}+\eta^{2} \mathrm{U}_{3}^{2}+\cdots\right) \underline{e}_{3} \\
& -z\left(\mathrm{U}_{3}^{-1}+\eta \mathrm{U}_{3}^{0}+\eta^{2} \mathrm{U}_{3}^{1}+\cdots\right) \otimes \underline{\nabla}_{Y} \\
& +\eta\left({\underset{\sim}{u}}^{\mathrm{u}}:\left({\underset{\sim}{K}}^{-1}+\eta{\underset{\sim}{K}}^{0}+\cdots\right)\right)+\eta^{2}\left({\underset{\sim}{u}}^{K \nabla}:\left({\underset{\sim}{K}}^{-1} \otimes \underline{\nabla}_{Y}+\cdots\right)\right)+\cdots \tag{53}
\end{align*}
$$

Assuming that this double sum converges, it is legitimate to define:

$$
\begin{equation*}
u_{3}=\sum_{p=-1}^{\infty} \eta^{p+1} u_{3}^{p} \tag{54}
\end{equation*}
$$

and rewrite the total displacement field as:

$$
\begin{equation*}
\underline{u}=\frac{\mathrm{U}_{3}}{\eta} \underline{e}_{3}-z \mathrm{U}_{3} \otimes \underline{\nabla}_{Y}+\underset{\underline{\eta}}{\underset{\sim}{u}}{ }^{K}: \underset{\sim}{K}+\eta^{2}{\underset{\sim}{u}}^{K \nabla}: \underset{\sim}{K} \otimes \underline{\nabla}_{Y}+\cdots \tag{55}
\end{equation*}
$$

where $\underset{\sim}{K}=U_{3} \underline{\nabla}_{Y} \otimes \underline{\nabla}_{Y}$. This was suggested by Boutin [23] and further justified in [21]. We have also for the stress field:

$$
\begin{equation*}
\underset{\sim}{\sigma}=\underset{\sim}{\underset{\sim}{\mathbb{S}}} \mathrm{K}: \underset{\sim}{\mathrm{K}}+\underset{\sim}{\underset{\sim}{S}}{ }^{\mathrm{K} \nabla}: \underset{\sim}{\mathrm{K}} \otimes \underline{\nabla}_{Y}+\cdots \tag{56}
\end{equation*}
$$

Finally, this reasoning holds also true for the equilibrium equation and we formally get:

$$
\begin{equation*}
\underset{\sim}{M}:\left(\underline{\nabla}_{Y} \otimes \underline{\nabla}_{Y}\right)+F_{3}=0 \tag{57}
\end{equation*}
$$

where $M_{\alpha \beta}=\left\langle z \sigma_{\alpha \beta}\right\rangle$. Hence, it seems that going higher-order in the asymptotic expansion only involves higher gradients of the displacement inside the constitutive equation. However, as already pointed out in these papers, the problem remains illposed as it stands here. Some caution must be taken when considering the constitutive equation as well as the boundary conditions if one wants to derive a mathematically sound problem.

First, in order to derive the constitutive equation it seems straightforward to take directly the elastic energy of the infinite order stress or strain (Eq. (56)) and to truncate this energy up to a given order afterward. However, this will lead to a non-positive quadratic form and makes the higher-order problem unstable. Hence, as pointed out by [21] it is critical to truncate the expansion of the stress or strain before taking the related energy to ensure positivity.

Second, whereas the boundary conditions are set at each order in the cascade resolution of the asymptotic expansion (here Eq. (45d) at each order), in the format presented here, it is not possible to make distinction between orders and then the problem is not well-posed anymore. Now, variational tools will enable the derivation of consistent boundary conditions with the choice of macroscopic degrees of freedom.

## 4 The Bending-Gradient Theory

Keeping in mind the difficulties mentioned regarding the asymptotic expansion, the Bending-Gradient theory is derived as follows. First, instead of keeping the first gradient of the curvature as higher-order unknown, we introduce the gradient of the
bending moment. This will relax the compatibility condition between $\underset{\sim}{K}$ and $\underset{\sim}{K} \otimes \underset{Y}{\underset{\sim}{r}}$. After this change of variable, we define the stress localization as the truncation of the infinite order stress. Then we introduce the set of statically compatible macroscopic fields. Finally, using variational arguments, the kinematics as well as the boundary conditions of the plate model are derived. Once the plate model is solved, we are able to reconstruct an approximation of the 3D displacement field.

We select first the bending moment and its gradient instead of the curvature and its gradient for carrying the energy. Hence we define the bending gradient as:

$$
\begin{equation*}
\underline{R}=\underset{\sim}{M} \otimes \underline{\nabla}_{Y} \tag{58}
\end{equation*}
$$

Using Kirchhoff-Love constitutive equation and the following change of variable,

$$
\begin{equation*}
\underset{\sim}{R}=\underset{\sim}{\mathrm{D}}: \underset{\sim}{\mathrm{K}} \otimes{\underset{V}{V}} \tag{59}
\end{equation*}
$$

it is possible to rewrite the strain and stress localization fields derived with the asymptotic expansion (Eq. (3)) only in terms of $\underset{\sim}{M}$ and $R$ :

$$
\begin{equation*}
{\underset{\sim}{\sigma}}^{\mathrm{BG}}={\underset{\sim}{\mathbb{S}}}^{M}: \underset{\sim}{M}+\eta{\underset{\sim}{\mathbb{S}}}^{R}: \mathbb{R} \tag{60}
\end{equation*}
$$

where:

$$
\begin{equation*}
{\underset{\sim}{s}}^{M}=\underset{\sim}{\underset{\sim}{s}}: \underset{\sim}{\mathrm{K}}, \underset{\sim}{\underset{\sim}{R}}={\underset{\sim}{s}}^{\mathrm{K} \nabla}: \underset{\sim}{d} \text { and } \underset{\sim}{d}={\underset{\sim}{D}}^{-1} \tag{61}
\end{equation*}
$$

It is easy to check that this stress field satisfies the 3D equilibrium equation (15), as well as the $z= \pm 1 / 2$ face boundary conditions, up to the order $\eta^{1}$. Hence, even if it does not define properly a restriction of $S^{3 D}$, it remains a good approximation in the sense of the asymptotic expansion.

Now, based on the macroscopic equilibrium equations derived through the asymptotic expansion and the definition of $R$, we suggest the following set of statically compatible fields for the Bending-Gradient theory:

$$
S C^{B G}:\left\{\begin{array}{l}
R=M \otimes \underline{\nabla}_{Y}  \tag{62a}\\
(\underset{\sim}{i}: \underset{\sim}{R}) \cdot \underline{\nabla}_{Y}+F_{3}=0
\end{array}\right.
$$

where the shear forces were substituted and we used the following relation:

$$
\begin{equation*}
\underset{\sim}{i}: \underset{\sim}{R}=\underset{\sim}{M} \cdot \underline{\nabla}_{Y} \tag{63}
\end{equation*}
$$

where $i_{\alpha \beta \gamma \delta}=\frac{1}{2}\left(\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right)$ is the identity for in-plane fourth-order tensors following the symmetries of linear elasticity.

Plugging ${\underset{\sim}{\sigma}}^{\mathrm{BG}}$ into the complementary energy of the full 3D problem leads to the following functional:

$$
\begin{equation*}
\mathrm{P}^{* \mathrm{BG}}(\underset{\sim}{\mathrm{M}}, \underset{\sim}{\mathrm{R}})=\int_{\omega} w^{* \mathrm{KL}}(\underset{\sim}{M})+\eta^{2} w^{* \mathrm{BG}}(\underset{\sim}{\mathrm{R}}) \mathrm{d} \omega \tag{64}
\end{equation*}
$$

where the stress elastic energies are defined as:

$$
\begin{equation*}
w^{* K L}(\underset{\sim}{M})=\frac{1}{2} \underset{\sim}{M}: \underset{\sim}{d}: \underset{\sim}{M} \text { and } w^{* B G}(\underset{\sim}{\mathrm{R}})=\frac{1}{2}{ }^{\top} \mathrm{R}: \underset{\sim}{h}: \underset{\sim}{R} \tag{65}
\end{equation*}
$$

with:

$$
\begin{equation*}
\underset{\sim}{h}=\left\langle{\underset{S}{S}}_{T}^{R}: \underset{\sim}{\mathbb{S}}:{\underset{\sim}{s}}^{R}\right\rangle \tag{66}
\end{equation*}
$$

This sixth-order tensor is the compliance related to the transverse shear of the plate. It is strictly identical to the one derived in [1]. Let us recall here that it is positive, symmetric, but not definite. More details about $\underset{\sim}{h}$ properties were discussed in [1].
$N B$ : There is no uncoupling in the complementary energy (64) between $M$ and R because of the monoclinic symmetry of the local constitutive equation. In the auxiliary problems, this symmetry enforces the localization related to $\mathcal{M}$ to be purely in-plane and the one related to $R$ to be pure transverse shear. Hence the cross terms in the 3D elastic energy vanish.

Now we define the generalized strains as:

$$
\begin{equation*}
\underset{\sim}{x}=\frac{\partial w^{* K L}}{\partial \underset{\sim}{M}} \quad \text { and } \quad \Gamma=\frac{\partial w^{* B G}}{\partial R} \tag{67}
\end{equation*}
$$

which leads to the following constitutive equations:

$$
\left\{\begin{array}{l}
\underset{\sim}{x}=\underset{\sim}{d}: \underset{\sim}{M}  \tag{68a}\\
\Gamma=\underset{\sim}{r}
\end{array}\right.
$$

Introducing respectively $\Phi_{\alpha \beta \gamma}, \mathrm{U}_{3}$ as Lagrange multipliers of Eqs. (62a) and (62b) and taking the variations with respect to the static variables leads to the following definition for the strains:

$$
\mathrm{KC}^{\mathrm{BG}}:\left\{\begin{array}{l}
\underset{\sim}{\chi}=\Phi \cdot \underline{\nabla}_{Y}  \tag{69a}\\
\eta^{2} \Gamma=\Phi+\underset{\sim}{\mathrm{i}} \cdot \underline{\nabla}_{Y} \mathrm{U}_{3}
\end{array}\right.
$$

where both $\Phi$ and $\Gamma$ are third-order tensors which follows the same index symmetry as R. Setting $\eta^{2}=0$ in those definitions leads exactly to Kirchhoff-Love strains. Hence, the Bending-Gradient curvature is slightly different from the one of the asymptotic expansion and Eq. (69a) rewrites:

$$
\begin{equation*}
\underset{\sim}{\chi}=\underset{\sim}{K}+\eta^{2} \Gamma \cdot \underline{\nabla}_{Y} \tag{70}
\end{equation*}
$$

Namely it is the sum of the conventional curvature and a small correction term which relaxes this compatibility relation.

Considering the variations of the Lagrangian on the edges leads also to the following clamped boundary conditions:

$$
\begin{equation*}
\mathrm{U}_{3}=0 \quad \text { and } \quad \Phi \cdot \underline{n}=0 \text { on } \partial \omega \tag{71}
\end{equation*}
$$

Finally we have a well-posed plate theory.
Once the exact solution of the macroscopic problem is derived, it is possible to reconstruct the local displacement field. We suggest the following 3D displacement field where $U_{3}, \Phi$ are the fields solution of the plate problem:

$$
\begin{equation*}
\underline{u}^{\mathrm{BG}}=\frac{\mathrm{U}_{3}}{\eta} \underline{e}_{3}-z \mathrm{U}_{3} \otimes \underline{\nabla}_{Y}+\eta{\underset{\sim}{u}}^{\mathrm{u}}: \underset{\sim}{\chi}+\eta^{2}{\underset{\sim}{u}}^{\mathrm{K} \nabla}:\left(\underset{\sim}{x} \otimes \underline{\nabla}_{Y}\right) \tag{72}
\end{equation*}
$$

Defining the strain as ${\underset{\sim}{\varepsilon}}^{\mathrm{BG}}=\underset{\sim}{\mathbb{S}}:{\underset{\sim}{\sigma}}^{\mathrm{BG}}$ it is possible to check that:
which shows that the compatibility equation between the reconstructed displacement field $\underline{u}^{B G}$ and strain localization ${\underset{\sim}{e}}^{B G}$ is satisfied up to the $\eta^{2}$ order.

## 5 Conclusion

Finally, we derived a plate model which enables the full description of local 3D fields ( $\underline{u}^{\mathrm{BG}}, \varepsilon^{\mathrm{BG}}$ and $\sigma^{\mathrm{BG}}$ ) including the effects of transverse shear. Compared to the classical theory from Reissner [2], we just add four macroscopic variables included into the generalized rotation $\Phi$ and which are related to transverse shear warping. Contrary to the asymptotic expansions approach or the approach suggested in [21], our theory does not require the derivation of the first or even the second gradient of the curvature. Actually, when looking at the definition of strains in Eq. (69), only the first derivatives of $U_{3}$ and $\Phi$ are involved. Having low-order interpolation is a serious advantage compared to "strain-gradient-like" approaches given in [7, 21].

Now, let us recall that the derivation of the Bending-Gradient theory through asymptotic expansions was purely formal. The small parameter $\eta$ was essentially used for discriminating between orders. More precisely, the 3D local fields chosen for the Bending-Gradient theory satisfy the 3D compatibility equation and the 3D equilibrium equation one order higher than the Kirchhoff-Love fields. However, this is not a proof of convergence even if the good results in [3] are clearly encouraging. Especially, it is broadly acknowledged that the boundary have a critical role on that matter when going in higher orders. This question raises already with asymptotic
expansions: it was demonstrated that the approximation which is derived in the bulk is not compatible with the actual 3D boundary condition and can only be fulfilled weakly (see [24,25] for a clear illustration in the case of beams and also [26]). In the case of the Bending-Gradient theory the boundary conditions are different from the asymptotic expansions and requires further analysis which is out of the scope of this paper.
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# Macroscopic Modeling of Size Effects in Foams Using an Order-Parameter Approach 

Bernd Lenhof, Alexander Geringer and Stefan Diebels


#### Abstract

Foams show size effects under mechanical loading. Typically a stiffening effect in shear experiments is observed if the specimen is reduced in size (smaller is stiffer). It is documented in several publications that a micro-polar model is able to describe this effect which is microscopically motivated by the bending stiffness of the cell walls. In the present contribution a microscopic model of an open-cell foam is used to generate virtual experimental data. Stiff boundary layer effects are found under shear loading while tension shows a weakening effect due to the reduced connectivity of the beams on the free boundary. Using a parameter identification procedure allows for the determination of the parameters of the micro-polar model if the focus is laid on the stiffening size effect. Weakening size effects cannot be predicted by the micro-polar model if a physical interpretation of the rotational degrees of freedom is preserved. Therefore, an order-parameter approach is chosen as an alternative on the macro-scale. It is shown in the contribution, that this different type of macroscopic model allows to describe both types of size effects.


## 1 Introduction

Open-cell foams are well established engineering materials. Nevertheless, their mechanical properties are more complex and less understood compared to the mechanical properties of classical engineering materials like steel.

[^24]

Fig. 1 The cubes represent the same continuum model of a foam but for different sizes (height ratios between the species from left to right 1:2:4). The green area shows the surface of the subcube, inside which certain value is constant, e.g. shear modulus. Outside the sub-cube, the value is influenced by the boundary. As can be seen in the picture, the depth of boundary influence does not scale with the cube dimensions

One major difference to classical materials is a size effect that foams show (cf. Andrews et al. [1, 2], Diebels and Steeb [7], Lakes [12], Onck et al. [14], Tekoğlu [19], Tekoğlu and Onck [21]). Depending on the size of the specimen, there is a change in stiffness. A rule of thumb is 'the smaller the specimen, the larger the change in stiffness (cf. Fig. 1). Whether the specimen reacts stiffer or weaker depends on the load case, i.e. small foam specimen show a weakening in tensile tests and a stiffening in simple shear tests.

Standard Boltzmann continua are not able to reproduce these size effects. Hence, the continuum theory has to be extended properly. One such well-known extension is the micro-polar model (also known as Cosserat model [6]). The micro-polar model is able to reproduce the stiffening behavior in simple shear tests. Unfortunately, it fails in modeling the weakening in tensile tests (cf. Tekoğlu and Onck [20]). Here, we introduce an order-parameter model to overcome the drawback of the micro-polar model, while keeping the number of additional fields small. This model approach has been successfully used by Steeb and Diebels [16], Diebels et al. [8] and Diebels and Geringer [9] to model boundary effects in polymers. In difference to the micro-polar approach, the order-parameter model does not try to capture micro-mechanical details in terms of additional kinematic degrees of freedom but to model macroscopically measurable inhomogeneities. It will be shown, that the proposed order-parameter model is in fact able to model both size effects and is, hence, an alternative to the micro-polar model.

The contribution consists of 4 sections. In Sect.2, the equations of the order-parameter model is thermodynamically consistent derived and compared to
the micro-polar model. In Sect. 3, the strong form is further developed into the weak form to obtain, afterwards, the pertinent finite element formulation. Moreover, parameter studies and parameter identification for a simple shear test and a tension test have been carried out which show the viability of the approach. Finally, conclusions are drawn in Sect. 4.

## 2 Modeling

Here, the basic equations of the order-parameter model are established. The derivation follows the line of argumentation of Steeb and Diebels [17]. Their reasoning is founded on the work of Capriz [5] and Svendsen [18]. Additionally, the pertinent equations for the micro-polar model are stated. Those equations are not derived, the interested reader is referred to the work of the Cosserat brothers [6] or Eringen [10]. However, there is a short comparison of the order-parameter model and the micro-polar model at the end of this section.

### 2.1 The Order-Parameter Model

To derive the order-parameter model used in this work, the work by Capriz [5] and Steeb and Diebels [17] are utilized. As a starting point, the following equations are stated

$$
\begin{align*}
\dot{\rho}+\rho \operatorname{div} \dot{\mathbf{x}} & =0,  \tag{1}\\
\rho \ddot{\mathbf{x}}-\operatorname{div} \mathbf{T}-\rho \mathbf{b} & =\mathbf{0},  \tag{2}\\
\rho k \ddot{\xi}-\operatorname{div} \mathbf{S}-\rho g & =0, \tag{3}
\end{align*}
$$

where (1) is the continuity equation on macro-level, (2) is the balance of momentum on macro-level and (3) is a constitutive equation for the order-parameter which has the structure of a balance equation. Here, $\rho$ denotes the density of the material, $\mathbf{T}$ is the Cauchy stress tensor, $\mathbf{b}$ labels the macroscopic body force, $\mathbf{x}$ is a material point in the actual placement and $\frac{d}{d t}=()^{\circ}$ indicates the material time derivative. As to the balance equation for the order-parameter, $k$ is a model function, $\mathbf{S}$ is a flux vector, $\rho g$ is a supply term and, finally, $\xi$ represents the order-parameter. As a side note, the order-parameter is not an additional kinematic quantity, hence, the function $k$ is not an inertia term.

Going on in the usual way of doing, the local balance equation for the internal energy density is given in its most general form as (cf. e.g. Hutter and Jöhnk [11])

$$
\begin{equation*}
\dot{\Gamma}=\Sigma-\operatorname{div} \Phi, \tag{4}
\end{equation*}
$$

where $\Gamma$ is the energy density, $\Sigma$ denotes the energy supply terms and $\Phi$ contains the energy flux terms. The energy density is, given as

$$
\begin{equation*}
\Gamma=\frac{1}{2} \rho \dot{\mathbf{x}} \cdot \dot{\mathbf{x}}+\rho \epsilon+\frac{1}{2} \rho k \dot{\xi}^{2}, \tag{5}
\end{equation*}
$$

consists of a kinetic part, the internal energy and an additional part due to the orderparameter. Since the order-parameter is not a kinematic quantity, there is at a first glance no need to define the related energy density in a kinetic fashion. However, the term $\frac{1}{2} \rho \dot{\xi}^{2}$ turns out to be consistent to Eq. (3) (cf. Capriz [5]). The energy supply,

$$
\begin{equation*}
\Sigma=\rho \mathbf{b} \cdot \dot{\mathbf{x}}+\rho r+\rho \mathrm{g} \dot{\dot{\xi}}, \tag{6}
\end{equation*}
$$

contains the mechanical power from the body forces, a supply from heat radiation $r$ and an additional part from the supply of order-parameter. Finally, the energy flux,

$$
\begin{equation*}
\Phi=-\mathbf{T} \cdot \dot{\mathbf{x}}+\mathbf{q}-\mathbf{S} \dot{\dot{\varepsilon}} \tag{7}
\end{equation*}
$$

consists of the mechanical power due to stresses, a heat flux term and the flux term of the order-parameter. Insertion of the Eqs. (5)-(7) into (4) leads to

$$
\begin{align*}
\frac{\partial}{\partial t}(\rho \varepsilon+ & \left.\frac{1}{2} \rho \dot{\mathbf{x}} \cdot \dot{\mathbf{x}}+\frac{1}{2} \rho k \dot{\xi}^{2}\right)+\left(\rho \varepsilon+\frac{1}{2} \rho \dot{\mathbf{x}} \cdot \dot{\mathbf{x}}+\frac{1}{2} \rho k \dot{\xi}^{2}\right) \operatorname{div\dot {\mathbf {x}}} \\
& =\operatorname{div}(\mathbf{T} \cdot \dot{\mathbf{x}})+\operatorname{div} \mathbf{S} \dot{\xi}-\operatorname{divq}+\rho \mathbf{b} \cdot \dot{\mathbf{x}}+\rho g \dot{\xi}+\rho r . \tag{8}
\end{align*}
$$

The repeated use of the balance Eqs. (1)-(3) reduces Eq. (8) to

$$
\begin{equation*}
\rho \dot{\epsilon}+\frac{1}{2} \rho \dot{k} \dot{\xi}^{2}=\mathbf{T}: \operatorname{grad} \dot{\mathbf{x}}+\mathbf{S} \cdot \operatorname{grad} \dot{\dot{\xi}}-\operatorname{div} \mathbf{q}+\rho g \dot{\xi}+\rho r . \tag{9}
\end{equation*}
$$

In anticipation of the use of the energy balance in the entropy inequality, the internal energy is replaced in a standard fashion via Legendre transformation with the Helmholtz free energy. By use of

$$
\begin{align*}
& \Psi=\varepsilon-\eta \theta  \tag{10}\\
& \dot{\varepsilon}=\dot{\Psi}+\dot{\eta} \theta+\eta \dot{\theta} \tag{11}
\end{align*}
$$

where $\Psi$ denotes the Helmholtz free energy, $\eta$ the entropy and $\theta$ the temperature, we obtain from (9)

$$
\begin{equation*}
\rho \dot{\eta} \theta+\operatorname{div} \mathbf{q}-\rho r=\mathbf{T}: \operatorname{grad} \dot{\mathbf{x}}+\mathbf{S} \cdot \operatorname{grad} \dot{\dot{\xi}}+\rho \mathrm{g} \dot{\dot{\xi}}-\frac{1}{2} \rho \dot{\mathrm{k}} \dot{\xi}^{2}-\rho \dot{\Psi}-\eta \dot{\theta} \tag{12}
\end{equation*}
$$

The exploitation of the entropy inequality leads to thermodynamic consistent constitutive equations. Here, the approach of Coleman and Noll is used. By doing
this, we still follow the argumentation of Steeb and Diebels [17]. The entropy equality is given as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}}(\rho \eta)=-\operatorname{div} \varphi+\rho s+\hat{\eta} \tag{13}
\end{equation*}
$$

where the entropy production $\hat{\eta}$ is introduced as well as the entropy flux $\varphi$ and the entropy supply $s$. The entropy flux and the entropy supply will be defined as

$$
\begin{align*}
\varphi & =\frac{\mathbf{q}}{\theta}  \tag{14}\\
s & =\frac{r}{\theta} \tag{15}
\end{align*}
$$

This definition may be questionable for microstructures. However, an evaluation of the entropy inequality in the sense of Müller-Liu, which might give a different definition of the entropy flux and supply, is left for future work. Introduction of the constitutive equations (14) into (15) and rearrangement leads to

$$
\begin{equation*}
\rho \dot{\eta} \theta+\operatorname{div} \mathbf{q}-\rho r=-\frac{\mathbf{q}}{\theta} \operatorname{grad} \theta+\hat{\eta} . \tag{16}
\end{equation*}
$$

After a comparison of Eq. (12) with Eq.(16), while keeping in mind that the entropy production $\hat{\eta}$ is always positive, we obtain the Clausius-Duhem inequality

$$
\begin{equation*}
\mathbf{T}: \operatorname{grad} \dot{\mathbf{x}}+\mathbf{S} \cdot \operatorname{grad} \dot{\xi}+\rho \mathrm{g} \dot{\dot{\xi}}-\frac{1}{2} \rho \dot{\mathrm{k}} \dot{\xi}^{2}-\rho \dot{\Psi}-\eta \dot{\theta}+\frac{\mathbf{q}}{\theta} \operatorname{grad} \theta \geqslant 0 . \tag{17}
\end{equation*}
$$

The assumption of isothermal processes reduces the Clausius-Duhem inequality to the Clausius-Planck inequality, which as a consequence only contains mechanical quantities but no thermal ones,

$$
\begin{equation*}
\mathbf{T}: \operatorname{grad} \dot{\mathbf{x}}+\mathbf{S} \cdot \operatorname{grad} \dot{\dot{\xi}}+\rho g \dot{\dot{\xi}}-\frac{1}{2} \rho \dot{k} \dot{\xi}^{2}-\rho \dot{\Psi} \geqslant 0 . \tag{18}
\end{equation*}
$$

To obtain pertinent constitutive equations, the Clausius-Planck inequality has to be evaluated. Suitable process variables are

$$
\begin{equation*}
\mathcal{S}=\mathcal{S}(\mathbf{E}, \xi, \operatorname{grad} \xi) \tag{19}
\end{equation*}
$$

while the response functions are

$$
\begin{equation*}
\mathcal{R}=\mathcal{R}(\Psi, \mathbf{T}, \mathbf{S}, \mathrm{k}) . \tag{20}
\end{equation*}
$$

Due to the concept of equipresence, it is assumed that every response function depends on all process variable. Hence, it is possible to expand the time derivatives $\dot{\Psi}$ and $\dot{k}$ by means of the chain rule into

$$
\begin{align*}
\dot{\Psi} & =\frac{\partial \Psi}{\partial \mathbf{E}}: \dot{\mathbf{E}}+\frac{\partial \Psi}{\partial \xi} \dot{\xi}+\frac{\partial \Psi}{\partial \operatorname{grad} \xi} \cdot \operatorname{grad} \dot{\xi}  \tag{21}\\
\dot{k} & =\frac{\partial k}{\partial \mathbf{E}}: \dot{\mathbf{E}}+\frac{\partial k}{\partial \dot{\xi}}+\frac{\partial k}{\partial \operatorname{grad} \xi} \cdot \operatorname{grad} \dot{\xi} \tag{22}
\end{align*}
$$

Substitution of these expressions in Eq. 18 leads to

$$
\begin{align*}
&\left(\mathbf{T}-\rho \frac{\partial \Psi}{\partial \mathbf{E}}-\frac{1}{2} \rho \frac{\partial k}{\partial \mathbf{E}} \dot{\xi}^{2}\right): \dot{\mathbf{E}}+\left(\rho \mathrm{g}-\rho \frac{\partial \Psi}{\partial \xi}-\frac{1}{2} \rho \frac{\partial k}{\partial \dot{\xi}} \dot{\xi}^{2}\right) \dot{\xi} \\
&+\left(\mathbf{S}-\rho \frac{\partial \Psi}{\partial \operatorname{grad} \xi}-\frac{1}{2} \rho \frac{\partial k}{\partial \operatorname{grad} \dot{\xi}} \dot{\xi}^{2}\right) \cdot \operatorname{grad} \dot{\xi} \geqslant 0 \tag{23}
\end{align*}
$$

Out of this equation, the constitutive relations for the Cauchy stress T, the orderparameter flux $\mathbf{S}$ and the order-parameter supply $g$ are obtained as

$$
\begin{align*}
\mathbf{T} & =\rho \frac{\partial \Psi}{\partial \mathbf{E}}+\frac{1}{2} \rho \frac{\partial k}{\partial \mathbf{E}} \dot{\xi}^{2}  \tag{24}\\
\mathbf{S} & =\rho \frac{\partial \Psi}{\partial \operatorname{grad} \xi}+\frac{1}{2} \frac{\partial k}{\partial \operatorname{grad} \xi} \dot{\dot{\xi}}^{2}  \tag{25}\\
\rho \mathrm{~g} & =\rho \frac{\partial \Psi}{\partial \xi}+\frac{1}{2} \rho \frac{\partial k}{\partial \xi} \dot{\xi}^{2} . \tag{26}
\end{align*}
$$

The constitutive equations used in this article are obtained through further assumptions. Small strain kinematic is assumed

$$
\begin{equation*}
\mathbf{E}=\frac{1}{2}\left(\operatorname{gradu}+\operatorname{grad}^{\top} \mathbf{u}\right) \tag{27}
\end{equation*}
$$

and the Helmholtz free energy is chosen as a quadratic function of its arguments

$$
\begin{equation*}
\rho \Psi=\frac{1}{2} \lambda(\mathbf{E}: \mathbf{I})^{2}+\mu(\xi) \mathbf{E}: \mathbf{E}+\frac{1}{2} \beta\left(\xi-\xi_{0}\right)^{2}+\frac{1}{2} \beta l_{\mathrm{op}}^{2}(\operatorname{grad} \xi)^{2}, \tag{28}
\end{equation*}
$$

which is closely linked to the respective energy in Steeb and Diebels [17]. The material parameter $\lambda$ and the material function $\mu(\xi)$ represent the Lamé parameters, while $\beta$ and $l_{\text {op }}$ are parameters of the microstructure. There is a certain benefit in using the parameters $\beta$ and $l_{\mathrm{op}}$ as is done here, which becomes clear in Eq. (35). Using assumptions (27)-(28) in the constitutive relations (24)-(26), the constitutive equations for the Cauchy stress, the order-parameter flux and the order-parameter supply are given as

$$
\begin{equation*}
\mathbf{T}=\left(3 \lambda \mathbf{I}^{\mathrm{sph}}+2 \mu(\xi) \mathbf{I}\right): \mathbf{E}+\frac{1}{2} \rho \frac{\partial k}{\partial \mathbf{E}} \dot{\xi}^{2}, \tag{29}
\end{equation*}
$$

$$
\begin{align*}
\mathbf{S} & =\beta l_{\mathrm{op}}^{2} \operatorname{grad} \xi+\frac{1}{2} \frac{\partial \mathrm{k}}{\partial \operatorname{grad} \xi} \dot{\xi}^{2},  \tag{30}\\
\rho \mathrm{~g} & =\beta\left(\xi-\xi_{0}\right)+\frac{\partial \mu(\xi)}{\partial \xi} \mathbf{E}: \mathbf{E}+\frac{1}{2} \rho \frac{\partial k}{\partial \xi} \dot{\xi}^{2}, \tag{31}
\end{align*}
$$

where the fourth-order tensors

$$
\begin{align*}
\mathbf{I}^{\mathrm{sph}} & =\frac{1}{3} \mathbf{I} \otimes \mathbf{I}  \tag{32}\\
4 & =[\mathbf{I} \otimes \mathbf{I}]^{23} \tag{33}
\end{align*}
$$

were introduced.
Finally, the model used in the article is reduced to the static case, vanishing macroscopic body forces, and small strain kinematics. The quadratic term $\mathbf{E}: \mathbf{E}$ in the equation of the order-parameter supply (31) is neglected due to the small strain assumption, the terms including $\dot{\xi}^{2}$ are neglected due to the static case assumption. In conclusion, the model becomes

$$
\begin{align*}
\operatorname{div} \mathbf{T} & =\mathbf{0},  \tag{34}\\
\operatorname{div} \operatorname{grad} \xi+\frac{1}{l_{\mathrm{op}}^{2}} \xi & =\frac{1}{l_{\mathrm{op}}^{2}} \xi_{0},  \tag{35}\\
\mathbf{E} & =\frac{1}{2}\left(\operatorname{grad} \mathbf{u}+\operatorname{grad}^{\top} \mathbf{u}\right),  \tag{36}\\
\mathbf{T} & =\left[3 \lambda \mathbf{I}^{\mathrm{sph}}+2 \mu(\xi) \mathbf{4}\right]: \mathbf{E} . \tag{37}
\end{align*}
$$

For dimensional reasons in Eq.(35), it becomes obvious that $l_{\mathrm{op}}$ really represents an internal length. As can been seen in the equations, the coupling mechanism between macro- and microscale is formulated in the constitutive modeling only via the material function $\mu(\xi)$. Furthermore, the coupling is in one direction only. Both facts make this model appealing.

So far, nothing has been said about the material function $\mu(\xi)$ itself. The purpose of the function is to interpolate the shear modulus depending on the order-parameter $\xi$. For the sake of simplicity, we assume a linear interpolation between two extreme values of the shear modulus $\mu_{1}$ and $\mu_{2}$, i.e.

$$
\begin{equation*}
\mu(\xi)=(1-\xi) \mu_{1}+\xi \mu_{2} . \tag{38}
\end{equation*}
$$

Due to the construction of (35), we have requirements on the values of $\xi_{0}, \mu_{1}$ and $\mu_{2}$. Presuming that the boundary values for $\xi$ are either 0 or 1 , the values $\mu_{1}$ and $\mu_{2}$ reflect the shear moduli, if the influence of a free or a fixed boundary, respectively, dominates the shear modulus. Moreover, the value of $\mu$ at $\xi_{0}$ has to match the shear modulus in case the influence of the boundaries is negligible.

### 2.2 The Micro-Polar Model

Without derivation, the equations of the micro-polar model used in this article are given as

$$
\begin{align*}
\operatorname{div} \mathbf{T} & =\mathbf{0}  \tag{39}\\
\operatorname{div} \operatorname{grad} \boldsymbol{\varphi}+\frac{2}{l_{\mathrm{c}}^{2}} \boldsymbol{\varphi} & =\frac{1}{l_{\mathrm{c}}^{2}} \stackrel{3}{\mathbf{E}}: \operatorname{grad} \mathbf{u}  \tag{40}\\
\mathbf{E} & =\operatorname{grad} \mathbf{u}+\stackrel{3}{\mathbf{E}} \cdot \boldsymbol{\varphi},  \tag{41}\\
\mathbf{T} & =\left[3 \lambda \stackrel{4}{\mathbf{I}}^{\mathrm{sh}}+2 \mu \mathbf{I}^{\mathrm{sym}}+2 \mu_{\mathrm{c}} \stackrel{4}{\mathrm{I}}^{\mathrm{skw}}\right]: \mathbf{E} . \tag{42}
\end{align*}
$$

Here, $\boldsymbol{\varphi}$ is the vector of microrotations,,$\stackrel{3}{\mathbf{E}}$ is the third order permutation tensor, $\stackrel{4}{\mathbf{I}}^{\text {sym }}$ is the fourth order tensor which projects a second order tensor on its symmetric part, $\mathbf{I}^{4 \text { sym }}=\frac{1}{2}\left(\mathbf{I}^{\mathbf{I}}+\stackrel{4}{\overline{\mathbf{I}}}\right), \mathbf{I}^{4}$ skw is the fourth order tensor which projects a second order tensor on its skew-symmetric part, $\mathbf{I}^{\text {Ikw }}=\frac{1}{2}(\stackrel{4}{\mathbf{I}}-\stackrel{4}{\overline{\mathbf{I}}})$, and $\stackrel{4}{\overline{\mathbf{I}}}$ is the fourth order tensor which projects a second order tensor on its transpose, $\frac{4}{\overline{\mathbf{I}}}=\left[(\mathbf{I} \otimes \mathbf{I})^{\frac{23}{\mathrm{~T}}}\right]^{\frac{24}{\mathrm{~T}}}$.

### 2.3 Comparing the Models

There are some differences but also some similarities between the order-parameter model, Eqs.(34)-(37) and Eq.(38), and the micro-polar model, Eqs. (39)-(42). A first difference is in the underlying kinematics. While in the orderparameter model small strain kinematics is assumed, Eq. (36), in the micro-polar model the microrotations $\varphi$ are introduced into the strain $\mathbf{E}$. Hence, the strain is no longer a symmetric tensor in the micro-polar model.

Due to the skew-symmetric parts of the strain, the Cauchy stress tensor in the micro-polar model has skew-symmetric parts too. This is a second difference. In fact, the constitutive equation for the Cauchy stress tensor is especially extended with the skew-symmetric part, Eq. (41). In the order-parameter model on the other hand, the constitutive equation for the Cauchy stress tensor still has no skew-symmetric parts, but is changed in the way, that the Lamé parameter $\mu$ is no longer a constant but a function of the order-parameter $\xi$, Eq. (37).

The constitutive equation for the order-parameter model, Eq. (35), and the balance of moment of momentum in the micro-polar model, Eq. (41), show at least on the left-hand-side of the equations a structural similarity. Indeed, Capriz [5] showed that both models can be derived from the same general mathematical setting. However,
the crucial difference of both equations lies on the right-hand-side. Namely, the right-hand-side of Eq.(41) is the continuum rotation and, hence, the solution of the microrotations $\varphi$ becomes the continuum rotation in areas where the influence from boundary effects vanish. This inherits two consequences. First, the physical interpretation of $\varphi$ as a rotational vector is strengthened and second, the micro-polar model is fully coupled. In contrast, the order-parameter model is coupled in only one direction via the constitutive equation of the Cauchy stress tensor. Moreover, there is no reason to interpret the order-parameter $\xi$ as a rotation, or, more generally, as a kinematic quantity at all.

### 2.4 Interpretation of the Order-Parameter

After the order-parameter has been identified to be not a kinematic quantity, the question arises, whether there is a physical interpretation for this additional field. The authors suggest having the explanation of the weakening size effect by Tekoğlu and Onck [20] in mind, that the order-parameter might be interpreted as a kind of measure related to the connectivity of the nodes in the microstructure. For a node on the fixed boundary, an arbitrary value of 6 is assumed representing the clamping condition.

A simple microstructure is shown on the left of Fig. 2. On the r.h.s. of the sketch, the structure is fixed and the beam tips cannot move at all. On the top, bottom and the 1.h.s., there are free boundaries and the beam tips have only one kinematic restriction due to only one neighboring node. Counting the mean number of neighboring nodes for each node position in $z$-direction leads to a mean connectivity curve as is shown in Fig. 2 on the right. As an example, the second node position in Fig. 2 has 4 nodes with connectivity $p_{\text {con }}=4$ and 2 bar tips, one at top and one at bottom, with connectivity $p_{\text {con }}=1$. Hence, the mean value at this position is 3 .


Fig. 2 Simple microstructure and its mean connectivity curve in $z$-direction


Fig. 3 Moving average of the connectivity of a real microstructure and the solution of the 1D order-parameter model for $l_{\mathrm{op}}=2 \mathrm{~mm}$ and $\xi_{0}=0.5$

For real materials, a similar curve can be obtained by using a moving average along the $z$-direction. The result for one such a microstructure is shown on the left of Fig. 3. On the right of this figure, the result for the 1D order-parameter equation with $l_{\mathrm{op}}=2 \mathrm{~mm}$ and $\xi_{0}=0.5$ is shown. Comparing both reveals striking similarities. Hence, the authors suggest to take the order-parameter in this model as a measure for the connectivity of the nodes in the microstructure, with $\xi=0$ relates to free boundaries and $\xi=1$ to fixed boundaries without any translational or rotational degree of freedom.

## 3 Simulation of the Order-Parameter Model

The order-parameter model is well suited for the Finite Element Method as solving tool. In the following, the pertinent FE formulation of the model is educed and, furthermore, a parameter study and a parameter identification is presented. The parameter study will provide insight into how the model parameter effects the results, the parameter identification will prove the usability of the model.

The simulations have been coded in the open-source C++ program library deal.ii [3, 4], the parameter identifications were performed with the MATLAB Global Optimization Toolbox [13]. However, if not stated different in the text, Table 1 gives the parameter values used in the simulations.

Table 1 Default parameter values in the simulations

| $\lambda[\mathrm{MPa}]$ | $\mu_{1}[\mathrm{MPa}]$ | $\mu_{2}[\mathrm{MPa}]$ | $\mathrm{l}_{\mathrm{op}}[\mathrm{mm}]$ | $\xi_{0}$ | $\mathrm{~h}: l$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 28.71 | 5.5123 | 23.091 | 1.2915 | 0.62249 | $1: 10$ |

### 3.1 Finite Element Formulation

To obtain the FE formulation, the weak form of the problem has to be established first. For a domain $\Omega$ with boundary $\Gamma=\partial \Omega$, we have the primary variables $\mathbf{u} \in \mathbf{U}$ and $\xi \in \mathbf{P}$ with $\mathbf{U}, \mathbf{P}$ proper spaces. The boundary $\Gamma$ can be split with respect to the primary variables into two independent Dirichlet and Neumann parts, such that $\Gamma_{\mathrm{D}}^{\mathrm{u}} \cup \Gamma_{\mathrm{N}}^{\mathrm{u}}=\Gamma=\Gamma_{\mathrm{D}}^{\xi} \cup \Gamma_{\mathrm{N}}^{\xi}$ and $\Gamma_{\mathrm{D}}^{\mathrm{u}} \cap \Gamma_{\mathrm{N}}^{\mathrm{u}}=\emptyset, \Gamma_{\mathrm{D}}^{\xi} \cap \Gamma_{\mathrm{N}}^{\xi}=\emptyset$ holds. The weak form pertinent to the Eqs. (34)-(37) and (38) reads

$$
\begin{align*}
\mathrm{a}_{\mathfrak{u}}(\mathbf{u}, \xi ; \delta \mathbf{u}) & =l_{\mathfrak{u}}(\delta \mathbf{u}) \quad \forall \delta \mathbf{u} \in\left\{\delta \mathbf{u} \in \mathbf{U} \mid \delta \mathbf{u}=0 \text { on } \Gamma_{\mathbf{D}}^{\mathfrak{u}}\right\},  \tag{43}\\
\mathrm{a}_{\xi}(\xi ; \delta \xi) & =l_{\xi}(\delta \xi) \quad \forall\left\{\delta \xi \in \mathbf{P} \mid \delta \xi=0 \text { on } \Gamma_{\mathbf{D}}^{\xi}\right\},  \tag{44}\\
\mathbf{u} & =\mathbf{g}_{\mathfrak{u}} \text { on } \Gamma_{\mathbf{D}}^{u},  \tag{45}\\
\xi & =\mathrm{g}_{\xi} \text { on } \Gamma_{\mathbf{D}}^{\xi}, \tag{46}
\end{align*}
$$

with

$$
\begin{align*}
\mathrm{a}_{\mathfrak{u}}(\mathbf{u}, \xi ; \delta \mathbf{u}) & =\int_{\Omega} \operatorname{grad} \delta \mathbf{u}: \mathbf{T} \mathrm{d} \Omega,  \tag{47}\\
\mathrm{a}_{\xi}(\xi ; \delta \xi) & =\int_{\Omega}\left(\operatorname{grad} \delta \xi \cdot \operatorname{grad} \xi+\frac{1}{l_{\mathrm{op}}^{2}} \delta \xi \xi\right) \mathrm{d} \Omega,  \tag{48}\\
l_{\mathfrak{u}}(\delta \mathbf{u}) & =\int_{\Gamma_{\mathrm{N}}^{\mathrm{u}}} \delta \mathbf{u} \cdot \mathbf{t} \mathrm{~d} \Gamma  \tag{49}\\
l_{\xi}(\delta \xi) & =\int_{\Omega} \frac{1}{l_{\mathrm{op}}^{2}} \delta \xi \xi_{0} \mathrm{~d} \Omega+\int_{\Gamma_{\mathrm{N}}^{\Sigma}} \delta \xi \mathrm{q} \mathrm{~d} \Omega, \tag{50}
\end{align*}
$$

where the Cauchy assumption holds, i.e. $\mathbf{t}=\mathbf{T} \cdot \mathbf{n}$, with $\mathbf{n}$ as the normal at the boundary. Moreover, $q$ is the flux of the order-parameter over the boundary, and

$$
\begin{align*}
\mathbf{E} & =\frac{1}{2}\left(\operatorname{gradu}+\operatorname{grad}^{\mathrm{T}} \mathbf{u}\right),  \tag{51}\\
\mathbf{T} & =\left[3 \lambda \mathbf{I}^{\mathrm{sph}}+2 \mu(\xi) \mathbf{I}^{4}\right]: \mathbf{E},  \tag{52}\\
\mu(\xi) & =(1-\xi) \mu_{1}+\xi \mu_{2} . \tag{53}
\end{align*}
$$

A Newton-Raphson scheme has been utilized to solve Eqs. (43)-(46). Therefore, residuals $\mathbf{R}_{\mathfrak{u}}$ and $R_{\xi}$ were introduced as

$$
\begin{align*}
\mathbf{R}_{\mathfrak{u}} & =\mathrm{a}_{\mathfrak{u}}(\mathbf{u}, \xi ; \delta \mathbf{u})-l_{\mathfrak{u}}(\delta \mathbf{u}),  \tag{54}\\
\mathbf{R}_{z} & =\mathrm{a}_{\xi}(\xi ; \delta \xi)-l_{\xi}(\delta \xi) . \tag{55}
\end{align*}
$$

The iteration scheme reads then

$$
\begin{align*}
\binom{\mathbf{u}}{\xi}_{k+1} & =\binom{\mathbf{u}}{\xi}_{k}+\binom{d \mathbf{u}}{d \xi}  \tag{56}\\
\binom{d \mathbf{u}}{d \xi} & =\left(\begin{array}{l}
\frac{\partial \mathbf{R}_{u}}{\partial \mathbf{R}_{\xi}} \\
\frac{\partial \mathbf{R}_{u}}{\partial \xi_{z}} \\
\frac{\partial \mathbf{u}}{}
\end{array}\right)_{k}^{-1} \cdot\binom{\mathbf{R}_{u}}{\mathbf{R}_{\xi}}_{k} \tag{57}
\end{align*}
$$

where $k$ is the iteration index. To calculate the update, tangent forms with respect to the Cauchy stress are needed. These are

$$
\begin{align*}
& \frac{\partial \mathbf{T}}{\partial \mathbf{E}}=3 \lambda \mathbf{I}^{\mathrm{sph}}+2 \mu(\xi) \stackrel{4}{\mathbf{I}}  \tag{58}\\
& \frac{\partial \mathbf{T}}{\partial \xi}=2\left(\mu_{2}-\mu_{1}\right) \mathbf{I}: \mathbf{E} . \tag{59}
\end{align*}
$$

Finally, the FE formulation is obtained through the approximation of the displacement and order-parameter field as

$$
\begin{align*}
& \mathbf{u}(\mathbf{x})=\sum_{\mathrm{l}=1}^{\operatorname{NVAR}_{\mathrm{u}}} \mathbf{N}_{\mathrm{l}}^{(\mathrm{u})}(\mathbf{x}) \overline{\mathbf{u}}_{\mathrm{l}},  \tag{60}\\
& \xi(\mathbf{x})=\sum_{\mathrm{l}=1}^{\operatorname{NVAR}_{\xi}} \mathbf{N}_{\mathrm{l}}^{(\xi)}(\mathbf{x}) \bar{\xi}_{\mathrm{l}}, \tag{61}
\end{align*}
$$

where NVAR $_{\mathcal{u}}$ and $\operatorname{NVAR}_{\xi}$ represent the number of nodal variables of the respective field, $\mathbf{N}_{\mathrm{l}}^{(\mathfrak{u})}$ and $\mathbf{N}_{\mathrm{l}}^{(\bar{\xi})}$ are basis functions associated with each nodal variable $\overline{\mathbf{u}}$ and $\bar{\xi}$. Utilizing the approximations in Eqs. (54)-(57) gives the FE formulation.

Fig. 4 Geometry of the specimen for the simulations



Fig. 5 Boundary values for the tension test (left) and the simple shear test (right)

### 3.2 Parameter Study

A simple shear test is utilized to show the effects of the different model parameters. The tests have been performed with rectangular prisms of different lengths $l$, heights $h$ and depths d, cf. Fig.4. Even though the height and the length are different for the different specimens, the depth was always equal to the height and the length to height ratio was kept constant. The pertinent boundary values were as given in Fig. 5, i.e. the placement is fixed and the order-parameter is set to $\xi=1$ at the bottom. At the top, the displacement in $x$ and $z$ direction equals zero, while the displacement in $y$-direction is set to $1 \%$ of the height, i.e. $u_{y}=\frac{h}{100}$. The order-parameter is set to $\xi=0$ at the top of the specimens. Note that $\xi=1$ at the bottom represents the fully clamped boundary with maximum local stiffness. But $\xi=0$ at the top is inconsistent with the proposed interpretation of $\xi$. However, this inconsistency is used only in the parameter study to elucidate the influence of the parameters more clearly. In later parameter identification this value is set to $\xi=1$ in accordance to the interpretation. No Dirichlet values were set on the 4 remaining sides. If not stated differently in the following paragraphs, the geometry and material parameters used were as is given in Table 1.

First, the size of the specimen has been varied to verify, whether the size effects are reproduced at all. In Fig. 6 on the left side, the results of simulations of specimens of height $h \in\{20,80,140,200 \mathrm{~mm}\}$ are shown. The height to length ratio 1: 10 has


Fig. 6 Left order-parameter for specimens of different heights $h$ in [mm]. Right displacement y for a specimen of height 20 mm and different $\mu_{2}$ values in $[\mathrm{MPa}]\left(\mu_{1}=21 \mathrm{MPa}\right)$
been held constant. The remaining parameter were as in Table 1. As can be seen in the figure, the size and the shape of the solution $\xi$ near the boundaries are the same for the different specimens, but the location of the top boundary shifts due to the different heights. Hence, the height of the specimen does not primarily influence the boundaries. Nevertheless, if the distance between two boundaries becomes too small, they will influence each other.

Next, the shear modulus $\mu_{2}$ has been varied. While $\mu_{1}=21 \mathrm{MPa}$ has been held fixed, $\mu_{2}$ takes the values $\mu_{2} \in\{1,13,29,41 \mathrm{MPa}\}$. The other parameters are as given in Table 1. As follows from Eq. 38, a change in $\mu_{2}$ influences the whole material response due to a change in the material stiffness. The influence becomes larger as $\xi \rightarrow 1$. In this example, the bottom boundary ( $z=0 \mathrm{~mm}$ ) is affected by the value $\mu_{2}$, while the top boundary $(z=20 \mathrm{~mm})$ is affected by $\mu_{1}$. This means, if $\mu_{1} \leqslant \mu_{2}$ holds, then the bottom boundary layer responses stiffer than the bulk and the top boundary layer responds softer than the bulk. If $\mu_{1} \geqslant \mu_{2}$, than the situation is vice versa. On the right side of Fig. 6, the displacement in shear direction over the height for different $\mu_{2}$ values is shown. The solution of the order-parameter $\xi$ does not depend on the value of the shear modulus.

The third parameter investigated is $l_{\mathrm{op}}$. A look at the limits $\mathrm{l}_{\mathrm{op}} \rightarrow 0$ and $l_{\mathrm{op}} \rightarrow \infty$, resp., in Eq. 35 reveals, that in the first case, i.e. $l_{\text {op }} \rightarrow 0$, follows $\xi=\xi_{0}$ in the interior. In the second case, $l_{\mathrm{op}} \rightarrow \infty$, it follows that div grad $\xi=0$. Since, in the general, the second derivatives in the coordinate directions are not linearly dependent, it follows further that $\operatorname{grad} \xi=$ const. This means, the solution of $\xi$ at different values of the parameter $l_{\text {op }}$ is situated between $\xi=\xi_{0}$ and grad $\xi=$ const. The left picture in Fig. 7 visualizes this result. The figure shows, that the parameter $l_{\mathrm{op}}$ has influence on the shape and the size of the boundary effect.

Finally, the parameter $\xi_{0}$ has been considered. As the picture on the right of Fig. 7 shows, the parameter allows to control the values of $\xi$ far away from the boundaries. In fact, $\xi=\xi_{0}$ holds where the boundary effects are negligible. Hence, the parameter $\xi_{0}$, together with the particular choice of the material function of the shear modulus (38), affects the stiffness of the bulk away from the boundaries. Additionally, the


Fig. 7 Order-parameter $\xi$ for a specimen of height 20 mm and different $l_{\mathrm{op}}$ values in [mm] (left) and different $\xi_{0}$ values (right)
actual choice of $\xi_{0}$ influences the size of the areas of influence of the boundary effects. Here, for values $\xi_{0} \rightarrow 1$ the bottom boundary layer disappears, for values $\xi_{0} \rightarrow 0$ the top boundary layer vanishes.

### 3.3 Parameter Identification

For the simple shear experiment introduced in the section above, a parameter study has been carried out for both, the order-parameter model and the micro-polar model. The pertinent reference data for the parameter identification has been taken from virtual experiments on a micro-structural model, which has been solved using the solver RADIOSS [15]. The micro-structural model is set up based on a stochastically disturbed Weaire-Phelan structure [22]. The parameter $\lambda$ has been determined by a separate compression test without investigation of the size effect. This is done, because the parameter $\lambda$ is not activated in simple shear. The other parameters have been identified with a genetic algorithm solver in MatLab [13]. The obtained material parameters are given in Tables 2 and 3.

Figure 8 shows the progress of $\mu_{\text {eff }}$ obtained from the identified parameters for specimen with heights between 20 and 160 mm . On the left of the figure, the curves for the order-parameter model (triangles) and the micro-polar model ( + sign) are given as well as the reference solutions of the micro-structural model (circles). Both models, micro-polar and order-parameter, capture the reference solutions well. This is verified on the right of the figure, where the relative error with respect to the reference solution is illustrated. The micro-polar model seems to fit the data slightly better than the order-parameter model. However, the relative error of both models is of the order $10^{-3}$.

Besides the simple shear test, a parameter identification of the order-parameter model for a tension test has been performed. Here, the height of the specimen has been varied, $h \in\{40,80,160,220,320,420 \mathrm{~mm}\}$, while the height to length ratio has been held constant as $1: 1$. The parameters $\lambda, \alpha$ and $l_{\text {op }}$ were taken from the simple shear test, $\mu_{1}$ and $\mu_{2}$ has been identified. Since the micro-polar model is not able to reproduce the weakening size effect, no parameter identification has been carried out

Table 2 Identified material parameters of the order-parameter model for the simple shear test

| $\lambda[\mathrm{MPa}]$ | $\mu_{1}[\mathrm{MPa}]$ | $\mu_{2}[\mathrm{MPa}]$ | $l_{\mathrm{op}}[\mathrm{mm}]$ | $\xi_{0}$ |
| :--- | :--- | :--- | :--- | :--- |
| 28.71 | 5.5123 | 23.091 | 3.2056 | 0.62249 |

Table 3 Identified material parameters of the micro-polar model for the simple shear test

| $\lambda[\mathrm{MPa}]$ | $\mu[\mathrm{MPa}]$ | $\mu_{\mathrm{c}}[\mathrm{MPa}]$ | $\mathrm{l}_{\mathrm{c}}[\mathrm{mm}]$ |
| :--- | :--- | :--- | :--- |
| 28.71 | 16.53 | 12.257 | 4.323 |



Fig. 8 Parameter identification on a simple shear test. Left solution of $\mu_{\mathrm{eff}}$ w.r.t. the identified set of parameters for specimen heights between 20 mm and 160 mm and a constant height to length ratio. Right relative error of $\mu_{\text {eff }}$ with respect to the micro-structural solution

Table 4 Identified material parameters of the order-parameter model for the tension test

| $\lambda[\mathrm{MPa}]$ | $\mu_{1}[\mathrm{MPa}]$ | $\mu_{2}[\mathrm{MPa}]$ | $l_{\text {op }}[\mathrm{mm}]$ | $\xi_{0}$ |
| :--- | :--- | :--- | :--- | :--- |
| 28.71 | 2.5 | 38.5 | 3.2056 | 0.62249 |



Fig. 9 Parameter identification on a tension test. Left solution of $E_{\text {eff }}$ w.r.t. the identified set of parameters for specimen heights between 20 mm and 420 mm and a constant height to length ratio of $1: 1$. Right relative error of $\mathrm{E}_{\text {eff }}$ with respect to the micro-structural solution
for this model. The left picture in Fig. 9 shows the curve for the identified material parameters, which are given in Table 4. The relative error at the reference points is of the order $10^{-3}$, cf. the right picture of Fig. 9. The example verifies, that the proposed order-parameter approach is able to model the weakening size effect.

## 4 Conclusions

In this contribution, a thermodynamically consistent order-parameter model for open-cell foams has been proposed which is primarily based on the work of Steeb and Diebels [17]. The order-parameter model is an extended continuum model. In more detail, it is a classical Boltzmann continuum extended by one additional scalar field. For the additional scalar field, the authors suggested to interpret it as a kind of measure for the connectivity of the nodes in the open-cell foam. A parameter study has been performed before a parameter identification has been carried out. The parameter study showed the flexibility of the proposed model with respect to weakening and stiffening size effects. In fact, the order-parameter model is able to render both types of size effect. This is of special interest, since micro-polar models, e.g., lack this feature. Even though micro-polar models can be extended to catch this phenomenon, it is exactly this what gives the proposed model its main strength. The order-parameter model shows a simplicity in its equations compared to other extended continuum models which makes it especially appealing.
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# Measuring Material Coefficients of Higher Gradient Elasticity by Using AFM Techniques and Raman-Spectroscopy 
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#### Abstract

Experiments on micro-specimens have shown that the deformation behavior of materials can be size dependent. The size dependence is, for example, reflected in a stiffer elastic response on the sub-microscale. A quantitative understanding of the size effect is important for the design of micro- and nanosize systems. In our paper higher-order theories of elasticity are used for the description of the bending behavior of micro-beams. These include additional material parameters in order to describe a size effect and they go beyond the limits of the classical Boltzmann continuum. In particular couple stress and strain gradient theory of linear elasticity are used in this work as special examples of higher gradient theories. Another objective of the paper is to determine the length scale parameters by measurements performed with extremely small cantilever beams. In particular, deflection measurements are performed and force data are recorded for submicron beams made of silicon and silicon nitride. The tests are performed by using a highly sensitive atomic force microscope. In addition Raman spectroscopy is used for the same purpose. The obtained data is fitted to the formulae of higher elasticity for the bending of slender beams and can be used for evaluation of higher gradient coefficients.


## 1 Introduction

Experiments have shown that the deformation behavior of materials can be size dependent at very small scales. An example of a size effect in sub-micron structures is their stiffer response to external forces. Clearly, knowing and quantifying such effects

[^25]is of great importance during the design phase of micro- and nanosize systems which includes modeling, e.g., with the finite element method. In order to achieve this, the material parameters characteristic of the size effect must be known, and these can only be obtained experimentally. The first observations of a different deformation behavior at the microscale were found during plastic deformation of some metals and polymers [14, 27, 29]. Fleck et al. observed an increase in torsional hardening of thin copper wires by a factor of three as the diameter of the wires decreased from 170 to $12 \mu \mathrm{~m}$ [13]. Ma et al. observed an increase of indentation hardness of monocrystalline silver by a factor of more than two as the penetration depth of the indenter decreased from 2.0 to $0.1 \mu \mathrm{~m}$ [22]. A few years ago Lam et al. observed an increase of bending rigidity, even in elastically reversible micro-beam bending tests on epoxy [21]. The bending rigidities were about 2.4 times larger than predicted by conventional theory as the beam thicknesses decreased from 50 to $12.5 \mu \mathrm{~m}$. In 2004 and 2005 McFarland et al. measured similar deviations in stiffness of polypropylene micro-cantilevers bent in the range of linear elasticity [23] and [24].

Conventional mechanics on the basis of the Boltzmann (or Cauchy-) continuum fails to predict the size effect. Since the Cosserats introduced the idea of "point couples" [7] in 1909 the so-called micropolar continuum theories of Toupin [30], Mindlin and Tiersten [25], Koiter [18], Eringen [11] started to develop. A more detailed history of origin of micropolar theories is given in Altenbach et al. [1]. The main presumption in the present work is that every material point of a body can be interpreted as a particle, which is able to undertake a micro-rotation as well as a macro-translation. With this notion we uncouple the balance of angular momentum from linear momentum. Indeed, this had been anticipated in the very early days of mechanics by Euler, Bernoulli, or Lagrange in the middle of the 18th century [31]. The additional degree of freedom is reflected in an extension of the balance laws for angular momentum of conventional mechanics. It will form the starting point of this paper. To consider extended strain measures for rotations higher order derivatives of displacements will be introduced and interpreted as special parts of the strain gradient. Additional constitutive equations will be required in order to connect the higher order stress-strain measures. Up to now, different strain gradient theories have been developed to handle the size effect. Even so-called methods of size effects have been defined in terms of a better experimental access to these constitutive equations [20]. One of these methods will be used here and another one will be introduced: In addition to the determination of bending rigidities by means of force-deflection measurements on beams of decreasing thickness, Raman spectroscopy will be used as a tool that, in general, allows for a determination of bending rigidities by means of force-strain measurements. By taking the second derivatives of displacements into account these theories contradict the principle of local action and the restriction to simple bodies, since the finite neighborhood influences the deformation behavior of the material point.

In absence of strain gradients (e.g., in uniaxial tension tests) Lam et al. have shown that the elastic behavior of epoxy is independent of the thickness of the specimens, whereas the same specimens revealed a size effect in simple beam bending tests (and thus in presence of strain gradients) [21].

In this paper the size effect of single crystalline silicon and silicon nitride beams will be investigated experimentally. Simple beam bending tests for determining bending rigidities are performed following the corresponding experimental method of size effect. AFM bending experiments as well as Raman spectroscopy reveal strains and forces acting in and on such beams.

## 2 Theory

### 2.1 Balance Laws and Stored Energy Density of Couple Stress Theory

In this paper the couple stress theory is formulated as a special case of the Cosserat theory (cf., e.g., [17, 20]). An expression for the stored energy density will be derived from the extended balances of rational mechanics. In this approach it is assumed that a material point can be treated like a small rigid body, i.e., a local point but with an additional degree of freedom, namely rotation. This single point is situated in the center of mass of the so-called particle. The question if there is a measurable dilatation of the particle will not be examined here. By applying the principle of virtual work formulae for the deflection, the strain, and the flexural rigidity for a clamped beam on the basis of the Euler Bernoulli beam theory will be derived. The generalized strain measures for small deformations in a micropolar medium are defined by two independent fields: displacement $u_{i}$ and micro rotation $\varphi_{i}$. By distinguishing macroscopic and intrinsic rotations the balance of angular momentum becomes an independent conserved quantity in terms of superposition of the moment of momentum, $\mathbf{x} \times \mathbf{v}$, and the spin, $\mathbf{s},[11,31]$. This becomes evident when examined in context with a general form of a balance equation without production terms [26]. Following the summation convention on repeated indices and applying Gauss' theorem to the surface integral the balance of angular momentum reads:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \overbrace{\int_{M}\left(\epsilon_{i j k} x_{j} v_{k}+s_{i}\right) \mathrm{d} m}^{\text {total angular momentum }}= & \overbrace{\oint_{\partial V} n_{l}\left(\epsilon_{i j k} x_{j} \sigma_{l k}+\mu_{l i}\right) \mathrm{d} A}^{\text {flux }} \\
& +\overbrace{\int_{V}\left(\rho \epsilon_{i j k} x_{j} f_{k}+\rho l_{i}\right) \mathrm{d} V}^{\text {supply }}  \tag{1}\\
\epsilon_{i j k} x_{j} \underbrace{\left[\rho \dot{v}_{k}-\sigma_{l k, l}-\rho f_{k}\right]}_{\text {balance of momentum=0 }}= & \underbrace{\left[-\rho \dot{s}_{i}+\mu_{l i, l}+\rho l_{i}+\epsilon_{i k l} \sigma_{k l}\right]}_{\text {balance of spin=0 }}
\end{align*}
$$

where $\sigma_{k l}$ and $\mu_{l i}$ represent the stress and the couple stress tensor, and $f_{i}$ and $l_{i}$ denote the body forces and the body couples, respectively. The expression $\frac{1}{2} \epsilon_{i k l} \sigma_{k l}=e_{i}$
represents the axial vector of the stress tensor and involves the non-symmetric part of $\sigma_{k l}$. This term contributes to the balance of spin as a production of spin. Yang et al. investigated the static case when the moment of couples vanishes [15]:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{M} \epsilon_{i j k} x_{j} s_{k} \mathrm{~d} m=\overbrace{\oint_{\partial V} \epsilon_{i j k} x_{j} n_{l} \mu_{l k} \mathrm{~d} A}^{\text {flux }}+\overbrace{\int_{V}^{\rho \epsilon_{i j k} x_{j} l_{k} \mathrm{~d} V}}^{\text {supply }} \\
&+\overbrace{\int_{V} \epsilon_{i j k} x_{j} \epsilon_{k l m} \sigma_{l m} \mathrm{~d} V}^{\text {production }}=0, \\
& \epsilon_{i j k} x_{j} \underbrace{\left[\mu_{l k, l}+\rho l_{k}+\epsilon_{k l m} \sigma_{l m}\right]}_{\text {balance of spin }=0}
\end{align*}+\epsilon_{i l k} \mu_{l k}=0 .
$$

This leads to the symmetry of the couple stress tensor. The total kinetic energy for the particles, which are considered as rigid bodies, reads in a local formulation:

$$
\begin{equation*}
\frac{\rho}{2} v_{i} v_{i}=\frac{\rho}{2} v_{i}^{\mathrm{c}} v_{i}^{\mathrm{c}}+\frac{\rho}{2} \dot{\varphi}_{l} \theta_{l i} \dot{\varphi}_{i} \tag{3}
\end{equation*}
$$

where $v^{\mathrm{c}}$ is the velocity of the center of mass of the particle, and $\theta_{l i}$ is the (constant) specific moment of inertia of the particle. The spin of the particle is represented by the term: $\dot{\varphi}_{l} \theta_{l i}=s_{i}$. We make use of the symmetric part of the gradient of displacements for small deformations, $\epsilon_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right)$, and introduce the symmetric gradient of rotation by:

$$
\begin{equation*}
\chi_{i j}=\frac{1}{2}\left(\varphi_{i, j}+\varphi_{j, i}\right), \chi_{i j}=-\frac{1}{4}\left(\epsilon_{i l k} u_{l, k j}+\epsilon_{j l k} u_{l, k i}\right) \tag{4}
\end{equation*}
$$

with

$$
\varphi_{l}=-\frac{1}{2} \epsilon_{l i j} u_{i, j}
$$

where $\varphi_{l}$ is the rotation vector resulting from a rotation of the gradient of displacements. The non-local character of this higher order strain measure can be realized by interpreting the second order derivatives of displacements in Eq. (4) as parts of a Taylor expansion in space which apparently incorporates the behavior of neighboring particles. By expanding all indices it is straightforward to realize that the trace of $\chi_{i j}$ is always zero, i.e., $\chi_{m m} \equiv 0$. This is an important result when dealing with the corresponding stress measure and new material parameters. The balance of total kinetic- and the internal energy, $u$, of the body without radiation reads [12]:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{M}\left(\frac{v_{k}^{\mathrm{c}} v_{k}^{\mathrm{c}}}{2}+\frac{s_{k} \dot{\varphi}_{k}}{2}+u\right) \mathrm{d} m= \overbrace{\oint_{\partial V} n_{l}\left(\sigma_{l k} v_{k}^{\mathrm{c}}+\mu_{k l} \dot{\varphi}_{k}\right) \mathrm{d} A}^{\text {flux }} \\
&+\overbrace{\int_{V}^{\rho\left(f_{k} v_{k}^{\mathrm{c}}+l_{k} \dot{\varphi}_{k}\right) \mathrm{d} V}}^{\text {supply }} \\
& \rho \dot{u}=v_{k}^{\mathrm{c}} \underbrace{\left[-\rho \dot{v}_{k}^{\mathrm{c}}+\sigma_{l k, l}+\rho f_{k}\right]}_{\text {bal. of lin. momemtum=0 }}+\sigma_{l k} v_{k, l}^{\mathrm{c}}+\dot{\varphi}_{k}^{\left[-\rho \dot{s}_{k}+\mu_{l k, l}+\rho l_{k}\right]}+\underbrace{\left[\dot{\varphi}_{k, l}\right.}_{\text {balance of spin }=-\epsilon_{k l m} \sigma_{l m}}
\end{align*}
$$

The material time derivative $\left(\frac{1}{2} s_{i} \dot{\varphi}_{i}\right)^{\bullet}=\dot{s}_{i} \dot{\varphi}_{i}$ results if a constant specific moment of inertia for the particle is assumed. Furthermore, by using the vector of rotation of Eq. (4) it can be shown that only the symmetric part of the stress tensor, $\sigma_{i j}^{\mathrm{S}}$, where $\sigma_{i j}^{\mathrm{S}}=\frac{1}{2}\left(\sigma_{i j}+\sigma_{j i}\right)$, contributes to the stored energy density. This is due to the direct coupling of the rotation of the displacement gradients to the field of rotations. The terms $v_{k, l}^{\mathrm{c}}$ and $\dot{\varphi}_{k, l}$ are approximately transformed into $\dot{\epsilon}_{k l}$, the strain rate, and into $\dot{\chi}_{k l}$, the rate of the rotation gradient, respectively. By assuming a linear relationship in both stress-strain measures and isothermal conditions the stored energy density, $\bar{u}=\rho u$, equals the internal energy density and is given by integration of Eq. (5):

$$
\begin{equation*}
\bar{u}=\frac{1}{2} \sigma_{l k}^{\mathrm{S}} \epsilon_{l k}+\frac{1}{2} \mu_{l k} \chi_{l k}, \tag{6}
\end{equation*}
$$

For isotropic materials there are two independent material parameters, one for the spherical and one for the deviatoric part of the symmetric linear strain tensor (e.g., expressed in terms of the Lamé coefficients $\lambda$ and $\mu \equiv G$, the latter being the shear modulus of engineering science). By observing the symmetry of the couple stress tensor shown in Eq. (2) and the deviatoric character of $\chi_{i j}$, only one additional material parameter, $l$, is used for connecting the couple stress tensor to the rotation gradient: $\mu_{k l}=2 G l^{2} \chi_{k l}$.

### 2.2 Euler-Bernoulli Beams Within Couple Stress Theory

### 2.2.1 Differential Equation of the Deflection Curve

The derivation of the deflection and the strain formulae for a bent beam in terms of the Euler-Bernoulli beam theory is straightforward: For the stress-strain relationship Hooke's law is observed. By using the coordinate system shown in Fig. 1 and by


Fig. 1 Illustration of the quantities and the coordinate system used for simple beam bending
means of the following ansatz for the displacement field according to Euler and Bernoulli without a pre-deflection $w_{0}$ :

$$
\begin{equation*}
u_{x}=-z w^{\prime}(x), u_{y}=0, u_{z}=w(x), \tag{7}
\end{equation*}
$$

in which a dash denotes a derivative with respect to $x$, the only non-vanishing components of the strain tensor, the stress tensor, the rotation gradient tensor, and the couple stress tensor read:

$$
\begin{align*}
& \epsilon_{x x}=-z w^{\prime \prime}(x), \sigma_{x x}^{\mathrm{S}}=-E z w^{\prime \prime}(x), \\
& \chi_{x y}=-\frac{1}{2} w^{\prime \prime}(x), \mu_{x y}=-G l^{2} w^{\prime \prime}(x) . \tag{8}
\end{align*}
$$

This describes a plane strain condition in which the Poisson ratio $v$ is assumed as zero. Remarkably, due to the connection of the angle of the plane cross-sections of the beam to the deflection line by assuming $\varphi(x)=w^{\prime}(x)$, no additional field of rotations has to be proposed in Euler-Bernoulli beam theory (in contrast, e.g., in Timoshenko beam theory as outlined in [16]). The principle of virtual work for static deformations demands that the virtual work done by the external forces and moments equals the variation of the stored energy. By integrating Eq. (6) and by using the expressions of Eq. (8) the stored energy in variational formulation reads:

$$
\begin{equation*}
\delta U=Z \int_{0}^{L} w^{\mathrm{IV}} \delta w \mathrm{~d} x-\left.Z w^{\prime \prime \prime} \delta w\right|_{0} ^{L}+\left.Z w^{\prime \prime} \delta w^{\prime}\right|_{0} ^{L} \tag{9}
\end{equation*}
$$

where $Z$ is an abbreviation for constants of geometry and material data, more precisely: $Z=E I+\frac{1}{2} G A l^{2}$. If the so-called material length scale parameter $l$ is equal to zero, $Z$ turns into the conventional expression $E I$ of Euler-Bernoulli beam theory. By comparing Eq. (9) to the virtual work done by the external forces and moments:

$$
\begin{equation*}
\delta W=\int_{0}^{L} q(x) \delta w \mathrm{~d} x+\left.V \delta w\right|_{0} ^{L}+\left.M \delta w^{\prime}\right|_{0} ^{L} \tag{10}
\end{equation*}
$$

the constitutive differential equation for beam bending in couple stress theory within the framework of the Euler-Bernoulli assumptions reads [19]:

$$
\begin{equation*}
\delta U=\delta W \Rightarrow\left[E I+\frac{1}{2} G A l^{2}\right] w^{\mathrm{IV}}(x)=q(x) \quad, \forall x \in(0, L) \tag{11}
\end{equation*}
$$

The boundary conditions for forces and moments at the positions $\tilde{x}=0$ or $\tilde{x}=L$ are $Z w^{\prime \prime \prime}(\tilde{x})=-\left.V\right|_{\tilde{x}}$ and $Z w^{\prime \prime}(\tilde{x})=\left.M\right|_{\tilde{x}}$, respectively.

### 2.2.2 Solution for a Clamped Beam

Without distributed forces $q(x)$ the ansatz with four constants:

$$
\begin{equation*}
Z w(x)=\frac{1}{6} C_{1} x^{3}+\frac{1}{2} C_{2} x^{2}+C_{3} x+C_{4} \tag{12}
\end{equation*}
$$

allows us to solve the ODE in Eq. (11) of rank four. The constants $C_{1}, \ldots, C_{4}$ are determined with the following boundary conditions for a clamped beam with a single load $F=\left.V\right|_{L}$ at its free end:

$$
\begin{align*}
Z w^{\prime \prime \prime}(L) & =-F=C_{1} \quad, Z w(0)=0=C_{1} \\
Z w^{\prime}(0) & =0=C_{3} \quad, Z w^{\prime \prime}(L)=0=C_{1} L+C_{2} \Rightarrow C_{2}=F L, \tag{13}
\end{align*}
$$

so that the solution for the bending curve, $w^{\mathrm{CS}}$, and the strain in $x$-direction from Eq. (8), $\epsilon_{x x}^{\mathrm{CS}}$, derived with Couple Stress (CS) theory in context with the EulerBernoulli assumptions take the form:

$$
\begin{align*}
w^{\mathrm{CS}}(x) & =-\frac{F}{\left(E I+\frac{1}{2} G A l^{2}\right)}\left[\frac{x^{3}}{6}-\frac{L x^{2}}{2}\right], \\
\epsilon_{x x}^{\mathrm{CS}} & =z \frac{F}{\left(E I+\frac{1}{2} G A l^{2}\right)}[x-L] \tag{14}
\end{align*}
$$

The bending rigidity $D_{h}$, which is a more or less standard measure of size effect, is obtained from the relationship between the acting force and the deflection of the point at where the force acts:

$$
\begin{equation*}
D_{0}\left\{1+\frac{3 g}{(1+v)}\left(\frac{l^{2}}{t^{2}}\right)\right\} \frac{3 w^{\mathrm{CS}}(L)}{L^{3}}=F \quad, \frac{D_{h}}{D_{0}}=\left\{1+\frac{3 g}{(1+v)}\left(\frac{l^{2}}{t^{2}}\right)\right\} \tag{15}
\end{equation*}
$$

The second moment of inertia, $I$, the area of the cross-sections, $A$, the Lamé constant, $\mu \equiv G=E /(2+2 \nu)$, and the flexural rigidity, $D_{0}=E I$, enter the equation as well as a correction factor, $g=A /(12 I)$, for a potential trapezoidal
cross-section of the beam. For trapezoidal cross-sections the second moment of inertia and the area of the cross-section read:

$$
\begin{equation*}
I_{\mathrm{tr}}=\frac{t^{3}}{36} \frac{w_{1}^{2}+4 w_{1} w_{2}+w_{2}^{2}}{w_{1}+w_{2}}, A_{\mathrm{tr}}=\frac{w_{1}+w_{2}}{2} t, g=\frac{3}{2} \frac{\left(w_{1}+w_{2}\right)^{2}}{w_{1}^{2}+4 w_{1} w_{2}+w_{2}^{2}} \tag{16}
\end{equation*}
$$

with $w_{1}$ and $w_{2}$ being the minor and major width. All micro-beams made of single crystalline silicon showed a trapezoidal cross-section with known minor and major width. The correction factor $g$ varied between 1.005 and 1.035 and has negligible influence. A similar result for $D_{h}$, Eq. (15), which can be considered as a non-standard measure of size effect, results from the relationship between the acting force and the maximum strain at the fixture $\left(\epsilon_{x x}^{\mathrm{CS}}\left(x=0, z=-g \frac{t}{2}\right)\right)$. The deflection measurements have been performed using AFM techniques and the strain data has been obtained by Raman spectroscopy. It should be pointed out again that if the material length scale parameter $l$ vanishes, the solutions of couple stress theory reduce to the conventional expressions. Evidently, the normalized bending rigidity in couple stress theory, $D_{h} / D_{0}$, is a function of the inverse of the square of the thickness of the micro-beam and not a constant as in conventional mechanics. Thus couple stress theory is capable of predicting a size effect in microstructures.

## 3 Experimental Apparatus

### 3.1 Atomic Force Microscopy for Deflection Measurement

Micro-beam bending tests have been performed on a laser-reflective AFM Multi-view-1000 stage from Nanonics ${ }^{\circledR}$. The deflection of the fixed AFM glass probe was observed by a Photo Sensitive Diode (PSD) system by means of a laser beam reflected from the top of the probe (cp., Fig. 2, top). The lift of the specimen, $z$, was realized by a calibrated screw thread driven by piezo-elements. This construction shows a resolution of about 1.0 nm in $z$. The deflection of the tip, $w_{\text {tip }}=z-w_{\text {beam }}$, was superimposed by the deflection of the micro-beam and by the lift of the specimen, $z$.

The calibration of the PSD data for measuring displacements and forces was performed in two steps. First, by lifting a rigid surface against the tip which connected the PSD data to the displacements of the tip in a nonlinear manner (see the discussion below) and, second, by comparing the spring constant of the AFM glass probe to a well calibrated silicon normal, tested at the Physikalisch Technische Bundesanstalt (PTB) by lifting the silicon normally to the tip. With a known spring constant, $k$, the force $F=k w_{\text {tip }}$ could be calculated from the displacement data. The (small) nonlinearity could be fully attributed to the way of data conversion stemming from the four diode surfaces of the PSD from real intensities of the incoming laser light to a single electrical signal, $U$, in mV . When collecting the incoming laser light over the whole


Fig. 2 Schematic of the AFM (top). Pictures through the optical microscope from the above of some Si - and SiN micro beams (bottom). The dark grey circular spots show the points of application of the force by the AFM glass probe
range of the possible tip deflections (about $35 \mu \mathrm{~m}$ ) the movement of the laser beam exceeds the geometric limits of the four diode surfaces. The resulting "edge effect" vanishes only for small tip deflections. Compensation and, consequently, minimization of uncertainties became possible by assuming a quadratic target function of the form:

$$
\begin{equation*}
U(z)=(a z+n) z, w_{\text {beam }}=z+\frac{n_{\text {rig }}}{2 a_{\text {rig }}}-\sqrt{\frac{n_{\text {rig }}^{2}}{4 a_{\text {rig }}^{2}}+\frac{U(z)}{a_{\text {rig }}}} \tag{17}
\end{equation*}
$$

for fitting the PSD data for conversion of voltage $U$ to displacement $z$. The values for $a, n, a_{\text {rig }}$ and $n_{\text {rig }}$ were taken from the linear regression lines of the different slopes of the bending behavior (cp., Fig. 3, right), where the subscript "rig" stands for values taken from the experiments with the tip on a rigid surface.

## Measurements Made with an AFM

Experiments have been performed using 17 micro-beams as listed in Table 1. The deflection behavior $w_{\text {beam }}=w_{\text {beam }}(F)$ as a function of the force data has been evaluated analytically. The span of the beams was assigned during the experiments


Fig. 3 Left: Illustration of the points of analysis for determination of the slope of the bending behavior in a single bending experiment; right: plot of the linear change in these slopes for increasing $z$ lift

Table 1 List of the tested micro-beams dimensions and measured Young's moduli in comparison to literature values

| Beam number | Material | $t[\mu m]$ | $E_{\text {exp }}[\mathrm{GPa}]$ | $E_{\mathrm{lit}}[\mathrm{GPa}]$ |
| :--- | :--- | :---: | :--- | :---: |
| 1 | silicon | 6.90 | 166 |  |
| 2 | silicon | 6.60 | 165 |  |
| 3 | silicon | 2.97 | 173 |  |
| 4 | silicon | 2.95 | 170 | 169 |
| 5 | silicon | 1.05 | 170 |  |
| 6 | silicon | 1.05 | 173 |  |
| 7 | silicon | 1.06 | 174 |  |
| 8 | silicon | 1.03 | 171 |  |
| 9 | silicon nitride | 0.8 | 375 |  |
| 10 | silicon nitride | 0.8 | 383 |  |
| 11 | silicon nitride | 0.8 | 300 |  |
| 12 | silicon nitride | 0.8 | 243 |  |
| 13 | silicon nitride | 0.6 | 260 |  |
| 14 | silicon nitride | 0.6 | 208 |  |
| 15 | silicon nitride | 0.6 | 308 |  |
| 16 | silicon nitride | 0.6 | 249 |  |
| 17 | silicon nitride | 0.2 | 294 |  |

${ }^{a}$ Edwards et al. [10]
by controlling the point of the application of the force (see the dark grey spot in Fig. 2, bottom). All beams showed a thickness to length ratio of less than $1 / 20$. The values for Young's modulus of each beam had been calculated from the EulerBernoulli formula of conventional continuum theory. They are plotted in Fig. 4 over the beam thickness. Some exemplary curves of bending rigidities of the couple stress theory for selected material length scale parameters are inserted into the diagram. The dimensions of beams number 1 through 8 were the result of measurements done by scanning electron microscopy and 3D laser microscopy, whereas the dimensions of the beams number 9 to 17 were determined by the manufacturer. Each load range



Fig. 4 Exemplary curves of bending rigidities of the couple stress theory for different values of $l$ in combination with measurements on silicon (top) and silicon nitride (bottom)
was chosen to be in the elastic region of the material and in the region of small deflections. The latter was limited by defining the maximum bending angle as [6]:

$$
\begin{equation*}
\alpha=\frac{F L^{2}}{2 E I} \frac{180^{\circ}}{\pi} \leqslant 5^{\circ} \tag{18}
\end{equation*}
$$

For each of the six groups of thicknesses one deflection-force diagram is presented in Fig. 5. The error bars stem from the difference between each measurement and the linear regression line for each of the corresponding micro-beams (Fig. 3, right).


Fig. 5 Measurements of beam deflections versus load of silicon and silicon nitride micro-beams no.s $1,4,8,12,13$, and 17

In fact these regression lines were the only regression made for the data in the AFM experiments.

### 3.2 Micro-Raman Spectroscopy for Strain Measurement

Today's laser technology offers the possibility to make use of the Raman effect and allows us to determine local strains with a lateral resolution of about one micrometer. The Raman effect is based on inelastic scattering of incoming mono-chromatic light. The location of the spectrum of the Raman scattered light, its "frequency," depends on the state of strain on and immediately below the surface of the specimen. In this process the laser light polarizes the molecules of the specimen. The lattice vibrations (phonons) modulate the frequency of the induced polarization. This, in general, is known as the Raman effect, which is observable in a highly sensitive spectrometer (Fig. 6).

The occurrence of the Raman effect is limited to opaque materials. The shift of the Raman peak $\Delta \omega$ under presence of strain $\epsilon_{k l}$ depends on the structure and the values of the PDP tensor (Phonon Deformation Potentials $P_{i j k l}$ ) and can be obtained from a solution of the following tensorial eigenvalue problem [5]:

$$
\begin{equation*}
\operatorname{det}\left(P_{i j k l} \epsilon_{k l}-\lambda \delta_{i j}\right)=0, \text { with } \lambda=\left(\omega^{2}-\omega_{0}^{2}\right) \approx 2 \omega_{0} \Delta \omega, \tag{19}
\end{equation*}
$$

where $\omega_{0}$ describes the spectral position of the Raman peak from the unloaded material. By using so-called Raman selection rules, which describe a relationship between the crystal orientation of the specimen and the direction of the polarization of the laser light, the number of unknown eigenvalues of the tensor Eq. (19) can be reduced [9]. For known phonon deformation potentials $p, q$, and $r$ for single crystalline silicon [2], in a constricted polarization configuration, and for a given uni-directional state of stress the following strain-shift equation holds:

$$
\begin{equation*}
\epsilon_{x, \operatorname{Raman}}=1.4001 \frac{\Delta \omega}{\omega_{0}} . \tag{20}
\end{equation*}
$$



Fig. 6 The labeled optical path of the Raman laser (left) and an exemplary Raman peak of silicon with its Gauss' approximation (right)

Several Raman spectra were taken in a back scattering configuration, in which the Raman laser beam while intruding in $z$-direction scanned the upper surface in the $x-y$-plane of the micro-beam. The scattered Raman peaks related to the loaded and unloaded micro-beam fixture made of silicon were evaluated numerically by a Gauss/Lorentz fit with respect to the spectral position and its Full Width at Half Maximum (FWHM). After this had been done the local strain in $x$-direction was calculated by Eq. (20). Although silicon nitride exhibits a very similar strain-shift behavior for a selected SiN peak at $\omega_{0}=862 \mathrm{~cm}^{-1}$ [28], no single peaks were observed for SiN because of a $20-50 \mathrm{~nm}$ metal coating on the bottom of the specimens, whose spectral lines dramatically overlapped with the Raman effect of SiN .

As a result of the procedure described in Sect.3.2, a pronounced decrease in the measured strain values for decreasing beam thicknesses was observed if the penetration depth of the laser light was not taken into account. In a first approximation the penetration depth is given by [8]:

$$
\begin{equation*}
d_{p}=\frac{2.3}{2 \alpha} \tag{21}
\end{equation*}
$$

where $\alpha$ is an absorption coefficient depending upon the material and the wavelength of the laser in use. For silicon and a wavelength of the Raman laser of about $\lambda_{\text {Laser }}=532 \mathrm{~nm}$ the absorption coefficient given in [4] is $\alpha=0.00096 \mathrm{~nm}^{-1}$, and the corresponding penetration depth of the laser light amounts to $d_{p}=1200 \mathrm{~nm}$. In a second approximation the mean Raman shift is assumed to be collected at half of the penetration depth, what gives rise to a correction factor $f$, which is a function of the thickness $t$ of the form:

$$
\begin{equation*}
\epsilon_{x, \text { corr }}=f(t) \epsilon_{x, \text { Raman }} \quad, f(t)=\frac{t}{\left|t-d_{p}\right|} \tag{22}
\end{equation*}
$$

Calculated correction factors for different beam thicknesses of several tested silicon beams are listed in Table 2 including a comparison to measured correction factors matching the maximum strain values of conventional Euler Bernoulli beam theory: $\epsilon_{x}(x=0)=-z F L(E I)^{-1}$.

Table 2 Evaluation of calculated and measured values for the strain correction function of the tested micro-beams and their percental aberration

| Beam number | Material | $t[\mu m]$ | $f$ from Eq. 22 | $f$ from experiments | $\%$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 1 | silicon | 6.90 | 1.21 | 1.20 | 0.83 |
| 3 | silicon | 2.97 | 1.68 | 1.71 | 1.78 |
| 4 | silicon | 2.95 | 1.69 | 1.78 | 5.3 |
| 5 | silicon | 1.05 | 7 | 6.3 | 10 |
| 8 | silicon | 1.03 | 6.06 | 4.2 | 30.7 |

## 4 Discussion and Outlook

Fixed micro-beams made of single crystalline silicon and silicon nitride with thicknesses of about $7,3,1,0.8,0.6$ and $0.2 \mu \mathrm{~m}$ and a thickness to length ratio of less than $1 / 20$ have been loaded at their free ends by forces of about $0.1-200 \mu$ N. Beam deflections of about $0.05-35 \mu \mathrm{~m}$ have been recorded using an AFM system and have been corrected by a nonlinear regression analysis. The resulting values for Young's modulus were in good agreement with the ones from the literature, what speaks in the favor of the accuracy of the experimental apparatus. For silicon nitride beams with thicknesses below $1 \mu \mathrm{~m}$ it was not possible to confirm the accurate thickness by scanning electron microscopy or 3D laser microscopy. However, note that a comparatively small deviation in the thickness will have a great influence on the calculation of Young's modulus. For these beams the thicknesses given by the manufacturer have been used leading to good agreement with the measured bending behavior. The impact of a distributed in contrast to a pointwise (theoretical) applied force as well as the ratio of the thickness to the width was not investigated in detail. The results suggest the material length scale parameter $l$ of the couple stress theory to be below 200 nm for silicon and below 50 nm for silicon nitride. Some of the single measurements revealed a stiffer elastic bending behavior (e.g., beams no. 7, 9, and 15), which speaks in favor of an extended theory. The lower limit of detecting $l$ had been shown to be $l>50 \mathrm{~nm}$. The problem of detecting material length scale parameters below 50 nm will be more influenced by the problem of measuring the exact thickness of even thinner micro-beams (or nano-beams) than measuring their bending behavior with the present AFM technique.

In a second type of experiment Raman spectra of several loaded and unloaded silicon micro-beams have been taken in the vicinity of the fixture to evaluate the spectral shift of the Raman peak and hence to calculate strain values using Eq. (20). A correction function to incorporate the penetration depth of the laser light has been developed. This function corrects measured strain values out of the conventional Raman theory in comprehension to the lowering effect due to the penetration depth. The correction factors strongly increase for beams with a thickness close to the penetration depth, because for this beams the mean Raman shift related to regions close to the neutral axis inside the bent beam. Table 2 also points to the fact that the spread of the calculated correction factors for small changes in the underlying thicknesses strongly increases for beam thicknesses close to the penetration depth. Together with the standard uncertainty of about 3-6\% of the Raman spectroscope itself the strain values for silicon micro-beams are too inaccurate for an evaluation within the present higher order theory. This results in a high percental aberration of the measured to the calculated correction factors in Table 2 of about $30 \%$ maximum.

The reason for not detecting a size effect for Si and SiN could be attributed to the simplicity of the micro- or atomic structure, as well as to the tested range of dimensions of the specimens. It is conceivable that the covalent bonding between the single atoms of silicon and the undersized dilatation of a silicon or a silicon
nitride molecule might provide an explanation for treating the inner structure of these materials as point masses as it is done in conventional theory.

Experiments with micro-beams made of polymethylmethacrylat (PMMA) and polycrystalline silicon are currently underway. The microstructure of polymers is more complex and the single molecules show a distinct size and even a shape. In polycrystalline silicon the grain size is supposed to be the medium for transmitting the couple stresses.
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# On the Electrostatic Fields in Dielectric Continua with Self-Similar Properties 

Thomas M. Michelitsch and Gérard A. Maugin


#### Abstract

In this note we study the interaction of electromagnetic fields and matter for hypothetical dielectric materials of linear self-similar (scale free) constitutive properties. The physical sources of this constitutive behavior are harmonic and scale free (self-similar) interparticle interactions as introduced recently [10]. We analyze the continuum field equations and self-similar electrostatic fields. The assumption of self-similarity leads inevitably to a non-local self-similar (elliptic) Laplacian operator and, as a consequence, to constitutive relations in the forms of non-local convolutions with self-similar (in the continuum limit power law) kernels. The present approach is applicable in different physical contexts such as in mechanics of materials [8], gravitation (potential) theory, statistical physics [7, 9, 11] and it seems to have potential to model certain aspects in fluids mechanics (synthetic turbulence).


## 1 Introduction

In recent years there is an increasing interest in fractal aspects of material properties. Due to the lack of generally accepted approaches accounting for "fractality", phenomenological models are highly desirable which take into account the self-similarity of the constitutive behavior. There is a big deal of literature to model non-local and fractal aspects by employing fractional calculus by utilizing ad hoc certain fractional operators, and indeed it has been shown that fractional calculus is a powerful tool to model for instance non-local elasticity (see e.g. [2, 3, 12] among many others).

[^26]However, in many fractional models the choice of the fractional operators appears somewhat arbitrary or only little physically motivated. It is often not clear or obvious whether or not the results of such models are physically meaningful and consistent. Therefore it is more than ever desirable to have models with a solid physical basis and which are deduced so to say from first principles without "too many" arbitrary assumptions on the fractional operators used. If we say "first principles" we mean that the starting point for such an approach should be a "Laplacian operator" that is uniquely determined by a variational principle such as Hamilton's principle from a potential energy or Lagragian (functional).

In the approach employed in this note which we introduced recently [8-11] (and its extension to dimensions $n=1,2,3$ of the physical space [7]), the only (constitutive) assumption is a self-similar ${ }^{1}$ potential energy (functional) from which the equations of motion (the Laplacian operator) are determined in rigorous manner by application of Hamilton's principle. It turns out that the "self-similar Laplacian" obtained in this way is a fractional operator. The advantage of this procedure is that the fractional (Laplacian) operator used in the model is physically properly motivated and physical consistency of the results is ensured in this way. The goal of the present note is to develop the laws of electrostatics in a dielectric material system with self-similar interparticle interactions.

The electromagnetic fields on (mass-) fractals, i.e. of the fractal distributions of matter which is not subject of the present paper has been developed by Tarasov [13]. In our approach the self-similarity and hence non-locality of the interparticle interactions determines the constitutive relations and the Laplacian operator and makes them to non-local fractional operators. In contrast, in the Tarasov approach interparticle interactions are local. We can say in a sense: the Tarasov approach refers to "kinematic fractals" and describes phenomena of fractal physical objects with "conventional" non-fractal local interparticle interactions. In contrast, our approach refers to "kinetic self-similarity" and "kinetic fractals" describing phenomena of geometrically non-fractal objects with fractal, self-similar interparticle interactions. The fractality in our approach can occur for instance in the potential energy, in the wave number space such as in terms of a fractal dispersion relation in the form of a Weierstrass-Mandelbrot function [10]. We emphasize that both approaches do not compete, but complement each other: the approach of Tarasov and our approach refer simply to different fractal aspects.

For the application of our (mechanically motivated) generalized model [7, 9] to problems of electrodynamics, we use the following formal correspondence between mechanical and electrical quantities: dielectric displacement $\mathbf{D} \leftrightarrow$ stress, electric field $\mathbf{E} \leftrightarrow$ (total) strain, electric potential $\Phi \leftrightarrow$ displacement field, free electric charge $\rho_{\mathrm{f}} \leftrightarrow$ volume forces. That means a mechanical elastic energy which is expressed in terms of mechanical displacement fields will be translated by replacing displacements by electric potentials.

[^27]The Laplacian of our model (below relations (5), (6)) is uniquely determined by a self-similar (electric) potential energy density $\frac{1}{2} \mathcal{V}$ where we assume (the only assumption in our model) the form

$$
\begin{equation*}
\mathcal{V}(\mathbf{x})=\frac{\mathrm{h}^{\delta-\mathrm{n}+1}}{4 \zeta} \int \frac{(\Phi(\mathbf{x}+\mathbf{r})-\Phi(\mathbf{x}))^{2}+(\Phi(\mathbf{x}-\mathbf{r})-\Phi(\mathbf{x}))^{2}}{\mathrm{r}^{\delta+1}} \mathrm{~d}^{\mathrm{n}} \mathbf{r} \tag{1}
\end{equation*}
$$

$\Phi$ denotes the scalar electric potential. We note that (1) has spatial isotropic symmetry. Expression (1) converges in the range $0<\delta-(n-1)<2$ where $n=1,2,3$ denotes the dimension of the physical space [7]. The exponent $\delta$ measures the strengths $\sim r^{-\delta}$ of the harmonic interparticle springs acting between particles with distance r [10]. The exponent $\mathrm{r}^{-\delta-1}$ in (1) is due to the fact that in the continuum limit the number of springs connecting a particle with particles of distance $r$ located within the volume element $d^{n} \mathbf{r}$ scales as $\sim r^{-1} d^{n} r$. The expression (1) is the spatially isotropic generalization of the continuum limit of the elastic energy density of a quasicontinuous linear chain with self-similar harmonic interparticle springs as introduced in [10] where $\Phi$ denotes in the general model a generalized displacement field (in the electromagnetic context the electric potential). The potential energy stored is the volume integral of the density (1) which is a non-local bi-linear functional of the electric potential $\Phi$

$$
\begin{equation*}
\mathrm{V}[\Phi, \Phi]=\frac{1}{2} \int \mathcal{V}(\mathbf{x}) \mathrm{d}^{\mathrm{n}} \mathbf{x}=\frac{1}{2} \int \rho_{\mathrm{f}}(\mathbf{x}) \Phi(\mathbf{x}) \mathrm{d}^{\mathrm{n}} \mathbf{x} \tag{2}
\end{equation*}
$$

where $\rho_{\mathrm{f}}(\mathbf{r})$ is the density of free electric charges at space point $\mathbf{r}$. Application of Hamilton's principle leads to a self-similar Laplacian defined by the functional derivative of the potential energy functional, namely

$$
\begin{equation*}
\Delta_{(n, \delta)} \Phi(\mathbf{x}):=-\frac{\delta \mathrm{V}}{\delta \Phi(\mathbf{x})}=-\rho_{\mathrm{f}}(\mathbf{x}) \tag{3}
\end{equation*}
$$

where we introduced the variation $\delta \Phi(\mathbf{r})$. At the same time (3) defines the Poisson equation of the self-similar (dielectric) medium. We can determine the self-similar Laplacian defined by (3) explicitly by using the chain rule for the functional derivative with respect to the field $\Phi(\mathbf{x})$ (see also the Appendix)

$$
\begin{equation*}
\frac{\delta \Phi(\mathbf{x})}{\delta \Phi\left(\mathbf{x}^{\prime}\right)}=\delta^{n}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{4}
\end{equation*}
$$

which is the continuous analogue to the relation $\frac{\partial x_{i}}{\partial x_{j}}=\delta_{i j}$. This self-similar Laplacian has then the representations [7]

$$
\begin{equation*}
\Delta_{(\mathrm{n}, \delta)} \Phi(\mathbf{x})=\frac{\mathrm{h}^{\delta-\mathrm{n}+1}}{2 \zeta} \int \frac{\{\Phi(\mathbf{x}+\mathbf{r})+\Phi(\mathbf{x}-\mathbf{r})-2 \Phi(\mathbf{x})\}}{\mathrm{r}^{\delta+1}} \mathrm{~d}^{\mathrm{n}} \mathbf{r}, 0<\delta-(\mathrm{n}-1)<2 \tag{5}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\Delta_{(\mathrm{n}, \delta)} \Phi(\mathbf{x})=\frac{\mathrm{h}^{\delta-\mathrm{n}+1}}{\zeta} \int \frac{\{\Phi(\mathbf{r})-\Phi(\mathbf{x})\}}{|\mathbf{r}-\mathbf{x}|^{\delta+1}} \mathrm{~d}^{\mathrm{n}} \mathbf{r}, \quad 0<\delta-(\mathrm{n}-1)<2 \tag{6}
\end{equation*}
$$

where $n=1,2,3$ denotes the dimension of physical space. The linear non-local operator (6) exists in the same range $0<\delta-(n-1)<2$ as the elastic energy density (1) and merits to be called Laplacian by its following properties which we have proved in our recent paper [7]: positive-semidefiniteness (ellipticity), translational invariance, spatial isotropy and self-adjointness. The spatial isotropy is due to the choice of the potential energy functional as spatially isotropic.

In this note we confine ourselves on the dimension $n=3$ of the physical space. We evoke the macroscopic Maxwell equations (Maxwell equations in matter). For an extensive treatment of general aspects of electrodynamics in matter we refer to standard textbooks such as [4-6]. We use the following notations: $\rho_{f}$ denote the volume density of free electric charges, $\mathbf{D}$ the dielectric displacement field, and $\mathbf{E}$ the electric field, respectively. The Maxwell equations in matter have the well known form (in SI units), e.g. [4-6]

$$
\begin{align*}
\nabla \cdot \mathbf{D} & =\rho_{\mathrm{f}}  \tag{7}\\
\nabla \cdot \mathbf{B} & =0  \tag{8}\\
\nabla \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial \mathrm{t}}  \tag{9}\\
\nabla \times \mathbf{H} & =\mathbf{J}_{\mathrm{f}}+\frac{\partial \mathbf{D}}{\partial \mathrm{t}} \tag{10}
\end{align*}
$$

where $\nabla=\left(\frac{\partial}{\partial x_{i}}\right)$ denotes the Gradient (Nabla-) operator. In the following section we elaborate some basic relations of Electrostatics in dielectric material with selfsimilar (fractal) interparticle interactions with the approach introduced above.

## 2 Self-Similar Electrostatics

The results of this section can be fully generalized to other scalar potential-field theories such as for instance gravitational theory. Let us begin with the general relations of Electrostatics. We note that these relations are determined by the above Maxwell equations when we put $\frac{\partial(\cdot)}{\partial \mathrm{t}}=0$. The Maxwell equations of statics then reduce to

$$
\begin{equation*}
\nabla \cdot \mathbf{D}=\rho_{\mathrm{f}} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \times \mathbf{E}=0 \tag{12}
\end{equation*}
$$

We consider a material with a constitutive law which is such that the relation between the electric potential $\Phi$ and the free electric charge density $\rho_{\mathrm{f}}$ are connected by a Poisson equation with the non-local form of the Laplacian (6)

$$
\begin{equation*}
\Delta_{(n=3, \delta)} \Phi(\mathbf{x})=-\rho_{\mathrm{f}}(\mathbf{x}) \tag{13}
\end{equation*}
$$

where we consider here only the case of $n=3$ dimensions of the physical space. An important observation on the physical consistency of this model is the following: Since the Laplacian $\Delta_{(n, \delta)}$ is defined by Hamilton's variational principle (and not simply somewhat assumed), the Poisson equation (13) is consistent with the right hand side of (2).

The Laplacian (6) takes in 3D the form

$$
\begin{equation*}
\Delta_{(n=3, \delta)} \Phi(\mathbf{x})=\frac{h^{\delta-2}}{\zeta} \int \frac{\{\Phi(\mathbf{r})-\Phi(\mathbf{x})\}}{|\mathbf{r}-\mathbf{x}|^{\delta+1}} \mathrm{~d}^{3} \mathbf{r}, \quad 0<\delta-2<2 \tag{14}
\end{equation*}
$$

where the exponent $\delta$ is for $n=3$ restricted within $2<\delta<4$ in order this integral to exist. We can assume that the constitutive relation between electric field and dielectric displacement consists in a linear functional relationship

$$
\begin{equation*}
\mathbf{D}[\mathbf{E}]=\underline{\epsilon} * \mathbf{E} \tag{15}
\end{equation*}
$$

where "*" means here the convolution operation. The dielectric operator $\underline{\epsilon}$ is to be determined from the self-similar Laplacian (14) and Gauss law (11) together with the Poisson equation (13). We use the relation between the electric potential $\Phi$ and the electric field to be purely kinematic (analogue to the relation between total strain and displacement field), i.e.

$$
\begin{equation*}
\mathbf{E}=-\nabla \Phi \tag{16}
\end{equation*}
$$

where $(\nabla)_{i}=\frac{\partial}{\partial x_{i}}$ denotes the gradient operator. Relation (16) is a consequence of the static Faraday's law (12). We note that constant electric potentials $\Phi=$ const correspond to a zero electric fields $\mathbf{E}$ and to zero free charges $\rho_{\mathrm{f}}=0$ according to the vanishing of (14). To determine the constitutive relation connecting $\mathbf{D}$ and $\mathbf{E}$ (15), we use that the Gauss law (11) has to be fulfilled. Thus we can write for (14)

$$
\begin{equation*}
\Delta_{(n=3, \delta)} \Phi(\mathbf{x})=-\nabla \cdot \mathbf{D}=\frac{h^{\delta-2}}{(\delta-2) \zeta} \int \frac{(\mathbf{x}-\mathbf{r}) \cdot \mathbf{E}(\mathbf{r})}{|\mathbf{x}-\mathbf{r}|^{\delta+1}} \mathrm{~d}^{3} \mathbf{r}, \quad 2<\delta<4 \tag{17}
\end{equation*}
$$

which is useful to determine the dielectric displacement field $\mathbf{D}$ where $\mathbf{E}$ is defined by (16). Relation (17) is obtained by applying Gauss theorem [7]. We obtain then for the dielectric displacement field (up to an unimportant rotational field)

$$
\begin{equation*}
\mathbf{D}(\mathbf{x})=\frac{h^{\delta-2}}{(\delta-1)(\delta-2) \zeta} \int|\mathbf{x}-\mathbf{r}|^{1-\delta} \mathbf{E}(\mathbf{r}) \mathrm{d}^{3} \mathbf{r}, \quad 2<\delta<4 \tag{18}
\end{equation*}
$$

This relation is the constitutive law connecting the dielectric displacement $\mathbf{D}$ with the electric field $\mathbf{E}$ in terms of a nonlocal linear functional having the nonlocal form

$$
\begin{equation*}
\mathbf{D}(\mathbf{x})=\int \underline{\epsilon}(\mathbf{x}-\mathbf{r}) \mathbf{E}(\mathbf{r}) \mathrm{d}^{3} \mathbf{r} \tag{19}
\end{equation*}
$$

with the dielectric permittivity material function kernel

$$
\begin{equation*}
\underline{\epsilon}(R)=\mathbf{1} \epsilon(R), \quad \epsilon(R)=\frac{h^{\delta-2}}{(\delta-1)(\delta-2) \zeta} R^{1-\delta}>0, \quad R \neq 0, \quad 2<\delta<4 \tag{20}
\end{equation*}
$$

which is a self-similar and isotropic diagonal tensor function where $\mathbf{1}$ denotes the $3 \times 3$ unity tensor. In the following we refer to as a self-similar dielectricum, a dielectric medium governed by a material law (20). We observe that (20) is within the admissible range of $\delta$ a positive (diagonal) self-similar tensor where its exponent $\delta$ is restricted in the range $-3<1-\delta<-1$.

### 2.1 Self-Similar Coulomb Potential

In this subsection we deduce the Coulomb potential generated by a point charge q and the Coulomb force between two point charges $q$ and $Q$ of distance $r$ in a self-similar dielectricum.

The Coulomb potential can be represented as a convolution of the electric potential of a unit point charge $g$ (located in the origin) having the charge density $\rho_{f}(\mathbf{r})=$ $\mathrm{q} \delta^{3}(\mathbf{r})$ with $\mathrm{q}=1$. This fundamental potential g which is also called the Green's function of electrostatics and is defined by the Poisson equation

$$
\begin{equation*}
\Delta_{(n=3, \delta)} g(\mathbf{r})=-\delta^{3}(\mathbf{r}) \tag{21}
\end{equation*}
$$

where $\delta^{3}(\mathbf{x})$ denotes the three dimensional Dirac's $\delta$-function and $\Delta_{(n=3, \delta)}$ the selfsimilar Laplacian (5) for $n=3$. Due to the spatial isotropy of the Laplacian (5), we can conclude that $g=g(r)$ depends only on $r=|\mathbf{r}|$. The Green's function $g$ defined by (21) is the self-similar analogue to the Newtonian $1 / r$-potential (classical Coulomb potential). Its physical interpretation is the following: $g(r)$ represents the
scalar electric potential caused by a unit point charge $\mathrm{q}=1$ located in the origin $\mathbf{r}=0$. The electric potential due to an arbitrary spatial density of free electric charges $\rho_{\mathrm{f}}$ has then the form

$$
\begin{equation*}
\Phi(\mathbf{r})=\int g\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \rho_{\mathrm{f}}\left(\mathbf{r}^{\prime}\right) \mathrm{d}^{3 \mathbf{r}^{\prime}} \tag{22}
\end{equation*}
$$

To determine the Green's function g it is convenient to apply Fourier transformation. Taking into account that plane waves are eigenfunctions of the Laplacian with

$$
\begin{equation*}
\Delta_{(n, \delta)} e^{i \mathbf{k} \cdot \mathbf{r}}=-\omega^{2}(\mathrm{k}) e^{i \mathbf{k} \cdot \mathbf{r}} \tag{23}
\end{equation*}
$$

with the dispersion relation determined by

$$
\begin{equation*}
\omega^{2}(k)=\frac{h^{\delta-2}}{\zeta} \int \frac{1-\cos \mathbf{k} \cdot \mathbf{r}}{r^{\delta+1}} d^{3} \mathbf{r} \tag{24}
\end{equation*}
$$

which has the scaling property [7]

$$
\begin{equation*}
\omega^{2}(k)=A k^{\alpha}, \quad 0<\alpha=\delta-2<2 \tag{25}
\end{equation*}
$$

The constant $\mathcal{A}=\omega^{2}(k=1)$ is strictly positive in the admissible range of $0<\alpha=$ $\delta-2<2$ and has explicitly been obtained for $n=1,3$ [7]. In 3D the constant $\mathcal{A}$ is obtained as

$$
\begin{equation*}
A=\frac{2 \pi^{2} h^{\delta-2}}{\zeta(\alpha+1)!\sin \frac{\alpha \pi}{2}}>0, \quad 0<\alpha=\delta-2<2 \tag{26}
\end{equation*}
$$

In (26) we introduced the faculty function ( $\Gamma$-function) defined as [1]

$$
\begin{equation*}
z!=\Gamma(z+1)=\int_{0}^{\infty} e^{-\tau} \tau^{z} \mathrm{~d} \tau, \quad \operatorname{Re}(z)>-1 \tag{27}
\end{equation*}
$$

The Green's function is hence determined by $(n=3)$

$$
\begin{equation*}
\mathrm{g}(\mathrm{r})=\frac{1}{(2 \pi)^{3}} \int \frac{e^{i \mathbf{k} \cdot \mathbf{r}}}{\omega^{2}(\mathrm{k})} \mathrm{d}^{3} \mathbf{k} \tag{28}
\end{equation*}
$$

We obtain finally the electrostatic Green's function (self-similar electric potential due to a unit-point charge) as

$$
\begin{equation*}
g(r)=g_{\alpha} r^{\alpha-3}, \quad 0<\alpha=\delta-2<2 \tag{29}
\end{equation*}
$$

and the electric potential is $\Phi(\mathrm{r})=\mathrm{qg}(\mathrm{r})$ where $\mathrm{q}= \pm 1$ with an exponent varying within $-3<\alpha-3<-1$, i.e having a stronger decay at infinity than the classical $1 / \mathrm{r}$-Coulomb potential. The positive constant $\mathrm{g}_{\alpha}$ is obtained in 3D as

$$
\begin{equation*}
g_{\alpha}=\frac{\Gamma(2-\alpha) \sin \left(\frac{\alpha \pi}{2}\right)}{2 \pi^{2} A} \tag{30}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{g}_{\alpha}=\frac{\zeta}{4 \pi^{4} h^{\delta-2}} \Gamma(2+\alpha) \Gamma(2-\alpha) \sin ^{2}\left(\frac{\alpha \pi}{2}\right)>0, \quad 0<\alpha=\delta-2<2 \tag{31}
\end{equation*}
$$

The electric potential of an arbitrary charge distribution $\rho_{\mathrm{f}}$ is then determined by the convolution (22) with the kernel of Coulomb potential (28). The electric field of an arbitrary charge distribution $\rho_{\mathrm{f}}$ in the self-similar dielelctricum is then given by

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=(3-\alpha) \mathrm{g}_{\alpha} \int \frac{\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{5-\alpha}} \rho_{\mathrm{f}}\left(\mathbf{r}^{\prime}\right) \mathrm{d}^{3} \mathbf{r} \tag{32}
\end{equation*}
$$

### 2.2 Electric Field of a Unit-Point Charge—Self-Similar Coulomb Law

The electric field of the point charge q located in the origin $\mathrm{r}=0$ is then

$$
\begin{equation*}
\mathbf{E}=-\mathrm{q} \nabla_{\mathbf{r}} \mathrm{g}(\mathrm{r})=\mathrm{q}(3-\alpha) \mathrm{g}_{\alpha} \mathrm{r}^{\alpha-5} \mathbf{r} \sim \mathrm{r}^{\alpha-4}, \quad-4<\alpha-4<-2 \tag{33}
\end{equation*}
$$

where $(3-\alpha) g_{\alpha}>0$ as $0<\alpha=\delta-2<2$ and $g_{\alpha}>0$ is given in (31).
Let us consider now the Coulomb force $\mathbf{F}_{\mathrm{c}}$ on a point charge Q located at $\mathbf{r}$ in the field of a point charge $q$ located in the origin

$$
\begin{equation*}
\mathbf{F}_{\mathrm{c}}(\mathbf{r})=\mathrm{Q} \mathbf{E}(\mathbf{r})=\mathrm{Qq}(3-\alpha) \mathrm{g}_{\alpha} \mathrm{r}^{\alpha-5} \mathbf{r}=-\nabla_{\mathbf{r}} \mathrm{V}_{\mathrm{c}}(\mathrm{r}) \tag{34}
\end{equation*}
$$

with the Coulomb potential (energy) of two unit charges $q$ and $Q$ seperated by distance $r$

$$
\begin{equation*}
\mathrm{V}_{\mathrm{c}}(\mathrm{r})=\mathrm{qQg}(\mathrm{r})=\mathrm{qQg}_{\alpha} \mathrm{r}^{\alpha-3}, \quad-3<\alpha-3<-1 \tag{35}
\end{equation*}
$$

It follows that $\mathbf{F}_{\mathrm{c}}$ is repulsive (parallel to $\mathbf{r}$ ) if $\mathrm{qQ}>0$ and attractive if $\mathrm{qQ}<0$ just as in traditional electrostatics. The Coulomb force (34) scales however as $r^{\alpha-4}$ with an exponent in the range $-4<\alpha-4<-2$.

## 3 Conclusions

In this note we have deduced the basic electrostatic fields in the framework of a self-similar dielectric setting. We used our recently developed continuum approach of material systems with self-similar interparticle interactions [8, 9, 11] which is a generally applicable field approach for material systems with intrinsic self-similar
material symmetry. It follows that the self-similarity symmetry of interparticle interactions gives rise to new physical phenomena which are due to the criteria of existence of the self-similar Laplacian, especially the laws of electrostatics are modified by the range of existence (convergence) $2<\delta<4$ of the self-similar potential energy density $\frac{1}{2} \mathcal{V}(\mathbf{x})$ of Eq. (1) and the self-similar Laplacian (17) in 3D. Further relations of electrostatics in this self-similar setting can be deduced in a straight-forward manner. Of special interest would be in this context for instance Eshelby's inclusion problem and related subjects. A wide field opens to extend the present approach to electrodynamics. An electromagnetic theory including aspects of dynamics of self-similar continua is currently under development.

## Appendix

Functional derivative. The Laplacian (5) is defined as the functional derivative of the potential energy (1) with respect to the field $\Phi$. In order to calculate this functional derivative we make use of the following property of the functional derivative, so we have for instance by using the chain rule (4)

$$
\begin{aligned}
& \frac{\delta}{\delta \phi(\tau)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2} \mathrm{f}\left(\phi\left(\tau_{1}\right), \phi\left(\tau_{1}+\tau_{2}\right)\right) \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2}\left(\frac{\partial \mathrm{f}}{\partial \phi\left(\tau_{1}\right)} \delta\left(\tau_{1}-\tau\right)+\frac{\partial \mathrm{f}}{\partial \phi\left(\tau_{1}+\tau_{2}\right)} \delta\left(\tau_{1}+\tau_{2}-\tau\right)\right) \\
& =\int_{-\infty}^{\infty} \mathrm{ds}\left(\frac{\partial}{\partial \phi(\tau)} \mathrm{f}(\phi(\tau), \phi(\tau+s))+\frac{\partial}{\partial \phi(\tau)} f(\phi(\tau-s), \phi(\tau))\right) .
\end{aligned}
$$
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# Nonlinear Generalizations of the Born-Huang Model and Their Continuum Limits 

Alexey V. Porubov, Eron L. Aero and Boris R. Andrievsky


#### Abstract

One previously developed essentially nonlinear continuum model for a bi-atomic lattice is examined by comparing with the continuum limit of generalized Born-Huang model. It is found that these models do not correspond to each other, while the coefficients of the last model may be evaluated for real bi-atomic crystals. Some new features of the strain waves in the lattice are revealed on the basis of exact traveling wave solutions of the generalized Born-Huang model.


## 1 Introduction

Deep variations in the structure of a crystalline lattice, allows description of the cardinal, qualitative variations of the cell properties, lowering of potential barriers, switching of interatomic connections, arising from singular defects and other damages, phase transitions. Recently an essentially proper structural nonlinear model has been developed in [1, 2] that treats a continuum approach and a crystal translational symmetry of the bi-atomic lattice without making a continuum limit of its discrete model. According to [1, 2], the following variables are introduced in the 1D case:

$$
\mathrm{u}=\frac{\mathrm{m}_{1} \mathrm{U}_{1}+\mathrm{m}_{2} \mathrm{U}_{2}}{\mathrm{~m}_{1}+\mathrm{m}_{2}}, \quad \mathrm{u}=\frac{\mathrm{U}_{1}-\mathrm{U}_{2}}{\mathrm{a}}
$$

[^28]where $a$ is a period of the lattice, $U$ is a macro-displacement and $u$ is a relative micro-displacement for the pair of atoms with masses $\mathfrak{m}_{1}, \mathfrak{m}_{2}$. Then the density of kinetic energy is introduced,
\[

$$
\begin{equation*}
\mathrm{K}=\frac{\rho \mathrm{U}_{\mathrm{t}}^{2}}{2}+\frac{\mu u_{\mathrm{t}}^{2}}{2} \tag{1}
\end{equation*}
$$

\]

where $\rho$ and $\mu$ are an average density of the mass of the atoms and a so-called density of the reduced masses of the pair of the atoms respectively. The internal density energy $\Pi$ is suggested in $[1,2]$ as

$$
\begin{equation*}
\Pi=\frac{E U_{x}^{2}+\kappa u_{x}^{2}}{2}+\left(p-S U_{x}\right)(1-\cos (u)) \tag{2}
\end{equation*}
$$

where $E$ and $k$ are the second order macro-and micro-elastic constants, $p$ is an energy of activation of interatomic connections in the elementary cell, S is the coefficient of nonlinear striction (re-arrangement of the microstructure under the action of macroscopic strains). The term $(1-\cos (u))$ was chosen to take into account a translational symmetry of the crystalline lattice. It accounts for a strong or essential nonlinearity allowing transition of atoms in neighboring cells to realize the micro-mechanism of the cardinal re-arrangement of the structure. The weakly nonlinear models give rise to only the description of small variations in the position of the atoms around undisturbed state.

The governing equations are obtained using the variation Hamilton-Ostrogradsky principle, and the coupled equations for U and $u$ are obtained in the form

$$
\begin{align*}
\rho \mathrm{U}_{\mathrm{tt}}-E \mathrm{U}_{\mathrm{xx}} & =\mathrm{S}(\cos (\mathfrak{u})-1)_{x}  \tag{3}\\
\mu u_{t t}-\kappa u_{x x} & =\left(S \mathrm{U}_{x}-\mathrm{p}\right) \sin (\mathfrak{u}) \tag{4}
\end{align*}
$$

The model eqs. (3), (4) possess interesting localized wave solutions describing variations in the amplitude of the localized defect $u$ as well as simultaneous propagation of the bell-shaped and kink-shaped defects $u$ due to an influence of an external loading $\mathrm{U}_{x}$, see [3-5]. However, the model (3), (4) is based on some suggestions, mentioned above. These suggestions are given on the basis of physical reasons, but they are not justified enough. Also the constants $E, S, \mu, \kappa$ and $p$ are not defined for real bi-atomic materials, and application of the solutions to Eqs. (3), (4) is questionable. To overcome this difficulty, a comparison may be done with a continuum limit of the discrete equations accounting for the bi-atomic lattice. A natural candidate is the familiar Born-Huang model for bi-atomic lattices [6, 7]. However, this model is linear, and its extension by the nonlinear case is needed. It will be done further in this paper. It seems that possible correspondence may help to check the suggestions about the expressions for the energies (1), (2) and to estimate the values of the constants of the model (3), (4).

## 2 Generalization of the Born-Huang Lattice Model

The Born-Huang model accounts for a lattice that is a chain of the atoms of two kinds interacting with each other. The interaction is modeled by elastic springs with equal stiffness, see Fig. 1. Consider an elementary cell (marked in Fig. 1) with displacement $u_{l}$ for the mass $m_{1}$ and displacement $v_{l}$ for the mass $m_{2}$. Two possible elementary cells are marked in Fig. 1, the choice depends on the mass that is placed ahead, heavier or lighter. First the Born-Huang model is generalized up to a weakly nonlinear level. The discrete equations of motion for the elementary cell are written as

$$
\begin{aligned}
m_{1} u_{l, t t} & =C\left[\left(v_{l+1}-u_{l}\right)-\left(u_{l}-v_{l-1}\right)\right]+P\left[\left(v_{l+1}-u_{l}\right)^{2}-\left(u_{l}-v_{l-1}\right)^{2}\right], \\
m_{2} v_{l, t t} & =C\left[\left(u_{l+1}-v_{l}\right)-\left(v_{l}-u_{l-1}\right)\right]+P\left[\left(u_{l+1}-v_{l}\right)^{2}-\left(v_{l}-u_{l-1}\right)^{2}\right],
\end{aligned}
$$

where $C$ and $P$ are the coefficients of the linear and nonlinear stiffness respectively. The continuum long-wave limit of these equations up to the terms of order $O\left(a^{3}\right)$ is

$$
\begin{align*}
& m_{1} u_{t t}=2 C(v-u)+4 a P(v-u) v_{x}+C a^{2} v_{x x}  \tag{5}\\
& m_{2} v_{t t}=2 C(u-v)+4 a P(u-v) u_{x}+C a^{2} u_{x x} \tag{6}
\end{align*}
$$

A comparison with the model (3), (4) requires transition to the variables,

$$
u=\frac{m_{1} u+m_{2} v}{m_{1}+m_{2}}, v=\frac{u-v}{a}
$$

that have the same meaning as for the model (3), (4). Then the continuum eqs. (5), (6) are transformed to the coupled equations for the new variables,

$$
\begin{equation*}
\left(m_{1}+m_{2}\right) U_{t t}-2 a^{2} C U_{x x}-4 a^{3} P V V_{x}+\frac{a^{3} C\left(m_{1}-m_{2}\right)}{m_{1}+m_{2}} V_{x x}=0 \tag{7}
\end{equation*}
$$



Fig. 1 Two kinds of establishing elementary cells in bi-atomic Born-Huang lattice. Two choices of an elementary cell are marked by dashed lines

$$
\begin{align*}
& \frac{m_{1} m_{2} a^{2}}{m_{1}+m_{2}} V_{t t}+\frac{a^{4} C m_{1} m_{2}}{\left(m_{1}+m_{2}\right)^{2}} V_{x x}+2 a^{2}\left(C+2 a P U_{x}\right) V \\
& \quad+\frac{a^{3} C\left(m_{1}-m_{2}\right)}{m_{1}+m_{2}} U_{x x}=0 \tag{8}
\end{align*}
$$

A comparison will be done first between the linearized versions of Eqs. (3), (4) and (7), (8). Then Eqs. (7), (8) will be compared with the weakly nonlinear limit of Eqs. (3), (4) resulting from application of the power series expansions of the trigonometric functions. Finally, an essentially nonlinear extension of Eqs. (7), (8) will be suggested to compare with Eqs. (3), (4).

## 3 Comparison of the Models

The linearized equations (3), (4),

$$
\begin{array}{r}
\rho \mathrm{U}_{\mathrm{tt}}-\mathrm{E} \mathrm{U}_{\mathrm{xx}}=0 \\
\mu \mathrm{u}_{\mathrm{tt}}-\kappa \mathrm{u}_{\mathrm{xx}}=0 \tag{10}
\end{array}
$$

demonstrate no coupling and no acoustical and optical branches in the dispersion relation. On the contrary, the Born-Huang model (linearized Eqs. (7), (8)),

$$
\begin{align*}
\left(m_{1}+m_{2}\right) U_{t t}-2 a^{2} C U_{x x}+\frac{a^{3} C\left(m_{1}-m_{2}\right)}{m_{1}+m_{2}} V_{x x} & =0,  \tag{11}\\
\frac{m_{1} m_{2} a^{2}}{m_{1}+m_{2}} V_{t t}+\frac{a^{4} C m_{1} m_{2}}{\left(m_{1}+m_{2}\right)^{2}} V_{x x}+\frac{a^{3} C\left(m_{1}-m_{2}\right)}{m_{1}+m_{2}} U_{x x} & =0, \tag{12}
\end{align*}
$$

possesses both branches [6]. Also, one can note that the coefficients in Eqs. (9), (10) are independent, while they depend on each other in Eqs. (11), (12).

The weakly nonlinear limit of Eqs. (3), (4) is obtained by expanding the trigonometric functions and retaining only the first terms in the expansions,

$$
\begin{align*}
\rho \mathrm{U}_{\mathrm{tt}}-E \mathrm{U}_{x x} & =-\mathrm{S} u u_{x}  \tag{13}\\
\mu u_{t t}-\kappa u_{x x} & =\left(S \mathrm{U}_{x}-\mathrm{p}\right) \mathrm{u} . \tag{14}
\end{align*}
$$

A comparison with Eqs. (7), (8) may be done using exact traveling wave solutions depending only on the phase variable $\theta=x-c t$. Two kinds of decoupling are possible for Eqs. (13), (14). The Eq. (13) may be resolved for $\mathrm{U}_{\theta}$,

$$
\begin{equation*}
\mathrm{U}_{\theta}=\frac{\mathrm{S} u^{2}-2 \sigma}{2\left(\mathrm{E}-\rho \mathrm{c}^{2}\right)} \tag{15}
\end{equation*}
$$

and Eq. (14) becomes an equation for finding the function $u$ after substitution of Eq. (15). Alternatively, Eq. (13) gives rise to the relationship for $u$,

$$
\begin{equation*}
u=\frac{\sqrt{2\left(\left(\mathrm{E}-\rho \mathrm{c}^{2}\right) \mathrm{U}_{\theta}-\sigma\right)}}{\mathrm{S}} \tag{16}
\end{equation*}
$$

while the function U is defined from Eq. (14) after substitution of Eq. (18). In both cases $\sigma$ is a constant of integration.

Only the first kind of decoupling is realized for solving Eqs. (7), (8). Thus, Eqs. (7) yields

$$
\begin{equation*}
U_{\theta}=\frac{2 a^{3} P V^{2}+\sigma}{c^{2}\left(m_{1}+m_{2}\right)-2 C a^{2}}+\frac{\left(m_{2}-m_{1}\right) C a^{3} V_{\theta}}{\left(m_{1}+m_{2}\right)\left(c^{2}\left(m_{1}+m_{2}\right)-2 C a^{2}\right)} \tag{17}
\end{equation*}
$$

that is used for derivation of the governing equation for $V$ from Eq. (8). One can note that the second term in Eq. (17) depends on the difference of the masses $m_{i}$.

Despite the relationships for $\mathrm{U}_{\theta}$ for both models are different due to the last term in Eq. (17), the resulting ordinary differential equations (ODE) for the functions $u$ and $V$ are similar. Thus, Eq. (14) transforms to the ODE reduction of the modified Korteweg - de Vries (mKdV) equation,

$$
\begin{gathered}
\left(u_{\theta}\right)^{2}=b_{1} u^{4}+b_{2} u^{2}+b_{3}, \\
b_{1}=\frac{S^{2}}{4\left(k-c^{2} \mu\right)\left(E-c^{2} \rho\right)}, b_{2}=-\frac{\left(p\left(E-c^{2} \rho\right)+S \sigma\right)}{\left(\kappa-c^{2} \mu\right)\left(E-c^{2} \rho\right)}, b_{3}-\text { const. }
\end{gathered}
$$

while for the generalized Born- Huang model substitution of Eq. (17) into Eq. (8) results in the same ODE for the function $V$,

$$
\left(\mathrm{V}_{\theta}\right)^{2}=\mathrm{q}_{1} \mathrm{~V}^{4}+\mathrm{q}_{2} \mathrm{~V}^{2}+\mathrm{q}_{3}
$$

but with different coefficients,

$$
q_{1}=\frac{2 a^{4} P^{2}}{C^{2} a^{4}-m_{1} m_{2} c^{4}}, q_{2}=\frac{2\left(2 a P \sigma C\left(m_{1}+m_{2}\right) c^{2}-2 C^{2} a^{2}\right)}{C^{2} a^{4}-m_{1} m_{2} c^{4}}, q_{3}-\text { const. }
$$

The known solitary wave solution of the $m K d V$ equation is be written for $u$,

$$
\begin{equation*}
u=\frac{2 \sqrt{p\left(c^{2} \rho-E\right)-S \sigma}}{S} \operatorname{sech}\left(\frac{\sqrt{p\left(E-c^{2} \rho\right)+S \sigma}}{\sqrt{\left(k-c^{2} \mu\right)\left(E-c^{2} \rho\right)}}\left(\theta-\theta_{0}\right)\right) \tag{18}
\end{equation*}
$$

while the same solution for V is

$$
\begin{gather*}
V=\frac{\sqrt{2 C^{2} a^{2}-c^{2} C\left(m_{1}+m_{2}\right)-2 a P \sigma}}{\sqrt{2} a^{2} P} \\
\operatorname{sech}\left(\frac{\sqrt{2} \sqrt{2 C^{2} a^{2}-c^{2} C\left(m_{1}+m_{2}\right)-2 a P \sigma}}{\sqrt{-C^{2} a^{4}+c^{4} m_{1} m_{2}}}\left(\theta-\theta_{0}\right)\right) . \tag{19}
\end{gather*}
$$

However, the reality of the parameters of the solutions depend on the coefficients of the equation. The coefficients are independent for the model (13), (14), then the solution (18) exists, in particular, for $\sigma=0$. It follows from Eq. (15) that $\mathrm{U}_{\theta}$ vanishes at $\theta \rightarrow \pm \infty$, and the solitary wave of the moving defect $u$ is accompanied by the solitary wave of an external loading, or a macro-strain, $\mathrm{U}_{\theta}$. However, the coefficients of Eqs. (7), (8) do not allow the value of the velocity c at $\sigma=0$ for the solution (19). It means that the macro-strain wave $\mathrm{U}_{\theta}(17)$ cannot vanish at infinities, and a constant external loading is needed to support the localized wave of defects V in this case. Typical shapes of the wave (17) are shown in Fig. 2 in the form of a localized wave but with constant negative shift that has a meaning of an external longitudinal compression. The shape of the wave is not symmetric with respect to its peak contrary to the symmetric shape of the solution (15). Also a trough appears ahead or behind the wave depending on the ratio of the masses, $m_{i}$.

Similarly the essentially nonlinear case may be considered. However, the weakly nonlinear Eqs. (7), (8) should be extended up to the essential level in the same manner as Eqs. (3), (4) are reduced up to the weakly nonlinear level, (13), (14). Now we assume that the nonlinear terms in Eqs. (7), (8) are the "traces" of the expansions of the trigonometric functions. Then the essentially nonlinear generalization of the continuum limit of the Born-Huang model is suggested in the form

$$
\begin{equation*}
\left(m_{1}+m_{2}\right) U_{t t}-2 a^{2} C U_{x x}-4 a^{3} P(1-\cos V)_{x}+\frac{a^{3} C\left(m_{1}-m_{2}\right)}{m_{1}+m_{2}} V_{x x}=0 \tag{20}
\end{equation*}
$$



Fig. 2 Solitary wave with a constant shift (shown by dashed line), $m_{1}<m_{2}$ (left), $m_{1}>m_{2}$ (right)

$$
\begin{align*}
\frac{m_{1} m_{2} a^{2}}{m_{1}+m_{2}} V_{t t} & +\frac{a^{4} C m_{1} m_{2}}{\left(m_{1}+m_{2}\right)^{2}} V_{x x} \\
& +2 a^{2}\left(C+2 a P U_{x}\right) \sin V+\frac{a^{3} C\left(m_{1}-m_{2}\right)}{m_{1}+m_{2}} U_{x x}=0 \tag{21}
\end{align*}
$$

Again a comparison is done using exact traveling wave solutions to Eqs. (3), (4) and Eqs. (20), (21). Two kinds of decoupling are possible for Eqs. (3), (4):

$$
\mathrm{u}_{\theta}=\frac{\mathrm{S}(1-\cos u)-\sigma}{2\left(E-\rho c^{2}\right)}
$$

or

$$
u=\arccos \left(\frac{\left(\rho c^{2}-E\right) U_{\theta}-\sigma}{S}+1\right)
$$

Only the first kind is realized for the generalized essentially nonlinear Born-Huang model, (20), (21),

$$
\begin{gather*}
U_{\theta}=\frac{a^{3} P(1-\cos V)+\sigma}{c^{2}\left(m_{1}+m_{2}\right)-2 C a^{2}}+ \\
\frac{\left(m_{2}-m_{1}\right) C a^{3} V_{\theta}}{\left(m_{1}+m_{2}\right)\left(c^{2}\left(m_{1}+m_{2}\right)-2 C a^{2}\right)} \tag{22}
\end{gather*}
$$

The equations both for the functions $u$ and $V$ have the form of the ODE reduction of the Double Sine-Gordon equation. In particular, substitution of Eq. (22) into Eq. (21) of the generalized essentially nonlinear Born-Huang model results in

$$
\begin{align*}
& \left(\frac{m_{1} m_{2} a^{2}\left(c^{2}+C a^{2}\right)}{m_{1}+m_{2}}-\frac{\left(m_{1}-m_{2}\right)^{2} C^{2} a^{6}}{\left(m_{1}+m_{2}\right)^{2}\left(\left(m_{1}+m_{2}\right) c^{2}-2 C a^{2}\right)}\right) V_{\theta \theta} \\
& +2 a^{2}\left(C+\frac{2 A P\left(4 a^{3} P+\sigma\right)}{\left(m_{1}+m_{2}\right) c^{2}-2 C a^{2}}\right) \sin V-\frac{4 a^{4} P}{\left(m_{1}+m_{2}\right) c^{2}-2 C a^{2}} \sin (2 V)=0 \tag{23}
\end{align*}
$$

The substitution of variable $\mathrm{V}=2 \arctan W(\theta)$ allows us to convert Eq. (23) to the form of the $m K d V$ equation for the function $W$. Then a comparison is done using already noted solitary wave solution. It turns out that the main deviations in the solutions are the same as in the weakly nonlinear case. Again the generalized essentially nonlinear Born-Huang model does not possess the bell-shaped solution for $\mathrm{U}_{\theta}$ without constant shift, $\sigma$, while the shape of the wave $\mathrm{U}_{\theta}$ is similar to that shown in Fig. 2.

## 4 Conclusions

The essentially nonlinear continuum model (3), (4) and the continuum limit of the discrete Born-Huang model do not correspond to each other at the linearized, weakly nonlinear and essentially nonlinear levels. The distinct features of the last model are the dependence of the profile of the solution on the ratio between the masses $m_{i}$ of the atoms of the lattice and the need in a shift $\sigma$ for the existence of the solution for the macro-strain $\mathrm{U}_{\theta}$ needed for propagation of localized defects V . Therefore, both models similarly describe propagation of localized defects but under different loading, $\mathrm{U}_{\theta}$ ( with or without constant part or a pedestal). The coefficients in the continuum equations of the generalized Born- Huang model depends on the interaction forces of the lattice that makes possible their evaluation for real bi-atomic materials.

However, the essentially nonlinear continuum model (3), (4) corresponds well to the structural essentially nonlinear model after G. Pouget, G.A. Maugin and M.K. Sayadi $[8,9]$ for a one-dimensional atomic chain equipped with rotatory molecular groups. Therefore, all the solutions obtained in Refs. [3-5] may be successfully applied in this problem.
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# Buckling of Inhomogeneous Circular Plate of Micropolar Material 

Denis N. Sheydakov


#### Abstract

The present research is dedicated to the stability analysis of nonlinearly elastic highly porous plates. The mechanical properties and behavior of these plates are described using the model of an inhomogeneous micropolar (Cosserat) medium. Such approach allows for a more precise modeling and detailed analysis of the buckling process for constructional elements made of highly porous materials. In the framework of a general stability theory for three-dimensional bodies, we have studied the stability of a circular micropolar plate subject to radial compression. It is assumed that elastic properties of the plate vary through the thickness. Using the linearization method in a vicinity of a basic state, the neutral equilibrium equations are derived, which describe the perturbed state of a plate. For a special case of axisymmetric buckling modes this linearized equilibrium equations are reduced to the system of three ordinary differential equations. It is also shown that if elastic properties of a plate are symmetric through the thickness then the stability analysis is reduced to solving two independent linear homogeneous boundary-value problems for the half-plate.


## 1 Introduction

With the increasing number of new structural materials, the problem of stability analysis for bodies with a microstructure becomes important. One example of such materials is a porous material. Engineering structures made of porous materials, especially metal and polymer foams, have different applications in the last decades [2-4, 6, 9]. The foams are cellular structures consisting of a solid metal (for example aluminium, steel, copper, etc.), or polymer (polyurethane, polyisocyanurate,

[^29]polystyrene, etc.) and containing a large volume fraction of gas-filled pores. There are two types of foams. One is the closed-cell foam, while the second one is the open-cell foam. The defining characteristic of metal and polymer foams are the very high porosity: typically, well over $80 \%, 90 \%$ and even $98 \%$ of the volume consists of void spaces.

Constructions made of porous materials are widely used in modern industries with airspace or automotive applications among others. The reason for this is the advantages of such materials: better density-stiffness ratios in comparison with classical structural materials, the possibility to absorb energy, etc. As a rule, these constructions have a functionally graded structure. For example, the porous core is quite often covered by hard and stiff shell, which can be necessary for corrosion or thermal protection, and optimization of mechanical properties in the process of loading.

## 2 Initial Strain State of Inhomogeneous Plate

We consider the circular plate of radius $r_{1}$ and thickness $H$, and made of functionally graded material. The behavior of the plate is described by the model of micropolar elastic body $[1,5,8,10,13,19]$. For the radial compression (extension) of the plate, the position of a particle in the strained state is given by the radius vector $\mathbf{R}$ [12, 20]:

$$
\begin{array}{cl}
\mathrm{R}=\alpha r, & 0 \leqslant r \leqslant r_{1} \\
\Phi=\varphi, & 0 \leqslant \varphi \leqslant 2 \pi \\
Z=f(z), & |z| \leqslant H / 2 \\
\mathbf{R}=\alpha r \mathbf{e}_{R}+f(z) \mathbf{e}_{Z} \tag{2}
\end{array}
$$

Here $r, \varphi, z$ are cylindrical coordinates in the reference configuration (Lagrangian coordinates), $\mathrm{R}, \Phi, \mathrm{Z}$ are Eulerian cylindrical coordinates, $\left\{\mathbf{e}_{r}, \mathbf{e}_{\varphi}, \mathbf{e}_{z}\right\}$ and $\left\{\mathbf{e}_{\mathrm{R}}, \mathbf{e}_{\Phi}, \mathbf{e}_{\mathrm{Z}}\right\}$ are orthonormal vector bases of Lagrangian and Eulerian coordinates, respectively, $\alpha$ is the radial compression ratio, $f(z)$ is some unknown function, which describe the strain in the thickness direction of the inhomogeneous plate.

In addition, a proper orthogonal tensor of microrotation $\mathbf{H}$ is given, which characterizes the rotation of the micropolar medium particle and for the considered strain has the form

$$
\begin{equation*}
\mathbf{H}=\mathbf{e}_{\mathrm{r}} \otimes \mathbf{e}_{R}+\mathbf{e}_{\varphi} \otimes \mathbf{e}_{\Phi}+\mathbf{e}_{z} \otimes \mathbf{e}_{Z} \tag{3}
\end{equation*}
$$

According to expressions (1) and (2), the deformation gradient $\mathbf{C}$ is (hereinafter ' denotes the derivative with respect to $z$ ):

$$
\begin{equation*}
\mathbf{C}=\operatorname{grad} \mathbf{R}=\alpha\left(\mathbf{e}_{\mathrm{r}} \otimes \mathbf{e}_{R}+\mathbf{e}_{\varphi} \otimes \mathbf{e}_{\Phi}\right)+\mathrm{f}^{\prime} \mathbf{e}_{z} \otimes \mathbf{e}_{Z} \tag{4}
\end{equation*}
$$

where grad is the gradient in Lagrangian coordinates. It follows from relations (3) and (4) that the wryness tensor $\mathbf{L}$ is equal to zero [14, 15]

$$
\mathbf{L} \times \mathbf{E}=-(\operatorname{grad} \mathbf{H}) \cdot \mathbf{H}^{\mathrm{T}}=0
$$

and the stretch tensor $\mathbf{Y}$ is expressed as follows

$$
\begin{equation*}
\mathbf{Y}=\mathbf{C} \cdot \mathbf{H}^{\mathrm{T}}=\alpha\left(\mathbf{e}_{\mathrm{r}} \otimes \mathbf{e}_{\mathrm{r}}+\mathbf{e}_{\varphi} \otimes \mathbf{e}_{\varphi}\right)+\mathrm{f}^{\prime} \mathbf{e}_{z} \otimes \mathbf{e}_{z} \tag{5}
\end{equation*}
$$

We assume that the elastic properties of the plate vary through the thickness, and they are described by the model of physically linear micropolar material, whose specific strain energy is a quadratic form of the tensors $\mathbf{Y}-\mathbf{E}$ and $\mathbf{L}[7,11]$ :

$$
\begin{align*}
W(\mathbf{Y}, \mathbf{L})= & \frac{1}{2} \lambda(z) \operatorname{tr}^{2}(\mathbf{Y}-\mathbf{E})+\frac{1}{2}(\mu(z)+\kappa(z)) \operatorname{tr}\left((\mathbf{Y}-\mathbf{E}) \cdot(\mathbf{Y}-\mathbf{E})^{\mathrm{T}}\right) \\
& +\frac{1}{2} \mu(z) \operatorname{tr}(\mathbf{Y}-\mathbf{E})^{2}+\frac{1}{2} \gamma_{1}(z) \operatorname{tr}^{2} \mathbf{L}+\frac{1}{2} \gamma_{2}(z) \operatorname{tr}\left(\mathbf{L} \cdot \mathbf{L}^{\mathrm{T}}\right)+\frac{1}{2} \gamma_{3}(z) \operatorname{tr}^{\mathbf{L}^{2}} \tag{6}
\end{align*}
$$

Here $\lambda(z), \mu(z)$ are functions describing the change in the Lamé parameters, $\kappa(z)$, $\gamma_{1}(z), \gamma_{2}(z), \gamma_{3}(z)$ are micropolar elastic parameters changing with the thickness coordinate, $\mathbf{E}$ is the unit tensor.

It follows from expressions (3), (5) and (6) that the Piola-type couple stress tensor $\mathbf{G}$ is equal to zero for the deformation of radial compression (1)-(3) of the circular plate

$$
\mathbf{G}=\frac{\partial W}{\partial \mathbf{L}} \cdot \mathbf{H}=\left(\gamma_{1}(\operatorname{tr} \mathbf{L}) \mathbf{E}+\gamma_{2} \mathbf{L}+\gamma_{3} \mathbf{L}^{\mathrm{T}}\right) \cdot \mathbf{H}=0
$$

and Piola-type stress tensor $\mathbf{D}$ is

$$
\begin{gather*}
\mathbf{D}=\frac{\partial W}{\partial \mathbf{Y}} \cdot \mathbf{H}=\left(\lambda \operatorname{tr}(\mathbf{Y}-\mathbf{E}) \mathbf{E}+\mu\left(\mathbf{Y}^{\mathrm{T}}-\mathbf{E}\right)+(\mu+\kappa)(\mathbf{Y}-\mathbf{E})\right) \cdot \mathbf{H} \\
=(\lambda s+\chi(\alpha-1))\left(\mathbf{e}_{r} \otimes \mathbf{e}_{\mathrm{R}}+\mathbf{e}_{\varphi} \otimes \mathbf{e}_{\Phi}\right)+\left(\lambda s+\chi\left(f^{\prime}-1\right)\right) \mathbf{e}_{\mathcal{Z}} \otimes \mathbf{e}_{\mathcal{Z}},  \tag{7}\\
s=2 \alpha+\mathrm{f}^{\prime}-3, \quad \chi=2 \mu+\kappa .
\end{gather*}
$$

The equilibrium equations of nonlinear micropolar elasticity in absence of mass forces and moments are written as follows [7, 20]

$$
\begin{equation*}
\operatorname{div} \mathbf{D}=0, \quad \operatorname{div} \mathbf{G}+\left(\mathbf{C}^{\mathrm{T}} \cdot \mathbf{D}\right)_{\times}=0 \tag{8}
\end{equation*}
$$

where div is the divergence in the Lagrangian coordinates. The symbol $\times$ represents the vector invariant of a second-order tensor:

$$
\mathbf{K}_{\times}=\left(\mathrm{K}_{\mathrm{mn}} \mathbf{e}_{\mathrm{m}} \otimes \mathbf{e}_{\mathrm{n}}\right)_{\times}=\mathrm{K}_{\mathrm{mn}} \mathbf{e}_{\mathrm{m}} \times \mathbf{e}_{\mathrm{n}}
$$

We assume that there are no external loads on the faces of the plate $(z= \pm \mathrm{H} / 2)$, and there is no vertical displacement on the middle surface $z=0$ :

$$
\begin{equation*}
\left.\mathbf{e}_{z} \cdot \mathbf{D}\right|_{z= \pm \frac{\mathrm{H}}{2}}=0, \quad f(0)=0 \tag{9}
\end{equation*}
$$

By solving the boundary problem (8), (9) while taking into account the relations (7) we found the unknown function $f(z)$ :

$$
f(z)=\int_{0}^{z} \frac{2(1-\alpha) \lambda(x)}{\lambda(x)+2 \mu(x)+k(x)} d x+z
$$

In the special case, when the pattern of variation for elastic parameters $\lambda, \mu, \kappa$ is the same

$$
\lambda(z)=\lambda_{0} \xi(z), \quad \mu(z)=\mu_{0} \xi(z), \quad \kappa(z)=\kappa_{0} \xi(z)
$$

the expression for the function $f(z)$ is quite simple:

$$
f(z)=\alpha_{3} z, \quad \alpha_{3}=1+\frac{2 \lambda_{0}(1-\alpha)}{\lambda_{0}+2 \mu_{0}+\kappa_{0}}
$$

## 3 Equilibrium Bifurcation for Inhomogeneous Plate

We assume that in addition to the above-described state of equilibrium for the inhomogeneous plate, there is an infinitely close equilibrium state under the same external loads, which is determined by the radius vector $\mathbf{R}+\eta \mathbf{v}$ and microrotation tensor $\mathbf{H}-\eta \mathbf{H} \times \omega$. Here $\eta$ is a small parameter, $\mathbf{v}$ is the vector of additional displacements, $\omega$ is a linear incremental rotation vector, which characterizes the small rotation of the micropolar medium particles, measured from the initial strain state.

The perturbed state of equilibrium for the micropolar medium is described by the equations [7]:

$$
\begin{equation*}
\operatorname{div} \mathbf{D}^{\bullet}=0, \quad \operatorname{div} \mathbf{G}^{\bullet}+\left[\operatorname{grad} \mathbf{v}^{\mathrm{T}} \cdot \mathbf{D}+\mathbf{C}^{\mathrm{T}} \cdot \mathbf{D}^{\bullet}\right]_{\times}=0 \tag{10}
\end{equation*}
$$

where $\mathbf{D}^{\bullet}$ and $\mathbf{G}^{\bullet}$ are the linearized Piola-type stress and couple stress tensors. In the case of physically linear micropolar material (6), the following relations are valid for these tensors [17, 18]:

$$
\begin{align*}
\mathbf{D}^{\bullet}= & \left(\frac{\partial W}{\partial \mathbf{Y}}\right)^{\bullet} \cdot \mathbf{H}+\frac{\partial W}{\partial \mathbf{Y}} \cdot \mathbf{H}^{\bullet}=\left(\lambda\left(\operatorname{tr} \mathbf{Y}^{\bullet}\right) \mathbf{E}+(\mu+\kappa) \mathbf{Y}^{\bullet}+\mu \mathbf{Y}^{\bullet} \mathrm{T}\right) \cdot \mathbf{H} \\
& -\left(\lambda \operatorname{tr}(\mathbf{Y}-\mathbf{E}) \mathbf{E}+\mu\left(\mathbf{Y}^{\mathrm{T}}-\mathbf{E}\right)+(\mu+\kappa)(\mathbf{Y}-\mathbf{E})\right) \cdot \mathbf{H} \times \omega, \tag{11}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{G}^{\bullet}=\left(\frac{\partial W}{\partial \mathbf{L}}\right)^{\bullet} \cdot \mathbf{H}+\frac{\partial W}{\partial \mathbf{L}} \cdot \mathbf{H}^{\bullet} \\
& =\left(\gamma_{1}\left(\operatorname{tr} \mathbf{L}^{\bullet}\right) \mathbf{E}+\gamma_{2} \mathbf{L}^{\bullet}+\gamma_{3} \mathbf{L}^{\bullet} \mathrm{T}\right) \cdot \mathbf{H}-\left(\gamma_{1}(\operatorname{tr} \mathbf{L}) \mathbf{E}+\gamma_{2} \mathbf{L}+\gamma_{3} \mathbf{L}^{\mathrm{T}}\right) \cdot \mathbf{H} \times \omega,  \tag{12}\\
& \quad \mathbf{Y}^{\bullet}=(\operatorname{grad} \mathbf{v}+\mathbf{C} \times \omega) \cdot \mathbf{H}^{\mathrm{T}}, \quad \mathbf{L}^{\bullet}=\operatorname{grad} \omega \cdot \mathbf{H}^{\mathrm{T}} .
\end{align*}
$$

Here $\mathbf{Y}^{\mathbf{\bullet}}$ is the linearized stretch tensor, $\mathbf{L}^{\mathbf{\bullet}}$ is the linearized wryness tensor. Linearized boundary conditions on the faces of the plate $(z= \pm \mathrm{H} / 2)$ are written as follows:

$$
\begin{equation*}
\left.\mathbf{e}_{z} \cdot \mathbf{D}^{\bullet}\right|_{z= \pm \frac{\mathrm{H}}{2}}=0,\left.\quad \mathbf{e}_{z} \cdot \mathbf{G}^{\bullet}\right|_{z= \pm \frac{\mathrm{H}}{2}}=0 . \tag{13}
\end{equation*}
$$

We assume that there is no friction at the edge of the plate ( $\mathrm{r}=\mathrm{r}_{1}$ ), and constant normal displacement is given. This leads to the following linearized boundary conditions:

$$
\begin{array}{r}
\left.\mathbf{e}_{\mathrm{r}} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{\Phi}\right|_{r=r_{1}}=\left.\mathbf{e}_{\mathrm{r}} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{\mathrm{Z}}\right|_{\mathrm{r}=\mathrm{r}_{1}}=\left.\mathbf{e}_{\mathrm{r}} \cdot \mathbf{v}\right|_{\mathrm{r}=\mathrm{r}_{1}}=0, \\
\left.\mathbf{e}_{\mathrm{r}} \cdot \mathbf{G}^{\bullet} \cdot \mathbf{e}_{\mathrm{R}}\right|_{\mathrm{r}=\mathrm{r}_{1}}=\left.\mathbf{e}_{\varphi} \cdot \omega\right|_{\mathrm{r}=\mathrm{r}_{1}}=\left.\mathbf{e}_{z} \cdot \omega\right|_{\mathrm{r}=\mathrm{r}_{1}}=0 . \tag{14}
\end{array}
$$

We write the vector of additional displacements $\mathbf{v}$ and vector of incremental rotation $\omega$ in the basis of Eulerian cylindrical coordinates:

$$
\begin{equation*}
\mathbf{v}=v_{R} \mathbf{e}_{R}+v_{\Phi} \mathbf{e}_{\Phi}+v_{Z} \mathbf{e}_{Z}, \quad \omega=\omega_{R} \mathbf{e}_{R}+\omega_{\Phi} \mathbf{e}_{\Phi}+\omega_{Z} \mathbf{e}_{Z} \tag{15}
\end{equation*}
$$

With respect to representation (15), the expressions for the linearized stretch tensor $\mathbf{Y}^{\bullet}$ and wryness tensor $\mathbf{L}^{\bullet}$ have the form:

$$
\begin{align*}
\mathbf{Y}^{\bullet}= & \left(\frac{\partial v_{\Phi}}{\partial r}-\alpha \omega_{Z}\right) \mathbf{e}_{r} \otimes \mathbf{e}_{\varphi}+\frac{1}{r}\left(\frac{\partial v_{R}}{\partial \varphi}-v_{\Phi}+\alpha r \omega_{Z}\right) \mathbf{e}_{\varphi} \otimes \mathbf{e}_{r} \\
& +\left(\frac{\partial v_{Z}}{\partial r}+\alpha \omega_{\Phi}\right) \mathbf{e}_{r} \otimes \mathbf{e}_{z}+\left(\frac{\partial v_{R}}{\partial z}-f^{\prime} \omega_{\Phi}\right) \mathbf{e}_{z} \otimes \mathbf{e}_{r} \\
& +\frac{1}{r}\left(\frac{\partial v_{Z}}{\partial \varphi}-\alpha r \omega_{R}\right) \mathbf{e}_{\varphi} \otimes \mathbf{e}_{z}+\left(\frac{\partial v_{\Phi}}{\partial z}+f^{\prime} \omega_{R}\right) \mathbf{e}_{z} \otimes \mathbf{e}_{\varphi}  \tag{16}\\
& +\frac{\partial v_{R}}{\partial r} \mathbf{e}_{r} \otimes \mathbf{e}_{r}+\frac{1}{r}\left(\frac{\partial v_{\Phi}}{\partial \varphi}+v_{R}\right) \mathbf{e}_{\varphi} \otimes \mathbf{e}_{\varphi}+\frac{\partial v_{Z}}{\partial z} \mathbf{e}_{z} \otimes \mathbf{e}_{z}, \\
\mathbf{L}^{\bullet}= & \frac{\partial \omega_{R}}{\partial r} \mathbf{e}_{r} \otimes \mathbf{e}_{r}+\frac{1}{r}\left(\frac{\partial \omega_{\Phi}}{\partial \varphi}+\omega_{R}\right) \mathbf{e}_{\varphi} \otimes \mathbf{e}_{\varphi}+\frac{\partial \omega_{Z}}{\partial z} \mathbf{e}_{z} \otimes \mathbf{e}_{z} \\
& +\frac{\partial \omega_{\Phi}}{\partial r} \mathbf{e}_{r} \otimes \mathbf{e}_{\varphi}+\frac{1}{r}\left(\frac{\partial \omega_{R}}{\partial \varphi}-\omega_{\Phi}\right) \mathbf{e}_{\varphi} \otimes \mathbf{e}_{r}+\frac{\partial \omega_{Z}}{\partial r} \mathbf{e}_{r} \otimes \mathbf{e}_{z}  \tag{17}\\
+ & \frac{\partial \omega_{R}}{\partial z} \mathbf{e}_{z} \otimes \mathbf{e}_{r}+\frac{1}{r} \frac{\partial \omega_{Z}}{\partial \varphi} \mathbf{e}_{\varphi} \otimes \mathbf{e}_{z}+\frac{\partial \omega_{\Phi}}{\partial z} \mathbf{e}_{z} \otimes \mathbf{e}_{\varphi} .
\end{align*}
$$

According to relations (3)-(5), (11), (12), (15)-(17), the components of the linearized Piola-type stress tensor $\mathbf{D}^{\bullet}$ and couple stress tensor $\mathbf{G}^{\bullet}$ are written as follows:

$$
\begin{align*}
& \mathbf{e}_{r} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{R}=(\lambda+\chi) \frac{\partial v_{R}}{\partial r}+\frac{\lambda}{r}\left(\frac{\partial v_{\Phi}}{\partial \varphi}+v_{R}\right)+\lambda \frac{\partial v_{Z}}{\partial z}, \\
& \mathbf{e}_{r} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{\Phi}=(\mu+\kappa) \frac{\partial v_{\Phi}}{\partial r}+\frac{\mu}{r}\left(\frac{\partial v_{R}}{\partial \varphi}-v_{\Phi}\right)+(\lambda s+2 \mu \alpha-\chi) \omega_{Z}, \\
& \mathbf{e}_{r} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{Z}=(\mu+\kappa) \frac{\partial v_{Z}}{\partial r}+\mu \frac{\partial v_{R}}{\partial z}-\left(\lambda s+\mu\left(f^{\prime}+\alpha\right)-\chi\right) \omega_{\Phi}, \\
& \mathbf{e}_{\varphi} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{R}=\frac{\mu+\kappa}{r}\left(\frac{\partial v_{R}}{\partial \varphi}-v_{\Phi}\right)+\mu \frac{\partial v_{\Phi}}{\partial r}-(\lambda s+2 \mu \alpha-\chi) \omega_{Z}, \\
& \mathbf{e}_{\varphi} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{\Phi}=\lambda \frac{\partial v_{R}}{\partial r}+\frac{\lambda+\chi}{r}\left(\frac{\partial v_{\Phi}}{\partial \varphi}+v_{R}\right)+\lambda \frac{\partial v_{Z}}{\partial z}, \\
& \mathbf{e}_{\varphi} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{Z}=\frac{\mu+\kappa}{r} \frac{\partial v_{Z}}{\partial \varphi}+\mu \frac{\partial v_{\Phi}}{\partial z}+\left(\lambda s+\mu\left(f^{\prime}+\alpha\right)-\chi\right) \omega_{R} z, \\
& \mathbf{e}_{z} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{R}=(\mu+\kappa) \frac{\partial v_{R}}{\partial z}+\mu \frac{\partial v_{Z}}{\partial r}+\left(\lambda s+\mu\left(f^{\prime}+\alpha\right)-\chi\right) \omega_{P} i, \\
& \mathbf{e}_{z} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{\Phi}=(\mu+\kappa) \frac{\partial v_{\Phi}}{\partial z}+\frac{\mu}{r} \frac{\partial v_{Z}}{\partial \varphi}-\left(\lambda s+\mu\left(f^{\prime}+\alpha\right)-\chi\right) \omega_{R}, \\
& \mathbf{e}_{z} \cdot \mathbf{D}^{\bullet} \cdot \mathbf{e}_{Z}=\lambda \frac{\partial v_{R}}{\partial r}+\frac{\lambda}{r}\left(\frac{\partial v_{\Phi}}{\partial \varphi}+v_{R}\right)+(\lambda+\chi) \frac{\partial v_{Z}}{\partial z},  \tag{18}\\
& \mathbf{e}_{r} \cdot \mathbf{G}^{\bullet} \cdot \mathbf{e}_{R}=\left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right) \frac{\partial \omega_{R}}{\partial r}+\frac{\gamma_{1}}{r}\left(\frac{\partial \omega_{\Phi}}{\partial \varphi}+\omega_{R}\right)+\gamma_{1} \frac{\partial \omega_{Z}}{\partial z}, \\
& \mathbf{e}_{r} \cdot \mathbf{G}^{\bullet} \cdot \mathbf{e}_{\Phi}=\gamma_{2} \frac{\partial \omega_{\Phi}}{\partial r}+\frac{\gamma_{3}}{r}\left(\frac{\partial \omega_{R}}{\partial \varphi}-\omega_{\Phi}\right) \text {, } \\
& \mathbf{e}_{\varphi} \cdot \mathbf{G}^{\bullet} \cdot \mathbf{e}_{R}=\frac{\gamma_{2}}{r}\left(\frac{\partial \omega_{R}}{\partial \varphi}-\omega_{\Phi}\right)+\gamma_{3} \frac{\partial \omega_{\Phi}}{\partial r}, \\
& \mathbf{e}_{r} \cdot \mathbf{G}^{\bullet} \cdot \mathbf{e}_{Z}=\gamma_{2} \frac{\partial \omega_{Z}}{\partial r}+\gamma_{3} \frac{\partial \omega_{R}}{\partial z}, \\
& \mathbf{e}_{z} \cdot \mathbf{G}^{\bullet} \cdot \mathbf{e}_{R}=\gamma_{2} \frac{\partial \omega_{R}}{\partial z}+\gamma_{3} \frac{\partial \omega_{Z}}{\partial r}, \\
& \mathbf{e}_{\varphi} \cdot \mathbf{G}^{\bullet} \cdot \mathbf{e}_{\Phi}=\gamma_{1} \frac{\partial \omega_{R}}{\partial r}+\frac{\gamma_{1}+\gamma_{2}+\gamma_{3}}{r}\left(\frac{\partial \omega_{\Phi}}{\partial \varphi}+\omega_{R}\right)+\gamma_{1} \frac{\partial \omega_{Z}}{\partial z}, \\
& \mathbf{e}_{\varphi} \cdot \mathbf{G}^{\bullet} \cdot \mathbf{e}_{Z}=\frac{\gamma_{2}}{r} \frac{\partial \omega_{Z}}{\partial \varphi}+\gamma_{3} \frac{\partial \omega_{\Phi}}{\partial z}, \\
& \mathbf{e}_{z} \cdot \mathbf{G}^{\bullet} \cdot \mathbf{e}_{\Phi}=\gamma_{2} \frac{\partial \omega_{\Phi}}{\partial z}+\frac{\gamma_{3}}{r} \frac{\partial \omega_{Z}}{\partial \varphi}, \\
& \mathbf{e}_{z} \cdot \mathbf{G}^{\bullet} \cdot \mathbf{e}_{Z}=\gamma_{1} \frac{\partial \omega_{R}}{\partial r}+\frac{\gamma_{1}}{r}\left(\frac{\partial \omega_{\Phi}}{\partial \varphi}+\omega_{R}\right)+\left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right) \frac{\partial \omega_{Z}}{\partial z} \text {. }
\end{align*}
$$

Using expressions (4), (5), (7) and (15), (18), we write the equations of the neutral equilibrium (10) for the inhomogeneous plate in scalar form:

$$
\begin{array}{r}
(\mu+\kappa)\left(\frac{1}{r^{2}} \frac{\partial^{2} v_{R}}{\partial \varphi^{2}}+\frac{\partial^{2} v_{R}}{\partial z^{2}}-\frac{1}{r^{2}} \frac{\partial v_{\Phi}}{\partial \varphi}\right)+(\lambda+\mu)\left(\frac{1}{r} \frac{\partial^{2} v_{\Phi}}{\partial r \partial \varphi}+\frac{\partial^{2} v_{Z}}{\partial r \partial z}\right) \\
+(\lambda+\chi)\left(\frac{\partial^{2} v_{R}}{\partial r^{2}}+\frac{1}{r} \frac{\partial v_{R}}{\partial r}-\frac{1}{r^{2}} v_{R}-\frac{1}{r^{2}} \frac{\partial v_{\Phi}}{\partial \varphi}\right)+\left(\mu^{\prime}+\kappa^{\prime}\right) \frac{\partial v_{R}}{\partial z}+\mu^{\prime} \frac{\partial v_{Z}}{\partial r} \\
+\xi \frac{\partial \omega_{\Phi}}{\partial z}+\xi^{\prime} \omega_{\Phi}-\frac{1}{r}(\lambda s+2 \mu \alpha-\chi) \frac{\partial \omega_{Z}}{\partial \varphi}=0
\end{array}
$$

$$
\frac{\lambda+\chi}{r^{2}}\left(\frac{\partial^{2} v_{\Phi}}{\partial \varphi^{2}}+\frac{\partial v_{R}}{\partial \varphi}\right)+\frac{\lambda+\mu}{r}\left(\frac{\partial^{2} v_{R}}{\partial r \partial \varphi}+\frac{\partial^{2} v_{Z}}{\partial \varphi \partial z}\right)+\left(\mu^{\prime}+\kappa^{\prime}\right) \frac{\partial v_{\Phi}}{\partial z}
$$

$$
+(\mu+\kappa)\left(\frac{\partial^{2} v_{\Phi}}{\partial r^{2}}+\frac{1}{r} \frac{\partial v_{\Phi}}{\partial r}-\frac{1}{r^{2}} v_{\Phi}+\frac{1}{r^{2}} \frac{\partial v_{R}}{\partial \varphi}+\frac{\partial^{2} v_{\Phi}}{\partial z^{2}}\right)+\frac{\mu^{\prime}}{r} \frac{\partial v_{Z}}{\partial \varphi}
$$

$$
-\xi \frac{\partial \omega_{R}}{\partial z}-\xi^{\prime} \omega_{R}+(\lambda s+2 \mu \alpha-\chi) \frac{\partial \omega_{Z}}{\partial r}=0
$$

$$
(\lambda+\chi) \frac{\partial^{2} v_{Z}}{\partial z^{2}}+(\mu+\kappa)\left(\frac{\partial^{2} v_{Z}}{\partial r^{2}}+\frac{1}{r} \frac{\partial v_{Z}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} v_{Z}}{\partial \varphi^{2}}\right)
$$

$$
+(\lambda+\mu)\left(\frac{\partial^{2} v_{R}}{\partial r \partial z}+\frac{1}{r} \frac{\partial v_{R}}{\partial z}+\frac{1}{r} \frac{\partial^{2} v_{\Phi}}{\partial \varphi \partial z}\right)+\lambda^{\prime} \frac{\partial v_{R}}{\partial r}+\frac{\lambda^{\prime}}{r}\left(\frac{\partial v_{\Phi}}{\partial \varphi}+v_{R}\right)
$$

$$
+\left(\lambda^{\prime}+\chi^{\prime}\right) \frac{\partial v_{Z}}{\partial z}+\xi\left(\frac{1}{r} \frac{\partial \omega_{R}}{\partial \varphi}-\frac{\partial \omega_{\Phi}}{\partial r}-\frac{1}{r} \omega_{\Phi}\right)=0
$$

$$
\left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right)\left(\frac{\partial^{2} \omega_{R}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \omega_{R}}{\partial r}-\frac{1}{r^{2}} \frac{\partial \omega_{\Phi}}{\partial \varphi}-\frac{1}{r^{2}} \omega_{R}\right)
$$

$$
\begin{equation*}
+\left(\gamma_{1}+\gamma_{3}\right)\left(\frac{1}{r} \frac{\partial^{2} \omega_{\Phi}}{\partial r \partial \varphi}+\frac{\partial^{2} \omega_{Z}}{\partial r \partial z}\right)+\gamma_{2}\left(\frac{1}{r^{2}} \frac{\partial^{2} \omega_{R}}{\partial \varphi^{2}}+\frac{\partial^{2} \omega_{R}}{\partial z^{2}}-\frac{1}{r^{2}} \frac{\partial \omega_{\Phi}}{\partial \varphi}\right) \tag{19}
\end{equation*}
$$

$$
+\gamma_{2}^{\prime} \frac{\partial \omega_{R}}{\partial z}+\gamma_{3}^{\prime} \frac{\partial \omega_{Z}}{\partial r}+\xi\left(\frac{\partial v_{\Phi}}{\partial z}-\frac{1}{r} \frac{\partial v_{Z}}{\partial \varphi}+\left(\alpha+f^{\prime}\right) \omega_{R}\right)=0
$$

$$
\begin{array}{r}
\frac{\gamma_{1}+\gamma_{2}+\gamma_{3}\left(\frac{\partial^{2} \omega_{\Phi}}{r^{2}}+\frac{\partial \omega_{R}}{\partial \varphi}\right)+}{}+\frac{\gamma_{1}+\gamma_{3}}{r}\left(\frac{\partial^{2} \omega_{R}}{\partial r \partial \varphi}+\frac{\partial^{2} \omega_{Z}}{\partial \varphi \partial z}\right)+\gamma_{2}^{\prime} \frac{\partial \omega_{\Phi}}{\partial z} \\
+\gamma_{2}\left(\frac{1}{r^{2}} \frac{\partial \omega_{R}}{\partial \varphi}+\frac{\partial^{2} \omega_{\Phi}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \omega_{\Phi}}{\partial r}+\frac{\partial^{2} \omega_{\Phi}}{\partial z^{2}}-\frac{1}{r^{2}} \omega_{\Phi}\right)+\frac{\gamma_{3}^{\prime}}{r} \frac{\partial \omega_{Z}}{\partial \varphi} \\
+\xi\left(\frac{\partial v_{Z}}{\partial r}-\frac{\partial v_{R}}{\partial z}+\left(\alpha+f^{\prime}\right) \omega_{\Phi}\right)=0 \\
\left(\gamma_{1}+\gamma_{3}\right)\left(\frac{\partial^{2} \omega_{R}}{\partial r \partial z}+\frac{1}{r} \frac{\partial \omega_{R}}{\partial z}+\frac{1}{r} \frac{\partial^{2} \omega_{\Phi}}{\partial \varphi \partial z}\right)+\gamma_{2}\left(\frac{\partial^{2} \omega_{Z}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \omega_{Z}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} \omega_{Z}}{\partial \varphi^{2}}\right) \\
+\left(\gamma_{1}+\gamma_{2}+\gamma_{3}\right) \frac{\partial^{2} \omega_{Z}}{\partial z^{2}}+\gamma_{1}^{\prime} \frac{\partial \omega_{R}}{\partial r}+\frac{\gamma_{1}^{\prime}}{r} \frac{\partial \omega_{\Phi}}{\partial \varphi}+\frac{\gamma_{1}^{\prime}}{r} \omega_{R}+\left(\gamma_{1}^{\prime}+\gamma_{2}^{\prime}+\gamma^{\prime} 3\right) \frac{\partial \omega_{Z}}{\partial z} \\
+(\lambda s+2 \mu \alpha-\chi)\left(\frac{1}{r} \frac{\partial v_{R}}{\partial \varphi}-\frac{1}{r} v_{\Phi}-\frac{\partial v_{\Phi}}{\partial r}+2 \alpha \omega_{Z}\right)=0
\end{array}
$$

Substitution

$$
\begin{array}{cl}
v_{R}=V_{R}(r, z) \cos n \varphi, & v_{\Phi}=V_{\Phi}(r, z) \sin n \varphi, \\
\omega_{R}=\Omega_{R}(r, z) \sin n \varphi, & v_{Z}=V_{Z}(r, z) \cos n \varphi \\
n=\Omega_{\Phi}(r, z) \cos n \varphi, & \omega_{Z}=\Omega_{Z}(r, z) \sin n \varphi, \\
n=2, \ldots
\end{array}
$$

allows us to separate the variable $\varphi$ in these equations, reducing the stability analysis to the solution of homogeneous boundary problem (13), (14) and (19) for a system of six partial differential equations in the six unknown functions of two variables r, $z$.

## 4 Axisymmetric Buckling Modes

In the special case of axisymmetric perturbations $(n=0)$ the use of substitution

$$
\begin{align*}
& v_{R}=V_{R}(z) \mathrm{J}_{1}(\beta r), \quad v_{\Phi}=0, \quad v_{Z}=V_{Z}(z) \mathrm{J}_{0}(\beta r),  \tag{20}\\
& \omega_{R}=0, \quad \omega_{\Phi}=\Omega_{\Phi}(z) J_{1}(\beta r), \quad \omega_{Z}=0, \\
& \beta=\zeta_{m} / r_{1}, \quad J_{1}\left(\zeta_{m}\right)=0, \quad m=1,2, \ldots
\end{align*}
$$

leads to the separation of variable $r$ in the equations of neutral equilibrium and allows to satisfy the linearized boundary conditions (14) at the edge of the plate.

By taking into account the relations (20), the linearized equilibrium equations (19) are written as follows:

$$
\begin{array}{r}
(\mu+\kappa) V_{R}^{\prime \prime}+\left(\mu^{\prime}+\kappa^{\prime}\right) V_{R}^{\prime}-(\lambda+\chi) \beta^{2} V_{R}-(\lambda+\mu) \beta V_{Z}^{\prime}- \\
-\beta \mu^{\prime} V_{Z}+\theta \Omega_{\Phi}^{\prime}+\theta^{\prime} \Omega_{\Phi}=0, \\
(\lambda+\chi) V_{Z}^{\prime \prime}+\left(\lambda^{\prime}+\chi^{\prime}\right) V_{Z}^{\prime}-(\mu+\kappa) \beta^{2} V_{Z}+(\lambda+\mu) \beta V_{R}^{\prime}+  \tag{21}\\
+\beta \lambda^{\prime} V_{R}-\theta \beta \Omega_{\Phi}=0, \\
\gamma_{2} \Omega_{\Phi}^{\prime \prime}+\gamma_{2}^{\prime} \Omega_{\Phi}^{\prime}+\left[\left(\alpha+f^{\prime}\right) \theta-\gamma_{2} \beta^{2}\right] \Omega_{\Phi}-\theta V_{R}^{\prime}-\beta \theta V_{Z}=0 .
\end{array}
$$

Here we use the following notation

$$
\theta=\lambda s+\mu\left(\alpha+f^{\prime}\right)-\chi
$$

The linearized boundary conditions on the faces of the plate (13) take the form:

$$
\begin{equation*}
(\mu+\kappa) V_{R}^{\prime}-\mu \beta V_{Z}+\theta \Omega_{\Phi}=0, \quad \beta \lambda V_{R}+(\lambda+\chi) V_{Z}^{\prime}=0, \quad \Omega_{\Phi}^{\prime}=0 \tag{22}
\end{equation*}
$$

Thus, in the case of axisymmetric perturbations, the stability analysis of the inhomogeneous circular plate is reduced to solving a linear homogeneous boundary-value problem (21) and (22) for a system of three ordinary differential equations.

## 5 Symmetric Plate

It is easy to show that if the functions describing the change in the elastic parameters of the plate through the thickness are even, i.e. $\lambda(z)=\lambda(-z), \mu(z)=\mu(-z)$, $\kappa(z)=\kappa(-z), \gamma_{1}(z)=\gamma_{1}(-z), \gamma_{2}(z)=\gamma_{2}(-z), \gamma_{3}(z)=\gamma_{3}(-z)$, then the boun-dary-value problem (21), (22) has two independent sets of solutions [16], [18].
The First set is formed by solutions for which the deflection of a plate is an odd function of $z$ (symmetric buckling):

$$
V_{R}(z)=V_{R}(-z), \quad V_{Z}(z)=-V_{Z}(-z), \quad \Omega_{\Phi}(z)=-\Omega_{\Phi}(-z) .
$$

For the Second set of solutions, on the contrary, the deflection is an even function of $z$ (bending buckling):

$$
V_{R}(z)=-V_{R}(-z), \quad V_{Z}(z)=V_{Z}(-z), \quad \Omega_{\Phi}(z)=\Omega_{\Phi}(-z)
$$

Due to this property of boundary-value problem (21) and (22), for the study of stability it is sufficient to consider only the upper half of the inhomogeneous plate $(0 \leqslant z \leqslant \mathrm{H} / 2)$. The boundary conditions at $z=0$ follows from the evenness and oddness of the unknown functions $\mathrm{V}_{\mathrm{R}}, \mathrm{V}_{\mathrm{Z}}, \Omega_{\Phi}$ :
(a) for the First set of solutions:

$$
\begin{equation*}
\mathrm{V}_{R}^{\prime}(0)=\mathrm{V}_{\mathrm{Z}}(0)=\Omega_{\Phi}(0)=0 \tag{23}
\end{equation*}
$$

(b) for the Second set of solutions:

$$
\begin{equation*}
V_{R}(0)=V_{Z}^{\prime}(0)=\Omega_{\Phi}^{\prime}(0)=0 \tag{24}
\end{equation*}
$$

Thus, in the case of symmetric inhomogeneous plate, the stability analysis is reduced to solving two linear homogeneous boundary-value problems-(21), (22), (23) and (21), (22), (24)-for a system of three ordinary differential equations.

## 6 Conclusion

In the framework of bifurcation approach, the stability of an inhomogeneous circular plate subjected to radial compression and composed of a micropolar material is studied. For the physically linear micropolar material, a system of linearized equilibrium equations (19) is derived, which describes the behavior of the inhomogeneous plate in a perturbed state. Using special substitution (20) this equations are simplified and the linearized boundary-value problem is formulated for the case of an axisymmetric perturbations. Namely, the stability analysis is reduced to solving a linear homogeneous boundary problem (21) and (22) for a system of three ordinary differential equations.

It was also shown that, if the inhomogeneous plate is symmetric with respect to the middle surface $z=0$, then the stability analysis is reduced to solving two independent linear homogeneous boundary-value problems for the half-plate-(21), (22), (23) and (21), (22), (24).

For specific micropolar materials all formulated boundary-value problems can be solved numerically using the same method as in [17] and [18].
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# A Theory of Disclination and Dislocation Fields for Grain Boundary Plasticity 

V. Taupin, L. Capolungo, C. Fressengeas, A. Das and M. Upadhyay


#### Abstract

A continuum mechanics model is introduced for a core and structure sensitive modeling of grain boundary mediated plasticity. It accounts for long range elastic strain and curvature incompatibilities due to the presence of dislocation and disclination densities. The coupled spatio-temporal evolution of the crystal defects is also accounted for by transport equations. Based on atomistic structures, copper tilt boundaries are modeled with periodic sequences of wedge disclination dipoles. Their self-relaxation by transport leads to grain boundary configurations with lower elastic energies, which are compared to molecular statics values. The characteristic internal length inherent to strain gradient elasticity, which relates the elastic energy weight of couple-stresses to that of stresses, is chosen to retrieve the elastic energy obtained by atomistic simulations. This length is found to be lower than interatomic distances. In agreement with atomistic modeling, couple-stress elasticity is thought to be relevant for the modeling of highly heterogeneous defect microstructures at atomic resolution scales only.


[^30]
## 1 Introduction

When decreasing the grain size of polycrystals down to the nanometer range, the considerable gain in yield stress becomes usually counterbalanced by a loss of ductility, due to restricted dislocation glide inside grains [1]. The mechanisms producing plastic deformation are indeed different from the usual ones in coarse polycrystals. They mostly involve grain boundaries (GBs), which become the predominant source of plasticity. Well known examples of these new mechanisms are the shear coupled boundary migration [2-4], or the emission and glide of dislocations from grain boundaries [5-8]. Modeling efforts for the description of GBs include atomistic simulations [2, 5-9], dislocation/disclination-based models [2, 10-14] and mechanical approaches [15-19]. As shown from atomistic simulations, the grain boundary behavior is core and structure sensitive. Examples are the coupling factors in shear coupled boundary migration [2], or the free volume of grain boundaries, which is closely related to the dislocation emission mechanism [20].

Here we propose an original continuum mechanics model of crystal defects, for a core and structure sensitive description of GBs. By core description, we mean a continuous description, possibly below interatomic distances, of crystal defects and their associated elastic energy in the grain boundary area. By structure sensitive modeling, we mean that the crystal defect distributions which will be used to model grain boundaries must be based on real atomic structures. In addition to dislocations, which are the well known source of plastic deformation, we introduce disclinations. These rotation defects were shown to be more appropriate than dislocations for the modeling of high angle tilt grain boundaries [12]. The disclination structural unit model (DSUM) of grain boundaries, a structure sensitive model [14], is used in this work. In this model, atomic structural units, which, as revealed by molecular statics, compose the grain boundary [9], are modeled by equivalent wedge disclination dipoles. The great advantage of this model lies in the fact that it uses real atomic structures to define grain boundaries, but does not need to model atoms. Thus, it provides a time scale transition from atomistic simulations, because it does not need to solve for atomic vibrations and allows then using much larger and realistic simulation times. However this model is static. In addition, the DSUM uses discrete defects and is then singular in the interface plane. Therefore, we propose to set up the DSUM model into a continuous and dynamic framework. It is to note that even if it is often assumed that a wedge disclination dipole can be replaced by an equivalent edge dislocation, because the stress field of wedge disclination dipole with a small arm length is equivalent to that of an edge dislocation, the two kinds of defects are not equivalent. First, they are different in nature. The disclination is a rotational defect while a dislocation is a translational defect. Further, as discussed in the paper, disclination dipoles introduce incompatible elastic curvatures which contribute to the elastic energy of grain boundaries. Dislocations introduce compatible curvatures which are negligible in this respect. Then, the motion of disclinations leads to the nucleation of dislocations [21]. When modeling grain boundaries as disclination dipoles, we believe that this dislocation source mechanism will be at the origin of dislocation emission and absorption at grain boundaries. Such mechanisms have been proposed [22].

Use is made of a recent elasto-plastic theory of dislocation and disclination fields [21, 23]. In the latter, a continuous rendition of dislocations and disclinations, as well as their associated elastic energy is chosen, and plasticity mechanisms can be described by the coupled transport of dislocation and disclination densities. This theory is first applied to the self-relaxation of $<001>$ tilt boundaries in copper [24]. Initial grain boundaries will be set up by using wedge disclination dipoles, based on the DSUM model. The reader is referred to [24] for a detailed description of initial conditions. Then, the continuous disclination dipoles will be allowed to relax in their self stress and couple-stress fields, until self-organized structures of lower energy emerge. The structure of relaxed grain boundaries will be analyzed, by comparison with atomistic simulations. Particularly, the importance of using a dynamic and continuous rendition of crystal defects to obtain elastic energies similar to those of molecular statics will be discussed.

The paper is organized as follows. In Sect. 2 notations are settled. In Sect. 3 the elasto-plastic theory of dislocation and disclination fields is briefly recalled, with special reference to the elasto-static theory developed by deWit [25]. In Sect. 4 a plane edge-wedge model is set up for tilt boundaries. The self-relaxation of $<001>$ copper tilt boundaries is analyzed in Sect. 5 by comparison with molecular statics data. Conclusions follow.

## 2 Notations

A bold symbol denotes a tensor. The symmetric part of tensor $\mathbf{A}$ is denoted $\mathbf{A}^{\text {sym }}$. Its skew-symmetric part is $\mathbf{A}^{\text {skew }}$. The tensor $\mathbf{A} . \mathbf{B}$, with rectangular Cartesian components $A_{i k} B_{k j}$, results from the dot product of tensors $\mathbf{A}$ and $\mathbf{B}$, and $\mathbf{A} \otimes \mathbf{B}$ is their tensorial product, with components $A_{i j} B_{k l}$. A : represents the trace inner product of the two second order tensors $\mathbf{A}: \mathbf{B}=A_{i j} B_{i j}$, in rectangular Cartesian components, or the product of a higher order tensor with a second order tensor, e.g., $\mathbf{A}: \mathbf{B}=A_{i j k l} B_{k l}$. The cross product of a second-order tensor $\mathbf{A}$ and a vector $\mathbf{V}$, the div and curl operations for second-order tensors are defined row by row, in analogy with the vectorial case. For any base vector $\mathbf{e}_{i}$ of the reference frame:

$$
\begin{align*}
(\mathbf{A} \times \mathbf{V})^{\mathrm{t}} \cdot \mathbf{e}_{\mathfrak{i}} & =\left(\mathbf{A}^{\mathrm{t}} \cdot \mathbf{e}_{\mathfrak{i}}\right) \times \mathbf{V}  \tag{1}\\
(\operatorname{div} \mathbf{A})^{\mathrm{t}} \cdot \mathbf{e}_{\mathfrak{i}} & =\operatorname{div}\left(\mathbf{A}^{\mathrm{t}} \cdot \mathbf{e}_{\mathfrak{i}}\right)  \tag{2}\\
(\operatorname{curl} \mathbf{A})^{\mathrm{t}} \cdot \mathbf{e}_{\mathfrak{i}} & =\operatorname{curl}\left(\mathbf{A}^{\mathrm{t}} \cdot \mathbf{e}_{\mathfrak{i}}\right) . \tag{3}
\end{align*}
$$

In rectangular Cartesian components:

$$
\begin{align*}
(\mathbf{A} \times \mathbf{V})_{i j} & =e_{j k l} A_{i k} V_{l}  \tag{4}\\
(\operatorname{div} \mathbf{A})_{i} & =A_{i j, j}  \tag{5}\\
(\operatorname{curl} \mathbf{A})_{i j} & =e_{j k l} A_{i l, k} . \tag{6}
\end{align*}
$$

where $e_{j k l}$ is a component of the third-order alternating Levi-Civita tensor $\mathbf{X}$. A vector $\mathbf{A}$ is associated with tensor $\mathbf{A}$ by using its trace inner product with tensor $\mathbf{X}$ :

$$
\begin{equation*}
(\mathbf{A})_{k}=-\frac{1}{2}(\mathbf{A}: \mathbf{X})_{k}=-\frac{1}{2} e_{i j k} A_{i j} . \tag{7}
\end{equation*}
$$

In the component representation, the spatial derivative with respect to a Cartesian coordinate is indicated by a comma followed by the component index. A superposed dot represents a material time derivative.

## 3 Review of the Elasto-Plastic Theory of Dislocation and Disclination Fields

In the present framework, it is assumed that the displacement vector $\mathbf{u}$ can be defined continuously at any point of a simply-connected body undergoing elasto-plastic deformation. Hence, it is required that the displacement field represents a consistent shape change, possibly defined between atoms, below interatomic distance. Therefore, the total distortion tensor is defined as the gradient of the displacement $\mathbf{U}=\mathbf{g r a d} \mathbf{u}$. As such, it is curl-free:

$$
\begin{equation*}
\operatorname{curl} \mathbf{U}=0 . \tag{8}
\end{equation*}
$$

This equation is a necessary condition for the integrability of the displacement $\mathbf{u}$.
Conversely, this equation is sufficient to assure the existence of a single-valued continuous solution $\mathbf{u}$ to the equation $\mathbf{U}=\operatorname{grad} \mathbf{u}$, up to a constant translation. Equation (8) is referred to as the compatibility condition for the distortion $\mathbf{U}$. Defining the strain tensor $\boldsymbol{\epsilon}$ as the symmetric part of the distortion $\mathbf{U}$, the rotation tensor $\boldsymbol{w}$ as its skew-symmetric part and the associated rotation vector $\boldsymbol{\omega}$ as:

$$
\begin{equation*}
\omega=-\frac{1}{2} w: \mathbf{X}=\frac{1}{2} \operatorname{curl} \mathbf{u} \tag{9}
\end{equation*}
$$

Eq. (8) becomes:

$$
\begin{equation*}
\operatorname{curl} \boldsymbol{\epsilon}+\operatorname{div}(\boldsymbol{\omega}) \mathbf{I}-\operatorname{grad}^{\mathbf{t}} \boldsymbol{\omega}=0 \tag{10}
\end{equation*}
$$

where $\mathbf{I}$ is the identity tensor. Transposing, then taking the curl of Eq. (10) leads to:

$$
\begin{equation*}
\text { curl } \operatorname{curl}^{\mathbf{t}} \boldsymbol{\epsilon}=0 \tag{11}
\end{equation*}
$$

This relation is the classical Saint-Venant compatibility condition for the strain $\boldsymbol{\epsilon}$. It is a necessary condition for the integrability of the displacement $\mathbf{u}$. The trace of Eq. (10) similarly yields a compatibility condition for the rotation vector in the form:

$$
\begin{equation*}
\operatorname{div}(\boldsymbol{\omega})=0 \tag{12}
\end{equation*}
$$

At this point, we define the elastic, $\boldsymbol{\kappa}_{e}$, plastic, $\boldsymbol{\kappa}_{p}$, and total, $\boldsymbol{\kappa}$, curvature tensors as:

$$
\begin{align*}
\boldsymbol{\kappa}_{e} & =\operatorname{grad} \boldsymbol{\omega}_{\mathbf{e}}  \tag{13}\\
\boldsymbol{\kappa}_{\mathbf{p}} & =\operatorname{grad} \boldsymbol{\omega}_{\mathbf{p}}  \tag{14}\\
\boldsymbol{\kappa} & =\operatorname{grad} \boldsymbol{\omega}=\boldsymbol{\kappa}_{e}+\boldsymbol{\kappa}_{\mathbf{p}} \tag{15}
\end{align*}
$$

In the above, the elastic and plastic curvatures $\left(\kappa_{e}, \kappa_{p}\right)$ are curl-free and integrable quantities. In the present theory however, $\left(\kappa_{e}, \kappa_{p}\right)$ are not supposed to be curl-free anymore, i.e., the possibility of a rotational incompatibility is acknowledged. Then the rotation vectors $\left(\omega_{e}, \omega_{p}\right)$ do not exist, and a non-zero tensor $\theta$ such that

$$
\begin{equation*}
\theta=-\operatorname{curl} \kappa_{p}=\operatorname{curl} \kappa_{e} \tag{16}
\end{equation*}
$$

can be defined. $\theta$ is the disclination density tensor, and Eq. (16) is part of the theory of crystal defects. On the one hand, Eq. (16) means that an incompatible plastic curvature, $\kappa_{p}^{\perp}$, is associated with the presence of the disclination density $\theta$ and, on the other hand, that the incompatible elastic curvature, $\kappa_{e}^{\perp}$ is needed to ensure the continuity of matter in the presence of this density. To ensure that the incompatible parts $\left(\kappa_{e}^{\perp}, \kappa_{p}^{\perp}\right)$ vanish identically throughout the body when $\theta=0$, Eq. (16) must be replaced with:

$$
\begin{equation*}
\theta=-\operatorname{curl} \kappa_{p}^{\perp}=\operatorname{curl} \kappa_{e}^{\perp}, \tag{17}
\end{equation*}
$$

augmented with the side conditions $\boldsymbol{\operatorname { d i v }} \kappa_{\mathbf{e}}^{\perp}=\boldsymbol{\operatorname { d i v }} \kappa_{p}^{\perp}=0$ and $\kappa_{\mathbf{e}}^{\perp} \cdot \mathbf{n}=\mathbf{\kappa}_{\mathbf{p}}^{\perp} \cdot \mathbf{n}=\mathbf{0}$ on the boundary with unit normal $\mathbf{n}$. These conditions ensure uniqueness of the solution. The disclination density defined in Eq. (17) is an areal and tensorial rendition of the rotational incompatibility. The associated point-wise measure of incompatibility is the Frank vector, i.e. the rotational closure defect of a circuit $C$, obtained by integrating the incompatible elastic curvatures along the circuit:

$$
\begin{equation*}
\Omega=\int_{C} \kappa_{e}^{\perp} \cdot \mathbf{d r} \tag{18}
\end{equation*}
$$

This rotation discontinuity is related to the disclination density by applying Stokes theorem to the surface $S$ of normal $\mathbf{n}$ delimited by the circuit $C$.

$$
\begin{equation*}
\Omega=\int_{S} \theta \cdot n \mathrm{~d} S \tag{19}
\end{equation*}
$$

The continuity condition for disclinations:

$$
\begin{equation*}
\operatorname{div} \theta=0 \tag{20}
\end{equation*}
$$

follows directly from Eqs. (16), (17). Since the rotation vectors $\left(\omega_{e}, \omega_{p}\right)$ do not exist in the present theory, the corresponding elastic and plastic distortion tensors $\mathbf{U}_{e}$ and
$\mathbf{U}_{p}$ are also undefined. Substituting the elastic and plastic curvatures ( $\boldsymbol{\kappa}_{e}, \boldsymbol{\kappa}_{\mathrm{p}}$ ), which now include an incompatible part, for $\left(\operatorname{grad} \boldsymbol{\omega}_{e}, \operatorname{grad} \boldsymbol{\omega}_{p}\right)$ and using the above curl-trace procedure, allows splitting Eq. (10) into elastic and plastic components

$$
\begin{align*}
& \operatorname{curl} \boldsymbol{\epsilon}_{e}=+\boldsymbol{\alpha}+\boldsymbol{\kappa}_{e}^{\mathrm{t}}-\operatorname{tr}\left(\boldsymbol{\kappa}_{e}\right) \mathbf{I}  \tag{21}\\
& \operatorname{curl} \boldsymbol{\epsilon}_{\mathrm{p}}=-\boldsymbol{\alpha}+\boldsymbol{\kappa}_{\mathrm{p}}^{\mathrm{t}}-\operatorname{tr}\left(\boldsymbol{\kappa}_{\mathrm{p}}\right) \mathbf{I} . \tag{22}
\end{align*}
$$

Equation (22) defines the incompatible plastic strain associated with the Nye's dislocation density tensor $\boldsymbol{\alpha}$ in the concurrent presence of plastic curvature, while Eq. (21) specifies the incompatible elastic strain needed to ensure the continuity of matter in the presence of dislocations and disclinations. Eqs. (21) and (22) are modified forms of the incompatibility equations curl $\mathbf{U}_{\mathbf{e}}=-\operatorname{curl} \mathbf{U}_{\mathbf{p}}=\boldsymbol{\alpha}$ of the theory of dislocations [26]. A point-wise measure of the translational incompatibility due to the presence of dislocations is the Burgers vector. The latter contains a possible contribution from disclinations and reads

$$
\begin{equation*}
\mathbf{b}=\int_{C}\left(\epsilon_{e}-\left(\kappa_{e}^{t} \times \mathbf{r}\right)^{\mathrm{t}}\right) \cdot \mathbf{d r}=\int_{S}\left(\boldsymbol{\alpha}-(\boldsymbol{\theta} \times \mathbf{r})^{\mathrm{t}}\right) \cdot \mathbf{n d S} \tag{23}
\end{equation*}
$$

Note that Eqs.(16) and (21) may be utilized to estimate the disclination and Nye's dislocation density tensors from EBSD experiments, respectively [27]. The continuity condition $\operatorname{div} \boldsymbol{\alpha}=0$ for dislocations is also modified when disclinations are present. Taking the divergence of Eq. (21) and defining the twist-disclination vector $\Theta$ as:

$$
\begin{equation*}
\Theta=-\frac{1}{2} \theta: \mathbf{X} \tag{24}
\end{equation*}
$$

it is found that:

$$
\begin{equation*}
\operatorname{div} \alpha+2 \Theta=0 \tag{25}
\end{equation*}
$$

This continuity equation implies the existence of geometric interactions between twist-disclinations ( $i \neq j$ ) and dislocations. As such, it is particularly relevant to modeling twist boundaries.

In the absence of body forces, the rate form of the momentum and moment of momentum equations is:

$$
\begin{align*}
\operatorname{div} \dot{\mathbf{T}} & =0  \tag{26}\\
\operatorname{div} \dot{\mathbf{M}}+2 \dot{\mathbf{T}} & =0 . \tag{27}
\end{align*}
$$

In these relations, the stress tensor $\mathbf{T}$ is generally non-symmetric. The skewsymmetric stress vector, $\mathbf{t}$, defined as $\mathbf{t}=-1 / 2 \mathbf{T}: \mathbf{X}$, allows balancing the moment of momentum in the presence of the couple-stress tensor $\mathbf{M}$. A specific free energy density function is now introduced as follows:

$$
\begin{equation*}
\psi=\psi\left(\boldsymbol{\epsilon}_{e}, \boldsymbol{\kappa}_{e}\right) . \tag{28}
\end{equation*}
$$

In addition to elastic strains, $\psi$ contains contributions from the elastic curvatures when disclinations are present, i.e., when incompatible elastic curvatures exist. Thus, the body is seen as a continuum containing capable of transmitting stresses and couple-stresses at nanometer scale. Differentiating Eq. (28), we obtain the following identification of the stress and couple-stress tensors with the partial derivatives of the free energy:

$$
\begin{equation*}
\dot{\psi}=\frac{\partial \psi}{\partial \boldsymbol{\epsilon}_{e}}: \dot{\boldsymbol{\epsilon}}_{e}+\frac{\partial \psi}{\partial \kappa_{e}}: \dot{\boldsymbol{\kappa}}_{e}=\mathbf{T}: \dot{\boldsymbol{\epsilon}}_{e}+\mathbf{M}: \dot{\boldsymbol{\kappa}}_{e} . \tag{29}
\end{equation*}
$$

Owing to the symmetry of the elastic strain rate tensor, only the symmetric part $\mathbf{T}^{\text {sym }}$ of the stress tensor is contributing to the free energy. The elastic constitutive relations for $\mathbf{T}^{\mathbf{s y m}}$ and $\mathbf{M}$ are consistently chosen in the form suggested in [25]:

$$
\begin{align*}
\mathbf{T}^{\mathbf{s y m}} & =\mathbf{C}: \boldsymbol{\epsilon}_{e}+\mathbf{D}: \boldsymbol{\kappa}_{e}  \tag{30}\\
\mathbf{M} & =\mathbf{A}: \boldsymbol{\kappa}_{e}+\mathbf{B}: \boldsymbol{\epsilon}_{e} . \tag{31}
\end{align*}
$$

The skew-symmetric part $\mathbf{T}^{\text {skew }}$ of the stress tensor is not involved in Eqs. (29) and (30) and is not constitutively specified. A, B, C and $\mathbf{D}$ are tensors of elastic constants. While the $C_{i j k l}$ and $A_{i j k l}$ constants have dimension of a stress and a stress times a squared length respectively, $\mathrm{B}_{i j k l}$ and $\mathrm{D}_{i j k l}$ have dimension of a stress multiplied by a length. Hence, the relations (30), (31) involve characteristic lengths and have nonlocal character. Indeed, the tensor $\mathbf{D}$ induces stresses due to the inhomogeneity in rotation over some (short) length scale, while the tensor B gives rise to couple stresses from inhomogeneity in strain over some other (short) length scale. In the presence of crystal defects, a general form of the tensors $\mathbf{A}, \mathbf{B}, \mathbf{C}$ and $\mathbf{D}$ is derived in [28], in the case of isotropic elasticity.

In terms of the plastic strain and curvature rates $\dot{\boldsymbol{\epsilon}}_{\mathrm{p}}$ and $\dot{\boldsymbol{\kappa}}_{\mathrm{p}}$, the stress rate and couple stress rate are:

$$
\begin{align*}
\dot{\mathbf{T}}^{s y m} & =\mathbf{C}:\left(\{\operatorname{grad} \dot{\mathbf{u}}\}-\dot{\boldsymbol{\epsilon}}_{\mathfrak{p}}\right)+\mathbf{D}:\left(\operatorname{grad} \dot{\boldsymbol{\omega}}-\dot{\boldsymbol{\kappa}}_{\mathfrak{p}}\right)  \tag{32}\\
\dot{\mathbf{M}} & =\mathbf{A}:\left(\operatorname{grad} \dot{\boldsymbol{\omega}}-\dot{\boldsymbol{\kappa}}_{\mathrm{p}}\right)+\mathbf{B}:\left(\{\operatorname{grad} \dot{\mathbf{u}}\}-\dot{\boldsymbol{\epsilon}}_{\mathfrak{p}}\right) . \tag{33}
\end{align*}
$$

Solving the rate of equilibrium equations (26), (27) involves finding the total strain rate and curvature rate tensors. As is well-known, the strain tensor is the symmetric part of the displacement gradient. Similarly, because it is the gradient of the rotation vector, the curvature tensor also derives from the displacement (see Eqs. (9) and (15)). Thus the only independent kinematic variable in Eqs. (26) and (27) is the material velocity vector. Following Mindlin and Tiersten [29], the three additional independent scalar variables necessary for closure (see e.g. [30]) are the components of the skew-symmetric part $\mathbf{T}^{\text {skew }}$ of the stress tensor. The latter is produced by the presence of unbalanced couple stresses and ensures the balance of moment of momentum [29, 31]. Taking the curl of Eq. (27) and eliminating T ${ }^{\text {skew }}$ in Eq. (26), the latter can be rewritten as a single higher order partial differential equation for the
total velocity field:

$$
\begin{equation*}
\operatorname{div} \dot{\mathbf{T}}=\operatorname{div} \dot{\mathbf{T}}^{\text {sym }}+\operatorname{div} \dot{\mathbf{T}}^{\text {skew }}=\operatorname{div} \dot{\mathbf{T}}^{\text {sym }}+\frac{1}{2} \operatorname{curl} \operatorname{div} \dot{\mathbf{M}}=0 \tag{34}
\end{equation*}
$$

In terms of the elastic strains and curvatures, Eq. (34) reads:

$$
\begin{equation*}
\operatorname{div}\left(\mathbf{C}: \dot{\boldsymbol{\epsilon}}_{e}+\mathbf{D}: \dot{\boldsymbol{k}}_{e}\right)+\frac{1}{2} \operatorname{curl} \operatorname{div}\left(\mathbf{A}: \dot{\boldsymbol{k}}_{e}+\mathbf{B}: \dot{\boldsymbol{\epsilon}}_{e}\right)=0 \tag{35}
\end{equation*}
$$

Substituting the total and plastic strain and curvature rates to their elastic counterparts in Eq. (35), we obtain:
$\operatorname{div}\left(\mathbf{C}:\left(\dot{\boldsymbol{\epsilon}}-\dot{\boldsymbol{\epsilon}}_{\mathfrak{p}}\right)+\mathbf{D}:\left(\dot{\boldsymbol{\kappa}}-\dot{\boldsymbol{\kappa}}_{\mathfrak{p}}\right)\right)+\frac{1}{2} \operatorname{curl} \operatorname{div}\left(\mathbf{A}:\left(\dot{\boldsymbol{\kappa}}-\dot{\boldsymbol{\kappa}}_{\mathfrak{p}}\right)+\mathbf{B}:\left(\dot{\boldsymbol{\epsilon}}-\dot{\boldsymbol{\epsilon}}_{\mathfrak{p}}\right)\right)=0$.
In the presence of stress and couple-stress fields, the dislocation and disclination densities may be transported (set into motion) with respective velocities $\mathbf{V}_{\alpha}$ and $\mathbf{V}_{\theta}$. The driving Peach-Köhler-type forces $\mathbf{F}_{\alpha}$ and $\mathbf{F}_{\theta}$ acting on these defects are defined thermodynamically such that the power dissipation due to defect mobility is not negative [21]. In the simplest possible setting, linear viscosity is assumed and the dislocation and disclination velocities are taken as:

$$
\begin{array}{ll}
\mathbf{V}_{\alpha}=\frac{\mathbf{F}_{\alpha}}{\mathrm{B}_{\alpha}}=\frac{1}{\mathrm{~B}_{\alpha}} \mathbf{T}^{\text {sym }} \cdot \alpha: \mathbf{X} ; \quad V_{l}^{\alpha}=\frac{1}{\mathrm{~B}_{\alpha}} e_{j k l} \frac{\mathrm{~T}_{i j}+\mathrm{T}_{j \mathrm{j}}}{2} \alpha_{i k} \\
\mathbf{V}_{\theta}=\frac{\mathbf{F}_{\theta}}{\mathrm{B}_{\theta}}=\frac{1}{\mathrm{~B}_{\theta}} \mathbf{M}^{\mathrm{t}} \cdot \theta: \mathbf{X} ; \quad V_{l}^{\theta}=\frac{1}{\mathrm{~B}_{\theta}} e_{j k l} M_{i j} \theta_{i k} . \tag{38}
\end{array}
$$

Here, $\mathrm{B}_{\alpha}$ and $\mathrm{B}_{\theta}$ are positive drag coefficients. Eqs. (37) and (38) may be applicable at relatively high loading rate, but they need modification to account for thermallyactivated motion of defects typical at low loading rates. This issue will be discussed further in Sect. 6. Note that the dislocations are driven by the symmetric part of the stress tensor, while the disclinations are set into motion by the couple-stress field. The mobility of disclinations and dislocations produces the plastic curvature and strain rates:

$$
\begin{align*}
& \dot{\mathbf{k}}_{\mathfrak{p}}=\boldsymbol{\theta} \times \mathbf{V}_{\theta}  \tag{39}\\
& \dot{\boldsymbol{\epsilon}}_{\mathfrak{p}}=\frac{1}{2}\left(\boldsymbol{\alpha} \times \mathbf{V}_{\alpha}+\left(\boldsymbol{\alpha} \times \mathbf{V}_{\alpha}\right)^{\mathbf{t}}\right) \tag{40}
\end{align*}
$$

In turn, $\dot{\boldsymbol{\kappa}}_{p}$ and $\dot{\boldsymbol{\epsilon}}_{\mathrm{p}}$ feed the evolution of the disclination and dislocation densities through the transport equations

$$
\begin{align*}
& \dot{\boldsymbol{\theta}}=-\operatorname{curl} \dot{\kappa}_{p}  \tag{41}\\
& \dot{\alpha}=-\operatorname{curl} \dot{\epsilon}_{p}+\dot{\boldsymbol{\kappa}}_{p}^{t}-\operatorname{tr}\left(\dot{\boldsymbol{\kappa}}_{p}\right) \mathbf{I}=-\operatorname{curl} \dot{\epsilon}_{p}+\mathbf{s}_{\theta} \tag{42}
\end{align*}
$$

Disclinations nucleate from the incompatibility of the plastic curvature rates in Eq. (41), but an outstanding consequence of Eq. (42) is that dislocations are nucleated not only because the plastic strain rate has an incompatible part, $\dot{\boldsymbol{\epsilon}}_{\mathfrak{p}}^{\perp}$, but also because a source term, $\mathbf{s}_{\theta}=\dot{\mathbf{k}}_{\mathrm{p}}^{\mathrm{t}}-\operatorname{tr}\left(\dot{\mathbf{k}}_{\mathrm{p}}\right) \mathbf{I}$, involving the mobility of the disclinations is existing. Thus, a wake of dislocations (nucleated or absorbed) is accompanying the motion of disclinations. Such an important mechanism was postulated in [25]. In contrast with the dislocations arising from lattice translational incompatibility (the curl term in Eq. (42)), this wake of dislocations may be seen as systematically contributing to the relaxation of internal stresses in the neighborhood of disclinations [22, 32].

The rate form of the elasto-plastic theory of crystal defects is then defined by the set of Eqs. (37)-(42), (36). The unknown fields are the material velocity, dislocation and disclination density fields.

## 4 A Plane Edge-Wedge Model

The plane edge-wedge model presented in this section was introduced in [21]. It is recalled briefly here for completeness. Let us consider a distribution of pure wedge disclinations. In an orthonormal reference frame $\left(\mathbf{e}_{\mathbf{1}}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$, let the disclination tensor be: $\theta=\theta_{33} \mathbf{e}_{\mathbf{3}} \otimes \mathbf{e}_{\mathbf{3}}$, all other components being zero. In this simple setting, the continuity condition (20) implies: $\theta_{33,3}=0$. Thus, the wedge disclination density $\theta_{33}$ only depends on the coordinates $\left(x_{1}, x_{2}\right): \theta=\theta\left(x_{1}, x_{2}\right)$. In component form, the rotational incompatibility equation (16) reads: $\theta_{i j}=-e_{j k l} \kappa_{i l, k}^{p}=e_{j k l} \kappa_{i l, k}^{e}$. In the present case, Eq. (16) reduces to:

$$
\begin{equation*}
\theta_{33}=\kappa_{31,2}^{p}-\kappa_{32,1}^{p}=\kappa_{32,1}^{e}-\kappa_{31,2}^{e} . \tag{43}
\end{equation*}
$$

Hence the only relevant elastic and plastic curvatures are: $\left(\kappa_{31}^{e}, \kappa_{32}^{e}\right)$ and $\left(\kappa_{31}^{p}, \kappa_{32}^{p}\right)$. Additionally, we note that: $\operatorname{tr}\left(\kappa_{p}\right)=0$. Thus, the disclination transport equation (41) is:

$$
\begin{equation*}
\dot{\theta}_{33}=\dot{\kappa}_{31,2}^{p}-\dot{\kappa}_{32,1}^{p} . \tag{44}
\end{equation*}
$$

The plastic curvature rate (39) reads, in component form: $\dot{\kappa}_{i j}^{p}=e_{j k l} \theta_{i k} V_{l}^{\theta}$. Hence, we find:

$$
\begin{align*}
& \dot{k}_{31}^{p}=-\theta_{33} V_{2}^{\theta}  \tag{45}\\
& \dot{\kappa}_{32}^{p}=+\theta_{33} V_{1}^{\theta} . \tag{46}
\end{align*}
$$

Using the constitutive relation (38) for the disclination velocities provides their relationship with the couple-stresses:

$$
\begin{equation*}
V_{1}^{\theta}=+\frac{1}{B_{\theta}} M_{32} \theta_{33} \tag{47}
\end{equation*}
$$

$$
\begin{equation*}
V_{2}^{\theta}=-\frac{1}{B_{\theta}} M_{31} \theta_{33} \tag{48}
\end{equation*}
$$

Since the trace of the plastic curvature rate tensor is zero, the source term $\mathbf{s}_{\theta}$ in the dislocation transport equation (42) feeds only the edge dislocations densities ( $\alpha_{13}, \alpha_{23}$ ). Using Eq. (40), it is seen that the motion of these dislocations produces the plastic strain rate components $\left(\dot{\epsilon}_{11}^{p}, \dot{\epsilon}_{12}^{p}, \dot{\epsilon}_{21}^{p}, \dot{\epsilon}_{22}^{p}\right)$ :

$$
\begin{align*}
& \dot{\epsilon}_{11}^{p}=-\alpha_{13} V_{2}^{\alpha}  \tag{49}\\
& \dot{\epsilon}_{12}^{p}=\dot{\epsilon}_{21}^{p}=\frac{1}{2}\left(\alpha_{13} V_{1}^{\alpha}-\alpha_{23} V_{2}^{\alpha}\right)  \tag{50}\\
& \dot{\epsilon}_{22}^{p}=+\alpha_{23} V_{1}^{\alpha} \tag{51}
\end{align*}
$$

The above relations suggest that out-of-plane motion of the edge dislocations $\left(\alpha_{13}, \alpha_{23}\right)$ is involved in the extension rates $\left(\dot{\epsilon}_{11}^{p}, \dot{\epsilon}_{22}^{p}\right)$, whereas their glide is responsible for $\dot{\epsilon}_{12}^{\mathrm{p}}$. Consistently, the dislocation transport equation (42) reduces to:

$$
\begin{align*}
& \dot{\alpha}_{13}=\dot{\epsilon}_{11,2}^{p}-\dot{\epsilon}_{12,1}^{p}+\dot{\kappa}_{31}^{p}  \tag{52}\\
& \dot{\alpha}_{23}=\dot{\epsilon}_{21,2}^{\mathrm{p}}-\dot{\epsilon}_{22,1}^{\mathrm{p}}+\dot{\kappa}_{32}^{\mathrm{p}} . \tag{53}
\end{align*}
$$

Thus, if all other dislocation densities are initially absent, the dislocation distribution involves only $\alpha_{13}$ and $\alpha_{23}$ edge densities. The continuity equation (25) then implies that this distribution be a plane state: $\alpha_{13}=\alpha_{13}\left(x_{1}, x_{2}\right), \alpha_{23}=\alpha_{23}\left(x_{1}, x_{2}\right)$. The symmetric "Peach-Köhler" constitutive relation (37) provides the dislocation velocities in terms of the stress tensor, for both the out-of-plane motion of dislocations:

$$
\begin{align*}
\mathrm{V}_{1}^{\alpha} & =+\frac{1}{\mathrm{~B}_{\alpha}} \mathrm{T}_{22} \alpha_{23}  \tag{54}\\
\mathrm{~V}_{2}^{\alpha} & =-\frac{1}{\mathrm{~B}_{\alpha}} \mathrm{T}_{11} \alpha_{13} \tag{55}
\end{align*}
$$

and their glide:

$$
\begin{align*}
V_{1}^{\alpha} & =+\frac{1}{2 \mathrm{~B}_{\alpha}}\left(\mathrm{T}_{12}+\mathrm{T}_{21}\right) \alpha_{13}  \tag{56}\\
\mathrm{~V}_{2}^{\alpha} & =-\frac{1}{2 \mathrm{~B}_{\alpha}}\left(\mathrm{T}_{12}+\mathrm{T}_{21}\right) \alpha_{23} \tag{57}
\end{align*}
$$

The stress and couple-stress components relevant to the present problem are $\left(\mathrm{T}_{11}\right.$, $\left.T_{12}, T_{21}, T_{22}\right)$ and $\left(M_{31}, M_{32}\right)$ respectively. Hence the Cosserat rate of momentum equations (26), (27) reduce to:

$$
\begin{align*}
& \dot{\mathrm{T}}_{11,1}+\dot{\mathrm{T}}_{12,2}=0  \tag{58}\\
& \dot{\mathrm{~T}}_{21,1}+\dot{\mathrm{T}}_{22,2}=0 \tag{59}
\end{align*}
$$

$$
\begin{equation*}
\dot{\mathrm{M}}_{31,1}+\dot{\mathrm{M}}_{32,2}+\dot{\mathrm{T}}_{21}-\dot{\mathrm{T}}_{12}=0 \tag{60}
\end{equation*}
$$

and the higher order rate of equilibrium equation (34) becomes:

$$
\begin{align*}
& \dot{\mathrm{T}}_{11,1}^{\text {sym }}+\dot{\mathrm{T}}_{12,2}^{\text {sym }}+\dot{\mathrm{T}}_{12,2}^{\text {skew }}=\dot{\mathrm{T}}_{11,1}^{\text {sym }}+\dot{\mathrm{T}}_{12,2}^{\text {sym }}+\frac{1}{2}\left(\dot{\mathrm{M}}_{31,1}+\dot{\mathrm{M}}_{32,2}\right)_{, 2}=0  \tag{61}\\
& \dot{\mathrm{~T}}_{21,1}^{\text {sym }}+\dot{\mathrm{T}}_{21,1}^{s \mathrm{skw}}+\dot{\mathrm{T}}_{22,2}^{\text {sym }}=\dot{\mathrm{T}}_{21,1}^{\text {sym }}+\dot{\mathrm{T}}_{22,2}^{\text {sym }}-\frac{1}{2}\left(\dot{\mathrm{M}}_{31,1}+\dot{\mathrm{M}}_{32,2}\right)_{, 1}=0 . \tag{62}
\end{align*}
$$

As shown in [21], the elastic tensor $\mathbf{B}$ is zero in a plane strain formulation. Thus, the symmetric stress components write:

$$
\begin{align*}
\mathrm{T}_{11}^{\text {sym }} & =\mathrm{C}_{1111} \epsilon_{11}^{e}+\mathrm{C}_{1122} \epsilon_{22}^{e}  \tag{63}\\
\mathrm{~T}_{12}^{\text {sym }} & =\mathrm{C}_{1212} \epsilon_{12}^{e}+\mathrm{C}_{1221} \epsilon_{21}^{e}  \tag{64}\\
\mathrm{~T}_{21}^{\text {sym }} & =\mathrm{C}_{2112} \epsilon_{12}^{e}+\mathrm{C}_{2121} \epsilon_{21}^{e}  \tag{65}\\
\mathrm{~T}_{22}^{\text {sym }} & =\mathrm{C}_{2211} \epsilon_{11}^{e}+\mathrm{C}_{2222} \epsilon_{22}^{e} \tag{66}
\end{align*}
$$

with $\mathrm{C}_{1212}=\mathrm{C}_{1221}=\mathrm{C}_{2112}=\mathrm{C}_{2121}, \mathrm{C}_{1111}=\mathrm{C}_{2222}$ and $\mathrm{C}_{1122}=\mathrm{C}_{2211}$ in cubic symmetry. The elasticity tensor $\mathbf{C}$ is expressed in the global reference frame because most of elastic strains are localized in the grain boundary area where the elastic rotation is null. It is to note that using cubic elasticity in this area is a rather loose approximation because the crystalline structure is modified. However, as shown in the next section, good predictions of the elastic energy of grain boundaries can still be obtained. For convenience, a simplified form of tensor $\boldsymbol{A}$ will be used:

$$
\begin{align*}
& M_{31}=A_{3131} K_{31}^{e}  \tag{67}\\
& M_{32}=A_{3232} K_{32}^{e} . \tag{68}
\end{align*}
$$

The coefficients $C_{i j k l}$ may be determined from experiments or by atomistic simulations. In the forthcoming simulations, we shall use values for copper, as determined by molecular dynamics simulations [33]. In addition, we assume $A_{3131}=A_{3232}=\mu l^{2}$. The length $l$, which weights the contribution of couple-stresses to elastic energy, as compared to that of stresses, is a characteristic internal length, which enters the balance of momentum Eq. (36). The value of $l$ should be the order of the smallest microstructure characteristic size and respect the small strain hypothesis in terms of curvatures $\left|\kappa_{i j}\right|<1 / l$ [31]. In the present paper, this value will be calibrated to fit the elastic energy of grain boundaries obtained by atomistic simulations. Further, we assume equal viscous drag coefficients $\mathrm{B}_{\theta}=\mathrm{B}_{\alpha}=\mathrm{B}$. The mobility of the disclinations might be overestimated by doing so, but this value conveniently allows showing the features of disclination dynamics in the following. A more accurate value of $\mathrm{B}_{\theta}$ will be derived from grain boundary migration data in future work. Parameter values for copper are presented in Table 1.

Table 1 Numerical constants used in the model

| b | $\mathrm{C}_{1212}$ | $\mathrm{C}_{1111}$ | $\mathrm{C}_{1122}$ | $\mathrm{~b}^{2} \mathrm{~B}$ | l |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.25 nm | 27 GPa | 175 GPa | 125 GPa | $0.4 \times 10^{-4} \mathrm{~Pa} . \mathrm{s}$ | 0.15 nm |

Substituting Eq. (63)-(68) and ( $\left.\dot{\epsilon}_{i j}-\dot{\epsilon}_{i j}^{p}, \dot{\kappa}_{i j}-\dot{\kappa}_{i j}^{p}\right)$ for the elastic strain and curvature rates in the equilibrium equations (61), (62), one obtains two partial differential equations for the material velocity field $\left(v_{1}, v_{2}\right)$. The plastic strains and curvatures and the disclination and dislocation densities are updated by using the plastic strain and curvature rates (45), (46), (49)-(51), and the transport equations (44), (52), (53) respectively. The boundary conditions for the equilibrium problem comprise the prescription of tractions and traction-moments, or/and displacements and rotations on the surface of the body. The equilibrium equations are solved by using a Galerkin finite element method, with 16 -nodes complete cubic elements for the interpolation of the material velocity field, and 16 Gauss points for the integration. The transport equations are solved by using a least-squares finite element scheme [34] with bilinear elements for the interpolation of dislocation and disclination densities, and four Gauss points for the integration. Note that a cubic element contains nine bilinear elements such that the material velocity, the dislocation and disclination densities are discretized at the same nodes in the finite element mesh. Finally, the disclination and dislocation densities need to be specified on inflow boundaries, but no condition is required on outflow boundaries.

## 5 Self-Relaxation of Tilt Boundaries

In all forthcoming simulations, the relaxation of initial configurations will be stopped when the driving forces for the motion of disclinations and dislocations reach a limiting value. The common threshold value of $5 \mathrm{MPa} / \mathrm{b}=2.10^{19} \mathrm{~Pa} / \mathrm{m}$ was used for both disclinations (in plane and out-of-plane motions) and dislocations. If the relaxation process was not interrupted, the disclination densities would finally vanish from the simulation box after annihilation and spreading over a sufficiently long computation time. This feature originates in the linear viscous drag velocity laws (37), (38) currently assumed in the model for the mobility of dislocations and disclinations. The value of the drag coefficient was checked to have an effect solely on the time needed for relaxation, but does not affect the relaxed structure and energy of grain boundaries. As already mentioned, a thermally activated law featuring a threshold stress/couple stress would also alleviate indefinite relaxation in time.

The relaxed structure of a $\Sigma 29(520)<001>$ boundary is shown in Figs. 1-3. We remind that this grain boundary is made of alternating $B$ and $C$ atomic structural units. The reader is referred to [24] for details about initial constructions of this boundary with disclination dipoles. A wealth of features emerges from the simulations. A significant mobility of the disclinations is seen during the relaxation. Their spatial rearrangement leads to spreading disclination densities and to decreasing values of


Fig. 1 Relaxed $<001>\Sigma 29(520)$ tilt boundary of misorientation $46.40^{\circ}$. The simulation box is a $2.25 \mathrm{~nm} \times 15 \mathrm{~nm}$ plane containing $9 \times 60$ cubic elements for the Galerkin finite element scheme for equilibrium, and $27 \times 180$ bilinear elements for the Least-Squares transport scheme. Close-up in vertical direction for figures $a$ and $b$. a Color-coded is the disclination density $\theta_{33}$ in rad. $\mathrm{m}^{-2}$ units. Arrows show the orientation and the magnitude of the net Burgers vector due to edge dislocations. The maximum length of the Burgers vector corresponds to a density of $9.10^{8} \mathrm{~m}^{-1}$. b Trace of total strain tensor in the deformed mesh (displacements are magnified by a factor 5). $\mathbf{c}$ Profiles of elastic energy density ( ${\mathrm{J} . \mathrm{m}^{-3} \text { ) along white lines L1 (blue diamonds) and L2 (red squares) plotted in Fig. 1a }}_{\text {L }}$


Fig. 2 Profiles across a disclination dipole (white line L1 in Fig. 1a) in the relaxed $<001>$ $\Sigma 29(520)$ tilt boundary of misorientation $46.40^{\circ}$ shown in Fig. 1. Energy density ( $\mathrm{J} . \mathrm{m}^{-3}$ ) in blue circle line, stress $\mathrm{T}_{11}^{s y m}(\mathrm{~Pa})$ in green triangle line, stress $\mathrm{T}_{12}^{s y m}(\mathrm{~Pa})$ in red square line, stress $\mathrm{T}_{22}^{s y m}(\mathrm{~Pa})$ in purple cross line and elastic curvature $\left\{\mathrm{K}_{32}^{e}\right\}(\mathrm{rad} / \mathrm{m})$ in blue diamond line


Fig. 3 Profiles along the grain boundary (white line L3 in Fig. 1a) in the relaxed $<001>\Sigma 29$ (520)
 stress $T_{11}^{s y m}(P a)$ in green triangle line, stress $T_{12}^{s y m}(P a)$ in red square line, stress $T_{22}^{s y m}(P a)$ in purple cross line and elastic curvature $\left\{\mathrm{K}_{32}^{e}\right\}(\mathrm{rad} / \mathrm{m})$ in blue diamond line
the Frank vectors, due to partial annihilation. As a result, the relaxed distribution of disclinations is extended. Further, edge dislocations $\alpha_{13}$ and $\alpha_{23}$ are also nucleated during the process. These dislocations relax the initial stress field through both inplane glide and out-of-plane motion, possibly through climb or atom shuffling. The resulting Burgers vector field is shown in Fig. 1a. As suggested by a rotating pattern about the disclination dipoles, it is in close correlation with the disclination distribution. The net overall Burgers vector of the interface area is found to be zero, as could be expected from the absence of a discontinuity in the elastic strain and curvature tensors far away from the interface. ${ }^{1}$ Shown in Fig. 1b, the trace of the total strain tensor in the deformed mesh reflects the structure of the grain boundary. Remarkably, a translational asymmetry of the positive and negative disclinations is observed along the boundary. The overall structure of the interface area exhibits geometrical patterns showing clear similarities with the structural units revealed by atomistic simulations. As shown in Figs. 2 and 3, the elastic strain field shows alternatively dilatation and contraction of the lattice along the boundary, in patches a few $\AA$ wide

[^31]

Fig. 4 Elastic energy density per unit length of grain boundary obtained by the present model (blue diamonds). Molecular statics data for copper (red squares) are shown for comparison (points were digitized from [35])
along the boundary also featuring the presence of negative and positive disclinations, respectively. This distribution is in good agreement with molecular statics predictions [9]. The tensile stress can reach values as high as 35 GPa , i.e., it is on the order of the shear modulus in copper. Such large values were also reported for the hydrostatic stress in structural units by atomistic simulations [9]. The tensile/compressive elastic energy is maximum at the interface, and it rapidly decreases within $5 \AA$, but remarkably, across the arm length of a disclination dipole, the energy is not at the highest at the interface but a few $\AA$ apart, due to the additional contribution of the shear stresses to that of curvatures. The shear stress correspondingly reaches 8 GPa . Between these patches, alternatively negative and positive curvature regions show up in the dipole interiors and between the dipoles respectively. These curvatures contribute significantly to the total energy of the grain boundary, as evidenced in Fig. 1c. Most of the elastic energy is localized in a 0.5 nm layer across the grain boundary. The energy density per unit length of boundary is $0.94 \mathrm{~J} . \mathrm{m}^{-2}$, a value comparing rather well with that obtained from molecular statics calculations [35].

The tilt boundary energy is now plotted versus the tilt angle in Fig. 4, and compared with predictions of atomistic simulations [35]. The boundary energies predicted by the present model reach the levels obtained from molecular statics calculations and
display a similar distribution. Such a fit cannot be obtained with discrete disclination dipoles, because the contribution of defect cores to the energy is overlooked [36].

The only unknown parameter in our simulations is the internal characteristic length $l$, which weights the contribution of couple-stresses to the elastic energy in Eqs. (67) and (68). The measured constant value, which allowed to obtain a reasonable fit shown in Fig. 4, is $l=0.15 \mathrm{~nm}$, lower than a Burgers vector. Such small lengths, or even smaller, are predicted by lattice-dynamics and molecular dynamics simulations, and are related to phonon dispersions [37]. In the case of bulk fcc crystals like copper or aluminum, strain gradient elasticity is then thought to be irrelevant, unless highly heterogeneous defect microstructures are modeled at a subnanometric resolution scale, which is the case in the present work.

## 6 Conclusions

Capitalizing on the powerful tools of differential geometry and the theory of partial differential equations, the modeling paradigm in this study is to account for lattice incompatibility in a continuous fashion, focusing on the fields of density of lattice defects rather than on the atoms themselves. Thus, the elasto-plastic theory of crystal defect fields [21] was used to model grain boundaries in a continuous manner. The theory accounts for the rotational and translational incompatibility of the lattice associated with the presence of disclinations and dislocations, and describes the latter by continuous densities. The material displacement, strain and curvature, are also defined continuously, even at a resolution length scale below interatomic distance. It is further assumed that, at this scale, the material is capable of transmitting stresses and couple-stresses. Dynamic tilt boundary modeling uses periodic arrangements of discrete wedge disclination dipoles as initial conditions. The latter relax by transport in their own couple-stress field into self-organized dislocationdisclination periodic patterns representing the atomistic structural units. Most of the elastic energy of the tilt boundary is also localized in this layer. The energy arises from a tension/compression state in disclination-rich areas, in good agreement with atomistic observations, and from curvature and shear in areas located within and between the disclination dipoles.

From the point of view of differential geometry, field modeling is fully appropriate at length scales below the elementary lattice parameters, and it is rather meaningful that the predictions on GB energy of a field theory of crystal defects show good agreement with results from atomistic modeling [35]. A more complete comparison with atomistic simulations involving field information and boundary structure will be provided in a forthcoming paper.

Finally, because it avoids resolving in time the atomic vibrations, the present approach allows using much larger time steps and smaller loading rates than molecular dynamics methods. Therefore, we believe that the present approach has an interesting potential for further modeling of grain boundaries and grain-boundary mediated plasticity.
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# Material Strain Tensor 
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#### Abstract

The problem of description of large inelastic deformations of solids is considered. On a simple discrete model it is shown that the classical concept of deformations used in continuum mechanics can exhibit serious difficulties due to reorganizations of the internal structure of materials. The way of construction of constitutive equations in continuum mechanics aimed to avoid these problems is proposed. A method of introduction of material strain tensor for the inelastic continuum is suggested. The paper is based on the report: P.A. Zhilin, A. Krivtsov: Point mass simulation of inelastic extension process. It was prepared for the ICIAM 95 (Third International Congress on Industrial and Applied Mathematics, Hamburg, Germany, July 3-7, 1995), but not accepted for publication.


## 1 Introductory Remarks

The conventional continuum mechanics contains [1-3]:
a) the theory of stresses and balance equations,
b) the geometrical theory of deformations and the introduction of strain tensors, and
c) the establishment of constitutive equations (sometimes added by evolution equations).

[^32](a)

$$
r \leqslant 2 a: \quad P+f(r)=0 .
$$
(b)


Fig. 1 Tension of the system of three interacting particles

Such approach was found by L. Euler (for one-dimensional continua) and by A. Cauchy (for three-dimensional continuum) in order to describe mechanics of elastic materials. It is often assumed that the Euler-Cauchy approach can be used for inelastic materials too. There are many theories of such kind. However, none of them is able to describe a lot of well established experimental results. By this reason many experimenters suppose that the Euler-Cauchy approach cannot be used in mechanics of inelastic materials. ${ }^{1}$

In this chapter a simple discrete model is used to illustrate these problems arising for the large inelastic deformations. Then a method of introduction of a material strain tensor suitable for solution of these problems is presented.

## 2 Simple Discrete Model of Inelastic Deformation

One of the main problems for the usage of the traditional stress tensors is that for an inelastic deformation an essential structure reorganization occurs in materials. In particular the idea of material line can loose its sense because a material particle can locate itself between the nearest neighboring particles. For illustration ${ }^{2}$ let us consider the deformation of the simplest discrete system containing three interacting particles-see Fig. 1.

Let us describe the interaction between particles using the Morse potential [4]

$$
\begin{equation*}
\Pi(r)=D\left(e^{-2 \alpha(r-a)}-2 e^{-\alpha(r-a)}\right), \tag{1}
\end{equation*}
$$

where $r$ is the distance between particles, $D$ is the bond energy, $a$ is the bond length, $\alpha$ is the interaction parameter. The Morse potential is one of the simplest interaction

[^33]potentials used for the qualitative description of the interaction between atoms. The corresponding interaction force $f(r)$ can be calculated as
\[

$$
\begin{equation*}
f(r)=-\Pi^{\prime}(r)=2 \alpha D\left(e^{-2 \alpha(r-a)}-e^{-\alpha(r-a)}\right) \tag{2}
\end{equation*}
$$

\]

For $r<a$ the value of $f(r)$ is positive, which corresponds to repulsion, for $r>a$ the value of $f(r)$ is negative, which corresponds to attraction, for $r=a$ the force became zero. Let us introduce the bond strength

$$
\begin{equation*}
f_{*}=\alpha \mathrm{D} / 2, \tag{3}
\end{equation*}
$$

which is the maximum of the absolute value of the attraction force.
For the system of three particles without external loading there exists the unique stable equilibrium configuration, that is an equilateral triangle with side length $a$. Let us set the loading of the system by quasistatic extension of the triangle along one of its sides-see Fig. 1a. The corresponding tension forces are shown in the picture, the absolute value of the forces is denoted by $P$. While the length $r$ of the side being extended is less than $2 a$, the system forms an isosceles triangle, where the length of the equal sides is a permanently. In fact in this case particle 3 is not interacting with other two particles-the forces between it and others is equal to zero, while the force $P$ is determined by interaction between particles 1 and 2 only. The situation changes drastically, when $r$ exceeds $2 a$-see Fig. 1b. In this case particle 3 "put itself" between particles 1 and 2. In this case the interaction became more complex, since the distance between particle 3 and other two particles exceeds an equilibrium one, therefore an attraction between them appears, increasing the force $P$. The corresponding equations of equilibrium are given in Fig. 1a, b. The stress-strain diagram, obtained from these equations for $\alpha a=3$ is shown in Fig. 2 .

The obtained relation $\mathrm{P}(\mathrm{r})$ has three extrema. For the soft loading (when the loading force is set, but not the deformation) the decreasing parts of the diagram are unstable (the dashed line). In the extrema the dynamic transitions with structure reorganization are possible (the arrows). Thus, even for such simple model with purely potential interaction it is quite possible to observe the main features inherent to stress-strain relation of real materials: yielding, residual deformation, hardening, loop of hysteresis and so on. The analysis of more complex discrete systems in [5], which was performed analytically and numerically, shows similar results. The more degrees of freedom are taken into account the closer these results are to the results of the nature experiments with real materials.

The main conclusion that follows from this consideration is that due to the internal structure reorganization such concept as the material line can loose its sense, and consequently the geometrical definition of deformation looses the sense for the significant inelastic deformations.


Fig. 2 Loading diagram for the system of three interacting particles

## 3 Continuum Description

From the previous section it follows that generally for significant inelastic deformations of materials the strain tensors defined from pure geometrical reasons are not suitable to be used in the theory of constitutive relations. It is necessary to look for another approach. Let us describe an idea of possible method of introduction of a strain tensor for inelastic continua. The starting point is the equation of energy balance

$$
\begin{equation*}
\rho \dot{\mathrm{U}}=\boldsymbol{\tau} \cdot \cdot \mathbf{D}+\rho \mathrm{s}-\nabla \cdot \mathbf{h}, \quad \mathbf{D} \equiv\left(\nabla \mathbf{v}+\nabla \mathbf{v}^{\mathbf{\top}}\right) / 2, \tag{4}
\end{equation*}
$$

where $\rho$ is the material density; U is the specific internal energy (in terms of mass); $\boldsymbol{\tau}$ is the Cauchy stress tensor; $\mathbf{D}$ is the stretching tensor; $s$ is the heat supply; $\mathbf{h}$ is the heating-flux vector; $\mathbf{v}$ is the velocity vector; $\boldsymbol{\nabla}$ is the vector differential operator in the actual configuration. The first term in the right side of Eq. (4) is called the power of stress. Note that here the direct tensor notation in the sense of [7, 8] is used. In addition, the gradient of a vector (for example, velocity) is introduced as in [7] that means as the transpose of the quantity defined in most other textbooks.

Let us accept the following definition:
Definition 19.1. The quantity $\mathcal{E}$, on the variation of which the Cauchy stress tensor $\boldsymbol{\tau}$ is producing the work, is called material strain tensor.

From the definition it follows

$$
\begin{equation*}
\boldsymbol{\tau} \cdot \mathbf{D}=\boldsymbol{\tau} \cdot \dot{\mathcal{E}} \Rightarrow \boldsymbol{\tau} \cdot(\dot{\mathcal{E}}-\mathbf{D})=0, \quad \forall \boldsymbol{\tau}: \boldsymbol{\tau}=\boldsymbol{\tau}^{\top} . \tag{5}
\end{equation*}
$$

The symmetric tensor $\mathcal{E}$ must be an objective one, i.e. under superposition of rigid motions we have to get

$$
\begin{equation*}
\mathcal{E}_{*}=\mathbf{Q} \cdot \mathcal{E} \cdot \mathbf{Q}^{\top}, \tag{6}
\end{equation*}
$$

where $\mathcal{E}_{*}$ is the tensor $\mathcal{E}$ being transformed by the rigid rotation $\mathbf{Q}\left(\mathbf{Q} \cdot \mathbf{Q}^{\top}=\mathbf{E}\right.$ with $\mathbf{E}$ as the unit tensor), applied to the whole system. The tensors $\boldsymbol{\tau}$ and $\mathbf{D}$ are also objective ones:

$$
\begin{equation*}
\boldsymbol{\tau}_{*}=\mathbf{Q} \cdot \boldsymbol{\tau} \cdot \mathbf{Q}^{\top}, \quad \mathbf{D}_{*}=\mathbf{Q} \cdot \mathbf{D} \cdot \mathbf{Q}^{\top} \quad \Rightarrow \quad \boldsymbol{\tau}_{*} \cdot \cdot \mathbf{D}_{*}=\boldsymbol{\tau} \cdot \cdot \mathbf{D} . \tag{7}
\end{equation*}
$$

Let us accept that relation (5) remains after addition of the rigid motions

$$
\begin{equation*}
\boldsymbol{\tau}_{*} \cdot \mathbf{D}_{*}=\boldsymbol{\tau}_{*} \cdot \dot{\mathcal{E}}_{*} \tag{8}
\end{equation*}
$$

Then according to Eqs. (7) and (8) we obtain the identity

$$
\begin{equation*}
\tau_{*} \cdot \cdot \dot{\mathcal{E}}_{*}=\tau \cdots \dot{\mathcal{E}} \tag{9}
\end{equation*}
$$

The substitution of relations (6) and (7) for tensors $\boldsymbol{\tau}$ and $\mathcal{E}$ in the identity (9) after some transformations ${ }^{3}$ gives

$$
\begin{equation*}
\boldsymbol{\tau} \cdot \mathcal{E}=\mathcal{E} \cdot \boldsymbol{\tau}, \quad \boldsymbol{\tau}_{*} \cdot \mathcal{E}_{*}=\mathcal{E}_{*} \cdot \boldsymbol{\tau}_{*} . \tag{10}
\end{equation*}
$$

From Eq. (10) it is seen that the eigenvectors of tensors $\boldsymbol{\tau}$ and $\mathcal{E}$ are the same. Thus for any material the tensor $\boldsymbol{\tau}$ is an isotropic function of $\mathcal{E}$. It means that the tensor $\mathcal{E}$ must depend on properties of the material and it cannot be found from pure geometrical considerations. This is clear at least from the fact that the equalities (10) should be valid also for an anisotropic material. ${ }^{4}$

Using Eq. (5) let us introduce the symmetric tensor $\mathbf{L}$ such as

$$
\begin{equation*}
\dot{\mathcal{E}}+\mathbf{L}=\mathbf{D} \quad\left(\boldsymbol{\tau} \cdot \cdot \mathbf{L}=0, \quad \forall \boldsymbol{\tau}: \boldsymbol{\tau}=\boldsymbol{\tau}^{\top}\right) \tag{11}
\end{equation*}
$$

where the symmetric tensor $\mathbf{L}$ is not a priori known. $\mathbf{L}$ depends on properties of the material. Let us point out only one possible form of the tensor $\mathbf{L}$

$$
\begin{equation*}
\mathbf{L}=\boldsymbol{\omega} \cdot \mathcal{E}-\mathcal{E} \cdot \omega, \quad \omega^{\top}=-\omega \tag{12}
\end{equation*}
$$

[^34]Using the objectivity of tensors $\mathcal{E}$ and $\mathbf{D}$ and equality (11), e.g. taking into account that

$$
\begin{equation*}
\dot{\mathcal{E}}_{*}+\mathbf{L}_{*}=\mathbf{D}_{*}, \quad \mathbf{L}_{*}=\boldsymbol{\omega}_{*} \cdot \mathcal{E}_{*}-\mathcal{E}_{*} \cdot \boldsymbol{\omega}_{*} \tag{13}
\end{equation*}
$$

It can be shown that the tensor $\omega$ under the superposition of rigid motions must satisfy the equation

$$
\begin{equation*}
\boldsymbol{\omega}_{*}=\mathbf{Q} \cdot \boldsymbol{\omega} \cdot \mathbf{Q}^{\top}-\dot{\mathbf{Q}} \cdot \mathbf{Q}^{\top} \tag{14}
\end{equation*}
$$

The substitution of the representation (12) for the tensor $\mathbf{L}$ in equality (11) gives the differential equation for the material strain tensor $\mathcal{E}$

$$
\begin{equation*}
\dot{\mathcal{E}}+\boldsymbol{\omega} \cdot \mathcal{E}-\mathcal{E} \cdot \boldsymbol{\omega}=\mathbf{D} \tag{15}
\end{equation*}
$$

Tensors $\mathcal{E}$ and $\boldsymbol{\omega}$ in (15) are unknown. To find them we have to use additional (constitutive) equations.

## 4 Determination of the Material Strain Tensor in some Particular Cases

Let us find the trace of tensor $\mathcal{E}$ by calculating the trace of Eq. (15). Using the identity $\omega \cdot \cdot \mathcal{E}=0$ we can obtain

$$
\begin{equation*}
(\operatorname{tr} \mathcal{E})^{\cdot}=\operatorname{tr} \mathbf{D}=\nabla \cdot \mathbf{v}=-\dot{\rho} / \rho \tag{16}
\end{equation*}
$$

Here the continuity equation is applied. The integration of relation (16) gives

$$
\begin{equation*}
\operatorname{tr} \mathcal{E}=\ln \left(\rho_{0} / \rho\right)=\ln (1+\Delta) \tag{17}
\end{equation*}
$$

where $\rho_{0}$ is the density of the undeformed material, $\Delta$ is the cubic dilatation. Equality (16) is correct for all materials. However, the deviator of $\mathcal{E}$ essentially depends on the material properties.

Let us neglect thermal effects. Then the energy balance (4) takes the form

$$
\begin{equation*}
\rho \dot{\mathrm{U}}=\tau \cdot . \dot{\mathcal{E}} . \tag{18}
\end{equation*}
$$

Assuming elastic material behavior the internal energy and the stress tensor depend on strains only, and they are not dependent on the strain rate. According to Eq. (18) the internal energy of an elastic material has the form $\mathrm{U}=\mathrm{U}(\mathcal{E})$. The calculation of the time derivative from the internal energy gives

$$
\begin{equation*}
\rho \frac{\partial \mathrm{U}}{\partial \mathcal{E}} . . \dot{\mathcal{E}}=\boldsymbol{\tau} . . \dot{\mathcal{E}} \Rightarrow \boldsymbol{\tau}=\rho \frac{\partial \mathrm{U}}{\partial \mathcal{E}} . \tag{19}
\end{equation*}
$$

To fulfil this relation tensor $\mathcal{E}$ should be Hencky's tensor (logarithmic strain measure-the logarithm of the right kernel of the distortion tensor).
Proof. ${ }^{5}$ Indeed, according to [6]

$$
\begin{equation*}
\boldsymbol{\tau}=2 \frac{\rho}{\rho_{0}} \mathbf{F} \cdot \frac{\partial W}{\partial \mathbf{F}}, \quad \mathbf{F}=(\nabla \mathbf{r} \cdot \mathbf{r} \boldsymbol{\nabla})^{-1}, \tag{20}
\end{equation*}
$$

where $\mathbf{r}$ is the reference position vector; $\mathbf{F}$ is Finger's strain tensor and $W=\rho_{0} \mathbb{U}$ is the internal energy volume density in the reference configuration. For Hencky's tensor $\mathbf{H}$ we have [6]

$$
\begin{equation*}
\mathbf{H}=\ln \mathbf{V}, \quad \mathbf{F}=\mathbf{V}^{2} \tag{21}
\end{equation*}
$$

Here $\mathbf{V}$ is the right kernel of the distortion tensor. The substitution of relation (21) in Eq. (20) for the Cauchy stress tensor one can obtain finally

$$
\begin{equation*}
\boldsymbol{\tau}=\rho \frac{\partial \mathbf{U}}{\partial \mathbf{H}} \Rightarrow \mathbf{H}=\mathcal{E} \tag{22}
\end{equation*}
$$

So, for elastic isotropic material the Cauchy stress tensor performs the work on Hencky's logarithmic strain measure. ${ }^{6}$

Therefore, according to the definition, which was introduced before, Hencky's measure and only it is the material strain tensor for the elastic isotropic material. It is known that Hencky's measure is frequently accepted by experimenters as the most convenient way for description of large deformations.

It can be shown, ${ }^{7}$ that tensor $\boldsymbol{\omega}$ is uniquely determined for elastic isotropic materials and tensors $\mathcal{E}$ and $\boldsymbol{\omega}$ also can be determined for materials with infinite short memory, which is good for the description of large plastic deformations.

## 5 Discussion and Concluding Remarks

Here the original text by P. A. Zhilin, which is used as a basis for this chapter, comes to an end. In private communications P. A. Zhilin has stated that this approach can form a basis for an essentially new theory of constitutive equations. In particular, he has noted that this approach allows to obtain the strain tensor, which for a periodical

[^35]twisting (with variable sign) of a rod gives an increase of deformation at each period, and this is convenient for describing such phenomena as fatigue.

Later the chapter [9] was published, which significantly correlates with the results, obtained by P. A. Zhilin. In this chapter the use of Hencky's logarithmic strain is analyzed and it is proved that this strain measure is the work-conjugate of the Cauchy stress tensor (the unpublished result by P. A. Zhilin, obtained earlier). Besides, in [9] it is proved, that $\mathbf{H}$ is the only strain measure, the objective corotational rate of which gives the stretching tensor $\mathbf{D}$. Let us remind that the corotational rate of a tensor $\mathbf{A}$ is defined as ${ }^{8}$

$$
\begin{equation*}
\mathbf{A}^{\prime}=\dot{\mathbf{A}}+\boldsymbol{\Omega} \cdot \mathbf{A}-\mathbf{A} \cdot \boldsymbol{\Omega} \tag{23}
\end{equation*}
$$

where $\Omega$ is the spin tensor, characterizing some rotations connected with the deformation process. The geometrical sense of the corotational rate is that it neglects changes of the tensor $\mathbf{A}$, connected with the rotation $\Omega$. A variety of corotational rates is used in the literature. The rates differ by the choice of the tensor $\Omega$. In particular, if $\Omega=(\nabla \mathbf{v})^{\mathcal{A}}$ (the vorticity tensor) then (20) gives the Jaumann rate [9, 10]. For many years there was no answer to the question: is the stretching tensor $\mathbf{D}$ an objective corotational rate of any strain tensor. In [9] for the first time it is shown that such tensor can be only the Hencky logarithmic strain. Moreover, in [9] the corresponding spin tensor is found $\Omega^{\log }$, called by the authors logarithmic spin, for which it fulfils that ${ }^{9}$

$$
\begin{equation*}
\mathbf{H}^{\prime \log }=\dot{\mathbf{H}}+\Omega^{\log } \cdot \mathbf{H}-\mathbf{H} \cdot \Omega^{\log }=\mathbf{D} \tag{24}
\end{equation*}
$$

where (... $)^{\prime \log }$ is logarithmic rate of $\mathbf{H}$, also introduced in [9]. If now one considers the equation obtained by P.A. Zhilin (15) for the material strain tensor, then the application of it to the Hencky logarithmic strain $\mathcal{E}=\mathbf{H}$ will lead to the conclusion that the antisymmetric tensor used in (15) is the logarithmic spin: $\boldsymbol{\omega}=\boldsymbol{\Omega}^{\log }$.

Let us consider again Eq. (15)

$$
\begin{equation*}
\dot{\mathcal{E}}+\boldsymbol{\omega} \cdot \mathcal{E}-\mathcal{E} \cdot \boldsymbol{\omega}=\mathbf{D} \tag{25}
\end{equation*}
$$

The problem of its solution can be now reformulated as the following: it is necessary to find such an objective tensor $\mathcal{E}$, corotational rate of which is equal to the stretching tensor $\mathbf{D}$. In fact, this problem is solved in [9]-there it is proved that such tensor $\mathcal{E}$ is Hencky's logarithmic strain $\mathbf{H}$, and tensor $\boldsymbol{\omega}=\boldsymbol{\Omega}^{\log }$ is found as some complex function ${ }^{10}$ of tensors $\mathcal{E}$ and $\mathbf{D}[9,11]$.

[^36]Thus in [9] pure geometrical expressions are obtained for tensors $\mathcal{E}$ and $\boldsymbol{\omega}$ being determined from Eq. (15). These results became very fruitful, as in the nonlinear theory of elasticity, as in the theory of elasto-plastic bodies [12-14]. In particular, later on it is shown [12] that the use of the logarithmic strain and logarithmic spin (connected by Eq. (15)) allows the correct formulation of the incremental elastic relations for hypoelastic materials. These incremental relations are widely used in numerical algorithms. Namely usage of these tensors makes these equations integrable, allowing transition from the incremental of the constitutive equations to the explicit one. This permits unique notions of hypoelastic and hyperelastic materials. Beyond the elasticity limit this approach allows to build the theory of elasto-plastic materials, where the decomposition of the strain tensor in elastic and plastic parts is not needed [13]. However, together with these successes there remained a lot of problems in description of inelastic behavior of materials.

The ideas of [9] partially coincides with the ideas of P. A. Zhilin. But this is only partial coincidence. The essence of P.A. Zhilin's idea is to introduce such a strain tensor that

1. the Cauchy stress tensor performs work on this strain tensor;
2. it should be materially objective;
3. this tensor is not necessary a deformation in a classical sense.

The latter means that this tensor is not necessary an isotropic function of the distortion (deformation gradient) tensor, in particular this strain tensor can depend on the space symmetry of the material. In the case of elastic isotropic material, according to [9], the problem of finding this tensor can be solved from purely geometrical means. In [9] it is stated that the unique solution of Eq. (15) is found. However, this solution is sought only on the set of classical strain tensors. For strain tensors in Zhilin's sense Eq. (15) probably has also another solutions. Let us show it on the example of an elastic anisotropic material. Tensors $\mathcal{E}, \boldsymbol{\omega}=\boldsymbol{\Omega}^{\log }$ satisfy Eq. (15) for both isotropic and anisotropic materials. However, in the case of anisotropic material this solution contradict the condition of coaxiality of strain and stress tensors (10), which is the consequence from the material objectivity. In order to fulfill condition (10) tensor $\mathcal{E}$ should have a structure, which depends on the material properties. Thus the idea of P. A. Zhilin of introduction of the material strain tensor, which should be determined using the energy balance equation and properties of the considered material, still is waiting for its development.

Remark 19.1. In his latest works in the area of inelastic media P. A. Zhilin was using the spatial representation instead of the material one. The results obtained for the material representation can not be transferred directly to the case of the spatial representation. From the mathematical point of view the problem became more complicated since in Eq. (15) the full time derivative is replaced by the material one. However, the statement of the problem of finding the strain tensor possessing the specified above properties is possible for the spatial representation as well. We

[^37]believe that the application of the ideas of this work for the spatial representation could be the way for construction of inelastic constitutive equations.

Remark 19.2. In the current work an original approach, suggested by P.A. Zhilin, is presented. The approach is intended for obtaining constitutive equations for the solids subjected to large inelastic deformations in the case of the material representation, where the classical strain measures results in serious problems in description of the material subjected to reorganization of its to internal structure. Alternatively a space representation can be used, in principle allowing to obtain the constitutive equations in the considered case using classical strain measures. However, the strain representation can be used only in the case of 3D bodies. In the theories of shells and rods, where the differential operators are defined on a surface or on a curve in the 3D space only the material representation can be used. Therefore for the description of large inelastic deformations of rods and shells the approach by P.A. Zhilin is of particular interest.

Remark 19.3. ${ }^{11}$ It is interesting to note that almost at the same time several groups had the same idea. The results of Bruhns and co-authors were first presented at the "International Symposium on Plasticity and Impact Mechanics" IMPLAST 96, held at New Delhi, India, 11-14 December 1996. The corresponding presentation was published in the conference book [15]. On this same symposium there was also a presentation by R.N. Dubey and W.D. Reinhardt, Waterloo, Canada, ([15], pp 79-99) who treated the same problem.

Remark 19.4. ${ }^{12}$ With reference to the last paragraph of the contribution it should be mentioned that in a different paper [16] also non-corotational rates were taken into consideration by replacing the general spin tensor $\Omega$ by a general asymmetric second order tensor $\boldsymbol{\Psi}$. This has led to more general solutions of the problem under consideration.

Acknowledgments Authors are deeply grateful to O.T. Bruhns for helpful discussions of the final version of the paper.
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[^35]:    ${ }^{5}$ This proof is suggested by A. Krivtsov, the original proof by P.A. Zhilin unfortunately is lost.
    6 This result was obtained by P.A. Zhilin and it was explained in private communications to his pupils before 1995, however it was not officially published. In 1995 a short paper with this result was submitted to ICIAM 95 proceedings, however it was rejected. In 1997 a paper by other authors was published in Acta Mechanica [9], where the same result is presented as obtained for the first time.
    ${ }^{7}$ Proof of these statements by P. A. Zhilin unfortunately is not preserved.

[^36]:    ${ }^{8}$ Frequently an alternative form of the corotational rate is used, where the difference is in the sign of $\Omega$. This is because the definition of the gradient of a vector can be as in this chapter and [7] or in the transposed form. As a consequence the sign of the spin tensor can differ.
    ${ }^{9}$ This formula for logarithmic rate differs from the one in [9] by the sign of $\Omega^{\log }$ (see the previous footnote).
    ${ }^{10}$ For some particular strain fields (e.g. when all the tensors $\mathbf{H}$ are coaxial) the tensor $\Omega^{\log }$ is reduced to the vorticity tensor $(\nabla \mathbf{v})^{\text {A }}$ and logarithmic rate became Jaumann's rate. However in

[^37]:    general case the representation for $\Omega^{\log }$ is much more complex, which is connected with existence of two independent rotations-rotation of media and rotation of the main axis of the strain tensor.

[^38]:    ${ }^{11}$ Personal communication by O.T. Bruhns
    ${ }^{12}$ Personal communication by O.T. Bruhns

