

NORTH-HOLLAND MATHEMATICAL LIBRARY

# elliptic Boundary Value Problams of Serond Oriter in Piacewis: fimorth inmialins 

MIKHAIL BORSUK VLADIMIR KONDRATIEV

## Elliptic Boundary Value Problems of Second

 Order in Piecewise Smooth Domains
# North-Holland Mathematical Library 

## Board of Honorary Editors:

M. Artin, H. Bass, J. Eells, W. Feit, P.J. Freyd, F.W. Gehring, H. Halberstam, L.V. Hörmander, J.H.B. Kemperman, W.A.J. Luxemburg, F. Peterson, I.M. Singer and A.C. Zaanen

Board of Advisory Editors:
A. Björner, R.H. Dijkgraaf, A. Dimca, A.S. Dow, J.J. Duistermaat, E. Looijenga, J.P. May, I. Moerdijk, S.M. Mori, J.P. Palis, A. Schrijver, J. Sjöstrand,
J.H.M. Steenbrink, F. Takens and J. van Mill

VOLUME 69


Amsterdam - Boston - Heidelberg - London - New York - Oxford
Paris - San Diego - San Francisco - Singapore - Sydney - Tokyo

# Elliptic Boundary Value Problems of Second Order in Piecewise Smooth Domains 

Mikhail Borsuk<br>University of Warmia and Mazury Olsztyn, Poland

Vladimir Kondratiev
Moscow State University
Moscow, Russia

| ELSEVIER B.V. | ELSEVIER Inc. | ELSEVIER Ltd. | ELSEVIER Ltd. |
| :--- | :--- | :--- | :--- |
| Radarweg 29 | 525 B Street | The Boulevard | 84 Theobalds Road |
| P.O. Box 211, 1000 AE | Suite 1900, San Diego | Langford Lane, Kidlington, | London WC1X 8RR |
| Amsterdam, The Netherlands | CA 92101-4495, USA | Oxford OX5 1GB, UK | UK |

## © 2006 Elsevier B.V. All rights reserved.

This work is protected under copyright by Elsevier B.V., and the following terms and conditions apply to its use:

## Photocopying

Single photocopies of single chapters may be made for personal use as allowed by national copyright laws. Permission of the Publisher and payment of a fee is required for all other photocopying, including multiple or systematic copying, copying for advertising or promotional purposes, resale, and all forms of document delivery. Special rates are available for educational institutions that wish to make photocopies for non-profit educational classroom use.

Permissions may be sought directly from Elsevier's Rights Department in Oxford, UK: phone (+44) 1865 843830, fax $(+44) 1865853333$, e-mail: permissions@elsevier.com. Requests may also be completed on-line via the Elsevier homepage (http://www.elsevier.com/locate/permissions).

In the USA, users may clear permissions and make payments through the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, USA; phone: (+1) (978) 7508400, fax: (+1) (978) 7504744, and in the UK through the Copyright Licensing Agency Rapid Clearance Service (CLARCS), 90 Tottenham Court Road, London W1P 0LP, UK; phone: (+44) 207631 5555; fax: $(+44) 207631$ 5500. Other countries may have a local reprographic rights agency for payments.

Derivative Works
Tables of contents may be reproduced for internal circulation, but permission of the Publisher is required for external resale or distribution of such material. Permission of the Publisher is required for all other derivative works, including compilations and translations.

Electronic Storage or Usage
Permission of the Publisher is required to store or use electronically any material contained in this work, including any chapter or part of a chapter.

Except as outlined above, no part of this work may be reproduced, stored in a retrieval system or transmitted in any form or by any means, electronic, mechanical, photocopying, recording or otherwise, without prior written permission of the Publisher.
Address permissions requests to: Elsevier's Rights Department, at the fax and e-mail addresses noted above.

## Notice

No responsibility is assumed by the Publisher for any injury and/or damage to persons or property as a matter of products liability, negligence or otherwise, or from any use or operation of any methods, products, instructions or ideas contained in the material herein. Because of rapid advances in the medical sciences, in particular, independent verification of diagnoses and drug dosages should be made.

First edition 2006

Library of Congress Cataloging in Publication Data
A catalog record is available from the Library of Congress.
British Library Cataloguing in Publication Data
A catalogue record is available from the British Library.

ISBN-13: 978-0-444-52109-5
ISBN-10: 0-444-52109-7
ISSN: 0924-6509 (Series)
$@$ The paper used in this publication meets the requirements of ANSI/NISO Z39.48-1992 (Permanence of Paper). Printed in The Netherlands.

On the occasion of the centenary of the birth of our teacher Ya.B. Lopatinskiy

This Page is Intentionally Left Blank

## Contents

Introduction ..... 7
Chapter 1. Preliminaries ..... 15
1.1. List of symbols ..... 15
1.2. Elementary inequalities ..... 16
1.3. Domains with a conical point ..... 18
1.4. The quasi-distance function $r_{\varepsilon}$ and its properties ..... 21
1.5. Function spaces ..... 22
1.5.1. Lebesgue spaces ..... 22
1.5.2. Regularization and Approximation by Smooth Functions ..... 23
1.6. Hölder and Sobolev spaces ..... 26
1.6.1. Notations and definitions ..... 26
1.6.2. Sobolev imbedding theorems ..... 28
1.7. Weighted Sobolev spaces ..... 29
1.8. Spaces of Dini continuous functions ..... 32
1.9. Some functional analysis ..... 36
1.10. The Cauchy problem for a differential inequality ..... 37
1.11. Additional auxiliary results ..... 40
1.11.1. Mean Value Theorem ..... 40
1.11.2. Stampacchia's Lemma ..... 40
1.11.3. Other assertions ..... 41
1.11.4. The distance function ..... 43
1.11.5. Extension Lemma ..... 43
1.11.6. Difference quotients ..... 46
1.12. Notes ..... 48
Chapter 2. Integral inequalities ..... 49
2.1. The classical Hardy inequalities ..... 49
2.2. The Poincaré inequality ..... 52
2.3. The Wirtinger inequality: Dirichlet boundary condition ..... 54
2.4. The Wirtinger inequality: Robin boundary condition ..... 55
2.4.1. The eigenvalue problem ..... 55
2.4.2. The Friedrichs-Wirtinger inequality ..... 59
2.5. Hardy-Friedrichs-Wirtinger type inequalities ..... 60
2.5.1. The Dirichlet boundary condition ..... 60
2.5.2. The Robin boundary condition ..... 68
2.6. Other auxiliary integral inequalities for $N=2$ ..... 72
2.7. Notes ..... 79
Chapter 3. The Laplace operator ..... 81
3.1. Dini estimates of the generalized Newtonian potential ..... 81
3.2. The equation with constant coefficients. Green's function ..... 92
3.3. The Laplace operator in weighted Sobolev spaces ..... 95
3.4. Notes ..... 96
Chapter 4. Strong solutions of the Dirichlet problem for linear equations ..... 97
4.1. The Dirichlet problem in general domains ..... 97
4.2. The Dirichlet problem in a conical domain ..... 100
4.2.1. Estimates in weighted Sobolev spaces ..... 101
4.2.2. The power modulus of continuity ..... 124
4.2.3. $\quad L^{p}$-estimates ..... 128
4.2.4. $\quad C^{\lambda}$-estimates ..... 131
4.2.5. Examples ..... 138
4.2.6. Higher regularity results ..... 140
4.3. Smoothness in a Dini-Liapunov region ..... 143
4.4. Unique solvability results ..... 155
4.5. Notes ..... 163
Chapter 5. The Dirichlet problem for elliptic linear divergent equations in a nonsmooth domain ..... 165
5.1. The best possible Hölder exponents for weak solutions ..... 165
5.1.1. Introduction ..... 165
5.1.2. The estimate of the weighted Dirichlet integral ..... 170
5.1.3. Local bound of a weak solution ..... 183
5.1.4. Example ..... 187
5.1.5. Hölder continuity of weak solutions ..... 188
5.1.6. Weak solutions of an elliptic inequality ..... 190
5.2. Dini continuity of the first derivatives of weak solutions ..... 194
5.2.1. Local Dini continuity near a boundary smooth portion ..... 194
5.2.2. Dini-continuity near a conical point ..... 198
5.2.3. Global regularity and solvability ..... 209
5.3. Notes ..... 211
Chapter 6. The Dirichlet problem for semilinear equations in a conical domain ..... 215
6.1. The behavior of strong solutions for nondivergent equations near a conical point ..... 215
6.1.1. The weighted integral estimates $(0<q \leq 1)$ ..... 216
6.1.2. The estimate of the solution modulus $(0<q \leq 1)$ ..... 220
6.1.3. The estimate of the solution modulus $(q>1)$ ..... 225
6.2. The behavior of weak solutions for divergence equations near a conical point ..... 232
6.3. Notes ..... 240
Chapter 7. Strong solutions of the Dirichlet problem for nondivergence quasilinear equations ..... 241
7.1. The Dirichlet problem in smooth domains ..... 241
7.2. The estimate of the Nirenberg type ..... 243
7.2.1. Introduction ..... 243
7.2.2. Formulation of the problem and the main result ..... 244
7.2.3. The Nirenberg estimate ..... 245
7.2.4. The behavior of the solution near a corner point (weak smoothness) ..... 253
7.2.5. The weighted integral estimate ..... 254
7.2.6. Proof of Theorem 7.7. ..... 258
7.3. Estimates near a conical point ..... 263
7.3.1. Introduction ..... 263
7.3.2. The barrier function ..... 264
7.3.3. The weak smoothness of solutions ..... 265
7.3.4. Estimates in weighted spaces ..... 271
7.3.5. $\quad L^{p}$ and pointwise estimates of the solution and its gradient ..... 281
7.3.6. Higher regularity results ..... 286
7.4. Solvability results ..... 292
7.5. Notes ..... 297
Chapter 8. Weak solutions of the Dirichlet problem for elliptic quasilinear equations of divergence form ..... 299
8.1. The Dirichlet problem in general domains ..... 299
8.2. The $m$-Laplace operator with an absorption term ..... 303
8.2.1. Introduction. ..... 303
8.2.2. $\quad$ Singular functions for the $m$-Laplace operator and the corresponding eigenvalue problem ..... 304
8.2.3. Eigenvalue problem for $m$-Laplacian in a bounded domain on the unit sphere ..... 307
8.2.4. Integral estimates of solutions ..... 314
8.2.5. Estimates of solutions for singular right hand sides ..... 323
8.3. Estimates of weak solutions near a conical point ..... 332
8.4. Integral estimates of second weak derivatives of solutions ..... 337
8.4.1. Local interior estimates. ..... 338
8.4.2. Local estimates near a boundary smooth portion ..... 349
8.4.3. The local estimate near a conical point ..... 354
8.5. Notes ..... 356
Chapter 9. The boundary value problems for elliptic quasilinear equations with triple degeneration in a domain with boundary edge ..... 359
9.1. Introduction. Assumptions. ..... 359
9.2. A weak comparison principle. The E. Hopf strong maximum principle ..... 366
9.3. The boundedness of weak solutions ..... 372
9.4. The construction of the barrier function ..... 381
9.4.1. Properties of the function $\Phi(\omega)$ ..... 383
9.4.2. About solutions of (9.1.3) and (9.1.4) ..... 384
9.4.3. About the solvability of (9.1.3) and (9.1.4) with $a_{0}>0$ ..... 388
9.5. The estimate of weak solutions in a neighborhood of a boundary edge ..... 394
9.6. Proof of the main theorem ..... 402
9.7. Notes ..... 406
Chapter 10. Sharp estimates of solutions to the Robin boundary value problem for elliptic non divergence second order equations in a neighborhood of the conical point ..... 407
10.1. The linear problem ..... 408
10.1.1. Formulation of the main result. ..... 408
10.1.2. The Lieberman global and local maximum principle. The comparison principle ..... 411
10.1.3. The barrier function. The preliminary estimate of the solution modulus ..... 415
10.1.4. Global integral weighted estimate ..... 420
10.1.5. Local integral weighted estimates ..... 443
10.1.6. The power modulus of continuity at the conical point for strong solutions. ..... 452
10.1.7. Examples ..... 454
10.2. The quasilinear problem ..... 458
10.2.1. Introduction ..... 458
10.2.2. Weak smoothness of the strong solution ..... 461
10.2.3. Integral weighted estimates. ..... 469
10.2.4. The power modulus of continuity at the conical point for strong solutions. ..... 488
10.3. Notes ..... 494
Bibliography ..... 497
Index ..... 527
Notation Index ..... 531

This Page is Intentionally Left Blank

## Introduction

This book investigates the behavior of weak or strong solutions of the boundary value problems for the second order elliptic equations (linear and quasilinear) in the neighborhood of the boundary singularities. The author's main goal is to establish the precise exponent of the solution decrease rate and under the best possible conditions.

Currently there exists a fully developed theory for linear elliptic equations with partial derivatives so that it is now possible to advance toward a nonlinear equations analysis. Considerable success in this direction has been achieved particularly for the second order quasilinear elliptic equations, due to the works of Schauder, Caccioppoli, Leray and others (see $[43,129,211,216])$. These authors have shaped a method that allows to prove existence theorems given the appropriate a priori estimates. This method does not require preliminary construction of the fundamental solution and allows instead an application of some functional analysis theorems rather than using an integral equation theory.

On the one hand, it is quite easy to prove the solvability of boundary value problems for the second order quasilinear equations, given the Hölder coefficients estimate of first derivatives of the solution of the appropriate linear boundary problem, with a constant which depends only on the maximum module of the problem coefficients. Thus, there appeared a necessity of studying linear problems more deeply and giving them more precise estimates. Many mathematicians' efforts were directed towards this. L. Nirenberg [329] obtained the above mentioned estimate for a two-dimensional nonselfadjoint equation, through which it is possible to establish the existence theorem of the Dirichlet problem for the second order quasilinear elliptic equations with minimal assumptions on the smoothness of the equation coefficients. In the case of a multi-dimensional equation such an estimate was obtained by H. Cordes [85], with the assumption that the equation complies with a condition (depending on the euclidean space dimension $N>2$ ) that is stronger than uniform ellipticity. On the other hand, attempts of
obtaining the above mentioned a priori estimate for the second order general elliptic equations were not successful because such an estimate is simply impossible.

Thus, to prove the classical solvability of boundary value problems for second order quasilinear equations, it is necessary to create methods which produce the needed estimates directly for the non-linear problem itself. Such methods were created. The ideas for this new method can be already found in the works of S. Berstein and by De Giorgi and J. Nash ( $[\mathbf{1 2 9 , ~ 2 1 6 ] ) . ~}$ O. Ladyzhenskaya and N. Ural'tseva improved upon and further developed this method and subsequently published their well-known monograph [216], in which the method is formulated and applied to different boundary value problems. Their research has inspired a number of other mathematicians; we note the works [208], [224] - [238], [367], [401]. All investigations mentioned above refer to boundary value problems in sufficiently smooth domains. It should be noted that these investigations represent a major effort by a large number of mathematicians stretching over a period of more than thirty years.

However, many problems of physics and technology lead to the necessity of studying boundary value problems in domains with nonsmooth boundaries. We are referring, in particular, to domains which have a finite number of angular $(N=2)$ or conical $(N>2)$ points, edges and other singularities on the boundary.

The state of the theory of boundary value problems on non-smooth domains, as it was twenty years ago, is described in detail in the well-known survey of V.A. Kondrat'ev and O.A. Oleinik [177], in the book of A. Kufner and A.-M. Sandig [213] as well as in the monographs of V.G. Maz'ya and his colleagues $[263,198]$. For this reason we will focus on the developments of this theory since that time.

Among the first studies of the behavior of the solution of the boundary value problem in the neighborhood of an angular boundary point for the Laplace or Poisson equation, we can find the works [77, 327, 403, 126]. In the work [327] S. Nikol'skiy has established the necessary and sufficient conditions of belonging to the Nikolskiy's space $H_{p}^{r}$ of the Dirichlet problem solution for the Laplace equation. E. Volkov [403] has described the necessary and sufficient conditions for belonging to the space $C^{k+\alpha}(G)$ (where $k$ is an integer and $\alpha \in(0,1)$ ) of the Dirichlet problem solution for the Poisson equation $\triangle u=f(x) \quad x \in G$, in the case where $G$ is a rectangle. V. Fufaev [126] has considered the Poisson equation $\Delta u=f(x)$ for $x \in G$ in the domain $G$, where $\partial G \backslash \mathcal{O}$ is an infinitely smooth curve, and in a certain neighborhood of the point $\mathcal{O}$ the boundary $\partial G$ consists of two segments intersecting at an angle $\omega_{0}$. The smoothness of
the Dirichlet problem solution depends upon $\omega_{0}$. The smaller the angle $\omega_{0}$, the smoother the solution is (if $f \in C^{\infty}(G)$.) There are exceptional values of $\omega_{0}$, for which there are no obstacles for smoothness. In particular, if
$\left.u\right|_{\partial G}=0, f=0$ in a certain neighborhood of the point $\mathcal{O}$ and if $\frac{\pi}{\omega_{0}}$ is an integer, then $u \in C^{\infty}(G)$.

Thus, the violation of the boundary smoothness condition leads to the situation that for the boundary value problem solution there appear singularities in the neighborhood of the boundary irregular point. As we know, in the boundary value problems theory for elliptic equations in smooth domains, the situation is as follows: if the problem data are smooth enough, then the solution is also sufficiently smooth.

Some of the first works studying the general linear boundary value problems for the domains with conical or angular points were V. Kondratiev's fundamental works $[160,161]$ as well as papers of M. Birman \& G. Skvortsov [47], G. Eskin [115, 116], Ya. Lopatinskiy [242], V. Maz'ya [250]-[253], [255, 294]. These works examine normal solvability and regularity in the Sobolev weighted spaces of general linear elliptic problems in non-smooth domains under assumptions of sufficient
smoothness of both the manifold $\partial G \backslash \mathcal{O}$ and the problem coefficients. They consider solutions in special spaces of functions with the derivatives that are summable with some power weight. These spaces clearly show the basic singularity of the solutions of such problems. It has also become clear that the methods used for the analysis of boundary elliptic problems in smooth domains are not applicable because it is impossible to straighten the boundary by using a smooth transformation.
V. Kondratiev $[\mathbf{1 6 0}, \mathbf{1 6 1}]$ has studied this problem in $L^{2}$ Sobolev spaces, V. Maz'ya and B. Plamenevskiy [271]-[280] (see also [263]-[269], [282]) have extended the Kondratiev results to $L^{p}$ Sobolev and other spaces. There are many other works concerning elliptic boundary value problems in nonsmooth domains (see the bibliography).

The pioneering works in the study of elliptic boundary value problems in nonsmooth domains for quasilinear equations has been done by V. Maz'ya, I. Krol and B. Plamenevskiy [256, 258], [204]-[207], [270].

If we examine a nonlinear elliptic problem, then we would find it necessary to clarify the smoothness conditions for coefficients and for right parts of a linear problem under which the solvability in appropriate functional spaces and the necessary a priori estimates for the solution to take place. This clarification is dealt with in chapters 4 and 5 . These chapters study the linear elliptic Dirichlet problem for the nondivergent form
equation

$$
\left\{\begin{array}{l}
L u:=a^{i j}(x) D_{i j} u(x)+a^{i}(x) D_{i} u(x)+a(x) u(x)=f(x), \text { in } G,  \tag{L}\\
u(x)=\varphi(x) \text { on } \partial G
\end{array}\right.
$$

and for the divergent form equation

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{i}}\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u\right)+b^{i}(x) u_{x_{i}}+c(x) u=  \tag{DL}\\
\quad=g(x)+\frac{\partial f^{j}(x)}{\partial x_{j}}, \quad x \in G \\
u(x)=\varphi(x), \quad x \in \partial G
\end{array}\right.
$$

The question of the smoothness of solutions in the neighborhood of an angular point for the linear nondivergence second order elliptic equation was studied earlier in the works [18]-[22]. There the authors assume that the equation coefficients are Hölder-continuous. Our assumptions concerning the smoothness of the coefficients are the least restrictive possible; leading coefficients of the the equation must be Dini-continuous at the conical point $\mathcal{O}$, whereas lower coefficients can grow and we indicate the exact power growth order. In $\S 4.7$ we construct the examples which show that the Dini condition for leading coefficients of the the equation at the conical point as well as the assumption concerning the lower equation coefficients, are essential for the validity of the estimates derived in the chapters 4 and 5. Otherwise in these estimates the exponent $\lambda$ should be changed to $\lambda-\varepsilon$ with any $\varepsilon>0$. The fact that the exponent $\lambda$ in these estimates cannot be increased is shown by the partial solutions of the Laplace equation in the domain with the angular or conical point. In this sense the estimates of chapters 4 and 5 are the best possible.

The estimates obtained in $\S \S 4.5,4.6,4.9$ allow us to formulate new existence theorems for the linear Dirichlet problem solution. These theorems are formulated and proved in $\S 4.10$.

The regularity theory of strong solutions for this problem and its solvability in a smooth domain are well developed [129, 217, 208, 211]. But theory involving nonsmooth domains is in its infancy. Existence theorems obtained in $\S 4.10$ play a fundamental role in chapter 7 when we consider the solvability of the quasilinear problem

$$
\left\{\begin{array}{l}
a_{i j}\left(x, u, u_{x}\right) u_{x_{i}, x_{j}}+a\left(x, u, u_{x}\right)=0, \quad a_{i j}=a_{j i}, \quad x \in G  \tag{QL}\\
u(x)=\varphi(x), \quad x \in \partial G
\end{array}\right.
$$

As mentioned above, to construct the theory of the Dirichlet problem solvability for quasilinear equations, the appropriate a priori estimates of a nonlinear task itself are needed. Chapter 7 is dedicated to obtaining such estimates. The local Hölder estimate (near an angular or conical point) of
the first derivatives of the solution is a central part in these estimates. Although the results obtained in $\S 7.2$ are completely included in the results of $\S 7.3$ (which is quite natural), the special character of the plane case allows us to single it out. In addition, the methods for obtaining estimates differ for the $N=2$ case from the $N>2$ case. We are interested in demonstrating the possibility of applying the L. Nirenberg method for domains with an angular point. Thus it becomes possible to establish a basic estimate

$$
|u(x)| \leq c_{0}|x|^{1+\gamma}
$$

with a certain $\gamma>0$. In the case of a conical point $(N>2)$ this method is not suitable because it is purely two-dimensional. To obtain the similar estimate in this situation we resort to the barrier technique and apply the comparison principle. Theorems of $\S 7.4$ also show that the $(Q L)$ problem solutions have the same regularity (at a conical point) as the ( $L$ ) problem solutions.

There is another observation which is worth pointing out. Known in linear theory, the method of non-smooth domain approximation by a sequence of smooth domains while examining nonlinear problems is not applicable because of the impossibility of the passage to the limit. We avoid this difficulty by introducing a quasi-distance function $r_{\varepsilon}(x)$. The introduction of such a function allows us to work in the given domain, and then to provide the passage to the limit over $\varepsilon \rightarrow+0$ (where $r_{\varepsilon}(x) \rightarrow r=|x|$.) We use the same method on studying the problems ( $L$ ) in Chapter 4 and ( $D L$ ) in Chapter 5.

In $\S 7.3 .6$ we prove the theorems of the solution smoothness rise which are analogous to the linear case. The results of $\S 4.10$ (concerning the solvability of the linear problem) and the estimates for solutions of the nonlinear problem given in $\S \S 7.2,7.3$ allow us to proceed to the ( $Q L$ ) problem solvability in $\S 7.4$.

In summary, for chapters 4 and 7, we have completely constructed the theory of the first boundary problem solvability for second order nondivergent uniform elliptic equations in the domains with conical or angular points.

In Chapters 5,8 and 9 we consider the theory which deals with equations of divergent type. The history of research development of such equations is richer because it is possible to study weak solutions of these problems which in turn change into the equivalent integral identity with no second generalized derivatives of the sought function. The detailed history of studies of the linear problem can be found in the following surveys [91, 133, 172, 177]. We will dwell on some of them. The exact solution estimates near singularities on the boundary have been obtained in the works $[398,399]$ under the
condition that leading coefficients of the equation satisfy the Hölder condition, and that lowest coefficients are missing. The rate of the solution decrease in the neighborhood of a boundary point is characterized by the function $\lambda(\varrho)$. (The latter is the least by the modulus eigenvalue of the Laplace-Beltrami operator in a domain $\Omega_{\varrho}$ on the sphere with zero Dirichlet data on $\partial \Omega_{\varrho}$.) In Chapter 5 we give results of the works [170, 171]. Under certain assumptions about the structure of the boundary of the domain in a neighborhood of the boundary point $\mathcal{O}$ and about the coefficients of the linear equation ( $D L$ ), one can obtain a power modulus of continuity at $\mathcal{O}$ for a weak solution of the Dirichlet problem which vanishes at that point. Moreover, the exponent is the best possible for domains with the assumed boundary structure in that neighborhood. The assumptions on the coefficients of the equation are essential, as example §5.1.4 shows.

In [21] A.Azzam and V.Kondrat'ev have established the Hölder continuity of the first derivatives of weak solutions of the ( $D L$ ) problem in the neighborhood of an angular point, under the condition of Hölder continuity of the equation coefficients. In this case the Hölder exponent satisfies the inequality $\alpha<\frac{\pi}{\omega_{0}}-1$. In $\S 5.2$ we generalize this result for the case of a conical point and we also weaken the coefficient smoothness requirements to Dini-continuity.

In Chapter 6 we study properties of strong and weak solutions of the Dirichlet problem for semi-linear uniform elliptic second order equations in a neighborhood of a conical boundary point.

Let us consider the quasilinear problem for the divergence form equation
( $D Q L$ )

$$
Q(u, \phi) \equiv \int_{G}\left\{a_{i}\left(x, u, u_{x}\right) \phi_{x_{i}}+a\left(x, u, u_{x}\right) \phi\right\} d x=0
$$

The regularity theory of weak solutions for this problem and its solvability in a smooth domain are well-known [129, 215, 216] (see also [80, 83, $128,237]$ ). The regularity theory of weak solutions for quasilinear elliptic equations of the arbitrary order and elliptic systems as well as their solvability in a smooth domain are investigated in the monographs [183]- [185], [360, 100, 40].

The first investigations of the behavior of solutions for quasilinear elliptic equations in domains with angular and conical points were done by V. Maz'ya, I. Krol and B. Plamenevskiy [206, 207, 204, 205, 270, 281]. V. Maz'ya and I. Krol [204]-[207] have given estimates for the asymptotic behavior near reentrant boundary points of the equation of the type ( $L P A$ ) solutions. V. Maz'ya and B. Plamenevskiy [270, 281] have constructed the asymptotic solution of the general quasilinear elliptic problem in a neighborhood of an angular or conical point.

Beginning 1981, there has appeared a series of works by P. Tolksdorf [373]-[378], E. Miersemann [301]-[309] and M. Dobrowolski [98, 99], where they have studied the behavior of the weak solutions to the ( $D Q L$ ) (see Chapter 8) in the neighborhood of an angular or conical boundary point. In [301]-[303] it is shown that a weak solution belongs to $W^{2} \cap$ $C^{1+\gamma}(\bar{G})$ for a certain $\gamma \in(0,1)$, under the assumption that $m=2, \omega_{0} \in$ $(0, \pi), a_{i}(x, u, z) i=1, \ldots, N$ do not depend on $x, u$ and the function $a(x, u, z)$ does not depend on $u, z$. Some elaborations and generalizations for a wider class of elliptic equations were made in [307]. In $\S 8.1$, chapter 8 of [133], P. Grisvard has considered the problem ( $D Q L$ ) for $N=2$ in a convex polygon $G$ and $a_{i}(x, u, z) \equiv a(z) z_{i}(i=1,2) ; a(x, u, z) \equiv f(x)$ (here $a(z)$ is a positive decreasing function and $a^{\prime \prime}(z)$ is continuous.) He has proved the existence and uniqueness of the solution from the space $W^{2, m}(G) \cap W_{0}^{1, m}(G)$, if $f(x) \in C^{1+\alpha}(G), \alpha \in(0,1), 2<m<\frac{2}{2-\pi / \omega_{0}}$, where $\omega_{0}$ is the measure of the largest angle on the polygon boundary. In [373]-[376, 378], P. Tolksdorf has considered the problem $(D Q L)$ with $a_{i}(x, u, z) \equiv a\left(|z|^{2}\right) z_{i}+b_{i}(z)$, $i=1, \ldots, N$ and $a(x, u, z) \equiv f(x)$ under the following conditions

$$
\nu(k+t)^{m-2} \leq a\left(t^{2}\right) \leq \mu(k+t)^{m-2} ;\left(\nu-\frac{1}{2}\right) a(t) \leq t a^{\prime}(t) \leq \mu a(t)
$$

with some $\nu>0, \mu>0, k \in[0,1]$ and $\forall t>0$. In addition, it is assumed that

$$
\lim _{t \rightarrow \infty} \frac{t a^{\prime}(t)}{a(t)}=\frac{m-2}{2}>-\frac{1}{2} ; \lim _{|z| \rightarrow \infty}\left|\frac{\partial b_{j}(z)}{\partial z_{i}}\right| \cdot a^{-1}\left(|z|^{2}\right)=0 .
$$

He has obtained the upper- and lower-bounded estimates for the rate of the positive weak solution decrease in the neighborhood of the boundary conical point that is characterized by the lowest module eigenvalue of the nonlinear eigenvalue problem ( $N E V P$ ) (see Chapter 8, §8.2.2). In Chapter 8 we generalize these results for a wider class of equations and analyze arbitrary (not only positive) weak solutions. It is also important to note here that those estimates reinforce the Lipschiz-estimates of the ( $D Q L$ ) problem solution in the neighborhood of the boundary point by O.Ladyzhenskaya and N.Uraltseva [218], in the case when the boundary point is conical. In $\S 8.2$ we establish the power weight estimates of weak solutions, similar to the estimates in $\S 7.3$. In the latter the weight exponent is the best possible. The estimates of $\S 8.2$ allow us to obtain the best possible estimates of the weak solution module and its gradient. Finally, in $\S 8.4$ we estimate the second generalized derivatives of weak solutions in the Sobolev weighted space again with the best weight exponent.

In Chapter 9 we investigate the behavior of weak solutions of the first and mixed boundary value problems for the quasilinear second order elliptic equation with the triple degeneracy and singularity in the coefficients in a
neighborhood of the boundary edge. The coefficients of our equation near the edge are close to coefficients of the model equation
(ME)

$$
\begin{aligned}
& \quad-\frac{d}{d x_{i}}\left(r^{\tau}|u|^{q}|\nabla u|^{m-2} u_{x_{i}}\right)+a_{0} r^{\tau-m} u|u|^{q+m-2}- \\
& \quad-\mu r^{\tau}|u|^{q-1}|\nabla u|^{m} \operatorname{sgn} u=f(x), \\
& 0 \leq \mu<1, \quad q \geq 0, \quad m>1, \quad a_{0} \geq 0, \quad \tau \geq m-2 .
\end{aligned}
$$

Chapter 10 is devoted to an investigation of the behavior of strong solutions to the Robin boundary value problem for second order elliptic equations (linear and quasilinear) in the neighborhood of a conical boundary point.

## CHAPTER 1

## Preliminaries

### 1.1. List of symbols

Let us fix some notations used in the whole book:

- $[l]$ : the integral part of $l$ (if $l$ is not integer);
- $\mathbb{R}$ - the set of real numbers;
- $\mathbb{R}_{+}$- the set of positive numbers;
- $\mathbb{R}^{N}$ - the $N$-dimensional Euclidean space, $N \geq 2$;
- $\mathbb{N}$ - the set of natural numbers;
- $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$ - the set of nonnegative integers;
- $x=\left(x_{1}, \ldots, x_{N}\right)$ - an element of $\mathbb{R}^{N}$;
- $\mathcal{O}=(0, \ldots, 0)$;
- $(r, \omega)=\left(r, \omega_{1}, \ldots, \omega_{N-1}\right)$ - spherical coordinates in $\mathbb{R}^{N}$ with pole $\mathcal{O}$ defined by

$$
\begin{aligned}
x_{1}= & r \cos \omega_{1} \\
x_{2}= & r \sin \omega_{1} \cos \omega_{2} \\
\ldots & \cdots \cdots \cdots \cdots \\
x_{N-1}= & r \sin \omega_{1} \sin \omega_{2} \cdots \sin \omega_{N-2} \cos \omega_{N-1} \\
x_{N}= & r \sin \omega_{1} \sin \omega_{2} \cdots \sin \omega_{N-2} \sin \omega_{N-1}
\end{aligned}
$$

- $S^{N-1}$ - the unit sphere in $\mathbb{R}^{N}$;
- $B_{r}\left(x_{0}\right)$ - the open ball with radius $r$ centred at $x_{0}$;
- $\bar{B}_{r}\left(x_{0}\right)$ - the closed ball with radius $r$ centred at $x_{0}$;
- $\omega_{N}=\frac{2 \pi^{N / 2}}{N \Gamma(N / 2)}$ - the volume of the unit ball in $\mathbb{R}^{N}$;
- $\sigma_{N}=N \omega_{N}$ - the area of the $N$-dimensional unit sphere;
- $\mathbb{R}_{+}^{N}$ - the half-space $\left\{x: x_{N}>0\right\}$;
- $\Sigma$ - the hyperplane $\left\{x: x_{N}=0\right\}$;
- $G$ - a bounded domain in $\mathbb{R}^{N}$;
- $G^{\prime} \subset \subset G-G^{\prime}$ has compact closure in $G ; G^{\prime}$ is strictly contained in $G$;
- $d x$ - volume element in $\mathbb{R}^{N}$;
- ds - area element in $\mathbb{R}^{N-1}$;
- $d \sigma$ - area element in $\mathbb{R}^{N-2}$;
- $\partial G$ - the boundary of $G$, in what follows we shall assume that $\mathcal{O} \in \partial G ;$
- $d(x):=\operatorname{dist}(x, \partial G)$;
- $n=\left(n_{1}, \ldots, n_{N}\right)$ - exterior unit normal vector on $\partial G$;
- $\bar{G}=G \cup \partial G$ - the closure of $G$;
- meas $G$ - the Lebesgue measure of $G$;
- $\operatorname{diam} G$ - the diameter of $G$;
- $K-$ an open cone with vertex in $\mathcal{O}$;
- $\Omega:=K \cap S^{N-1}$;
- $\mathcal{C}$ : the rotational cone $\left\{x_{1}>r \cos \frac{\omega_{0}}{2}\right\}$;
- $\partial \mathcal{C}$ : the lateral surface of $\mathcal{C}:\left\{x_{1}=r \cos \frac{\omega_{0}}{2}\right\}$;
- $\langle\cdot, \cdot\rangle$ - the scalar product of two vectors;
- $D_{i} u:=\frac{\partial u}{\partial x_{i}}$;
- $\nabla u:=\left(D_{1} u, \ldots, D_{N} u\right)$;
- $D_{i j} u:=\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}$;
- $D^{2} u$ - the Hessian of $u$;
- $|\nabla u|:=\left(\sum_{i=1}^{N}\left(D_{i} u\right)^{2}\right)^{1 / 2}$;
- $\left|D^{2} u\right|:=\left(\sum_{i, j=1}^{N}\left(D_{i j} u\right)^{2}\right)^{1 / 2} ;$
- $\beta=\left(\beta_{1}, \ldots, \beta_{N}\right), \beta_{i} \in \mathbb{N}_{0}$ - an $N$-dimensional multi-index;
- $|\beta|:=\beta_{1}+\cdots+\beta_{N}$ - the length of the multi-index $\beta$;
- $D_{x}^{\beta}=D^{\beta}:=\frac{\partial^{|\beta|}}{\partial x_{1}^{\beta_{1}} \partial x_{2}^{\beta_{2}} \ldots \partial x_{N}^{\beta_{N}}}$ - a partial derivative of order $|\beta|$;
- $\frac{\partial u}{\partial n}=\langle\nabla u, n\rangle$ - the exterior normal derivative of $u$ on $\partial G$;
- $\delta_{i}^{j}$ - Kronecker's delta;
- supp $u$ : the support of $u$, the closure of the set on which $u \neq 0$;
- $c=c(*, \ldots, *)-$ a constant depending only on the quantities appearing in the parentheses. The same letter $c$ will sometimes be used to denote different constants depending on the same set of arguments.


### 1.2. Elementary inequalities

In this section we review some elementary inequalities (see e.g. [37, 142]) which will be frequently used throughout this book.

Lemma 1.1. (Cauchy's Inequality) For $a, b \geq 0$ and $\varepsilon>0$, we have

$$
\begin{equation*}
a b \leq \frac{\varepsilon}{2} a^{2}+\frac{1}{2 \varepsilon} b^{2} \tag{1.2.1}
\end{equation*}
$$

Lemma 1.2. (Young's Inequality) For $a, b \geq 0, \varepsilon>0$ and $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$, we have

$$
\begin{equation*}
a b \leq \frac{1}{p}(\varepsilon a)^{p}+\frac{1}{q}\left(\frac{b}{\varepsilon}\right)^{q} \tag{1.2.2}
\end{equation*}
$$

Lemma 1.3. (Hölder's Inequality) Let $a_{i}, b_{i}, i=1, \ldots, N$, be nonnegative real numbers and $p, q \in \mathbb{R}$ with $\frac{1}{p}+\frac{1}{q}=1$, we have

$$
\begin{equation*}
\sum_{i=1}^{N} a_{i} b_{i} \leq\left(\sum_{i=1}^{N} a_{i}^{p}\right)^{1 / p}\left(\sum_{i=1}^{N} b_{i}^{q}\right)^{1 / q} \tag{1.2.3}
\end{equation*}
$$

Lemma 1.4. (Theorem 41 [142]). Let $a, b$ be nonnegative real numbers and $m \geq 1$. Then

$$
\begin{equation*}
m a^{m-1}(a-b) \geq a^{m}-b^{m} \geq m b^{m-1}(a-b) \tag{1.2.4}
\end{equation*}
$$

Lemma 1.5. (Jensen's Inequality) (Theorem 65[142], Lemma. 1 [357]).

Let $a_{i}, i=1, \ldots, N$, be nonnegative real numbers and $p>0$. Then

$$
\begin{equation*}
\lambda \sum_{i=1}^{N} a_{i}^{p} \leq\left(\sum_{i=1}^{N} a_{i}\right)^{p} \leq \Lambda \sum_{i=1}^{N} a_{i}^{p} \tag{1.2.5}
\end{equation*}
$$

where $\lambda=\min \left(1, N^{p-1}\right)$ and $\Lambda=\max \left(1, N^{p-1}\right)$.
Lemma 1.6. Let $a, b \in \mathbb{R}, m>1$. Then the familiar inequality

$$
\begin{equation*}
|b|^{m} \geq|a|^{m}+m|a|^{m-2} a(b-a) \tag{1.2.6}
\end{equation*}
$$

is valid.
Proof. By Young's inequality (1.2.2) with $\varepsilon=1, p=m, q=\frac{m}{m-1}$, we have

$$
m|a|^{m-2} a b \leq m|b| \cdot|a|^{m-1} \leq|b|^{m}+(m-1)|a|^{m} \Longrightarrow(1.2 .6) .
$$

Lemma 1.7. For $m>1$ the inequality

$$
\begin{equation*}
\int_{0}^{1}|(1-t) z+t w|^{m-2} d t \geq c(m)(|z|+|w|)^{m-2} \tag{1.2.7}
\end{equation*}
$$

holds for some positive constant $c(m)$.

Proof. This inequality is trivial, if $1<m \leq 2$, and in this case $c(m)=1$. Let $m>2$. If $|z|+|w|=0$, then this inequality holds with any $c(m)$. Let now $|z|+|w| \neq 0$. Setting

$$
\zeta=\frac{z}{|z|+|w|}, \quad \eta=\frac{w}{|z|+|w|} \quad \Longrightarrow|\zeta|+|\eta|=1
$$

we want to prove the inequality

$$
\int_{0}^{1}|(1-t) \zeta+t \eta|^{m-2} d t \geq c(m)
$$

We consider the function

$$
f(\zeta, \eta)=\int_{0}^{1}|(1-t) \zeta+t \eta|^{m-2} d t
$$

on the set $\mathfrak{E}=\left\{(\zeta, \eta) \in \mathbb{R}^{2}| | \zeta|+|\eta|=1\right.$.$\} This function is continuous on \mathfrak{E}$, since $m>2$. The set $\mathfrak{E}$ is finite-dimensional and bounded, and therefore it is the compact set. By the Weierstrass Theorem, such a function achieves the minimum on $\mathfrak{E}$ in some point $\left(\zeta_{0}, \eta_{0}\right) \in \mathfrak{E}$. It is clear that $f\left(\zeta_{0}, \eta_{0}\right) \geq 0$. Suppose that $f\left(\zeta_{0}, \eta_{0}\right)=0$. Then we have

$$
\left|(1-t) \zeta_{0}+t \eta_{0}\right|=0, \quad \forall t \in[0,1] \quad \Longrightarrow\left(\zeta_{0}, \eta_{0}\right)=(0,0) \notin \mathfrak{E} .
$$

Hence it follows that $f\left(\zeta_{0}, \eta_{0}\right)>0$ and therefore there is a positive constant $c(m)$ such that the required inequality is fulfilled.

### 1.3. Domains with a conical point

Definition 1.8. Let $G \subset \mathbb{R}^{N}$ be a bounded domain. We say that $G$ has a conical point in $\mathcal{O}$ if

- $\mathcal{O} \in \partial G$,
- $\partial G \backslash \mathcal{O}$ is smooth,
- $G$ coincides in some neighbourhood of $\mathcal{O}$ with an open cone $K$,
- $\partial K \cap S^{N-1}$ is smooth,
- $K$ is contained in a circular cone with the opening angle $\omega_{0} \in$ $(0,2 \pi)$.

For a domain $G$ which has a conical point at $\mathcal{O} \in \partial G$ we introduce the notations:

- $\Omega:=K \cap S^{N-1} ;$
- $d \Omega:=$ area element of $\Omega$;
- $G_{a}^{b}:=G \cap\{(r, \omega): 0 \leq a<r<b, \omega \in \Omega\}-$ a layer in $\mathbb{R}^{N}$;
- $\Gamma_{a}^{b}:=\partial G \cap\{(r, \omega): 0 \leq a<r<b, \omega \in \partial \Omega\}$ - the lateral surface of the layer $G_{a}^{b}$;
- $G_{d}:=G \backslash G_{0}^{d}$;
- $\Gamma_{d}:=\partial G \backslash \Gamma_{0}^{d} ;$
- $\Omega_{\rho}:=\overline{G_{0}^{d}} \cap \partial B_{\varrho}(0), \varrho \leq d ;$
- $G^{(k)}:=G_{2^{-(k+1)} d}^{2^{-k} d}, \quad k=0,1,2, \ldots$

Let us recall some well known formulae related to spherical coordinates $\left(r, \omega_{1}, \ldots, \omega_{N-1}\right)$ centered at the conical point $\mathcal{O}$ :

$$
\begin{gather*}
d x=r^{N-1} d r d \Omega  \tag{1.3.1}\\
d \Omega_{\rho}=\rho^{N-1} d \Omega  \tag{1.3.2}\\
d \Omega=J(\omega) d \omega \tag{1.3.3}
\end{gather*}
$$

denotes the ( $N-1$ )-dimensional area element of the unit sphere;

$$
\begin{gather*}
J(\omega)=\sin ^{N-2} \omega_{1} \sin ^{N-3} \omega_{2} \cdots \sin \omega_{N-2}  \tag{1.3.4}\\
d \omega=d \omega_{1} \cdots d \omega_{N-1}  \tag{1.3.5}\\
d s=r^{N-2} d r d \sigma \tag{1.3.6}
\end{gather*}
$$

denotes the ( $N-1$ )-dimensional area element of the lateral surface of the cone $K$, where $d \sigma$ denotes the ( $N-2$ )-dimensional area element on $\partial \Omega$;

$$
\begin{equation*}
|\nabla u|^{2}=\left(\frac{\partial u}{\partial r}\right)^{2}+\frac{1}{r^{2}}\left|\nabla_{\omega} u\right|^{2}, \tag{1.3.7}
\end{equation*}
$$

where $\left|\nabla_{\omega} u\right|$ denotes the projection of the vector $\nabla u$ onto the tangent plane to the unit sphere at the point $\omega$

$$
\begin{gather*}
\nabla_{\omega} u=\left\{\frac{1}{\sqrt{q_{1}}} \frac{\partial u}{\partial \omega_{1}}, \ldots, \frac{1}{\sqrt{q_{N-1}}} \frac{\partial u}{\partial \omega_{N-1}}\right\},  \tag{1.3.8}\\
\left|\nabla_{\omega} u\right|^{2}=\sum_{i=1}^{N-1} \frac{1}{q_{i}}\left(\frac{\partial u}{\partial \omega_{i}}\right)^{2} \tag{1.3.9}
\end{gather*}
$$

where $q_{1}=1, q_{i}=\left(\sin \omega_{1} \cdots \sin \omega_{i-1}\right)^{2}, i \geq 2$,

$$
\begin{gather*}
\Delta u=\frac{\partial^{2} u}{\partial r^{2}}+\frac{N-1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \Delta_{\omega} u  \tag{1.3.10}\\
\Delta_{\omega} u=\frac{1}{J(\omega)} \sum_{i=1}^{N-1} \frac{\partial}{\partial \omega_{i}}\left(\frac{J(\omega)}{q_{i}} \cdot \frac{\partial u}{\partial \omega_{i}}\right)=  \tag{1.3.11}\\
=\sum_{i=1}^{N-1} \frac{1}{q_{j} \sin ^{N-i-1} \omega_{i}} \frac{\partial}{\partial \omega_{i}}\left(\sin ^{N-i-1} \omega_{i} \frac{\partial u}{\partial \omega_{i}}\right)
\end{gather*}
$$

denotes the Beltrami-Laplace operator

$$
\begin{equation*}
\operatorname{div}_{\omega} u=\frac{1}{J(\omega)} \sum_{i=1}^{N-1} \frac{\partial}{\partial \omega_{i}}\left(\frac{J(\omega)}{\sqrt{q_{i}}} u\right) . \tag{1.3.12}
\end{equation*}
$$

Lemma 1.9. Let $\alpha \in \mathbb{R}$ and $v(x)=r^{\alpha} u(x)$. Then

$$
\begin{aligned}
D_{i} v= & \alpha r^{\alpha-2} x_{i} u+r^{\alpha} D_{i} u \\
|\nabla v|^{2} \leq & c_{1}\left(\alpha^{2} r^{2 \alpha-2} u^{2}+r^{2 \alpha}|\nabla u|^{2}\right) \\
D_{i j} v= & r^{\alpha} D_{i j} u+\alpha r^{\alpha-2}\left(x_{i} D_{j} u+x_{j} D_{i} u\right) \\
& +\left(\alpha^{2}-2 \alpha\right) r^{\alpha-4} x_{i} x_{j} u+\alpha r^{\alpha-2} u \delta_{i}^{j} \\
\left|D^{2} v\right|^{2} \leq & c_{2}\left(r^{2 \alpha}\left|D^{2} u\right|^{2}+r^{2 \alpha-2}|\nabla u|^{2}+r^{2 \alpha-4} u^{2}\right)
\end{aligned}
$$

with constants $c_{1}, c_{2}>0$ depending only on $\alpha$ and $N$.
Lemma 1.10. Let there be a $d>0$ such that $G_{0}^{d}$ is the convex rotational cone with the vertex at $\mathcal{O}$ and the aperture $\omega_{0}$, thus

$$
\begin{equation*}
\Gamma_{0}^{d}=\left\{(r, \omega)\left|x_{1}^{2}=\cot ^{2} \frac{\omega_{0}}{2} \sum_{i=2}^{N} x_{i}^{2} ;\left|\omega_{1}\right|=\frac{\omega_{0}}{2}, \omega_{0} \in(0, \pi)\right\}\right. \tag{1.3.13}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left.x_{i} \cos \left(\vec{n}, x_{i}\right)\right|_{\Gamma_{0}^{d}}=0, \text { and }\left.\cos \left(\vec{n}, x_{1}\right)\right|_{\Gamma_{0}^{d}}=-\sin \frac{\omega_{0}}{2} \tag{1.3.14}
\end{equation*}
$$

Proof. By virtue of (1.3.13) we can rewrite the equation of $\Gamma_{0}^{d}$ in this way

$$
F(x) \equiv x_{1}^{2}-\cot ^{2} \frac{\omega_{0}}{2} \sum_{i=2}^{N} x_{i}^{2}=0
$$

We use the formula $\cos \left(\vec{n}, x_{i}\right)=\frac{\frac{\partial F}{\partial x_{i}}}{|\nabla F|}, \forall i=1, \ldots, N$. Because of

$$
\frac{\partial F}{\partial x_{1}}=2 x_{1} \text { and } \frac{\partial F}{\partial x_{i}}=-2 \cot ^{2} \frac{\omega_{0}}{2} x_{i}, \forall i=2, \ldots, N
$$

then

$$
\left.x_{i} \cos \left(\vec{n}, x_{i}\right)\right|_{\Gamma_{0}^{d}}=\left.\frac{1}{|\nabla F|} x_{i} \frac{\partial F}{\partial x_{i}}\right|_{\Gamma_{0}^{d}}=\left.\frac{2}{|\nabla F|}\left(x_{1}^{2}-\cot ^{2} \frac{\omega_{0}}{2} \sum_{i=2}^{N} x_{i}^{2}\right)\right|_{\Gamma_{0}^{d}}=0 .
$$

Because of

$$
\begin{gathered}
|\nabla F|^{2}=\left(\frac{\partial F}{\partial x_{1}}\right)^{2}+\sum_{i=2}^{N}\left(\frac{\partial F}{\partial x_{i}}\right)^{2}=4\left(x_{1}^{2}+\cot ^{4} \frac{\omega_{0}}{2} \sum_{i=2}^{N} x_{i}^{2}\right) \Rightarrow \\
\left.|\nabla F|^{2}\right|_{\Gamma_{0}^{d}}=4 x_{1}^{2}\left(1+\frac{\cos ^{2} \frac{\omega_{0}}{2}}{\sin ^{2} \frac{\omega_{0}}{2}}\right)=\frac{4 x_{1}^{2}}{\sin ^{2} \frac{\omega_{0}}{2}}
\end{gathered}
$$

we have

$$
\left.\cos \left(\vec{n}, x_{1}\right)\right|_{\Gamma_{0}^{d}}=-2 x_{1} \frac{\sin \frac{\omega_{0}}{2}}{2 x_{1}}=-\sin \frac{\omega_{0}}{2}, \quad \text { since } \quad \angle\left(\vec{n}, x_{1}\right)>\frac{\pi}{2} .
$$

### 1.4. The quasi-distance function $r_{\varepsilon}$ and its properties

Let us assume as in Definition 1.8 that the cone $K$ is contained in a circular cone $\tilde{K}$ with opening angle $\omega_{0}$. Furthermore, let us suppose that the axis of $\tilde{K}$ coincides with $\left\{\left(x_{1}, 0, \ldots, 0\right): x_{1}>0\right\}$. In this case we define the quasidistance $r_{\varepsilon}(x)$ as follows. We fix the point $Q=(-1,0, \ldots, 0) \in S^{N-1} \backslash \bar{\Omega}$ and consider the unit radius-vector $\vec{l}=\mathcal{O} Q=\{-1,0, \ldots, 0\}$. We denote by $\vec{r}$ the radius-vector of the point $x \in \bar{G}$ and introduce the vector $\vec{r}_{\varepsilon}=\vec{r}-\varepsilon \vec{l}$ for each $\varepsilon>0$. Since $\varepsilon \vec{l} \notin G_{0}^{d}$ for all $\left.\varepsilon \in\right] 0, d\left[\right.$, it follows that $r_{\varepsilon}(x)=|\vec{r}-\varepsilon \vec{l}| \neq 0$ for all $x \in \bar{G}$. It is easy to see that $r_{\varepsilon}(x)$ has the following properties:

Lemma 1.11. There exists an $h>0$ such that $r_{\varepsilon}(x) \geq h r$ and $r_{\varepsilon}(x) \geq h \varepsilon, \quad \forall x \in \bar{G}$, where

$$
h=\left\{\begin{array}{lll}
1, & \text { if } & 0<\omega_{0} \leq \pi \\
\sin \frac{\omega_{0}}{2}, & \text { if } & \pi<\omega_{0}<2 \pi
\end{array}\right.
$$

Proof. From the definition of $r_{\varepsilon}(x)$ we know that
$r_{\varepsilon}^{2}=\left(x_{1}+\varepsilon\right)^{2}+\sum_{i=2}^{N} x_{i}^{2}=\left(x_{1}+\varepsilon\right)^{2}+r^{2}-x_{1}^{2}=r^{2}+2 \varepsilon x_{1}+\varepsilon^{2}$.
If $0<\omega_{0} \leq \pi$, we have $x_{1} \geq 0$ and therefore we obtain either $r_{\varepsilon}^{2} \geq r^{2} \Rightarrow r_{\varepsilon} \geq r$ or $r_{\varepsilon}^{2} \geq \varepsilon^{2} \Rightarrow r_{\varepsilon} \geq \varepsilon$.
If $x_{1}=r \cos \omega \leq 0$ and $|\omega| \in\left[\frac{\pi}{2}, \frac{\omega_{0}}{2}\right]$, we obtain, by the Cauchy inequality either
$|2 \varepsilon r \cos \omega| \leq r^{2} \cos ^{2} \omega+\varepsilon^{2} \Rightarrow 2 \varepsilon r \cos \omega \geq-r^{2} \cos ^{2} \omega-\varepsilon^{2} \Rightarrow r_{\varepsilon} \geq r \cdot \sin \frac{\omega_{0}}{2}$
or
$|2 \varepsilon r \cos \omega| \leq \varepsilon^{2} \cos ^{2} \omega+r^{2} \Rightarrow 2 \varepsilon r \cos \omega \geq-r^{2}-\varepsilon^{2} \cos ^{2} \omega \Rightarrow r_{\varepsilon} \geq \varepsilon \cdot \sin \frac{\omega_{0}}{2}$.

Corollary 1.12.

$$
h r \leq r_{\varepsilon}(x) \leq r+\varepsilon \leq \frac{2}{h} r_{\varepsilon}(x) ; \forall x \in \bar{G}, \forall \varepsilon>0 .
$$

(3) If $x \in G_{d}$, then $r_{\varepsilon}(x) \geq \frac{d}{2}$ for all $\left.\varepsilon \in\right] 0, \frac{d}{2}[$.
(4) $\lim _{\varepsilon \rightarrow 0^{+}} r_{\varepsilon}(x)=r$, for all $x \in \bar{G}$.
(5) $\left|\nabla r_{\varepsilon}\right|^{2}=1$, and $\triangle r_{\varepsilon}=\frac{N-1}{r_{\varepsilon}}$.

Proof. Because $\frac{\partial r_{\varepsilon}}{\partial x_{1}}=\frac{x_{1}+\varepsilon}{r_{\varepsilon}}$ and $\frac{\partial r_{\varepsilon}}{\partial x_{i}}=\frac{x_{i}}{r_{\varepsilon}}(i \geq 2)$, then

$$
\begin{aligned}
& \left|\nabla r_{\varepsilon}\right|^{2}=\sum_{i=1}^{N}\left(\frac{\partial r_{\varepsilon}}{\partial x_{i}}\right)^{2}=\frac{\left(x_{1}+\varepsilon\right)^{2}+\sum_{i=2}^{N} x_{i}^{2}}{r_{\varepsilon}^{2}}=1 \text { and } \\
& \triangle r_{\varepsilon}=\frac{\partial^{2} r_{\varepsilon}}{\partial x_{1}^{2}}+\sum_{i=2}^{N} \frac{\partial^{2} r_{\varepsilon}}{\partial x_{i}^{2}}=\frac{1}{r_{\varepsilon}}-\frac{\left(x_{1}+\varepsilon\right)^{2}}{r_{\varepsilon}^{3}}+\sum_{i=2}^{N}\left(\frac{1}{r_{\varepsilon}}-\frac{x_{i}^{2}}{r_{\varepsilon}^{3}}\right)=\frac{N}{r_{\varepsilon}}-\frac{r_{\varepsilon}^{2}}{r_{\varepsilon}^{3}}= \\
& =\frac{N-1}{r_{\varepsilon}} .
\end{aligned}
$$

### 1.5. Function spaces

1.5.1. Lebesgue spaces. Let $G$ be a domain in $\mathbb{R}^{N}$. For $p \geq 1$ we denote by $L^{p}(G)$ be the space of Lebesgue integrable functions equipped with the norm

$$
\|u\|_{L^{p}(G)}=\left(\int_{G}|u|^{p} d x\right)^{1 / p}
$$

Theorem 1.13. (Fubini's Theorem, see Theorem 9 §11, Chapter III [101]). Let $G_{1} \subset \mathbb{R}^{m_{1}}, G_{2} \subset \mathbb{R}^{m_{2}}$ and $f \in L^{1}\left(G_{1} \times G_{2}\right)$. Then for almost all $x \in G_{1}$ and $y \in G_{2}$ the integrals

$$
\int_{G_{1}} f(x, y) d x \text { and } \int_{G_{2}} f(x, y) d y
$$

exist. Moreover,

$$
\int_{G_{1} \times G_{2}} f(x, y) d x d y=\int_{G_{1}}\left(\int_{G_{2}} f(x, y) d y\right) d x=\int_{G_{2}}\left(\int_{G_{1}} f(x, y) d x\right) d y
$$

Theorem 1.14. (Hölder's Inequality, see Theorem 189 [142]). Let $p, q>1$ with $\frac{1}{p}+\frac{1}{q}=1$ and $u \in L^{p}(G), v \in L^{q}(G)$. Then

$$
\begin{equation*}
\int_{G}|u v| d x \leq\|u\|_{L^{p}(G)}\|v\|_{L^{q}(G)} \tag{1.5.1}
\end{equation*}
$$

If $p=1$, then (1.5.1) is valid with $q=\infty$.
Corollary 1.15. Let $1 \leq p \leq q$ and $u \in L^{p}(G), v \in L^{q}(G)$. Then

$$
\begin{equation*}
\|u\|_{L^{p}(G)} \leq(\operatorname{meas} G)^{1 / p-1 / q}\|v\|_{L^{q}(G)} \tag{1.5.2}
\end{equation*}
$$

COROLLARY 1.16. (Interpolation inequality) Let $1<p \leq q \leq r$ and $1 / q=\lambda / p+(1-\lambda) / r$. Then the inequality

$$
\|u\|_{L^{q}(G)} \leq\|u\|_{L^{p}(G)}^{\lambda}\|u\|_{L^{r}(G)}^{1-\lambda}
$$

holds for all $u \in L^{r}(G)$.
Theorem 1.17. (Minkowski's Inequality, see Theorem 198 [142]). Let $u, v \in L^{p}(G), p>1$. Then $u+v \in L^{p}(G)$ and

$$
\begin{equation*}
\|u+v\|_{L^{p}(G)} \leq\|u\|_{L^{p}(G)}+\|v\|_{L^{p}(G)} . \tag{1.5.3}
\end{equation*}
$$

Theorem 1.18. (Clarkson's Inequality, see §3.2, Chapter I [363]). Let $u, v \in L^{p}(G)$. Then

$$
\begin{gathered}
\left\|\frac{u+v}{2}\right\|_{L^{p}(G)}^{p}+\left\|\frac{u-v}{2}\right\|_{L^{p}(G)}^{p} \leq \frac{1}{2}\left(\|u\|_{L^{p}(G)}^{p}+\|v\|_{L^{p}(G)}^{p}\right), 2 \leq p<\infty ; \\
\left\|\frac{u+v}{2}\right\|_{L^{p}(G)}^{p-1}+\left\|\frac{u-v}{2}\right\|_{L^{p}(G)}^{\frac{p}{p-1}} \leq\left(\frac{1}{2}\|u\|_{L^{p}(G)}^{p}+\frac{1}{2}\|v\|_{L^{p}(G)}^{p}\right)^{\frac{1}{p-1}}, 1 \leq p \leq 2 .
\end{gathered}
$$

Theorem 1.19. (Fatou's Theorem, see Theorem 19 §6, Chapter III [101]). Let $f_{k} \in L^{\mathbf{1}}(G), k \in \mathbb{N}$, be a sequence of non-negative functions convergent almost everywhere in $G$ to the function $f$. Then

$$
\begin{equation*}
\int_{G} f d x \leq \sup \int_{G} f_{k} d x \tag{1.5.4}
\end{equation*}
$$

Lemma 1.20. [328, Lemma 1.3.8] Let $G_{1} \subset \mathbb{R}^{m_{1}}, G_{2} \subset \mathbb{R}^{m_{2}}$ and $f, f_{k} \in$ $L^{p}\left(G_{1} \times G_{2}\right), k=1,2, \ldots$, with $1 \leq p \leq \infty$ and

$$
\lim _{k \rightarrow \infty}\left\|f-f_{k}\right\|_{L^{p}\left(G_{1} \times G_{2}\right)}=0 .
$$

Then there is a subsequence $\left\{f_{k_{l}}\right\}$ of $\left\{f_{k}\right\}$ such that

$$
\lim _{k_{l} \rightarrow \infty}\left\|f(y, z)-f_{k_{l}}(y, z)\right\|_{L^{p}\left(G_{2}\right)}=0
$$

holds for almost every $y \in G_{1}$.
1.5.2. Regularization and Approximation by Smooth Functions. Let us denote by $L_{l o c}^{p}(G)$ the linear space of all measurable functions which are locally $p$-integrable in $G$, that is $p$-integrable on every compact subset of $G$. Although $L_{l o c}^{p}(G)$ is not a normed spaces, it can be readily topologized.

Definition 1.21. We say that a sequence $\left\{u_{m}\right\}$ converges to $u$ in the sense of $L_{l o c}^{p}(G)$ if $\left\{u_{m}\right\}$ converges to $u$ in $L^{p}\left(G^{\prime}\right)$ for each $G^{\prime} \subset \subset G$.

Let $r=|x-y|$ for all $x, y \in \mathbb{R}^{N}$ and $h$ be any positive number. Furthermore, let $\psi_{h}(r)$ be a non-negative function in $C^{\infty}\left(\mathbb{R}^{N}\right)$ vanishing outside the ball $B_{h}(0)$ and satisfying $\int_{\mathbb{R}^{N}} \psi_{h}(r) d x=1$. Such a function is often called a mollifier. A typical example is the function $\psi_{h}(r)$ given by

$$
\psi_{h}(r)= \begin{cases}c h^{-N} \cdot \exp \left(\frac{h^{2}}{|r|^{2}-h^{2}}\right) & \text { for } r<h, c=\text { const }>0 \\ 0 & \text { for }|r| \geq h\end{cases}
$$

where $c$ is chosen so that $\int \psi_{h}(r) d x=1$ and whose graph has the familiar bell shape.

Definition 1.22. For $L_{l o c}^{1}(G)$ and $h>0$, the regularization of $u$, denoted by $u_{h}$ is then defined by the convolution

$$
\begin{equation*}
u_{h}(x)=\int_{G} \psi_{h}(r) u(y) d y \tag{1.5.5}
\end{equation*}
$$

provided $h<\operatorname{dist}(x, \partial G)$.
It is clear that $u_{h}$ belongs to $C^{\infty}\left(G^{\prime}\right)$ for any $G^{\prime} \subset \subset G$ provided $h<$ $\operatorname{dist}\left(G^{\prime}, \partial G\right)$. Furthermore, if $u$ belongs to $L^{1}(G)$ and $G$ is bounded, then $u_{h}$ belongs to $C^{\infty}\left(\mathbb{R}^{N}\right)$ for arbitrary $h>0$. As $h$ tends to zero, the function $\psi_{h}(r)$ tends to the Dirac delta distribution at the point $x$. The significant feature of regularization, which we partly explore now, is the sense in which $u_{h}$ approximates $u$ as $h$ tends to zero. It turns out, roughly stated, that if $u$ lies in a local space, then $u_{h}$ approximates $u$ in the natural topology of that space.

Lemma 1.23. Let $u \in C^{0}(G)$. Then $u_{h}$ converges to $u$ uniformly on any subdomain $G^{\prime} \subset \subset G$.

Proof. We have

$$
u_{h}(x)=\int_{|x-y| \leq h} \psi_{h}(r) u(y) d y=\int_{|z| \leq 1} \psi_{1}(|z|)|u(x-h z)| d z
$$

(putting $z=\frac{x-y}{h}$ ). Hence if $G^{\prime} \subset \subset G$ and $2 h<\operatorname{dist}\left(G^{\prime}, \partial G\right)$,

$$
\begin{aligned}
& \sup _{G^{\prime}}\left|u-u_{h}\right| \leq \sup _{x \in G^{\prime}} \int_{|z| \leq 1} \psi_{1}(|z|)|u(x)-u(x-h z)| d z \leq \\
& \leq \sup _{x \in G^{\prime}} \sup _{|z| \leq 1}|u(x)-u(x-h z)| .
\end{aligned}
$$

Since $u$ is uniformly continuous over the set $B_{h}\left(G^{\prime}\right)=\left\{x \mid \operatorname{dist}\left(x, G^{\prime}\right)<h\right\}$, the sequence $u_{h}$ tends to $u$ uniformly on $G^{\prime}$.

Lemma 1.24. Let $u \in L_{l o c}^{p}(G)\left(L^{p}(G)\right)$, where $1<p<\infty$. Then $u_{h}$ converges to $u$ in the sense of $L_{l o c}^{p}(G)\left(L^{p}(G)\right)$.

Proof. Using Hölder's inequality, we obtain from (1.5.5)

$$
\left|u_{h}(x)\right|^{p} \leq \int_{|z| \leq 1} \psi_{1}(|z|)|u(x-h z)|^{p} d z
$$

so that if $G^{\prime} \subset \subset G$ and $2 h<\operatorname{dist}\left(G^{\prime}, \partial G\right)$, then

$$
\begin{aligned}
\int_{G^{\prime}}\left|u_{h}(x)\right|^{p} d x \leq \int_{G^{\prime}} & \int_{|z| \leq 1} \psi_{1}(|z|)|u(x-h z)|^{p} d z d x= \\
& =\int_{|z| \leq 1} \psi_{1}(|z|) d z \int_{G^{\prime}}|u(x-h z)|^{p} d x \leq \int_{B_{h}\left(G^{\prime}\right)}|u|^{p} d x
\end{aligned}
$$

where $B_{h}\left(G^{\prime}\right)=\left\{x: \operatorname{dist}\left(x, G^{\prime}\right)<h\right\}$. Consequently

$$
\begin{equation*}
\left\|u_{h}\right\|_{L^{p}\left(G^{\prime}\right)} \leq\|u\|_{L^{p}\left(B_{h}\left(G^{\prime}\right)\right)} \tag{1.5.6}
\end{equation*}
$$

The proof can now be completed by an approximation based on Lemma 1.23. We choose $\varepsilon>0$ together with a $C^{0}(G)$ function $w$ satisfying

$$
\|u-w\|_{L^{p}\left(B_{h^{\prime}}\left(G^{\prime}\right)\right)} \leq \varepsilon
$$

where $2 h^{\prime}<\operatorname{dist}\left(G^{\prime}, \partial G\right)$. By virtue of Lemma 1.23, we have for sufficiently small $h$ that $\left\|w-w_{h}\right\|_{L_{p}\left(G^{\prime}\right)} \leq \varepsilon$. Applying the estimate (1.5.6) to the difference $u-w$ we obtain

$$
\begin{array}{r}
\left\|u-u_{h}\right\|_{L^{p}\left(G^{\prime}\right)} \leq\|u-w\|_{L^{p}\left(G^{\prime}\right)}+\left\|w-w_{h}\right\|_{L^{p}\left(G^{\prime}\right)}+\left\|u_{h}-w_{h}\right\|_{L^{p}\left(G^{\prime}\right)} \leq \\
\leq 2 \varepsilon+\|u-w\|_{L^{p}\left(B_{h}\left(G^{\prime}\right)\right)} \leq \mathbf{3} \varepsilon
\end{array}
$$

for small enough $h \leq h^{\prime}$. Hence $u_{h}$ converges to $u$ in $L_{l o c}^{p}(G)$. The result for $u \in L^{p}(G)$ can then be obtained by extending $u$ to be zero outside $G$ and applying the result for $L_{l o c}^{p}\left(\mathbb{R}^{N}\right)$.

Lemma 1.25. (On the passage to the limit under the integral symbol) [361, Theorem III.10] Let $\chi(x) \in L_{\infty}(G)$ and let $\chi_{h}(x)$ be the regularization of $\chi$. Then for any $u \in L^{1}(G)$

$$
\lim _{h \rightarrow 0} \int_{G} \chi_{h}(x) u(x) d x=\int_{G} \chi(x) u(x) d x .
$$

### 1.6. Hölder and Sobolev spaces

1.6.1. Notations and definitions. In this section $G \subset \mathbb{R}^{N}$ is a bounded domain of the class $C^{0,1}$. Let $x_{0} \in \mathbb{R}^{N}$ be a point and $f$ a function defined on $G \ni x_{0}$. The function $f$ is Hölder continuous with exponent $\alpha \in(0,1)$ at $x_{0}$ if the quantity

$$
[f]_{\alpha ; x_{0}}=\sup _{x \in G} \frac{\left|f(x)-f\left(x_{0}\right)\right|}{\left|x-x_{0}\right|^{\alpha}}
$$

is finite. $[f]_{\alpha ; x_{0}}$ is said to be the $\alpha$-Hölder coefficient of $f$ at $x_{0}$ with respect to $G$.

The function $f$ is uniformly Hölder continuous with exponent $\alpha \in(0,1)$ in $G$ if the quantity

$$
[f]_{\alpha ; G}=\sup _{\substack{x, y \in G \\ x \neq y}} \frac{|f(x)-f(y)|}{|x-y|^{\alpha}}
$$

is finite.
We consider the following spaces.

- $C^{l}(\bar{G})$ : the Banach space of functions having all the derivatives of order at most $l$ (if $l$ is a nonnegative integer) and of order [l] (if $l$ is non-integer) continuous in $\bar{G}$ and whose $[l]$-th order partial derivatives are uniformly Hölder continuous with exponent $l-[l]$ in $\bar{G} .|u|_{l ; G}$ is the norm of the element $u \in C^{l}(\bar{G})$; if $l \neq[l]$ then

$$
|u|_{i ; G}=\sum_{j=0}^{[l]} \sup _{G}\left|D^{j} u\right|+\sup _{|\alpha|=[l]} \sup _{\substack{x, y \in G \\ x \neq y}} \frac{\left|D^{\alpha} u(x)-D^{\alpha} u(y)\right|}{|x-y|^{\mid-[l]}} .
$$

- $C_{0}^{l}(G)$ : the set of functions in $C^{l}(G)$ with compact support in $G$.
- $W^{k, p}(G), 1 \leq p<\infty$ : the Sobolev space equipped with the norm

$$
\|u\|_{W^{k, p}(G)}=\left(\int_{G} \sum_{|\beta| \leq k}\left|D^{\beta} u\right|^{p} d x\right)^{1 / p}
$$

- $W_{0}^{k, p}(G)$ is the closure of $C_{0}^{\infty}(G)$ with respect to the norm $\|$. $\|_{W^{k, p}(G)}$.
- $W^{k, p}(G \backslash \mathcal{O})=W^{k, p}\left(G \backslash B_{\varepsilon}(0)\right), \forall \varepsilon>0$.
- For $p=2$ we use the notation

$$
W^{k}(G) \equiv W^{k, 2}(G), \quad W_{0}^{k}(G) \equiv W_{0}^{k, 2}(G)
$$

Definition 1.26. Let us say that $u \in W^{k, p}(G)$ satisfies $u \leq 0$ on $\partial G$ in the sense of traces, if its positive part $u^{+}=\max \{u, 0\} \in W_{0}^{k, p}(G)$. If $u$
is continuous in a neighborhood of $\partial G$, then $u$ satisfies $u \leq 0$ on $\partial G$, if the inequality holds in the classical pointwise sense. Other definitions of the inequality at $\partial G$ follow naturally. For example: $u \geq 0$ on $\partial G$, if $-u \leq 0$ on $\partial G ; u=v$ on $\partial G$, if both $u-v \leq 0$ and $u-v \geq 0$ on $\partial G ;$

$$
\sup _{\partial G} u=\inf \{k \mid u \leq k \text { on } \partial G, k \in \mathbb{R}\} ; \quad \inf _{\partial G} u=-\sup _{\partial G}(-u) .
$$

- For $\Gamma \subseteq \partial G$ and $k \in 1,2, \ldots$, the space $W^{k-\frac{1}{p}, p}(\Gamma)$ consists of traces on $\Gamma$ of functions from $W^{k, p}(G)$ and is equipped with the norm

$$
\|\varphi\|_{W^{k-\frac{1}{p}, p}(\Gamma)}=\inf \|\Phi\|_{W^{k, p}(G)}
$$

where the infimum is taken over the set of all functions $\Phi \in$ $W^{k, p}(G)$ such that $\Phi=\varphi$ on $\Gamma$ in the sense of traces.
For $p=2$ we use the notation

$$
W^{k-1 / 2}(\Gamma) \equiv W^{k-\frac{1}{2}, 2}(\Gamma)
$$

Theorem 1.27. [129, Theorem 7.28] (Interpolation inequality) Let $G$ be a $C^{1,1}$ domain in $\mathbb{R}^{N}$ and let $u \in W^{2, p}(G)$ with $p \geq 1$. Then for all $\varepsilon>0$

$$
\|\nabla u\|_{L^{p}(G)} \leq \varepsilon\|u\|_{W^{2, p}(G)}+c \varepsilon^{-1}\|u\|_{L^{p}(G)}
$$

with a constant $c$ depending only on the domain $G$.
Theorem 1.28. [117, Section 4.3] (Trace Theorem) Let $1 \leq p<\infty$. There exists a bounded linear operator

$$
T: W^{1, p}(G) \rightarrow L^{p}(\partial G)
$$

such that

$$
T u=u \quad \text { on } \quad \partial G
$$

for all $u \in W^{1, p}(G) \cap C^{0}(\bar{G})$.
Henceforth, we will write simply $u$ instead of $T u$.
Theorem 1.29. (see e.g. (6.23), (6.24) Chapter I [214] or Lemma 6.36 [237]). Let $\partial G$ be piecewise smooth and $u \in W^{1,1}(G)$. Then there is a constant $c>0$ which depends only on $G$ such that

$$
\begin{equation*}
\int_{\Gamma}|u| d s \leq c \int_{G}(|u|+|\nabla u|) d x, \forall \Gamma \subseteq \partial \Omega \tag{1.6.1}
\end{equation*}
$$

If $u \in W^{1,2}(G)$, then

$$
\begin{equation*}
\int_{\partial G} v^{2} d s \leq \int_{G}\left(\delta|\nabla v|^{2}+c_{\delta} v^{2}\right) d x, \forall v(x) \in W^{1,2}(G), \forall \delta>0 . \tag{1.6.2}
\end{equation*}
$$

If $u \in W^{2,2}(G)$, then

$$
\begin{equation*}
\int_{\partial G}\left(\frac{\partial u}{\partial n}\right)^{2} d s \leq c \int_{G}\left(2|\nabla u|\left|D^{2} u\right|+|\nabla u|^{2}\right) d x . \tag{1.6.3}
\end{equation*}
$$

1.6.2. Sobolev imbedding theorems. We give the well known Sobolev inequalities and Kondrashov compactness results also called the imbedding theorems (see [363], §§1.4.5-1.4.6 [261], §7.7[129]).

Theorem 1.30. [412, Theorem 2.4.1], [129, Theorem 7.10] (Sobolev inequalities) Let $G$ be a bounded open domain in $\mathbb{R}^{N}$ and $p>1$. Then

$$
W_{0}^{1, p}(G) \hookrightarrow \begin{cases}L^{\frac{N p}{N-p}}(G) & \text { for } p<N  \tag{1.6.4}\\ C^{0}(\bar{G}) & \text { for } p>N\end{cases}
$$

Furthermore, there exists a constant $c=c(N, p)$ such that for all $u \in$ $W_{0}^{1, p}(G)$ we have

$$
\begin{equation*}
\|u\|_{L^{N p /(N-p)}(G)} \leq c\|\nabla u\|_{L^{p}(G)} \tag{1.6.5}
\end{equation*}
$$

for $p<N$ and

$$
\begin{equation*}
\sup _{G}|u| \leq c(\operatorname{meas} G)^{1 / N-1 / p}\|\nabla u\|_{L^{p}(G)} \tag{1.6.6}
\end{equation*}
$$

for $p>N$.
The following Imbedding Theorems 1.31-1.34 first were proved by Sobolev [363] and can be found with complete proofs in [314], [1, Theorem 5.4], [210, Sections 5.7,5.8] and [261, Section 1.4]. Let $G$ be a $C^{0,1}$ bounded domain in $\mathbb{R}^{N}$

Theorem 1.31. Let $k \in \mathbb{N}$ and $p \in \mathbb{R}$ with $p \geq 1, k p<N$. Then the imbedding

$$
\begin{equation*}
W^{k, p}(G) \hookrightarrow L^{q}(G) \tag{1.6.7}
\end{equation*}
$$

is continuous for $1 \leq q \leq N p /(N-k p)$ and compact for $1 \leq q<N p /(N-$ $k p$ ). If $k p=N$, then the imbedding (1.6.7) is continuous and compact for any $q \geq 1$.

Theorem 1.32. Let $k \in \mathbb{N}_{0}$, let $m \in \mathbb{N}$ and let $p, q \in \mathbb{R}$ with $p, q \geq 1$. If $k p<N$, then the imbedding

$$
\begin{equation*}
W^{m+k, p}(G) \hookrightarrow W^{m, q}(G) \tag{1.6.8}
\end{equation*}
$$

is continuous for any $q \in \mathbb{R}$ satisfying $1 \leq q \leq N p /(N-k p)$. If $k=N p$, then the imbedding (1.6.8) is continuous for any $q \geq 1$.

Theorem 1.33. Let $k, m \in \mathbb{N}_{0}$ and $p>1$. Then the imbedding

$$
W^{k, p}(G) \hookrightarrow C^{m+\beta}(G)
$$

is continuous if

$$
\begin{equation*}
(k-m-1) p<N<(k-m) p \quad \text { and } \quad 0<\beta \leq k-m-N / p \tag{1.6.9}
\end{equation*}
$$

and compact if the inequality in (1.6.9) is sharp. If $(k-m-1) p=N$, then the imbedding is continuous for any $\beta \in(0,1)$.

Theorem 1.34. Let $u \in W^{k, p}(G)$ with $k \in \mathbb{N}, p \in \mathbb{R}, k p>N$ and $p>1$. Then $u \in C^{m}(G)$ for $0 \leq m<k-N / p$ and there exists a constant $c$, independent of $u$, such that

$$
\sup _{x \in G}\left|D^{\alpha} u(x)\right| \leq c\|u\|_{W^{k, p}(G)}
$$

for all $|\alpha|<k-N / p$.
Theorem 1.35. Let $G$ be a lipschitzian domain and let $T_{s} \subset \bar{G}$ be piecewise $C^{k}$-smooth $s$-dimensional manifold. Let $k \geq 1, p>1, k p<$ $N, N-k p<s \leq N$ and $1 \leq q \leq q *=s p /(N-k p)$. Then $W^{k, p}(G) \hookrightarrow$ $L_{q}\left(T_{s}\right)$ and the inequality

$$
\begin{equation*}
\|u\|_{L^{q}\left(T_{s}\right)} \leq c\|u\|_{W^{k, p}(G)} \tag{1.6.10}
\end{equation*}
$$

holds. If $q<q *$, then this imbedding is compact.

### 1.7. Weighted Sobolev spaces

Definition 1.36. For $k \in \mathbb{N}_{0}, 1<p<\infty$ and $\alpha \in \mathbb{R}$ we define the weighted Sobolev space $V_{p, \alpha}^{k}(G)$ as the closure of $C_{0}^{\infty}(\bar{G} \backslash 0)$ with respect to the norm

$$
\|u\|_{V_{p, \alpha}^{k}(G)}=\left(\int_{G} \sum_{|\beta| \leq k} r^{\alpha+p(|\beta|-k)}\left|D^{\beta} u\right|^{p} d x\right)^{1 / p}
$$

For $\Gamma \subseteq \partial G$ and $k \in 1,2, \ldots$, the space $V_{p, \alpha}^{k-1 / p}(\Gamma)$ consists of traces on $\Gamma$ of functions from $V_{p, \alpha}^{k}(G)$ and is equipped with the norm

$$
\|u\|_{V_{p, \alpha}^{k-1 / p}(\Gamma)}=\inf \|v\|_{V_{p, \alpha}^{k}(G)}
$$

where the infimum is taken over the set of all functions $v \in V_{p, \alpha}^{k}(G)$ such that $v=u$ on $\Gamma$.
For $p=2$ we use the notations

$$
\wp_{\alpha}^{k}(G)=V_{2, \alpha}^{k}(G) \text { and } W_{\alpha}^{k-1 / 2}(\Gamma)=V_{2, \alpha}^{k-1 / 2}(\Gamma)
$$

Lemma 1.37. $[\mathbf{1 6 1}, \mathbf{1 9 8}]$ Let $k^{\prime}, k \in \mathbb{N}$ with $k^{\prime} \leq k$ and

$$
\alpha-p k \leq \alpha^{\prime}-p k^{\prime} .
$$

Then $V_{p, \alpha}^{k}(G)$ is continuously imbedded in $V_{p, \alpha^{\prime}}^{k^{\prime}}(G)$. Furthermore, the imbedding is compact if $k^{\prime}<k$ and $\alpha-p k<\alpha^{\prime}-p k^{\prime}$.

Lemma 1.38. $[280, \mathbf{3 2 2}] \operatorname{Let}(k-|\gamma|) p>N$, then for every $u \in V_{p, \alpha}^{k}(G)$ the following inequality is valid

$$
\left|D^{\gamma} u(x)\right| \leq c|x|^{k-|\gamma|-(\alpha+N) / p}\|u\|_{V_{p, \alpha}^{k}(G)}, \quad \forall x \in G_{0}^{d}
$$

with a constant $c$ independent of $u$ and some $d>0$ depending only on $G$. In particular

$$
V_{p, \alpha}^{k}(G) \hookrightarrow C^{m}(G)
$$

for $m<k-(\alpha+N) / p$.
Proof. Without loss of generality we can assume that $G$ is a cone. We introduce new variables $y=\left(y_{1}, \ldots, y_{N}\right)$ by $x=y t$ with $t>0$ and set $v(y):=u(x)$. By the Sobolev Imbedding Theorem 1.34, we have

$$
\left|D_{y}^{\gamma} v(y)\right| \leq c \sum_{|\delta| \leq k}\left\|D_{y}^{\delta} v\right\|_{L^{p}\left(G_{1}^{2}\right)}, \quad \forall y \in G_{1}^{2}
$$

Returning back to the variables $x$

$$
t^{|\gamma|}\left|D_{x}^{\gamma} u(x)\right| \leq c \sum_{|\delta| \leq k}\left\|t^{|\delta|-N / p} D_{x}^{\delta} u\right\|_{L^{p}\left(G_{t}^{2 t}\right)}, \quad \forall x \in G_{t}^{2 t} .
$$

Multiplying both sides of this inequality by $t^{N / p-k+\alpha / p}$ we obtain

$$
t^{|\gamma|-k+(\alpha+N) / p}\left|D_{x}^{\gamma} u(x)\right| \leq c \sum_{|\delta| \leq k}\left\|t^{|\delta|-k+\alpha / p} D_{x}^{\delta} u\right\|_{L^{p}\left(G_{t}^{2 t}\right)}, \quad \forall x \in G_{t}^{2 t} .
$$

Therefore, because of $t \leq|x| \leq 2 t$ in $G_{t}^{2 t}$, we have
$|x|^{|\gamma|-k+(\alpha+N) / p}\left|D_{x}^{\gamma} u(x)\right| \leq c \sum_{|\delta| \leq k}\left\||x|^{|\delta|-k+\alpha / p} D_{x}^{\delta} u\right\|_{L^{p}\left(G_{t}^{2 t}\right)}, \quad \forall x \in G_{t}^{2 t}$
with a constant $c$ independent of $t$. Thus the assertion holds.
Lemma 1.39. Let $k, m \in \mathbb{N}_{0}, \beta \in \mathbb{R}$ with

$$
(k-m-1) p<N<(k-m) p \quad \text { and } \quad 0<\beta \leq k-m-N / p
$$

Then for any $u \in V_{p, \alpha}^{k}(G)$

$$
\begin{array}{r}
\sum_{|\gamma|=m} \sup _{x, y \in G, x \neq y} \frac{\left|D^{\gamma} u(x)-D^{\gamma} u(y)\right|}{|x-y|^{\beta}} \leq c|x|^{k-m-\beta-(\alpha+N) / p}\|u\|_{V_{p, \alpha}^{k}(G)} \\
\forall x \in G_{0}^{d}
\end{array}
$$

with a constant $c$ and some $d>0$.
Proof. The proof is completely analogous to the proof of Lemma 1.38.

Lemma 1.40. [161, Lemma 1.1] Let $u \in \mathscr{W}_{\alpha}^{k-1 / 2}\left(\Gamma_{0}^{d}\right)$. Then

$$
\int_{\Gamma_{0}^{d}} r^{\alpha-2 k+1} u^{2}(x) d s \leq c\|u\|_{W_{\alpha}^{k-1 / 2}\left(\Gamma_{0}^{d}\right)}^{2}
$$

Lemma 1.41. Let $d>0$ and $\rho \in(0, d)$. Then the inequality

$$
\int_{\Gamma_{0}^{\rho}} r^{3-N}\left(\frac{\partial u}{\partial n}\right)^{2} d s \leq c_{1} \int_{\Gamma_{0}^{\rho}} r^{1-N} u^{2} d s+c_{2}\|u\|_{W_{4-N}^{2}\left(G_{0}^{\rho}\right)}^{2}
$$

is valid for all $u \in \mathscr{W}_{4-N\left(G_{0}^{\rho}\right)}^{2}$ with constants $c_{1}, c_{2}$ independent of $u$.
Proof. Let us first recall that due to Theorem 1.29 we have

$$
\int_{\Gamma_{0}^{\rho}}\left(\frac{\partial v}{\partial n}\right)^{2} d s \leq c_{3} \int_{G_{0}^{\rho}}\left(r\left|D^{2} v\right|^{2}+\frac{1}{r}|\nabla v|^{2}\right) d x
$$

with a constant $c_{3}>0$ depending only on $G_{0}^{d}$. Setting $v=r^{(3-N) / 2} u$ we have

$$
\left.\frac{\partial v}{\partial n}\right|_{\Gamma_{0}^{\rho} \backslash \mathcal{O}}=\left.r^{(3-N) / 2} \frac{\partial u}{\partial n}\right|_{\Gamma_{0}^{\rho} \backslash \mathcal{O}}+\frac{3-N}{2} r^{(1-N) / 2} u \cdot \frac{\sum_{i=1}^{N} x_{i} n_{i}}{r} .
$$

Since $\frac{\sum_{i=1}^{N} x_{i} n_{i}}{r} \leq 1$, therefore

$$
\begin{array}{r}
\int_{\Gamma_{o}^{o}} r^{3-N}\left(\frac{\partial u}{\partial n}\right)^{2} d s \leq 2 \int_{\Gamma_{0}^{o}}\left\{\left(\frac{\partial v}{\partial n}\right)^{2}+\frac{(3-N)^{2}}{4} r^{1-N} u^{2}\left\langle n, \frac{x}{r}\right\rangle^{2}\right\} d s \leq \\
\leq c_{5} \int_{G_{0}^{o}}\left(r\left|D^{2} v\right|^{2}+r^{-1}|\nabla v|^{2}\right) d s+\frac{(3-N)^{2}}{2} \int_{\Gamma_{0}^{o}} r^{1-N} u^{2} d s .
\end{array}
$$

The assertion then follows by Lemma 1.9.

### 1.8. Spaces of Dini continuous functions

Definition 1.42. The function $\mathcal{A}$ is called Dini continuous at zero if the integral

$$
\int_{0}^{d} \frac{\mathcal{A}(t)}{t} d t
$$

is finite for some $d>0$.
Definition 1.43. The function $\mathcal{A}$ is called an $\alpha$-function, $0<\alpha<1$, on ( $0, d$ ], if $t^{-\alpha} \mathcal{A}(t)$ is monotonously decreasing on ( $\left.0, d\right]$, that is

$$
\begin{equation*}
\mathcal{A}(t) \leq t^{\alpha} \tau^{-\alpha} \mathcal{A}(\tau), \quad 0<\tau \leq t \leq d \tag{1.8.1}
\end{equation*}
$$

In particular, setting $t=c \tau$ for $c>1$, we have

$$
\begin{equation*}
\mathcal{A}(c \tau) \leq c^{\alpha} \mathcal{A}(\tau), \quad 0<\tau \leq c^{-1} d \tag{1.8.2}
\end{equation*}
$$

If an $\alpha$-function $\mathcal{A}$ is Dini continuous at zero then we say that $\mathcal{A}$ is an $\alpha$-Dini function. In that case we define the function

$$
\mathcal{B}(t)=\int_{0}^{t} \frac{\mathcal{A}(\tau)}{\tau} d \tau
$$

Obviously, the function $\mathcal{B}$ is monotonically increasing and continuous on $[0, d]$ and $\mathcal{B}(0)=0$. Integrating (1.8.1) over $\tau \in(0, t)$ we obtain

$$
\begin{equation*}
\mathcal{A}(t) \leq \alpha \mathcal{B}(t) \tag{1.8.3}
\end{equation*}
$$

Similarly, we derive from (1.8.1) the inequality

$$
\int_{\delta}^{d} \frac{\mathcal{A}(t)}{t^{2}} d t=\int_{\delta}^{d} t^{\alpha-2} \frac{\mathcal{A}(t)}{t^{\alpha}} d t \leq \delta^{-\alpha} \mathcal{A}(\delta) \int_{\delta}^{d} t^{\alpha-2} d t \leq(1-\alpha)^{-1} \frac{\mathcal{A}(\delta)}{\delta}
$$

and thus

$$
\begin{align*}
& \delta \int_{\delta}^{d} \frac{\mathcal{A}(t)}{t^{2}} d t \leq(1-\alpha)^{-1} \mathcal{A}(\delta) \leq \alpha(1-\alpha)^{-1} \mathcal{B}(\delta)  \tag{1.8.4}\\
& \forall \alpha \in(0,1), 0<\delta<d
\end{align*}
$$

Definition 1.44. The function $\mathcal{B}$ is called equivalent to $\mathcal{A}$, written $\mathcal{A} \sim \mathcal{B}$, if there exist positive constants $C_{1}$ and $C_{2}$ such that

$$
C_{1} \mathcal{A}(t) \leq \mathcal{B}(t) \leq C_{2} \mathcal{A}(t) \quad \forall t \geq 0 .
$$

Theorem 1.45. [114] $\mathcal{A} \sim \mathcal{B}$ if and only if

$$
\begin{equation*}
\liminf _{t \rightarrow 0} \mathcal{A}(2 t) / \mathcal{A}(t)>1 \tag{1.8.5}
\end{equation*}
$$

Proof. At first we remark that

$$
2 \mathcal{B}(h) \geq \mathcal{B}(2 h)=\int_{0}^{2 h} \frac{\mathcal{A}(t)}{t} d t \geq \int_{h}^{2 h} \frac{\mathcal{A}(t)}{t} d t \geq \mathcal{A}(h) \ln 2
$$

Therefore we must prove the equivalence of (1.8.5) to the inequality $\mathcal{B}(t) \leq$ $C \mathcal{A}(t)$.

The sufficiency: Let (1.8.5) be satisfied. Then there is a positive $\theta$ such that for sufficiently small $t$ the inequality $\frac{\mathcal{A}(2 t)}{\mathcal{A}(t)} \geq 1+\theta$ holds and therefore $\mathcal{A}\left(2^{-k} t\right) \leq(1+\theta)^{-k} \mathcal{A}(t)$. Then

$$
\begin{aligned}
& \mathcal{B}(h)=\int_{0}^{h} \frac{\mathcal{A}(t)}{t} d t=\sum_{k=0}^{\infty} \int_{2^{-k-1} h}^{2^{-k} h} \frac{\mathcal{A}(t)}{t} d t \leq \ln 2 \sum_{k=0}^{\infty} \mathcal{A}\left(2^{-k} h\right) \leq \\
& \leq \ln 2 \sum_{k=0}^{\infty}(1+\theta)^{-k} \mathcal{A}(h)
\end{aligned}
$$

The necessity: Let $\liminf _{t \rightarrow+0} \mathcal{A}(2 t) / \mathcal{A}(t)=1$. Then there is a sequence $t_{n}$ such that $\frac{\mathcal{A}\left(2 t_{n}\right)}{\mathcal{A}\left(t_{n}\right)} \leq 1+\frac{1}{n}$ and we have

$$
\begin{aligned}
& \frac{\mathcal{A}\left(n t_{n}\right)}{\mathcal{A}\left(t_{n}\right)}=\frac{\mathcal{A}\left(n t_{n}\right)}{\mathcal{A}\left((n-1) t_{n}\right)} \cdot \frac{\mathcal{A}\left((n-1) t_{n}\right)}{\mathcal{A}\left((n-2) t_{n}\right)} \cdots \frac{\mathcal{A}\left(2 t_{n}\right)}{\mathcal{A}\left(t_{n}\right)} \leq \\
& \leq\left[\frac{\mathcal{A}\left(2 t_{n}\right)}{\mathcal{A}\left(t_{n}\right)}\right]^{n-1} \leq\left(1+\frac{1}{n}\right)^{n-1} \leq e
\end{aligned}
$$

Therefore

$$
\mathcal{B}\left(n t_{n}\right) \geq \int_{t_{n}}^{n t_{n}} \frac{\mathcal{A}(t)}{t} d t \geq \ln n \mathcal{A}\left(t_{n}\right) \geq \frac{1}{e} \ln n \mathcal{A}\left(n t_{n}\right)
$$

and

$$
\frac{\mathcal{B}\left(n t_{n}\right)}{\mathcal{A}\left(n t_{n}\right)} \geq \frac{1}{e} \ln n, \quad \lim _{n \rightarrow \infty} n t_{n}=0
$$

Thus $\mathcal{A}(t)$ and $\mathcal{B}(t)$ are not equivalent.
In some cases we shall consider functions $\mathcal{A}(t)$ such that

$$
\begin{equation*}
\sup _{0<\tau \leq 1} \frac{\mathcal{A}(\tau t)}{\mathcal{A}(\tau)} \leq c \mathcal{A}(t), \quad t \in(0, d] \tag{1.8.6}
\end{equation*}
$$

with some constant $c$ independent of $t$.

Examples of $\alpha$-Dini functions $\mathcal{A}(t)$ which satisfy (1.8.5) and (1.8.6) with $c=1$ are

$$
\begin{aligned}
& t^{\alpha} \text { for } 0 \leq t<\infty ; \\
& t^{\alpha} \ln (1 / t) \text { for } t \in(0, d], \quad d=\min \left(e^{-1}, e^{-1 / \alpha}\right), \quad e^{-1}<\alpha<1
\end{aligned}
$$

Definition 1.46. The Banach space $C^{0, \mathcal{A}}(G)$ is the set of all bounded and continuous functions $u$ on $G \subset \mathbb{R}^{N}$ for which

$$
[u]_{\mathcal{A} ; G}=\sup _{x, y \in G, x \neq y} \frac{|u(x)-u(y)|}{\mathcal{A}(|x-y|)}<\infty
$$

It is equipped with the norm

$$
\|u\|_{C^{0, \mathcal{A}}(G)}=\|u\|_{C^{0}(G)}+[u]_{\mathcal{A} ; G}
$$

If $k \geq 1$, then we denote by $C^{k, \mathcal{A}}(G)$ the subspace of $C^{k}(G)$ consisting of all functions whose ( $k-1$ )-th order partial derivatives are uniformly Lipschitz continuous and each $k$-th order derivative belongs to $C^{0, \mathcal{A}}(G)$. It is a Banach space equipped with the norm

$$
\|u\|_{C^{k, \mathcal{A}}(G)}=\|u\|_{C^{k}(G)}+\sum_{|\beta|=k}\left[D^{\beta} u\right]_{\mathcal{A} ; G}
$$

Furthermore, let us introduce the following notation

$$
[u]_{\mathcal{A}, x}=\sup _{y \in G \backslash\{x\}} \frac{|u(x)-u(y)|}{\mathcal{A}(|x-y|)} .
$$

Lemma 1.47. If $\mathcal{A} \sim \mathcal{B}$, then $[u]_{\mathcal{A}} \sim[u]_{\mathcal{B}}$.
Lemma 1.48. [129, p. 143, 6.7 (ii)] Let $G$ be a bounded domain with a Lipschitz boundary $\partial G$. Then there are two positive constants $L$ and $\varrho_{1}$ such that for any $y \in G$ with $\operatorname{dist}(y, \partial G) \leq \varrho_{1}$ and any $0<\varrho \leq \varrho_{1}$ there exists $x \in B_{\varrho}(y)$ such that $\bar{B}_{\varrho / L}(x) \subset G$.

THEOREM 1.49. [365, Inequality (10.1)] (Interpolation inequality) Let $\partial G$ be Lipschitz. Then for any $\varepsilon>0$ there exists a constant $c=c(\varepsilon, G)$ such that for every $u \in C^{1, \mathcal{A}}(G)$ the following inequality holds

$$
\sum_{i=1}^{N}\left\|D_{i} u\right\|_{C^{\circ}(G)} \leq \varepsilon \sum_{i=1}^{N}\left[D_{i} u\right]_{\mathcal{A} ; G}+c(\varepsilon, G)\|u\|_{C^{0}(G)}
$$

Proof. Let $L, \varrho$ be given as in Lemma 1.48 and let $\varepsilon>0$ be arbitrary. We choose $\varrho>0$ so small, that $\mathcal{A}(\varrho(1+1 / L)) \leq \varepsilon$. If dist $(y, \partial G)>\varrho_{1}$, there are for every $i \in\{1, \ldots N\}$ two points $y_{1}, y_{2} \in \partial B_{\varrho}(y)$ and a $\bar{y} \in B_{\varrho}(y)$, such that

$$
\left|D_{i} u(\bar{y})\right|=\frac{1}{2 \varrho}\left|u\left(y_{1}\right)-u\left(y_{2}\right)\right| \leq \frac{1}{\varrho}\|u\|_{C^{\mathrm{o}}(G)} .
$$

Thus

$$
\left|D_{i} u(y)\right| \leq\left|D_{i} u(\bar{y})\right|+\left|D_{i} u(y)-D_{i} u(\bar{y})\right| \leq \frac{1}{\varrho}\|u\|_{C^{0}(G)}+\mathcal{A}(\varrho)\left[D_{i} u\right]_{\mathcal{A}_{;} G} .
$$

If $\operatorname{dist}(y, \partial G) \leq \varrho_{1}$, there are $y_{1}, y_{2} \in \partial B_{\varrho / L}(x)$ and $\bar{y} \in \partial B_{\varrho / L}(x)$ such that

$$
\left|D_{i} u(\bar{y})\right|=\frac{L}{2 \varrho}\left|u\left(y_{1}\right)-u\left(y_{2}\right)\right| \leq \frac{L}{\varrho}\|u\|_{C^{\mathrm{o}}(G)}
$$

Since $|y-\bar{y}| \leq|y-x|+|x-\bar{y}| \leq \varrho(1+1 / L)$ we conclude

$$
\begin{aligned}
\left|D_{i} u(y)\right| \leq\left|D_{i} u(\bar{y})\right|+\left|D_{i} u(y)-D_{i} u(\bar{y})\right| \leq \frac{L}{\varrho} & \|u\|_{C^{0}(G)}+ \\
& +\mathcal{A}\left(\varrho\left(1+\frac{1}{L}\right)\right)\left[D_{i} u\right]_{\mathcal{A} ; G}
\end{aligned}
$$

which finally implies the statement.
Definition 1.50. We shall say that the boundary portion $T \subset \partial G$ is of class $C^{1, \mathcal{A}}$ if for each point $x_{0} \in T$ there are a ball $B=B\left(x_{0}\right)$, a one-to-one mapping $\psi$ of $B$ onto a ball $B^{\prime}$, and a constant $K>0$ such that
(i) $B \cap \partial G \subset T, \psi(B \cap G) \subset \mathbb{R}_{+}^{N}$;
(ii) $\psi(B \cap \partial G) \subset \Sigma$;
(iii) $\psi \in C^{1, \mathcal{A}}(B), \psi^{-1} \in C^{1, \mathcal{A}}\left(B^{\prime}\right)$;
(iv) $\|\psi\|_{C^{1, A}(B)} \leq K,\left\|\psi^{-1}\right\|_{C^{1, A}\left(B^{\prime}\right)} \leq K$.

It is not difficult to see that for the diffeomorphism $\psi$ one has

$$
\begin{equation*}
K^{-1}\left|\psi(x)-\psi\left(x^{\prime}\right)\right| \leq\left|x-x^{\prime}\right| \leq K\left|\psi(x)-\psi\left(x^{\prime}\right)\right|, \quad \forall x, x^{\prime} \in B . \tag{1.8.7}
\end{equation*}
$$

Lemma 1.51. [365, Section 7] Let $u, v \in C^{0, \mathcal{A}}(G)$. Then $u \cdot v \in C^{0, \mathcal{A}}(G)$ and

$$
\|u \cdot v\|_{C^{0, A}(G)} \leq\|u\|_{C^{0, A}(G)} \cdot\|v\|_{C^{0, A}(G)} .
$$

Lemma 1.52. [365, Section 7] Let $\mathcal{A}(t)$ be an $\alpha$-function on [0,d] and let $u \in C^{0, \mathcal{A}}(B)$. Furthermore, let $\psi: B^{\prime} \rightarrow B$ be Lipschitz continuous the Lipschitz constant L. Then $u \circ \psi \in C^{0, \mathcal{A}}\left(B^{\prime}\right)$ and

$$
\begin{equation*}
\|u \circ \psi\|_{C^{0, \mathcal{A}}\left(B^{\prime}\right)} \leq \tilde{L}^{\alpha}\|u\|_{C^{0, A}(B)}, \text { where } \tilde{L}=\max (1, L) \tag{1.8.8}
\end{equation*}
$$

Proof. Indeed, if $x, y \in B^{\prime},|x-y| \leq \frac{d}{L}$, then by (1.8.2)

$$
\begin{aligned}
|u(\psi(x))-u(\psi(y))| & \leq\|u\|_{C^{0, \mathcal{A}}(B)} \cdot \mathcal{A}(L|x-y|) \leq \\
& \leq\|u\|_{C^{0, \mathcal{A}}(B)} \cdot \tilde{L}^{\alpha} \cdot \mathcal{A}(|x-y|)
\end{aligned}
$$

### 1.9. Some functional analysis

Definition 1.53. Let $X, Y$ be Banach spaces. Then we denote by $\mathcal{L}(X, Y)$ the linear space of all continuous linear mappings $L: X \rightarrow Y$.

Theorem 1.54. [129, Theorem 5.2] (The method of continuity). Let $X, Y$ be Banach spaces and $L_{0}, L_{1} \in \mathcal{L}(X, Y)$. Furthermore, let

$$
L_{t}:=(1-t) L_{0}+t L_{1} \quad \forall t \in[0,1]
$$

and suppose that there exist a constant $c$ such that

$$
\|u\|_{X} \leq c\left\|L_{t} u\right\|_{Y} \quad \forall t \in[0,1] .
$$

Then $L_{1}$ maps $X$ onto $Y$ if and only if $L_{0}$ maps $X$ onto $Y$.
Theorem 1.55. [353] (Variational principle for the least positive eigenvalue). Let $H, V$ be Hilbert spaces with dense and compact imbeddings

$$
V \subset H \subset V^{\prime}
$$

and let $A: V \rightarrow V^{\prime}$ be a continuous operator. We assume that the bilinear form

$$
a(u, v)=(A u, v)_{H}
$$

is continuous and $V$-coercive, that is there are constants $c_{1}$ and $c_{2}$ such that

$$
\begin{aligned}
|a(u, v)| & \leq c_{1}\|u\|_{V}\|v\|_{V} \\
a(u, u) & \geq c_{2}\|u\|_{V}^{2}
\end{aligned}
$$

for all $u, v \in V$. Then the smallest eigenvalue $\vartheta$ of the eigenvalue problem

$$
A u+\vartheta u=0
$$

satisfies

$$
\vartheta=\inf _{v \in V} \frac{a(v, v)}{\|v\|_{H}^{2}} .
$$

Theorem 1.56. [129, Theorem 11.3] (The Leray-Schauder Theorem). Let $T$ be a compact mapping of a Banach space $\mathcal{B}$ into itself, and suppose that there exist a constant $M$ such that

$$
\|x\|_{\mathcal{B}}<M
$$

for all $x \in \mathcal{B}$ and $\sigma \in[0,1]$ satisfying $x=\sigma T x$. Then $T$ has a fixed point.

### 1.10. The Cauchy problem for a differential inequality

ThEOREM 1.57. Let $V(\varrho)$ be a monotonically increasing, nonnegative differentiable function defined on $[0,2 d]$ that satisfies the problem

$$
\left\{\begin{array}{l}
V^{\prime}(\rho)-\mathcal{P}(\varrho) V(\varrho)+\mathcal{N}(\rho) V(2 \rho)+\mathcal{Q}(\rho) \geq 0, \quad 0<\rho<d,  \tag{CP}\\
V(d) \leq V_{0}
\end{array}\right.
$$

where $\mathcal{P}(\varrho), \mathcal{N}(\varrho), \mathcal{Q}(\varrho)$ are nonnegative continuous functions defined on $[0,2 d]$ and $V_{0}$ is a constant. Then

$$
\begin{align*}
& V(\varrho) \leq \exp \left(\int_{\varrho}^{d} \mathcal{B}(\tau) d \tau\right)\left\{V_{0} \exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right)+\right.  \tag{1.10.1}\\
& \left.\quad+\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau\right\}
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{B}(\varrho)=\mathcal{N}(\varrho) \exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(\sigma) d \sigma\right) . \tag{1.10.2}
\end{equation*}
$$

Proof. We define functions

$$
\begin{gather*}
w(\varrho)=V(\varrho) \exp \left(\int_{\varrho}^{d} \mathcal{P}(\sigma) d \sigma\right)  \tag{1.10.3}\\
\mathcal{R}(\varrho)=V_{0}+\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(\int_{\tau}^{d} \mathcal{P}(\sigma) d \sigma\right) d \tau \tag{1.10.4}
\end{gather*}
$$

Multiplying the differential inequality ( $C P$ ) by the integrating factor $\exp \left(\int_{\varrho}^{d} \mathcal{P}(s) d s\right)$ and integrating from $\rho$ to $d$ we get

$$
\begin{aligned}
& V(d)-V(\varrho) \exp \left(\int_{\varrho}^{d} \mathcal{P}(s) d s\right)+\int_{\varrho}^{d} \mathcal{N}(\tau) \exp \left(\int_{\tau}^{d} \mathcal{P}(s) d s\right) V(2 \tau) d \tau+ \\
&+\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(\int_{\tau}^{d} \mathcal{P}(s) d s\right) d \tau \geq 0 .
\end{aligned}
$$

Hence it follows that

$$
\begin{equation*}
w(\varrho) \leq \mathcal{R}(\varrho)+\int_{\varrho}^{d} \mathcal{B}(\tau) w(2 \tau) d \tau \tag{1.10.5}
\end{equation*}
$$

Now we have

$$
\begin{equation*}
\frac{w(\varrho)}{\mathcal{R}(\varrho)} \leq 1+\int_{\varrho}^{d} \mathcal{B}(\tau) \frac{w(2 \tau)}{\mathcal{R}(2 \tau)} \frac{\mathcal{R}(2 \tau)}{\mathcal{R}(\varrho)} d \tau \tag{1.10.6}
\end{equation*}
$$

Since $\mathcal{R}(2 \tau) \leq \mathcal{R}(\varrho)$ for $\tau>\varrho$, setting

$$
\begin{equation*}
z(\varrho)=\frac{w(\varrho)}{\mathcal{R}(\varrho)} \tag{1.10.7}
\end{equation*}
$$

we get

$$
\begin{equation*}
z(\varrho) \leq 1+\int_{\varrho}^{d} \mathcal{B}(\tau) z(2 \tau) d \tau \tag{1.10.8}
\end{equation*}
$$

Let us define the function

$$
\mathcal{Z}(\varrho)=1+\int_{\varrho}^{d} \mathcal{B}(\tau) z(2 \tau) d \tau
$$

The from (1.10.8) we have

$$
\begin{equation*}
z(\varrho) \leq \mathcal{Z}(\varrho) \tag{1.10.9}
\end{equation*}
$$

and

$$
\mathcal{Z}^{\prime}(\varrho)=-\mathcal{B}(\varrho) z(2 \varrho) \geq-\mathcal{B}(\varrho) \mathcal{Z}(2 \varrho) .
$$

Multiplying the obtained differential inequality by the integrating factor $\exp \left(-\int_{\varrho}^{d} \mathcal{B}(s) d s\right)$ and using the equality

$$
\begin{aligned}
\frac{d}{d \varrho}\left[\mathcal{Z}(\varrho) \exp \left(-\int_{\varrho}^{d} \mathcal{B}(s) d s\right)\right]=\mathcal{Z}^{\prime}(\varrho) & \exp \left(-\int_{\varrho}^{d} \mathcal{B}(s) d s\right)+ \\
& +\mathcal{B}(\varrho) \exp \left(-\int_{\varrho}^{d} \mathcal{B}(s) d s\right) \mathcal{Z}(\varrho)
\end{aligned}
$$

### 1.10 The Cauchy problem for a differential INEQUALITY

we have

$$
\frac{d}{d \varrho}\left[\mathcal{Z}(\varrho) \exp \left(-\int_{\varrho}^{d} \mathcal{B}(s) d s\right)\right] \geq \mathcal{B}(\varrho) \exp \left(-\int_{\varrho}^{d} \mathcal{B}(s) d s\right)[\mathcal{Z}(\varrho)-\mathcal{Z}(2 \varrho)]
$$

But

$$
\mathcal{Z}(2 \varrho)=1+\int_{2 \varrho}^{d} \mathcal{B}(s) z(2 s) d s \leq 1+\int_{\varrho}^{d} \mathcal{B}(s) z(2 s) d s=\mathcal{Z}(\varrho)
$$

therefore

$$
\mathcal{Z}(\varrho)-\mathcal{Z}(2 \varrho) \geq 0 \Rightarrow \frac{d}{d \varrho}\left[\mathcal{Z}(\varrho) \exp \left(-\int_{\varrho}^{d} \mathcal{B}(s) d s\right)\right] \geq 0
$$

Integrating from $\varrho$ to $d$ we have

$$
\mathcal{Z}(\varrho) \exp \left(-\int_{\varrho}^{d} \mathcal{B}(s) d s\right) \leq \mathcal{Z}(d)=1 \Rightarrow \mathcal{Z}(\varrho) \leq \exp \left(\int_{\varrho}^{d} \mathcal{B}(s) d s\right)
$$

Hence, by (1.10.9), we get

$$
\begin{equation*}
z(\varrho) \leq \exp \left(\int_{\varrho}^{d} \mathcal{B}(s) d s\right) \tag{1.10.10}
\end{equation*}
$$

Now, in virtue of (1.10.3), (1.10.7), and (1.10.10), we finally obtain

$$
V(\varrho) \leq \exp \left(-\int_{\varrho}^{d} \mathcal{P}(\sigma) d \sigma\right) \mathcal{R}(\varrho) \exp \left(\int_{\varrho}^{d} \mathcal{B}(\sigma) d \sigma\right)
$$

or with regard to (1.10.4) the desired estimate (1.10.1).

### 1.11. Additional auxiliary results

### 1.11.1. Mean Value Theorem.

Theorem 1.58. Let $f \in C^{0}[a, b]$ with $0 \leq a<b$. Then there exist $a$ $\theta \in(0,1)$ and $a \xi \in(0,1)$, such that

$$
\begin{aligned}
& \int_{a}^{b} f(x) d x \geq(b-a) f((1-\theta) a+\theta b) \\
& \quad a n d \\
& \int_{a}^{b} f(x) d x \leq(b-a) f((1-\xi) a+\xi b)
\end{aligned}
$$

Proof. Let us assume that

$$
\int_{a}^{b} f(x) d x<(b-a) f((1-\theta) a+\theta b)
$$

for all $\theta \in(0,1)$. Integrating this inequality with respect to $\theta \in(0,1)$ we obtain the contradiction

$$
\int_{a}^{b} f(x) d x<(b-a) \int_{0}^{1} f((1-\theta) a+\theta b) d \theta=\int_{a}^{b} f(t) d t .
$$

The other assertion is proved analogously.

### 1.11.2. Stampacchia's Lemma.

Lemma 1.59. (See Lemma 3.11 of [316], [366]). Let $\varphi:\left[k_{0}, \infty\right) \rightarrow \mathbb{R}$ be a non-negative and non-increasing function which satisfies

$$
\begin{equation*}
\varphi(h) \leq \frac{C}{(h-k)^{\alpha}}[\varphi(k)]^{\beta} \quad \text { for } \quad h>k>k_{0}, \tag{1.11.1}
\end{equation*}
$$

where $C, \alpha, \beta$ are positive constants with $\beta>1$. Then

$$
\varphi\left(k_{0}+d\right)=0
$$

where

$$
d^{\alpha}=C\left|\varphi\left(k_{0}\right)\right|^{\beta-1} 2^{\alpha \beta /(\beta-1)} .
$$

Proof. Define the sequence

$$
k_{s}=k_{0}+d-\frac{d}{2^{s}}, \quad s=1,2, \ldots
$$

From (1.11.1) it follows that

$$
\begin{equation*}
\varphi\left(k_{s+1}\right) \leq \frac{C 2^{(s+1) \alpha}}{d^{\alpha}}\left[\varphi\left(k_{s}\right)\right]^{\beta}, \quad s=1,2, \ldots \tag{1.11.2}
\end{equation*}
$$

Let us prove by induction that

$$
\begin{equation*}
\varphi\left(k_{s}\right) \leq \frac{\varphi\left(k_{0}\right)}{2^{-s \mu}}, \text { where } \mu=\frac{\alpha}{1-\beta}<0 \tag{1.11.3}
\end{equation*}
$$

For $s=0$ the claim is trivial. Let us suppose that (1.11.3) is valid up to $s$. By (1.11.2) and the definition of $d^{\alpha}$ if follows that

$$
\begin{equation*}
\varphi\left(k_{s+1}\right) \leq C \frac{2^{(s+1) \alpha}}{d^{\alpha}} \frac{\left[\varphi\left(k_{0}\right]^{\beta}\right.}{2^{-s \beta \mu}} \leq \frac{\varphi\left(k_{0}\right)}{2^{-(s+1) \mu}} \tag{1.11.4}
\end{equation*}
$$

Since the right hand side of (1.11.4) tends to zero as $s \rightarrow \infty$, we obtain

$$
0 \leq \varphi\left(k_{0}+d\right) \leq \varphi\left(k_{s}\right) \rightarrow 0
$$

### 1.11.3. Other assertions.

Lemma 1.60. (see Lemma 2.1 [78]). Let us consider the function

$$
\eta(x)= \begin{cases}e^{\varkappa x}-1, & x \geq 0 \\ -e^{-\varkappa x}+1, & x \leq 0\end{cases}
$$

where $\varkappa>0$. Let $a, b$ be positive constants, $m>1$. If $\varkappa>(2 b / a)+m$, then we have

$$
\begin{equation*}
a \eta^{\prime}(x)-b|\eta(x)| \geq \frac{a}{2} e^{\varkappa x}, \quad \forall x \geq 0 \tag{1.11.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta(x) \geq\left[\eta\left(\frac{x}{m}\right)\right]^{m}, \quad \forall x \geq 0 \tag{1.11.6}
\end{equation*}
$$

Moreover, there exist a $d \geq 0$ and an $M>0$ such that

$$
\begin{gather*}
\eta(x) \leq M\left[\eta\left(\frac{x}{m}\right)\right]^{m} \text { and } \eta^{\prime}(x) \leq M\left[\eta\left(\frac{x}{m}\right)\right]^{m}, \quad \forall x \geq d  \tag{1.11.7}\\
|\eta(x)| \geq x, \quad \forall x \in \mathbb{R} \tag{1.11.8}
\end{gather*}
$$

Proof. Formula (1.11.5) is easily verified by direct calculation. By definition, inequality (1.11.6) can be stated as

$$
\begin{equation*}
\left(e^{2 \frac{x}{m}}-1\right)^{m} \leq e^{\mu x}-1, \quad \forall x \geq 0 \tag{1.11.9}
\end{equation*}
$$

We set for $x \geq 0$

$$
y=e^{x \frac{x}{m}} \geq 1 \text { and } f(y)=(y-1)^{m}+1-y^{m} .
$$

Then

$$
f^{\prime}(y)=m(y-1)^{m-1}-m y^{m-1}<0
$$

hence it follows that $f(y)$ is decreasing function, that is $f(y) \leq f(1), \forall y \geq 1$. Because of $f(1)=0$, we get (1.11.9).

Further, the first inequality from (1.11.7) has the form

$$
\begin{equation*}
y^{m}-1 \leq M(y-1)^{m} \tag{1.11.10}
\end{equation*}
$$

We consider the function $g(y)=M(y-1)^{m}-y^{m}+1$. Then we have

$$
g(y)>M(y-1)^{m}-y^{m} \geq 0, \text { if } y \geq y_{0}=\frac{M^{\frac{1}{m}}}{M^{\frac{1}{m}}-1}>1
$$

if we choose $M>1$. Therefore

$$
\begin{gathered}
g(y)>0, \forall y \geq y_{0} \quad \text { or for } \quad e^{\chi \frac{x}{m}} \geq \frac{M^{\frac{1}{m}}}{M^{\frac{1}{m}}-1} \Longrightarrow \\
x \geq d_{1}=\frac{m}{\varkappa} \ln \frac{M^{\frac{1}{m}}}{M^{\frac{1}{m}}-1}
\end{gathered}
$$

that is the first inequality from (1.11.7) is proved.
Let us now prove the second inequality from (1.11.7). We rewrite it in the form

$$
M(y-1)^{m} \geq \varkappa y^{m} .
$$

Hence it follows:

$$
M^{\frac{1}{m}}(y-1) \geq x^{\frac{1}{m}}(y-1) y \quad \Longrightarrow y \geq \frac{M^{\frac{1}{m}}}{M^{\frac{1}{m}}-\varkappa^{\frac{1}{m}}}
$$

if $M>\varkappa$. The last inequality means that

$$
e^{\varkappa \frac{x}{m}} \geq \frac{M^{\frac{1}{m}}}{M^{\frac{1}{m}}-\varkappa^{\frac{1}{m}}} \Longrightarrow x \geq d_{2}=\frac{m}{\varkappa} \ln \frac{M^{\frac{1}{m}}}{M^{\frac{1}{m}}-\varkappa^{\frac{1}{m}}}
$$

Thus, inequalities (1.11.7) are proved, if we take

$$
M>\varkappa ; d=\max \left(d_{1}, d_{2}\right)=\frac{m}{\varkappa} \ln \frac{M^{\frac{1}{m}}}{M^{\frac{1}{m}}-\varkappa^{\frac{1}{m}}},
$$

(since $\varkappa>1$ ).
Finally, we prove the inequality (1.11.8). From the definition we have

$$
|\eta(x)|= \begin{cases}e^{\varkappa x}-1, & x \geq 0 \\ e^{-\varkappa x}-1, & x \leq 0\end{cases}
$$

It is sufficient prove the inequality

$$
e^{\varkappa x}-1 \geq x, \quad x \geq 0
$$

Since $\varkappa>1$, this result follows from the Taylor formula,
1.11.4. The distance function. Let $G$ be a domain in $\mathbb{R}^{N}$ having non-empty boundary $\partial G$. The distance function $d$ is defined by

$$
d(x)=\operatorname{dist}(x, \partial G)
$$

Lemma 1.61. The distance function $d$ is uniformly Lipschitz continuous.

Proof. Let $x, y \in \mathbb{R}^{N}$ and let $y^{*} \in \partial G$ be such that $\left|y-y^{*}\right|=d(y)$. Then

$$
d(x) \leq\left|x-y^{*}\right| \leq|x-y|+d(y)
$$

so that by interchanging $x$ and $y$ we have

$$
\begin{equation*}
|d(x)-d(y)| \leq|x-y| \tag{1.11.11}
\end{equation*}
$$

### 1.11.5. Extension Lemma.

Lemma 1.62. (See Lemma 3.9 [405]). Let $D$ be a convex bounded set in $\mathbb{R}^{N}, T \subseteq \partial D$, and $f(x) \in C^{1, \mathcal{A}}(\bar{D})$, where $\mathcal{A}(t)$ is a non-decreasing function such that $\lim _{t \rightarrow+0} \mathcal{A}(t)=0$ and $\mathcal{A}(2 t) \leq 2 \mathcal{A}(t)$. Then there exists a function $F(x)$ with following properties:

$$
\begin{array}{ll}
1^{\circ} . & F(x) \in C^{\infty}(D) ; \\
2^{\circ} . & F(x) \in C^{1, \mathcal{A}}(\bar{D}) ; \\
3^{\circ} . & D^{\alpha} F(x)=D^{\alpha} f(x), x \in T ;|\alpha| \leq 1 ; \\
4^{\circ} . & \left|D_{x x}^{2} F(x)\right| \leq K d^{-1}(x) \mathcal{A}(d(x)),
\end{array}
$$

where $d(x)$ denotes the distance to $T$ and $K$ depends on $N$ and $\mathcal{A}(t)$ only.
Proof. We shall use the concept of a partition of unity. Let us consider a finite covering of $D$ by a countable collection $\left\{D_{j}\right\}$ of open sets $D_{j}$. Let $\left\{\zeta_{j}\right\}$ be a locally finite partition of unity subordinate to this covering, that is
(i) $\quad \zeta_{k} \in C_{0}^{\infty}\left(D_{j}\right)$ for some $j=j(k)$;
(ii) $\zeta_{k} \geq 0, \sum \zeta_{k}=1$ in $D$;
(iii) at each point of $D$ there is a neighborhood in which only a finite number of the $\zeta_{k}$ are non-zero;
(iv) $\quad \sum_{k}\left|D^{\alpha} \zeta_{k}(x)\right| \leq C_{\alpha}\left(1+d^{-\alpha}(x)\right)$, where $C_{\alpha}$ is independent of $T$;
(ivv) there is a constant $C$ independent of $k$ and $T$ such that

$$
\operatorname{diam}\left(\operatorname{supp} \zeta_{k}\right) \leq C d(x)
$$

For the proof of the existence of such a partition see, for example, the presentation of Whitney's extension theorem in Hörmander (Lemma 3 [146]). Let $x^{*} \in T$ be a point satisfying $d(x)=\left|x-x^{*}\right|$ and let $x^{k}$ be any fixed point in the support of $\zeta_{k}$. We write the Taylor expansion of $f(x)$ at $y$ as

$$
\begin{gathered}
f(x)=P_{1}(x, y)+R_{1}(x, y), \text { where } \\
P_{1}(x, y)=f(y)+\sum_{j}\left(x_{j}-y_{j}\right) \frac{\partial f}{\partial x_{j}}(y)
\end{gathered}
$$

and therefore, by the mean value Lagrange Theorem,

$$
\begin{aligned}
R_{1}(x, y) & =(f(x)-f(y))-\sum_{j}\left(x_{j}-y_{j}\right) \frac{\partial f}{\partial x_{j}}(y)= \\
& =\sum_{j}\left(x_{j}-y_{j}\right)\left(\frac{\partial f}{\partial x_{j}}(y+\theta(x-y))-\frac{\partial f}{\partial x_{j}}(y)\right)
\end{aligned}
$$

for some $\theta \in(0,1)$. By assumptions about $f$ it follows that

$$
\begin{equation*}
\left|R_{1}(x, y)\right| \leq|x-y| \mathcal{A}(\theta|x-y|) \leq|x-y| \mathcal{A}(|x-y|) \tag{1.11.12}
\end{equation*}
$$

Since

$$
D_{x} R_{1}(x, y)=D_{x} f(x)-D_{x} f(y),
$$

we get in the same way

$$
\begin{equation*}
\left|D_{x} R_{1}(x, y)\right|=\left|D_{x} f(x)-D_{x} f(y)\right| \leq K \mathcal{A}(|x-y|) \tag{1.11.13}
\end{equation*}
$$

Now we define $F(x)$ by

$$
F(x)=\left\{\begin{array}{lr}
\sum_{k} \zeta_{k}(x) P_{1}\left(x, x^{k}\right)=\sum_{k} \zeta_{k}(x)\left(P_{1}\left(x, x^{k}\right)-P_{1}\left(x, x^{*}\right)\right)+ \\
& +P_{1}\left(x, x^{*}\right), \\
f(x), & x \in \bar{D} \backslash T \\
x \in T
\end{array}\right.
$$

Then we have

$$
\begin{aligned}
D^{2} F(x) & =\sum_{k} D^{2} \zeta_{k}(x)\left(P_{1}\left(x, x^{k}\right)-P_{1}\left(x, x^{*}\right)\right)+ \\
& +2 \sum_{k} D \zeta_{k}(x)\left(D_{x} P_{1}\left(x, x^{k}\right)-D_{x} P_{1}\left(x, x^{*}\right)\right)
\end{aligned}
$$

But it is obvious that

$$
P_{1}\left(x, x^{k}\right)-P_{1}\left(x, x^{*}\right)=R_{1}\left(x, x^{*}\right)-R_{1}\left(x, x^{k}\right)
$$

and therefore

$$
\begin{align*}
D^{2} F(x) & \left.=\sum_{k} D^{2} \zeta_{k}(x)\left(R_{1}\left(x, x^{*}\right)-R_{1}\left(x, x^{k}\right)\right)\right)+ \\
& +2 \sum_{k} D \zeta_{k}(x)\left(D_{x} R_{1}\left(x, x^{*}\right)-D_{x} R_{1}\left(x, x^{k}\right)\right) . \tag{1.11.14}
\end{align*}
$$

If $x \in \operatorname{supp} \zeta_{k}$, then by (ivv)

$$
\begin{equation*}
\left|x-x^{k}\right| \leq\left|x-x^{*}\right|+\left|x^{*}-x^{k}\right| \leq d(x)+C d(x)=(1+C) d(x) \tag{1.11.15}
\end{equation*}
$$

Therefore we obtain, by (iv) and by (1.11.12)-(1.11.13)

$$
\left|D^{2} F(x)\right| \leq K d^{-1}(x) \mathcal{A}(d(x))
$$

and $4^{\circ}$ is proved.
To prove $2^{\circ}$, first assume that

$$
\begin{equation*}
|x-y| \leq \frac{1}{2} d(x) \tag{1.11.16}
\end{equation*}
$$

By the mean value Lagrange Theorem

$$
\left|D_{x} F(x)-D_{x} F(y)\right| \leq|x-y| \sup \left|D_{x x}^{2} F(z)\right|,
$$

where the supremum is taken over those $z$ for which $|z-x| \leq \frac{1}{2} d(x)$. Then using $4^{\circ}$, it follows that

$$
\left|D_{x} F(x)-D_{x} F(y)\right| \leq K \mathcal{A}(|x-y|)
$$

On the other hand, if $d(x)<2|x-y|$, we have

$$
d(y) \leq d(x)+|x-y|<4|x-y|
$$

and by the definition of $F(x)$ and by (1.11.15):

$$
\begin{aligned}
& \left|D_{x} F(x)-D_{x} f\left(x^{*}\right)\right| \leq \sum_{k}\left|\zeta_{k}(x)\right|\left|D_{x} R_{1}\left(x, x^{*}\right)-D_{x} R_{1}\left(x, x^{k}\right)\right|+ \\
& +\sum_{k}\left|D \zeta_{k}(x)\right|\left|R_{1}\left(x, x^{*}\right)-R_{1}\left(x, x^{k}\right)\right| \leq K \mathcal{A}(d(x)) \leq \\
& \leq K \mathcal{A}(|x-y|)
\end{aligned}
$$

Similarly,

$$
\left|D_{x} F(y)-D_{x} f\left(y^{*}\right)\right| \leq K \mathcal{A}(d(y)) \leq c K \mathcal{A}(|x-y|)
$$

Since by assumption

$$
\left|D_{x} f\left(x^{*}\right)-D_{x} f\left(y^{*}\right)\right| \leq \mathcal{A}\left(\left|x^{*}-y^{*}\right|\right) \leq K \mathcal{A}(|x-y|),
$$

the lemma follows with the triangle inequality.
1.11.6. Difference quotients. The investigation of differential properties of weak solutions to the boundary value problems may often be deduced through a consideration of their difference quotients.

Definition 1.63. Let $u \in L^{m}(G)$ and denote by $\mathbf{e}_{\mathbf{k}}(\mathbf{k}=1, \ldots \mathrm{~N})$ the unit coordinate vector in the $x_{k}$ direction. The function

$$
\triangle^{h} u(x)=\triangle_{k}^{h} u(x)=\frac{u\left(x+h \mathbf{e}_{\mathbf{k}}\right)-u(x)}{h}, \quad h \neq 0
$$

is said to be a difference quotient of $u$ at $x$ in the direction $\mathbf{e}_{\mathbf{k}}$.
The following lemmas pertain to difference quotients of functions in Sobolev spaces.

Lemma 1.64. Let $u \in W^{\mathbf{1}, m}(G)$. Then $\triangle^{h} u \in L^{m}\left(G^{\prime}\right)$ for any $G^{\prime} \subset \subset G$ satisfying $h<\operatorname{dist}\left(G^{\prime}, \partial G\right)$, and we have

$$
\left\|\triangle^{h} u\right\|_{L^{m}\left(G^{\prime}\right)} \leq\left\|D_{k} u\right\|_{L^{m}(G)}
$$

Proof. At first, we suppose that $u \in C^{1}(G) \cap W^{1, m}(G)$. Then

$$
\begin{aligned}
\triangle^{h} u(x) & =\frac{u\left(x+h \mathbf{e}_{\mathbf{k}}\right)-u(x)}{h}= \\
& =\frac{1}{h} \int_{\mathbf{0}}^{h} D_{k} u\left(x_{1}, \ldots, x_{k-1}, x_{k}+\xi, x_{k+1}, \ldots, x_{N}\right) d \xi
\end{aligned}
$$

so that by the Hölder inequality

$$
\left|\Delta^{h} u(x)\right|^{m} \leq \frac{1}{h} \int_{0}^{h}\left|D_{k} u\left(x_{1}, \ldots, x_{k-1}, x_{k}+\xi, x_{k+1}, \ldots, x_{N}\right)\right|^{m} d \xi
$$

and hence setting $B_{h}\left(G^{\prime}\right)=\left\{x \mid \operatorname{dist}\left(x, G^{\prime}\right)<h\right\}$

$$
\int_{G^{\prime}}\left|\triangle^{h} u(x)\right|^{m} d x \leq \frac{1}{h} \int_{0}^{h} \int_{B_{h}\left(G^{\prime}\right)}\left|D_{k} u\right|^{m} d x d \xi \leq \int_{G}\left|D_{k} u\right|^{m} d x
$$

The extension to arbitrary functions in $W^{1, m}(G)$ follows by a straightforward approximation argument.

Lemma 1.65. Let $u \in L^{m}(G), 1<m<\infty$, and suppose there exists a constant $K$ such that $\triangle^{h} u \in L^{m}\left(G^{\prime}\right)$ and $\left\|\triangle^{h} u\right\|_{L^{m}\left(G^{\prime}\right)} \leq K$ for all $h>0$ and $G^{\prime} \subset \subset G$ satisfying $h<\operatorname{dist}\left(G^{\prime}, \partial G\right)$. Then the weak derivative $D_{k} u$ exists and satisfies $\left\|D_{k} u\right\|_{L^{m}(G)} \leq K$.

Proof. By the weak compactness of bounded sets in $L^{m}\left(G^{\prime}\right)$, there exist a sequence $\left\{h_{j}\right\}$ tending to zero and a function $v \in L^{m}(G)$ with $\|v\|_{L^{m}(G)} \leq K$ satisfying

$$
\lim _{h_{j} \rightarrow 0} \int_{G} \eta \triangle^{h_{j}} u d x=\int_{G} \eta v d x, \quad \forall \eta \in C_{0}^{1}(G) .
$$

Now we have
The summation by parts formula is as follows.

$$
\begin{equation*}
\int_{G} \eta \triangle^{h_{j}} u d x=-\int_{G} u \triangle^{-h_{j}} \eta d x \quad \text { for } h_{j}<\operatorname{dist}(\operatorname{supp} \eta, \partial G) . \tag{1.11.17}
\end{equation*}
$$

Hence

$$
\begin{gathered}
\lim _{h_{j} \rightarrow 0} \int_{G} u \Delta^{-h_{j}} \eta d x=\int_{G} u D_{k} \eta d x \Longrightarrow \\
\int_{G} \eta v d x=-\int_{G} u D_{k} \eta d x
\end{gathered}
$$

whence $v=D_{k} u$.
Lemma 1.66. Let $u \in W^{1, m}(G)$. Then

$$
\left\|\triangle_{k}^{h_{j}} u(x)-D_{k} u(x)\right\|_{L^{m}\left(G^{\prime}\right)} \rightarrow 0, \quad k=1, \ldots, N
$$

for any sequence $\left\{h_{j}\right\}$ tending to zero and for every $G^{\prime} \subset \subset G$. For some subsequence $\left\{h_{j_{l}}\right\}$ functions $\triangle_{k}^{h_{j_{l}}} u(x)$ tend to $D_{k} u(x)$ a.e. in $G$.

Proof. For sufficiently small $\left|h_{j}\right|$ and a.e. $x \in G^{\prime}$ we have

$$
\begin{aligned}
\triangle_{k}^{h_{j}} u(x)-D_{k} u(x) & =\frac{1}{h_{j}} \int_{0}^{1} \frac{d u\left(x+t h_{j} \mathbf{e}_{k}\right)}{d t} d t-D_{k} u(x)= \\
& =\int_{0}^{1}\left\langle D_{k} u\left(x+t h_{j} \mathbf{e}_{k}\right)-D_{k} u(x)\right\rangle d t
\end{aligned}
$$

and therefore

$$
\left\|\triangle_{k}^{h_{j}} u(x)-D_{k} u(x)\right\|_{L^{m a}\left(G^{\prime}\right)} \leq \int_{0}^{1}\left\|D_{k} u\left(x+t h_{j} \mathbf{e}_{k}\right)-D_{k} u(x)\right\|_{L^{m}\left(G^{\prime}\right)} d t
$$

But the right side in this inequality tends to zero as $h_{j} \rightarrow 0$, because $D_{k} u(x)$ is continuous in the norm $L^{m}\left(G^{\prime}\right)$. Thus the first part of lemma is proved. The second part follows from properties of the space $L^{m}$.

### 1.12. Notes

The proof of the Cauchy, Young and Hölder inequalities $\S 1.2$ can be found in Chapter 1 [37] or in Chapter II [142]. The formulae (1.3.1)-(1.3.12) are proved in $\S 2$, Chapter $1[310]$. For the proof of the Fubini and Fatou Theorems see, for example, Theorem $9 \S 11$ and Theorem $19 \S 6$, Chapter III [101]. The proof of the integral inequalities $\S 1.5$ can be found in Chapter VI [142]. The Clarkson inequality is proved in Subsection 2 §3, Chapter I [363]. The material in $\S 1.8$ is due to $[\mathbf{7 4}, \mathbf{1 1 4}]$. The simplest version of Theorem 1.57 in $\S 1.10$ goes back to G. Peano [331]; the special case was formulated and proved by T. Gronwall [137] and S. Chaplygin [79]. The case $\mathcal{N}(\varrho) \equiv 0$ of this theorem was considered in [170, 171]. The general case belongs $[53,54,50]$.

## CHAPTER 2

## Integral inequalities

### 2.1. The classical Hardy inequalities

Theorem 2.1. (The Hardy inequality, see Theorem 330 [142].) Let $p>1, s \neq 1$ and

$$
F(x)= \begin{cases}\int_{0}^{x} f(\xi) d \xi, & \text { if } s>1 \\ \int_{x}^{\infty} f(\xi) d \xi, & \text { if } s<1\end{cases}
$$

then

$$
\begin{equation*}
\int_{0}^{\infty} x^{-s} F^{p}(x) d x \leq\left(\frac{p}{|s-1|}\right)^{p} \int_{0}^{\infty} x^{-s}(x f)^{p} d x \tag{2.1.1}
\end{equation*}
$$

The constant is the best.
We prove the partial case $p=2$.

Theorem 2.2. Let $f \in L^{2}(0, d), d, \beta>0$ and $F(x)=\int_{0}^{x} y^{\beta-\frac{1}{2}} f(y) d y$. Then

$$
\begin{equation*}
\int_{0}^{d} x^{-2 \beta-1} F^{2}(x) d x \leq \frac{1}{\beta^{2}} \int_{0}^{d} f^{2}(x) d x \tag{2.1.2}
\end{equation*}
$$

Proof. Let $0<\delta<\beta$. Then by Hölder's inequality (1.14)

$$
\begin{aligned}
|F(x)|^{2} & \leq\left|\int_{0}^{x} y^{\delta} f(y) y^{\beta-\delta-\frac{1}{2}} d y\right|^{2} \leq \\
& \leq \int_{0}^{x} y^{2 \delta} f^{2}(y) d y \int_{0}^{x} y^{2 \beta-2 \delta-1} d y= \\
& =\frac{1}{2(\beta-\delta)} x^{2(\beta-\delta)} \int_{0}^{x} y^{2 \delta} f^{2}(y) d y .
\end{aligned}
$$

Therefore, by the Fubini Theorem 1.13,

$$
\begin{aligned}
& \int_{0}^{d} x^{-2 \beta-1} F^{2}(x) d x \leq \frac{1}{2(\beta-\delta)} \int_{0}^{d} x^{-2 \delta-1}\left(\int_{0}^{x} y^{2 \delta} f^{2}(y) d y\right) d x= \\
&=\frac{1}{2(\beta-\delta)} \int_{0}^{d} y^{2 \delta} f^{2}(y)\left(\int_{y}^{d} x^{-2 \delta-1} d x\right) d y= \\
&=\frac{1}{2(\beta-\delta)} \int_{0}^{d} y^{2 \delta} f^{2}(y) \frac{y^{-2 \delta}-d^{-2 \delta}}{2 \delta} d y \leq \\
& \leq \frac{1}{4 \delta(\beta-\delta)} \int_{0}^{d} f^{2}(x) d x
\end{aligned}
$$

Noting, that $\frac{1}{4 \delta(\beta-\delta)}$ becomes minimal for $\delta=\frac{1}{2} \beta$, we choose $\delta:=\frac{1}{2} \beta$ and obtain the assertion.

Corollary 2.3. Let $v \in C^{0}[0, d] \cap W^{1,2}(0, d), d>0$ with $v(0)=0$. Then

$$
\begin{equation*}
\int_{0}^{d} r^{N-5+\alpha} v^{2}(r) d r \leq \frac{4}{(4-N-\alpha)^{2}} \int_{0}^{d} r^{N-3+\alpha}\left(\frac{\partial v}{\partial r}\right)^{2} d r \tag{2.1.3}
\end{equation*}
$$

for $\alpha<4-N$ provided that the integral on the right hand side is finite.
Proof. We apply Hardy's inequality (2.1.2) with $F=v, \beta:=\frac{4-N-\alpha}{2}$, noting that $F^{\prime}(r)=r^{\beta-\frac{1}{2}} f(r)$ and therefore $f^{2}(r)=r^{1-2 \beta}\left(\frac{\partial v}{\partial r}\right)^{2}$.

Remark 2.4. The constant in (2.1.3) is the best possible.

Corollary 2.5. If $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), \alpha<4-N$ and $u(0)=0$, then

$$
\int_{\mathbb{R}^{N}} r^{\alpha-4} u^{2}(x) d x \leq \frac{4}{(4-N-\alpha)^{2}} \int_{\mathbb{R}^{N}} r^{\alpha-2}|\nabla u(x)|^{2} d x
$$

provided that the integral on the right hand side is finite.
Proof. The assertion follows by integrating both sides of (2.1.3) over $\Omega$ for large enough $d$ and applying (1.3.7).

Corollary 2.6. If $u \in W_{0}^{1,2}(G), \alpha<4-N$, then

$$
\begin{equation*}
\int_{G} r^{\alpha-4} u^{2}(x) d x \leq \frac{4}{(4-N-\alpha)^{2}} \int_{G} r^{\alpha-2}|\nabla u(x)|^{2} d x \tag{2.1.4}
\end{equation*}
$$

provided that the integral on the right hand side of (2.1.4) is finite.
Proof. The claim follows from Corollary 2.5 because $C_{0}^{\infty}(G)$ is dense in $W_{0}^{1,2}(G)$.

Corollary 2.7. Let $v \in C^{0}[\varepsilon, d] \cap W^{1,2}(\varepsilon, d), d>0$ with $v(\varepsilon)=0$. Then

$$
\begin{equation*}
\int_{\varepsilon}^{d} r^{n-5+\alpha} v^{2}(r) d r \leq \frac{4}{(4-n-\alpha)^{2}} \int_{\varepsilon}^{d} r^{n-3+\alpha}\left(\frac{\partial v}{\partial r}\right)^{2} d r \tag{2.1.5}
\end{equation*}
$$

for $\alpha<4-n$.
Proof. We apply the inequality (2.1.3) to the function $v(r)$ extended by zero into $[0, \varepsilon)$.

Note also another generalization of the Hardy inequality:
Theorem 2.8. The inequality

$$
\begin{equation*}
\int_{0}^{\infty} x^{\alpha-p}|f(x)|^{p} d x \leq \frac{p^{p}}{|\alpha+1-p|^{p}} \int_{0}^{\infty} x^{\alpha}\left|f^{\prime}(x)\right|^{p} d x \tag{2.1.6}
\end{equation*}
$$

is true if $p>1, \alpha \neq p-1$ and $f(x)$ is absolutely continuous on $[0, \infty)$ and satisfies the following boundary condition

$$
\begin{cases}f(0)=0 & \text { when } \alpha<p-1 \\ \lim _{x \rightarrow+\infty} f(x)=0 & \text { when } \alpha>p-1\end{cases}
$$

### 2.2. The Poincaré inequality

Theorem 2.9. The Poincaré inequality for the domain in $\mathbb{R}^{N}$ (see e.g. (7.45) [129]).

Let $u \in W^{1}(G)$ and $G$ is bounded convex domain in $\mathbb{R}^{n}$. Then

$$
\begin{equation*}
\|u-\bar{u}\|_{2 ; G} \leq c(N) \frac{(\operatorname{diam} G)^{N}}{(\operatorname{meas} S)^{1-1 / N}}\|\nabla u\|_{2 ; G} \tag{PI1}
\end{equation*}
$$

where

$$
\bar{u}=\frac{1}{m e a s S} \int_{S} u(x) d x
$$

and $S$ is any measurable subset of $G$.
Theorem 2.10. The Poincaré inequality for the domain on the sphere (see e.g. Theorem 3.21 [145]).

Let $u \in W^{1}(\Omega)$ and $\Omega$ is convex domain on the unit sphere $S^{N-1}$. Then

$$
\begin{equation*}
\left\|u-u_{\Omega}\right\|_{2 ; \Omega} \leq c(N, \Omega)\left\|\nabla_{\omega} u\right\|_{2 ; \Omega} \tag{PI2}
\end{equation*}
$$

where

$$
u_{\Omega}=\frac{1}{m e a s \Omega} \int_{\Omega} u(x) d \Omega
$$

Also the following lemma is true.
Lemma 2.11. (see e.g. Lemma $7.16[\mathbf{1 2 9 ]}]$. Let $u \in W^{1,1}(G)$ and $G$ is bounded convex domain in $\mathbb{R}^{N}$. Then

$$
\begin{equation*}
|u-\bar{u}| \leq \frac{(d i a m G)^{N}}{N \cdot \operatorname{meas} S} \int_{G}|x-y|^{1-N}|\nabla u(y)| \text { dy } \quad \text { a.e. in } G, \tag{2.2.1}
\end{equation*}
$$

where

$$
\bar{u}=\frac{1}{m e a s S} \int_{S} u(x) d x
$$

and $S$ is any measurable subset of $G$.
Now we shall prove the version of the Poincare inequality.
Theorem 2.12. Let $G_{0}^{d}$ be convex domain, $G_{0}^{d} \subset G, G$ is bounded domain in $\mathbb{R}^{N}$. Let $u \in L^{2}(G)$ and $\int_{G_{0}^{d}} r^{\alpha-2}|\nabla u|^{2} d x<\infty, \quad \alpha \leq 4-N$. Then

$$
\begin{equation*}
\int_{G_{0}^{e}} r^{\alpha-4}|u-\widetilde{u}|^{2} d x \leq c \int_{G_{0}^{g}} r^{\alpha-2}|\nabla u|^{2} d x, \forall \varrho \in(0, d) \tag{2.2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{u}=\frac{1}{\operatorname{meas} G_{\varrho / 2}^{\varrho}} \int_{G_{\varrho / 2}^{\varrho}} u(y) d y \tag{2.2.3}
\end{equation*}
$$

and $c>0$ depend only on $N, d$, meas $\Omega$.
Proof. Since $\alpha \leq 4-N$ then from our assumption we have $u \in W^{1}(G)$. By density of $C^{\infty}(G) \cap W^{1}(G)$ in $W^{1}(G)$ we can consider $u \in C^{1}(G)$. We use Lemma 2.11, applying it for the domains $G_{\varrho / 2}^{\varrho}$ and $S=G_{\varrho / 2}^{\varrho}$. By this Lemma and the Hölder inequality, we have

$$
\begin{align*}
& |u(x)-\widetilde{u}|^{2} \leq c\left(\int_{G_{e / 2}^{e}}|x-y|^{1-N}|\nabla u(y)| d y\right)^{2} \leq  \tag{2.2.4}\\
& \leq c \int_{G_{e / 2}^{e}}|x-y|^{1-N}|\nabla u(y)|^{2} d y \int_{G_{\varrho / 2}^{e}}|x-y|^{1-N} d y= \\
& \quad=\frac{c}{2} \varrho \cdot m e a s \Omega \int_{G_{e / 2}^{e}}|x-y|^{1-N}|\nabla u(y)|^{2} d y
\end{align*}
$$

From (2.2.4) it follows

$$
\begin{align*}
& \int_{G_{\varrho / 2}^{e}} r^{\alpha-4}|u(x)-\widetilde{u}|^{2} d x \leq  \tag{2.2.5}\\
& \leq \frac{c}{2} \varrho \cdot m e a s \Omega \int_{G_{Q / 2}^{e}} r^{\alpha-4}\left(\int_{G_{Q / 2}^{e}}|x-y|^{1-N}|\nabla u(y)|^{2} d y\right) d x \leq \\
& \leq c \cdot m e a s \Omega \int_{G_{\varrho / 2}^{e}} r^{\alpha-3}\left(\int_{G_{e / 2}^{Q}}|x-y|^{1-N}|\nabla u(y)|^{2} d y\right) d x= \\
= & c \int_{G_{e / 2}^{Q}}|\nabla u(y)|^{2}\left(\int_{G_{\varrho / 2}^{Q}}|x|^{\alpha-3}|x-y|^{1-N} d x\right) d y \leq c \int_{G_{\varrho / 2}^{Q}} r^{\alpha-2}|\nabla u|^{2} d x,
\end{align*}
$$

since

$$
\begin{array}{r}
\int_{G_{\varrho / 2}^{\varrho}}|x|^{\alpha-3}|x-y|^{1-N} d x \leq c \varrho^{\alpha-3} \int_{G_{\varrho / 2}^{\varrho}}|x-y|^{1-N} d x=\varrho^{\alpha-3} \cdot \frac{c}{2} \varrho \cdot \text { meas } \Omega \leq \\
\leq c \varrho^{\alpha-2}
\end{array}
$$

Replacing in (2.2.5) $\varrho$ by $2^{-k} \varrho$ we can (2.2.5) rewrite so

$$
\int_{G^{(k)}} r^{\alpha-4}|u-\widetilde{u}|^{2} d x \leq c \int_{G^{(k)}} r^{\alpha-2}|\nabla u|^{2} d x, \forall \varrho \in(0, d)
$$

whence by summing over all $k=0,1, \cdots$ we get the required (2.2.2).

### 2.3. The Wirtinger inequality: Dirichlet boundary condition

Let $\Omega \subset S^{N-1}$ be bounded domain with smooth boundary $\partial \Omega$. We consider the problem of the eigenvalues for the Laplace-Beltrami operator $\triangle_{\omega}$ on the unit sphere
(EVD)

$$
\left\{\begin{array}{l}
\triangle_{\omega} u+\vartheta u=0, \omega \in \Omega \\
\left.u\right|_{\partial \Omega}=0,
\end{array}\right.
$$

which consists of the determination of all values $\vartheta$ (eigenvalues) for which $(E V D)$ has a non-zero weak solutions (eigenfunctions). In the following, we denote by $\vartheta$ the smallest positive eigenvalue of this problem.

Theorem 2.13. (The Wirtinger inequality) The following inequality is valid for all $u \in W_{0}^{1,2}(\Omega)$

$$
\begin{equation*}
\int_{\Omega} u^{2}(\omega) d \Omega \leq \frac{1}{\vartheta} \int_{\Omega}\left|\nabla_{\omega} u\right|^{2} d \Omega \tag{2.3.1}
\end{equation*}
$$

Proof. Let us consider the eigenvalue problem ( $E V D$ ) and denote by

$$
a(u, v):=\int_{\Omega}\left\langle\nabla_{\omega} u, \nabla_{\omega} v\right\rangle d \Omega
$$

the bilinear form corresponding to the Laplace-Beltrami operator $\Delta_{\omega}$. From Theorem 1.55 applied to the spaces $V=W_{0}^{1,2}(\Omega), H=L^{2}(\Omega)$ follows, that the smallest positive eigenvalue $\vartheta$ of $(E V D)$ satisfies

$$
\vartheta=\inf _{v \in W_{0}^{1,2}(\Omega)} \frac{a(v, v)}{\|v\|_{2, \Omega}^{2}}
$$

Thus for all $u \in W_{0}^{1,2}(\Omega)$

$$
\int_{\Omega}\left|\nabla_{\omega} u\right|^{2} d \omega=a(u, u) \geq \vartheta\|v\|_{L^{2}(\Omega)}^{2}
$$

Remark 2.14. From the above proof follows that the constant in (2.3.1) is the best possible.

# 2.4 The Wirtinger inequality: Robin boundary 

 CONDITIONNow let $\theta(r)$ be the least eigenvalue of the Beltrami operator $\triangle_{\omega}$ on $\Omega_{r}$ with Dirichlet condition on $\partial \Omega_{r}$. According to the variational principle of eigenvalues (see Theorem 1.55) we have also

Theorem 2.15.

$$
\begin{equation*}
\int_{\Omega_{r}} u^{2}(\omega) d \Omega_{r} \leq \frac{1}{\theta(r)} \int_{\Omega_{r}}\left|\nabla_{\omega} u\right|^{2} d \Omega_{r}, \quad \forall u \in W_{0}^{1,2}\left(\Omega_{r}\right) \tag{2.3.2}
\end{equation*}
$$

### 2.4. The Wirtinger inequality: Robin boundary condition

2.4.1. The eigenvalue problem. Let $\Omega \subset S^{n-1}$ be a bounded domain with smooth boundary $\partial \Omega$. Let $\vec{\nu}$ be the exterior normal to $\partial \Omega$. Let $\gamma(\omega), \omega \in \partial \Omega$ be a positive bounded piecewise smooth function. We consider the eigenvalue problem for the Laplace-Beltrami operator $\Delta_{\omega}$ on the unit sphere

$$
\left\{\begin{array}{l}
\triangle_{\omega} u+\vartheta u=0, \omega \in \Omega,  \tag{EVR}\\
\frac{\partial u}{\partial \stackrel{\rightharpoonup}{\nu}}+\left.\gamma(\omega) u\right|_{\partial \Omega}=0,
\end{array}\right.
$$

which consists of the determination of all values $\vartheta$ (eigenvalues) for which ( $E V R$ ) has a non-zero weak solutions (eigenfunctions).

Definition 2.16. Function $u$ is called a weak solution of the problem ( $E V R$ ) provided that $u \in W^{1}(\Omega)$ and satisfies the integral identity

$$
\begin{equation*}
\int_{\Omega}\left\{\frac{1}{q_{i}} \frac{\partial u}{\partial \omega_{i}} \frac{\partial \eta}{\partial \omega_{i}}-\vartheta u \eta\right\} d \Omega+\int_{\partial \Omega} \gamma(\omega) u \eta d \sigma=0 \tag{II}
\end{equation*}
$$

for all $\eta(x) \in W^{1}(\Omega)$.
Remark 2.17. The eigenvalue problem ( $E V R$ ) was studied in section VI [87] and in §2.5 [363]. We observe that $\vartheta=0$ is not an eigenvalue of $(E V R)$. In fact, setting in (II) $\eta=u$ and $\vartheta=0$ we have

$$
\int_{\Omega}\left|\nabla_{\omega} u\right|^{2} d \Omega+\int_{\partial \Omega} \gamma(\omega)|u|^{2} d \sigma=0 \quad \Longrightarrow u \equiv 0
$$

Now, let us introduce the following functionals on $W^{1}(\Omega)$

$$
\begin{gathered}
F[u]=\int_{\Omega}\left|\nabla_{\omega} u\right|^{2} d \Omega+\int_{\partial \Omega} \gamma(\omega) u^{2} d \sigma, \quad G[u]=\int_{\Omega} u^{2} d \Omega, \\
\left.H[u]=\left.\int_{\Omega}\langle | \nabla_{\omega} u\right|^{2}-\vartheta u^{2}\right\rangle d \Omega+\int_{\partial \Omega} \gamma(\omega) u^{2} d \sigma
\end{gathered}
$$

and the corresponding bilinear forms

$$
\begin{gathered}
F(u, \eta)=\int_{\Omega} \frac{1}{q_{i}} \frac{\partial u}{\partial \omega_{i}} \frac{\partial \eta}{\partial \omega_{i}} d \Omega+\int_{\partial \Omega} \gamma(\omega) u \eta d \sigma \\
G(u, \eta)=\int_{\Omega} u \eta d \Omega
\end{gathered}
$$

We define yet the set

$$
K=\left\{u \in W^{1}(\Omega) \mid G[u]=1\right\} .
$$

Since $K \subset W^{1}(\Omega), F[u]$ is bounded from below for $u \in K$. The greatest lower bound of $F[u]$ for this family we denote by $\vartheta$ :

$$
\inf _{u \in K} F[u]=\vartheta
$$

We formulate the following statement:
Theorem 2.18. (See Theorem of Subsection $4 \S 2.5$, p. 123 [363]). Let $\Omega \subset S^{n-1}$ be a bounded domain with smooth boundary $\partial \Omega$. Let $\gamma(\omega), \omega \in$ $\partial \Omega$ be a positive bounded piecewise smooth function. There exist $\vartheta>0$ and a function $u \in K$ such that

$$
F(u, \eta)-\vartheta G(u, \eta)=0 \text { for arbitrary } \eta \in W^{1}(\Omega)
$$

In particular $F[u]=\vartheta$. In addition, on $\Omega, u$ has continuous derivatives of arbitrary order and satisfies the equation $\triangle_{\omega} u+\vartheta u=0, \omega \in \Omega$ and the boundary condition of (EVR) in the weak sense (for details see the Remarks 2.19 below).

Proof. Because of $F[v]$ is bounded from below for $v \in K$, there is $\vartheta=\inf _{v \in K} F[v]$. Consider a sequence $\left\{v_{k}\right\} \subset K$ such that $\lim _{k \rightarrow \infty} F\left[v_{k}\right]=\vartheta$ (such sequence exists by the definition of infimum). From $K \subset W^{1}(\Omega)$ it follows that $v_{k}$ is bounded in $W^{1}(\Omega)$ and therefore compact in $L^{2}(\Omega)$. Choosing a subsequence, we can assume that it is converging in $L^{2}(\Omega)$. Furthermore,

$$
\begin{equation*}
\left\|v_{k}-v_{l}\right\|_{L^{2}(\Omega)}^{2}=G\left[v_{k}-v_{l}\right]<\varepsilon \tag{2.4.1}
\end{equation*}
$$

as soon as $k, l>N(\varepsilon)$. From the obvious equality

$$
G\left[\frac{v_{k}+v_{l}}{2}\right]=\frac{1}{2} G\left[v_{k}\right]+\frac{1}{2} G\left[v_{l}\right]-G\left[\frac{v_{k}-v_{l}}{2}\right]
$$

we obtain, using $G\left[v_{k}\right]=G\left[v_{l}\right]=1$ and $G\left[\frac{v_{k}-v_{l}}{2}\right]<\frac{\varepsilon}{v}$, that

$$
G\left[\frac{v_{k}+v_{l}}{2}\right]>1-\frac{\varepsilon}{\vartheta}
$$

### 2.4 The Wirtinger inequality: Robin boundary CONDITION

for big $k, l$. The functionals $F[v]$ and $G[v]$ are homogeneous quadratic functionals and therefore their ratio $\frac{F[v]}{G[v]}$ does not change under the passage from $v$ to $c v(c=c o n s t \neq 0)$ and hence

$$
\inf _{v \in W^{1}(\Omega)} \frac{F[v]}{G[v]}=\inf _{v \in K} F[v]=\vartheta .
$$

Therefore $F[v] \geq \vartheta G[v]$ for all $v \in W^{1}(\Omega)$. Since $\frac{v_{k}+v_{l}}{2} \in W^{1}(\Omega)$ together with $v_{k}, v_{l} \in K$, then

$$
F\left[\frac{v_{k}+v_{l}}{2}\right] \geq \vartheta G\left[\frac{v_{k}+v_{l}}{2}\right]>\vartheta\left(1-\frac{\varepsilon}{\vartheta}\right)=\vartheta-\varepsilon, k, l>N(\varepsilon) .
$$

Then, taking $k$ and $l$ large enough that $F\left[v_{k}\right]<\vartheta+\varepsilon$ and $F\left[v_{l}\right]<\vartheta+\varepsilon$, we obtain

$$
\begin{aligned}
F\left[\frac{v_{k}-v_{l}}{2}\right] & =\frac{1}{2} F\left[v_{k}\right]+\frac{1}{2} F\left[v_{l}\right]-F\left[\frac{v_{k}+v_{l}}{2}\right]< \\
& <\frac{1}{2}(\vartheta+\varepsilon)+\frac{1}{2}(\vartheta+\varepsilon)-(\vartheta-\varepsilon)=2 \varepsilon
\end{aligned}
$$

Consequently,

$$
\begin{equation*}
F\left[v_{k}-v_{l}\right] \rightarrow 0, \quad k, l \rightarrow \infty . \tag{2.4.2}
\end{equation*}
$$

From (8.2.10), (8.2.12) it follows that $\left\|v_{k}-v_{l}\right\|_{W^{1}(\Omega)} \rightarrow 0, \quad k, l \rightarrow \infty$. Hence $\left\{v_{k}\right\}$ converges in $W^{1}(\Omega)$ and as result of the completeness of $W^{1}(\Omega)$ there exists a limit function $u \in W^{1}(\Omega)$ such that $\left\|v_{k}-u\right\|_{W^{1}(\Omega)} \rightarrow 0, \quad k \rightarrow \infty$. In addition,

$$
\begin{aligned}
\left|F\left[v_{k}\right]-F[u]\right| & =\left|\int_{\Omega}\left(\left|\nabla_{\omega} v_{k}\right|^{2}-\left|\nabla_{\omega} u\right|^{2}\right) d \Omega+\int_{\partial \Omega} \gamma(\omega)\left(v_{k}^{2}-u^{2}\right) d \sigma\right|= \\
& =\mid \int_{\Omega}\left(\nabla_{\omega} v_{k}-\nabla_{\omega} u\right)\left(\nabla_{\omega} v_{k}+\nabla_{\omega} u\right) d \Omega+ \\
& +\int_{\partial \Omega} \gamma(\omega)\left(v_{k}-u\right)\left(v_{k}+u\right) d \sigma \mid \leq \\
& \leq\left(\int_{\Omega}\left|\nabla_{\omega}\left(v_{k}-u\right)\right|^{2} d \Omega\right)^{1 / 2}\left(\int_{\Omega}\left|\nabla_{\omega}\left(v_{k}+u\right)\right|^{2} d \Omega\right)^{1 / 2}+ \\
& +\left(\int_{\partial \Omega}\left|v_{k}-u\right|^{2} d \sigma\right)^{1 / 2}\left(\int_{\partial \Omega} \gamma^{2}(\omega)\left|v_{k}+u\right|^{2} d \sigma\right)^{1 / 2} \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$, since by (1.6.2)

$$
\left(\int_{\partial \Omega}\left|v_{k}-u\right|^{2} d \sigma\right)^{1 / 2} \leq C\left\|v_{k}-u\right\|_{W^{1}(\Omega)} \rightarrow 0, \quad k \rightarrow \infty
$$

while the terms $\left(\int_{\Omega}\left|\nabla_{\omega}\left(v_{k}+u\right)\right|^{2} d \Omega\right)^{1 / 2}$ and $\left(\int_{\Omega} \gamma^{2}(\omega)\left|v_{k}+u\right|^{2} d \sigma\right)^{1 / 2}$ are bounded. Therefore we get

$$
F[u]=\lim _{k \rightarrow \infty} F\left[v_{k}\right]=\vartheta
$$

Analogously one sees that $G[u]=1$.
Suppose now that $\eta$ is some function from $W^{1}(\Omega)$. Consider the ratio

$$
\frac{F[u+\mu \eta]}{G[u+\mu \eta]}=\frac{F[u]+2 \mu F(u, \eta)+\mu^{2} F[\eta]}{G[u]+2 \mu G(u, \eta)+\mu^{2} G[\eta]} .
$$

It is a continuously differentiable function of $\mu$ on some interval around the point $\mu=0$. This ratio has a minimum at $\mu=0$ equal to $\vartheta$ and by the Fermat Theorem, we have

$$
\left(\frac{F[u+\mu \eta]}{G[u+\mu \eta]}\right)_{\mu=0}^{\prime}=\frac{2 F(u, \eta) G[u]-2 F[u] G(u, \eta)}{G^{2}[u]}=0
$$

which by virtue of $F[u]=\vartheta, G[u]=1$ gives

$$
F(u, \eta)-\vartheta G(u, \eta)=0, \quad \forall \eta \in W^{1}(\Omega) .
$$

The rest part of our Theorem follows from the smoothness theory for elliptic boundary value problem in smooth domains (details see in $\S 2.5$ [363]).

Remark 2.19. Remarks about the eigenvalue problem ( $E V R$ ) (see Remarks on pp. 121-122 [363])

Consider a sequence of domains $\left\{\Omega^{\prime}\right\}$ lying in the interior of $\Omega$ and converging to $\Omega$. Let the boundaries $\partial \Omega^{\prime}$ of these domains be piecewise continuously differentiable. The integral identity (II) from Definition 2.16 for $\eta \in W^{1}(\Omega)$ has the form

$$
\begin{equation*}
\int_{\Omega}\left\{\frac{1}{q_{i}} \frac{\partial u}{\partial \omega_{i}} \frac{\partial \eta}{\partial \omega_{i}}-\vartheta u \eta\right\} d \Omega+\int_{\partial \Omega} \gamma(\omega) u \eta d \sigma=0 \tag{2.4.3}
\end{equation*}
$$

But

$$
\begin{aligned}
& \int_{\Omega}\left\{\frac{1}{q_{i}} \frac{\partial u}{\partial \omega_{i}} \frac{\partial \eta}{\partial \omega_{i}}-\vartheta u \eta\right\} d \Omega=\lim _{\Omega^{\prime} \rightarrow \Omega} \int_{\Omega^{\prime}}\left\{\frac{1}{q_{i}} \frac{\partial u}{\partial \omega_{i}} \frac{\partial \eta}{\partial \omega_{i}}-\vartheta u \eta\right\} d \Omega= \\
& =\lim _{\Omega^{\prime} \rightarrow \Omega}\left[-\int_{\Omega^{\prime}} \eta\left(\triangle_{\omega} u+\vartheta u\right) d \Omega+\int_{\partial \Omega^{\prime}} \eta \frac{\partial u}{\partial \vec{\nu}} d \sigma\right]=\lim _{\Omega^{\prime} \rightarrow \Omega} \int_{\partial \Omega^{\prime}} \eta \frac{\partial u}{\partial \vec{\nu}} d \sigma .
\end{aligned}
$$

Thus, the equation (2.4.3) takes the form

$$
\begin{equation*}
\lim _{\Omega^{\prime} \rightarrow \Omega} \int_{\partial \Omega^{\prime}} \eta \frac{\partial u}{\partial \vec{\nu}} d \sigma+\int_{\partial \Omega} \gamma(\omega) u \eta d \sigma=0 . \tag{2.4.4}
\end{equation*}
$$

If in addition $\partial \Omega^{\prime} \rightarrow \partial \Omega$ in the sense that not only the points of $\partial \Omega^{\prime}$ converge to the points of $\partial \Omega$ but also the normals at these points converge to the corresponding normals of $\partial \Omega$, then

$$
\int_{\partial \Omega} \gamma u \eta d \sigma=\lim _{\Omega^{\prime} \rightarrow \Omega} \int_{\partial \Omega^{\prime}} \gamma u \eta d \sigma,
$$

if we assume that $\gamma$ is the value on $\partial \Omega$ of some function given on $\Omega$.
Then condition (2.4.4) takes the form

$$
\begin{equation*}
\lim _{\Omega^{\prime} \rightarrow \Omega} \int_{\partial \Omega^{\prime}}\left(\frac{\partial u}{\partial \vec{\nu}}+\gamma u\right) \eta d \sigma=0 \tag{2.4.5}
\end{equation*}
$$

Thus, $u$ satisfies the boundary condition of ( $E V R$ ) "in the weak sense."
Therefore, an eigenfunction of the problem ( $E V R$ ) will be defined to be a function $u(x) \not \equiv 0$ satisfying equation in $\Omega$ for some $\vartheta$ and the boundary condition in the sense of relation (2.4.5). The number $\vartheta$ is called the eigenvalue corresponding to the eigenfunction $u(x)$.

Theorem 2.18 proved implies the existence of an eigenfunction $u$ corresponding to the eigenvalue $\vartheta$ in the sense indicated.
2.4.2. The Friedrichs-Wirtinger inequality. Now from the variational principle we obtain

Theorem 2.20. Let $\vartheta$ be the smallest positive eigenvalue of the problem (EVR). (It exists according to Theorem 2.18.) Let $\Omega \subset S^{n-1}$ be a bounded domain. Let $u \in W^{1}(\Omega)$ and $\gamma(\omega), \omega \in \partial \Omega$ be a positive bounded piecewise smooth function. Then

$$
\begin{equation*}
\vartheta \int_{\Omega} u^{2}(\omega) d \Omega \leq \int_{\Omega}\left|\nabla_{\omega} u(\omega)\right|^{2} d \Omega+\int_{\partial \Omega} \gamma(\omega) u^{2}(\omega) d \sigma . \tag{2.4.6}
\end{equation*}
$$

Proof. Consider functionals $F[u], G[u], H[u]$ on $W^{1}(\Omega)$ described above. We will find the minimum of the functional $F[u]$ on the set $K$. For this we investigate the minimization of the quadratic functional $H[u]$ on all functions $u(\omega)$, for which the integrals exist and which satisfy the boundary condition from ( $E V R$ ). We use formally the Lagrange multipliers and get the Euler equation from the condition $\delta H[u]=0$. By the calculation of the first variation $\delta H$ we have

$$
\delta H[u]=-2 \int_{\Omega}\left(\triangle_{\omega} u+\vartheta u\right) \delta u d \Omega+2 \int_{\partial \Omega} \frac{\partial u}{\partial \vec{\nu}} \delta u d \sigma+2 \int_{\partial \Omega} \gamma(\omega) u \delta u d \sigma .
$$

Hence we obtain the Euler equation and the boundary condition that are our ( $E V R$ ). Backwards, let $u(\omega)$ be the solution of $(E V R)$. By Theorem 2.18, $u \in C^{2}(\Omega)$. Therefore we can multiply both sides of the equation $(E V R)$ by $u$ and integrate over $\Omega$ using the Gauss-Ostrogradskiy formula:

$$
\begin{gathered}
0=\int_{\Omega}\left(u \triangle_{\omega} u+\vartheta u^{2}\right) d \Omega=\vartheta \int_{\Omega} u^{2} d \Omega-\int_{\Omega}\left|\nabla_{\omega} u\right|^{2} d \Omega+ \\
+\int_{\Omega} \frac{\partial}{\partial \omega_{i}}\left(u \frac{J}{q_{i}} \frac{\partial u}{\partial \omega_{i}}\right) d \omega=\vartheta \int_{\Omega} u^{2} d \Omega-\int_{\Omega}\left|\nabla_{\omega} u\right|^{2} d \Omega+\int_{\partial \Omega} u \frac{\partial u}{\partial \vec{\nu}} d \sigma= \\
=\vartheta \int_{\Omega} u^{2} d \Omega-\int_{\Omega}\left|\nabla_{\omega} u\right|^{2} d \Omega-\int_{\partial \Omega} \gamma(\omega) u^{2} d \sigma \underset{\text { (by } K \text { ) }}{=} \vartheta-F[u] \Rightarrow \\
\vartheta=F[u] .
\end{gathered}
$$

Consequently, the required minimum is the least eigenvalue of $(E V R)$. The existence of a function $u \in K$ such that

$$
\begin{equation*}
F[u] \leq F[v] \text { for all } v \in K \tag{2.4.7}
\end{equation*}
$$

was proved in Theorem 2.18.

### 2.5. Hardy-Friedrichs-Wirtinger type inequalities

2.5.1. The Dirichlet boundary condition. Let $\theta(r)$ be the least eigenvalue of the Beltrami operator $\Delta_{\omega}$ on $\Omega_{r}$ with Dirichlet condition on $\partial \Omega_{r}$ and let a neighborhood $G_{0}^{d}$ of the boundary point $\mathcal{O}$ satisfy the condition:

$$
\left\{\begin{array}{l}
\theta(r) \geq \theta_{0}+\theta_{1}(r) \geq \theta_{2}>0, r \in(0, d), \text { where }  \tag{S}\\
\theta_{0}, \theta_{2} \text { are positive constants and } \\
\theta_{1}(r) \text { is a function that is Dini-continuous at zero } \\
\lim _{r \rightarrow 0} \theta_{1}(r)=0, \quad \int_{0}^{d} \frac{\left|\theta_{1}(r)\right|}{r} d r<\infty .
\end{array}\right.
$$

This condition describes our very general assumptions on the structure of the boundary of the domain in a neighborhood of the boundary point $\mathcal{O}$.

Theorem 2.21. (Generalized Hardy-Friedrichs-Wirtinger inequality). Let $U(d)=\int_{G_{0}^{d}} r^{\alpha-2}|\nabla u|^{2} d x$ is finite and $u(x)=0$ for $x \in \Gamma_{0}^{d}$. Then

$$
\begin{equation*}
\int_{G_{0}^{d}} r^{\alpha-4}|u|^{2} d x \leq H(\lambda, N, \alpha)\left(1+\frac{\left|\theta_{1}(\varrho)\right|}{\theta_{2}}\right) \int_{G_{0}^{d}} r^{\alpha-2}|\nabla u|^{2} d x \tag{H-W}
\end{equation*}
$$

with some $\varrho \in(0, d)$, where

$$
\left\{\begin{array}{l}
H(\lambda, N, \alpha)=\left[\frac{(4-N-\alpha)^{2}}{4}+\lambda(\lambda+N-2)\right]^{-1}  \tag{*}\\
\lambda=\frac{1}{2}\left(2-N+\sqrt{(N-2)^{2}+4 \theta_{0}}\right)
\end{array}\right.
$$

provided $\alpha \leq 4-N$.
Proof. Integrating (2.3.2) over $r \in(0, d)$ we get

$$
\int_{G_{0}^{d}} r^{\alpha-4}|u|^{2} d x \leq \int_{G_{0}^{d}} \frac{r^{\alpha-2}}{\theta(r)} \frac{\left|\nabla_{\omega} u\right|^{2}}{r^{2}} d x \leq \int_{G_{0}^{d}} \frac{r^{\alpha-2}}{\theta_{0}+\theta_{1}(r)} \frac{\left|\nabla_{\omega} u\right|^{2}}{r^{2}} d x
$$

but

$$
\begin{array}{r}
\frac{1}{\theta_{0}+\theta_{1}(r)}=\frac{1}{\theta_{0}}+\left(\frac{1}{\theta_{0}+\theta_{1}(r)}-\frac{1}{\theta_{0}}\right)=\frac{1}{\theta_{0}}-\frac{\theta_{1}(r)}{\theta_{0}\left(\theta_{0}+\theta_{1}(r)\right)} \leq \\
\leq \frac{1}{\theta_{0}}+\frac{\left|\theta_{1}(r)\right|}{\theta_{0} \theta_{2}}
\end{array}
$$

because of the condition (S). Hence, applying the mean value theorem with regard to the continuous at zero of the function $\theta_{1}(r)$ we obtain

$$
\theta_{0} \int_{G_{0}^{d}} r^{\alpha-4}|u|^{2} d x \leq \int_{G_{0}^{d}} r^{\alpha-2} \frac{\left|\nabla_{\omega} u\right|^{2}}{r^{2}} d x+\frac{\left|\theta_{1}(\varrho)\right|}{\theta_{2}} U(d)
$$

for some $\varrho \in(0, d)$.
Now we integrate the Hardy inequality over $\Omega$ and rewrite the result in the form

$$
\left(\frac{4-N-\alpha}{2}\right)^{2} \int_{G_{0}^{d}} r^{\alpha-4}|u|^{2} d x \leq \int_{G_{0}^{d}} r^{\alpha-2} u_{r}^{2} d x, \alpha \leq 4-N
$$

Adding two last inequality and applying the formula for $|\nabla u|^{2}$ and the definition of the value $\lambda$ we get the required inequality ( $\mathrm{H}-\mathrm{W}$ ).

Corollary 2.22. $\forall \delta>0 \exists d>0$ such that

$$
\int_{G_{0}^{d}} r^{\alpha-4} u^{2} d x \leq(H(\lambda, N, \alpha)+\delta) \int_{G_{0}^{d}} r^{\alpha-2}|\nabla u|^{2} d x
$$

provided the integral on the right hand side is finite and $u(x)=0$ for $x \in \Gamma_{0}^{d}$ in the sense of traces.

Proof. Because of the function $\theta_{1}(\varrho)$ is continuous at zero we establish the statement.

For conical domains the following statements are true.
Corollary 2.23. Let $\int_{G_{0}^{d}} r^{\alpha-2}|\nabla u|^{2} d x$ is finite and $u$ vanish on $\Gamma_{0}^{d}$ in the sense of traces. Then

$$
\begin{equation*}
\int_{G_{0}^{d}} r^{\alpha-4} u^{2}(x) d x \leq \frac{4}{(4-N-\alpha)^{2}} \int_{G_{0}^{d}} r^{\alpha-2}\left(\frac{\partial u}{\partial r}\right)^{2} d x \tag{2.5.1}
\end{equation*}
$$

for $\alpha<4-N$ and

$$
\begin{equation*}
\int_{G_{0}^{d}} r^{\alpha-4} u^{2}(x) d x \leq \frac{1}{\lambda(\lambda+N-2)} \int_{G_{0}^{d}} r^{\alpha-4}\left|\nabla_{\omega} u\right|^{2} d x \tag{2.5.2}
\end{equation*}
$$

for all $\alpha \in \mathbb{R}$.
Proof. Integrating both sides of Hardy's inequality (2.1.3) over $\Omega$ we obtain (2.5.1). The inequality (2.5.2) is derived similarly, by multiplying the generalized Wirtinger inequality (2.3.1) by $r^{\alpha+N-5}$ and integrating over $r \in[0, d]$.

Theorem 2.24. Let $u \in W^{1,2}\left(G_{0}^{d}\right)$ vanish on $\Gamma_{0}^{d}$ in the $W^{1,2}\left(G_{0}^{d}\right)$ sense. Then

$$
\begin{equation*}
\int_{G_{0}^{d}} r^{\alpha-4} u^{2}(x) d x \leq H(\lambda, N, \alpha) \int_{G_{0}^{d}} r^{\alpha-2}|\nabla u|^{2} d x \tag{2.5.3}
\end{equation*}
$$

with $H(\lambda, N, \alpha)$ from $\left(^{*}\right)$ for $\alpha \leq 4-N$, provided the integral on the right hand side is finite.

Proof. If $\alpha<4-N$, then the assertion follows by adding the inequalities (2.5.1), (2.5.2) and by taking into account the formula 1.3.7. If $\alpha=4-N$, then (2.5.3) coincides with (2.5.2).

Corollary 2.25. Let $u \in W^{1,2}(G)$ with $\left.u\right|_{\partial G}=\varphi \in \stackrel{W}{\alpha-2}_{1 / 2}^{(\partial \Omega)}$. Then for every $\delta>0$ there exist a constant $c=c(\delta, \lambda, N, \alpha)$ such that

$$
\begin{align*}
\int_{G_{0}^{d}} r^{\alpha-4} u^{2}(x) d x \leq & (1+\delta) H(\lambda, N, \alpha) \int_{G_{0}^{d}} r^{\alpha-2}|\nabla u|^{2} d x  \tag{2.5.4}\\
& +c(\delta, \lambda, N, \alpha)\|\varphi\|_{W_{\alpha-2}^{1 / 2}\left(\Gamma_{0}^{d}\right)}
\end{align*}
$$

for $\alpha \leq 4-N$, provided the integral on the right hand side is finite.
Proof. Let $\Phi \in \mathscr{W}_{\alpha-2}^{1}\left(G_{0}^{d}\right)$ with $\left.\Phi\right|_{\Gamma_{0}^{d}}=\varphi$ on $\Gamma_{0}^{d}$. Then the difference $u-\Phi$ satisfies the generalized Hardy-Wirtinger inequality

$$
\int_{G_{0}^{d}} r^{\alpha-4}(u-\Phi)^{2} d x \leq H(\lambda, N, \alpha) \int_{G_{0}^{d}} r^{\alpha-2}|\nabla u-\nabla \Phi|^{2} d x, \quad \alpha \leq 4-N
$$

Applying Cauchy's inequality twice we obtain

$$
\begin{aligned}
\int_{G_{0}^{d}} r^{\alpha-4} u^{2} d x= & \int_{G_{0}^{d}} r^{\alpha-4}\left((u-\Phi)^{2}+2 u \Phi-\Phi^{2}\right) d x \\
\leq & H(\lambda, N, \alpha) \int_{G_{0}^{d}} r^{\alpha-2}\left(|\nabla u|^{2}-2\langle\nabla u, \nabla \Phi\rangle+|\nabla \Phi|^{2}\right) d x \\
& +\varepsilon \int_{G_{0}^{d}} r^{\alpha-4} u^{2} d x+\varepsilon^{-1} \int_{G_{0}^{d}} r^{\alpha-4} \Phi^{2} d x \\
\leq & \left.H(\lambda, N, \alpha) \int_{G_{0}^{d}} r^{\alpha-2}\left(\left(1+\delta_{1}\right)|\nabla u|^{2}+\left(1+\delta_{1}^{-1}\right)|\nabla \Phi|^{2}\right)\right) d x \\
& +\varepsilon \int_{G_{0}^{d}} r^{\alpha-4} u^{2} d x+\varepsilon^{-1} \int_{G_{0}^{d}} r^{\alpha-4} \Phi^{2} d x
\end{aligned}
$$

for all $\varepsilon>0, \delta_{1}>0$. Thus the claim follows from the definition of the trace norm, if we set $\delta=\frac{\varepsilon+\delta_{1}}{1-\varepsilon}$.

Corollary 2.26. Let $\varepsilon>0$ and $u \in C^{0}\left(\overline{G_{\varepsilon}}\right) \cap W^{1,2}\left(G_{\varepsilon}\right)$ with $u(x)=0$ for $x \in \Gamma_{\varepsilon}$. Then for $\alpha<4-N$ we have

$$
\begin{equation*}
\int_{G_{\varepsilon}} r^{\alpha-4} u^{2}(x) d x \leq c \int_{G_{\varepsilon}} r^{\alpha-2}|\nabla u|^{2} d x \tag{2.5.5}
\end{equation*}
$$

with a constant $c=c(\lambda, N, \alpha)$.

Let us denote by $\zeta: G_{0}^{\rho} \rightarrow[0,1]$ a cut off function satisfying

$$
\begin{gathered}
\zeta(r)= \begin{cases}1 & \text { for } \quad 0 \leq r \leq \rho / 2 \\
0 & \text { for } r \geq \rho\end{cases} \\
\left|\zeta^{\prime}(r)\right| \leq \text { const } \cdot \rho^{-1} \text { for } 0 \leq r \leq \rho
\end{gathered}
$$

Corollary 2.27. Let $u \in C^{0}\left(\overline{G_{0}^{d}}\right) \cap W^{1,2}\left(G_{0}^{d}\right)$ vanish on $\Gamma_{0}^{d}$. If $\alpha \leq$ $4-N$ and $\rho \in(0, d]$, then

$$
\begin{array}{r}
\int_{G_{0}^{\rho}} r^{\alpha-4} \zeta^{2}(r) u^{2}(x) d x \leq H(\lambda, N, \alpha) \int_{G_{0}^{p}} r^{\alpha-2}\left((1+\delta) \zeta^{2}(r)|\nabla u|^{2}+\right.  \tag{2.5.6}\\
\left.+\left(1+\delta^{-1}\right)\left(\zeta^{\prime}\right)^{2}(r) u^{2}(x)\right) d x
\end{array}
$$

for all $\delta>0$, provided the integrals on the right hand side are finite.
Proof. The assertion follows directly by applying the generalized Hardy-Wirtinger inequality (2.5.3) to the product $\zeta(r) u(x)$ and the Cauchy inequality with $\delta>0$.

Lemma 2.28. Let $U(\rho)=\int_{G_{o}^{\rho}} r^{2-N}|\nabla u|^{2} d x<\infty, \rho \in(0, d)$ and $\nabla u(\varrho, \cdot) \in L_{2}(\Omega)$ for almost all $\varrho \in(0, d)$. Then

$$
\left.\int_{\Omega}\left(\rho u \frac{\partial u}{\partial r}+\frac{N-2}{2} u^{2}\right)\right|_{r=\varrho} d \Omega \leq \frac{\rho}{2 \lambda+\theta_{1}(\varrho) h_{1}(\varrho)} U^{\prime}(\rho),
$$

where $h_{1}(\varrho) \leq \frac{2}{\sqrt{\theta_{0}}+\sqrt{\theta_{2}}}, \varrho \in(0, d)$.
Proof. Writing $U(\rho)$ in spherical coordinates and differentiating by $\rho$ we obtain

$$
U^{\prime}(\rho)=\left.\int_{\Omega}\left(\rho\left(\frac{\partial u}{\partial r}\right)^{2}+\frac{1}{\rho}\left|\nabla_{\omega} u\right|^{2}\right)\right|_{r=\varrho} d \Omega .
$$

Moreover, by Cauchy's inequality we have for all $\varepsilon>0$

$$
\rho u \frac{\partial u}{\partial r} \leq \frac{\varepsilon}{2} u^{2}+\frac{1}{2 \varepsilon} \rho^{2}\left(\frac{\partial u}{\partial r}\right)^{2} .
$$

Thus, we obtain by the (2.3.2)

$$
\begin{aligned}
& \int_{\Omega}\left(\rho u \frac{\partial u}{\partial r}+\frac{N-2}{2} u^{2}\right) d \Omega \leq \frac{\varepsilon+N-2}{2} \int_{\Omega} u^{2} d \Omega+\frac{\rho^{2}}{2 \varepsilon} \int_{\Omega}\left(\frac{\partial u}{\partial r}\right)^{2} d \Omega \leq \\
& \leq \frac{\varepsilon+N-2}{2 \theta(\varrho)} \int_{\Omega}\left|\nabla_{\omega} u\right|^{2} d \Omega+\frac{\rho^{2}}{2 \varepsilon} \int_{\Omega}\left(\frac{\partial u}{\partial r}\right)^{2} d \Omega= \\
&=\frac{\rho^{2}}{2} \int_{\Omega}\left\{\frac{1}{\varepsilon}\left(\frac{\partial u}{\partial r}\right)^{2}+\frac{\varepsilon+N-2}{\varrho^{2} \theta(\varrho)}\left|\nabla_{\omega} u\right|^{2}\right\} d \Omega
\end{aligned}
$$

Let us choose $\varepsilon$ from the equality

$$
\frac{1}{\varepsilon}=\frac{\varepsilon+N-2}{\theta(\varrho)} \Longrightarrow \varepsilon=\frac{1}{2}\left(2-N+\sqrt{(N-2)^{2}+4 \theta(\varrho)}\right)
$$

Then we get

$$
\int_{\Omega}\left(\rho u \frac{\partial u}{\partial r}+\frac{N-2}{2} u^{2}\right) d \Omega \leq \frac{\varrho^{2}}{2 \varepsilon} \int_{\Omega}|\nabla u|^{2} d \Omega
$$

or in virtue of the condition (S)

$$
\left.\int_{\Omega}\left(\rho u \frac{\partial u}{\partial r}+\frac{N-2}{2} u^{2}\right)\right|_{r=\varrho} d \Omega \leq \frac{\varrho U^{\prime}(\varrho)}{2-N+\sqrt{(N-2)^{2}+4\left[\theta_{0}+\theta_{1}(\varrho)\right]}}
$$

Because of (*) by elementary calculation we have

$$
\begin{aligned}
& \quad\left(2-N+\sqrt{(N-2)^{2}+4\left[\theta_{0}+\theta_{1}(\varrho)\right]}\right)-2 \lambda= \\
& =\left(2-N+\sqrt{(N-2)^{2}+4\left[\theta_{0}+\theta_{1}(\varrho)\right]}\right)-\left(2-N+\sqrt{(N-2)^{2}+4 \theta_{0}}\right)= \\
& =\theta_{1}(\varrho) h_{1}(\varrho)
\end{aligned}
$$

where

$$
h_{1}(\varrho)=\frac{4}{\sqrt{(N-2)^{2}+4\left[\theta_{0}+\theta_{1}(\varrho)\right]}+\sqrt{(N-2)^{2}+4 \theta_{0}}} \leq \frac{2}{\sqrt{\theta_{0}}+\sqrt{\theta_{2}}}
$$

Hence follows the statement of Lemma.
Corollary 2.29. Let $G_{0}^{d}$ be the conical domain, $\nabla u(\varrho, \cdot) \in L_{2}(\Omega)$ for almost all $\varrho \in(0, d)$ and $U(\rho)=\int_{G_{o}^{g}} r^{2-N}|\nabla u|^{2} d x<\infty, \rho \in(0, d)$. Then

$$
\left.\int_{\Omega}\left(\rho u \frac{\partial u}{\partial r}+\frac{N-2}{2} u^{2}\right)\right|_{r=\varrho} d \Omega \leq \frac{\rho}{2 \lambda} U^{\prime}(\rho)
$$

Proof. Writing $U(\rho)$ in spherical coordinates and differentiating by $\rho$ we obtain

$$
U^{\prime}(\rho)=\left.\int_{\Omega}\left(\rho\left(\frac{\partial u}{\partial r}\right)^{2}+\frac{1}{\rho}\left|\nabla_{\omega} u\right|^{2}\right)\right|_{r=\varrho} d \Omega
$$

Moreover, by Cauchy's inequality we have for all $\varepsilon>0$

$$
\rho u \frac{\partial u}{\partial r} \leq \frac{\varepsilon}{2} u^{2}+\frac{1}{2 \varepsilon} \rho^{2}\left(\frac{\partial u}{\partial r}\right)^{2}
$$

Thus, choosing $\varepsilon=\lambda$ we obtain by the generalized Wirtinger's inequality (2.3.1) with (2.5.11):

$$
\begin{gathered}
\left.\int_{\Omega}\left(\rho u \frac{\partial u}{\partial r}+\frac{N-2}{2} u^{2}\right)\right|_{r=\varrho} d \Omega \leq \frac{\varepsilon+N-2}{2} \int_{\Omega} u^{2} d \Omega+\frac{\rho^{2}}{2 \varepsilon} \int_{\Omega}\left(\frac{\partial u}{\partial r}\right)^{2} d \Omega \\
\leq \frac{\varepsilon+N-2}{2 \lambda(\lambda+N-2)} \int_{\Omega}\left|\nabla_{\omega} u\right|^{2} d \Omega+\frac{\rho^{2}}{2 \varepsilon} \int_{\Omega}\left(\frac{\partial u}{\partial r}\right)^{2} d \Omega=\frac{\rho}{2 \lambda} U^{\prime}(\rho)
\end{gathered}
$$

Let us assume that the cone $K$ is contained in a circular cone $\tilde{K}$ with the opening angle $\omega_{0}$ and that the axis of $\tilde{K}$ coincides with $\left\{\left(x_{1}, 0, \ldots, 0\right)\right\}$ where $x_{1}>0$. We define the vector $l \in \mathbb{R}^{N}$ by $l=(-1,0, \ldots, 0)$.

Lemma 2.30. Let $v \in C^{0}\left(\overline{G_{\varepsilon}^{d}}\right) \cap W^{1}\left(G_{\varepsilon}^{d}\right), v(\varepsilon)=0$. Then for any $\varepsilon>0$

$$
\begin{equation*}
\int_{G_{\varepsilon}^{d}} r^{\alpha-4} v^{2} d x \leq H(\lambda, N, \alpha) \int_{G_{\varepsilon}^{d}} r^{\alpha-2}|\nabla v|^{2} d x \tag{2.5.7}
\end{equation*}
$$

where $H(\lambda, N, \alpha)$ is determined by (*).
Proof. By Theorem 2.13 the inequality (2.3.1) holds. Multiplying it by $r^{N-5+\alpha}$ and integrating over $r \in(\varepsilon, d)$, by (2.5.11), we obtain (2.5.7) for $\alpha=4-N$. If $\alpha<4-N$ we consider the inequality (2.1.5) and integrate it over $\Omega$; then we have

$$
\frac{1}{4}(4-N-\alpha)^{2} \int_{G_{\varepsilon}^{d}} r^{\alpha-4} v^{2} d x \leq \int_{G_{\varepsilon}^{d}} r^{\alpha-2} v_{r}^{2} d x
$$

Adding this inequality with above for $\alpha=4-N$ (see (2.5.2) for $G_{\varepsilon}^{d}$ ) and using the formula $|\nabla u|^{2}=\left(\frac{\partial u}{\partial r}\right)^{2}+\frac{1}{r^{2}}\left|\nabla_{\omega} u\right|^{2}$, we get the desired.

Lemma 2.31. Let $v \in C^{0}(\bar{G}) \cap W^{1}(G), v(0)=0$. Then for any $\varepsilon>0$

$$
\begin{equation*}
\int_{G_{o}^{d}} r_{\varepsilon}^{\alpha-4} v^{2} d x \leq H(\lambda, N, \alpha) \int_{G_{o}^{d}} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x \tag{2.5.8}
\end{equation*}
$$

where $H(\lambda, N, \alpha)$ is determined by (*).
Proof. We perform the change of variables $y_{i}=x_{i}-\varepsilon l_{i}, \quad i=1, \ldots, N$ and use the inequality (2.5.7); then we get

$$
\begin{gathered}
\int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-4} v^{2}(x) d x=\int_{G_{\varepsilon}^{d}}|y|^{\alpha-4} v^{2}(y+\varepsilon l) d y \leq \\
\leq H(\lambda, N, \alpha) \int_{G_{\varepsilon}^{d_{e}}}|y|^{\alpha-2}\left|\nabla_{y} v(y+\varepsilon l)\right|^{2} d y=H(\lambda, N, \alpha) \int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x .
\end{gathered}
$$

Lemma 2.32. Let $u \in W^{1,2}\left(G_{0}^{d}\right)$ with $u(x)=0$ for $x \in \Gamma_{0}^{d}$. Then

$$
\begin{equation*}
\int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2} r^{-2} u^{2}(x) d x \leq\left(\frac{3}{h}\right)^{2-\alpha} \cdot \frac{1}{\lambda(\lambda+N-2)} \int_{G_{0}^{d}}^{r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x} \tag{2.5.9}
\end{equation*}
$$

for all $\alpha \in \mathbb{R}$, where

$$
h=\left\{\begin{array}{lll}
1, & \text { if } & 0<\omega_{0} \leq \pi \\
\sin \frac{\omega_{0}}{2}, & \text { if } & \pi<\omega_{0}<2 \pi
\end{array}\right.
$$

Proof. We consider the Wirtinger inequality (2.3.1). We multiply both sides of this inequality by $\left(2^{-k} d+\varepsilon\right)^{\alpha-2} r^{N-3}$ with $\varepsilon>0$, taking into account that

$$
2^{-k-1} d+\varepsilon<r+\varepsilon<2^{-k} d+\varepsilon \quad \text { in } \quad G^{(k)}
$$

and integrate over $r \in\left(2^{-k-1} d, 2^{-k} d\right)$

$$
\int_{G^{(k)}} r^{-2}\left(2^{-k} d+\varepsilon\right)^{\alpha-2} u^{2} d x \leq \frac{1}{\lambda(\lambda+N-2)} \int_{G^{(k)}}\left(\left(2^{-k} d+\varepsilon\right)^{\alpha-2}|\nabla u|^{2}\right) d x
$$

Since $r_{\varepsilon} \leq r+\varepsilon<2^{-k} d+\varepsilon$ in $G^{(k)}$ and $\alpha \leq 2$, we obtain

$$
\int_{G^{(k)}} r^{-2}\left(2^{-k} d+\varepsilon\right)^{\alpha-2} u^{2} d x \leq \frac{1}{\lambda(\lambda+N-2)} \int_{G^{(k)}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x .
$$

On the other hand, by Lemma 1.11 , in $G^{(k)}$

$$
\begin{gathered}
2^{-k} d+\varepsilon=2 \cdot 2^{-k-1} d+\varepsilon<2 r+\varepsilon \leq \frac{3}{h} r_{\varepsilon} \Rightarrow \\
\left(2^{-k} d+\varepsilon\right)^{\alpha-2} \geq\left(\frac{3}{h}\right)^{\alpha-2} r_{\varepsilon}^{\alpha-2}
\end{gathered}
$$

Hence it follows

$$
\left(\frac{3}{h}\right)^{\alpha-2} \int_{G^{(k)}} r^{-2} r_{\varepsilon}^{\alpha-2} u^{2} d x \leq \frac{1}{\lambda(\lambda+N-2)} \int_{G^{(k)}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x
$$

Summing up this inequality for $k=0,1,2, \ldots$, we finally obtain the required (2.5.9).

Theorem 2.33. Let $G$ be a unbounded domain. Let $u \in W^{1}(G)$ vanish for $|x|>R \ggg 1$. Then

$$
\begin{align*}
\int_{G} r^{\alpha-4} u^{2}(x) d x & \leq H(\lambda, N, \alpha) \int_{G} r^{\alpha-2}|\nabla u|^{2} d x  \tag{2.5.10}\\
\text { with } H(\lambda, N, \alpha) & :=\left[(4-N-\alpha)^{2} / 4+\lambda(\lambda+N-2)\right]^{-1}
\end{align*}
$$

for $\alpha \geq 4-N$, provided the integral on the right hand side of (2.5.10) is finite.

Proof. Similarly to the Theorem 2.24, if we apply the Theorem 2.8 with $p=2$ and $\alpha$ replied by $\alpha+N-3$.
2.5.2. The Robin boundary condition. Let $\vartheta_{0}$ be the smallest positive eigenvalue of the problem
$(E V R)_{0}$

$$
\left\{\begin{array}{l}
\triangle_{\omega} \psi+\vartheta_{0} \psi=0, \omega \in \Omega \\
\frac{\partial \psi}{\partial \vec{\nu}}+\left.\gamma_{0} \psi\right|_{\partial \Omega}=0, \gamma_{0}>0 .
\end{array}\right.
$$

Let us define the value

$$
\begin{equation*}
\lambda=\frac{2-N+\sqrt{(N-2)^{2}+4 \vartheta_{0}}}{2} . \tag{2.5.11}
\end{equation*}
$$

Theorem 2.34. The Hardy-Friedrichs-Wirtinger inequality. Let $u \in C^{0}(\bar{G}) \cap W^{1}(G)$ and $\gamma(x) \in C^{0}(\partial G \backslash \mathcal{O}), \gamma(x) \geq \gamma_{0}>0$. Then

$$
\begin{equation*}
\int_{G_{0}^{d}} r^{\alpha-4} u^{2} d x \leq H(\lambda, N, \alpha)\left\{\int_{G_{0}^{d}} r^{\alpha-2}|\nabla u|^{2} d x+\int_{\Gamma_{0}^{d}} r^{\alpha-3} \gamma(x) u^{2}(x) d s\right\} \tag{2.5.12}
\end{equation*}
$$

$$
H(\lambda, N, \alpha)=\frac{1}{\lambda(\lambda+N-2)+\frac{1}{4}(4-N-\alpha)^{2}}, \alpha \leq 4-N
$$

provided that integrals on the right are finite.
Proof. By Theorem 2.20 the inequality (2.4.6) holds. Because of the property of the monotonic increase of the eigenvalues together with the increase of $\gamma(x)$ (see for example Theorem $6 \S 2$, chapter VI [87]), from the inequality $\gamma(x) \geq \gamma_{0}>0$ we obtain $\vartheta \geq \vartheta_{0}$. The latter means the validity of the inequality

$$
\begin{align*}
& \lambda(\lambda+N-2) \int_{\Omega} \psi^{2} d \Omega \leq \int_{\Omega}\left|\nabla_{\omega} \psi\right|^{2} d \Omega+\int_{\partial \Omega} \gamma(x) \psi^{2} d \sigma  \tag{2.5.13}\\
& \forall \psi \in W^{1}(\Omega), \gamma(x) \in C^{0}(\partial \Omega), \gamma(x) \geq \gamma_{0}>0
\end{align*}
$$

Multiplying it by $r^{N-5+\alpha}$ and integrating over $r \in(0, d)$ we obtain

$$
\begin{align*}
\int_{G_{0}^{d}} r^{\alpha-4} u^{2} d x & \leq \frac{1}{\lambda(\lambda+N-2)} \int_{G_{0}^{d}} r^{\alpha-2} \frac{1}{r^{2}}\left|\nabla_{\omega} u\right|^{2} d x+  \tag{2.5.14}\\
& +\frac{1}{\lambda(\lambda+N-2)} \int_{\Gamma_{0}^{d}} r^{\alpha-3} \gamma(x) u^{2}(x) d s, \forall \alpha \leq 4-N .
\end{align*}
$$

Hence (2.5.12) follows for $\alpha=4-N$. Now, let $\alpha<4-N$. We shall show that $u(0)=0$. In fact, from the representation $u(0)=u(x)-(u(x)-u(0))$ by the Cauchy inequality we have $\frac{1}{2}|u(0)|^{2} \leq|u(x)|^{2}+|u(x)-u(0)|^{2}$. Putting $v(x)=u(x)-u(0)$ we obtain

$$
\begin{equation*}
\frac{1}{2}|u(0)|^{2} \int_{G_{0}^{d}} r^{\alpha-4} d x \leq \int_{G_{0}^{d}} r^{\alpha-4} u^{2}(x) d x+\int_{G_{o}^{d}} r^{\alpha-4}|v|^{2} d x<\infty \tag{2.5.15}
\end{equation*}
$$

(The first integral from the right is finite by $(2.5 .14)$ and the second integral is also finite, in virtue of Corollary 2.3.) Since

$$
\int_{G_{0}^{d}} r^{\alpha-4} d x=\operatorname{meas} \Omega \int_{0}^{d} r^{\alpha+N-5} d r=\infty
$$

by $\alpha+N-4<0$, the assumption $u(0) \neq 0$ contradicts (2.5.15). Thus $u(0)=0$.

Therefore we can use the Corollary 2.3

$$
\begin{equation*}
\int_{G_{0}^{d}} r^{\alpha-4} u^{2} d x \leq \frac{4}{|4-N-\alpha|^{2}} \int_{G_{0}^{d}} r^{\alpha-2} u_{r}^{2} d x \tag{2.5.16}
\end{equation*}
$$

Adding the inequalities (2.5.14), (2.5.16) and using the formula $|\nabla u|^{2}=\left(\frac{\partial u}{\partial r}\right)^{2}+\frac{1}{r^{2}}\left|\nabla_{\omega} u\right|^{2}$, we get the desired (2.5.12).

Lemma 2.35. Let $G_{0}^{d}$ be the conical domain, $\nabla u(\varrho, \cdot) \in L_{2}(\Omega)$ for almost all $\varrho \in(0, d)$ and

$$
V(\rho)=\int_{G_{o}^{\varrho}} r^{2-N}|\nabla v|^{2} d x+\int_{\Gamma_{0}^{\varrho}} r^{1-N} \gamma(x) v^{2}(x) d s<\infty, \varrho \in(0, d) .
$$

Then

$$
\left.\int_{\Omega}\left(\varrho v \frac{\partial v}{\partial r}+\frac{N-2}{2} v^{2}\right)\right|_{r=\varrho} d \Omega \leq \frac{\varrho}{2 \lambda} V^{\prime}(\varrho) .
$$

Proof. Writing $V(\varrho)$ in spherical coordinates

$$
\begin{aligned}
V(\varrho) & =\int_{0}^{\varrho} r^{2-N}\left(\int_{\Omega}|\nabla v|^{2} d \Omega\right) r^{N-1} d r+\int_{0}^{\varrho} r^{1-N}\left(\int_{\partial \Omega} \gamma(x)|v|^{2} d \sigma\right) r^{N-2} d r \\
& =\int_{0}^{\varrho} r\left(\int_{\Omega}|\nabla v|^{2} d \Omega\right) d r+\int_{0}^{\varrho} \frac{1}{r}\left(\int_{\partial \Omega} \gamma(x)|v|^{2} d \sigma\right) d r
\end{aligned}
$$

and differentiating with respect to $\varrho$ we obtain

$$
V^{\prime}(\varrho)=\left.\int_{\Omega}\left(\varrho\left(\frac{\partial v}{\partial r}\right)^{2}+\frac{1}{\varrho}\left|\nabla_{\omega} v\right|^{2}\right)\right|_{r=\varrho} d \Omega+\frac{1}{\varrho} \int_{\partial \Omega} \gamma(\varrho, \omega) v^{2}(\varrho, \omega) d \sigma .
$$

Moreover, by Cauchy's inequality, we have for all $\varepsilon>0$

$$
\rho v \frac{\partial v}{\partial r} \leq \frac{\varepsilon}{2} v^{2}+\frac{1}{2 \varepsilon} \rho^{2}\left(\frac{\partial v}{\partial r}\right)^{2} .
$$

Thus choosing $\varepsilon=\lambda$ we obtain, by the Friedrichs-Wirtinger inequality (2.5.13),

$$
\begin{aligned}
& \left.\int_{\Omega}\left(\varrho v \frac{\partial v}{\partial r}+\frac{N-2}{2} v^{2}\right)\right|_{r=\varrho} d \Omega \leq \frac{\varrho^{2}}{2 \varepsilon} \int_{\Omega}\left(\frac{\partial v}{\partial r}\right)^{2} d \Omega+ \\
& \quad+\frac{\varepsilon+N-2}{2} \int_{\Omega} v^{2} d \Omega \leq \frac{\varrho^{2}}{2 \varepsilon} \int_{\Omega}\left(\frac{\partial v}{\partial r}\right)^{2} d \Omega+ \\
& \quad+\frac{\varepsilon+N-2}{2 \lambda(\lambda+N-2)}\left\{\int_{\Omega}\left|\nabla_{\omega} v\right|^{2} d \Omega+\int_{\partial \Omega} \gamma(x) v^{2}(x) d \sigma\right\}=\frac{\varrho}{2 \lambda} V^{\prime}(\varrho)
\end{aligned}
$$

Lemma 2.36. Let $v \in C^{0}\left(\overline{G_{\varepsilon}^{d}}\right) \cap W^{1}\left(G_{\varepsilon}^{d}\right), v(\varepsilon)=0$ and $\gamma(x) \geq \gamma_{0}>0$. Then for any $\varepsilon>0$

$$
\begin{align*}
& \int_{G_{\varepsilon}^{d}} r^{\alpha-4} v^{2} d x \leq  \tag{2.5.17}\\
& \quad \leq H(\lambda, N, \alpha)\left\{\int_{G_{\epsilon}^{d}} r^{\alpha-2}|\nabla v|^{2} d x+\int_{\Gamma_{\epsilon}^{d}} r^{\alpha-3} \gamma(x) v^{2}(x) d s\right\},
\end{align*}
$$

where $H(\lambda, N, \alpha)$ is determined by (2.5.12).
Proof. By Theorem 2.20 the inequality (2.5.13) holds. Multiplying it by $r^{N-5+\alpha}$ and integrating over $r \in(\varepsilon, d)$ we obtain (2.5.17) for $\alpha=4-N$. If $\alpha<4-N$ we consider the inequality (2.1.5) and integrate it over $\Omega$; then we have

$$
\frac{1}{4}(4-N-\alpha)^{2} \int_{G_{\varepsilon}^{d}} r^{\alpha-4} v^{2} d x \leq \int_{G_{\varepsilon}^{d}} r^{\alpha-2} v_{r}^{2} d x
$$

Adding this inequality with above for $\alpha=4-N$ (see (2.5.14) for $G_{\varepsilon}^{d}$ ) and using the formula $|\nabla u|^{2}=\left(\frac{\partial u}{\partial r}\right)^{2}+\frac{1}{r^{2}}\left|\nabla_{\omega} u\right|^{2}$, we get the desired result.

Lemma 2.37. Let $v \in C^{0}(\bar{G}) \cap W^{1}(G), v(0)=0$ and $\gamma(x) \geq \gamma_{0}>0$. Then for any $\varepsilon>0$

$$
\begin{align*}
& \int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-4} v^{2} d x \leq  \tag{2.5.18}\\
& \quad \leq H(\lambda, N, \alpha)\left\{\int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\int_{\Gamma_{0}^{d}} r_{\varepsilon}^{\alpha-3} \gamma(x) v^{2}(x) d s\right\}
\end{align*}
$$

where $H(\lambda, N, \alpha)$ is determined by (2.5.12).
Proof. We perform the change of variables $y_{i}=x_{i}-\varepsilon l_{i}, i=1, \ldots, N$ and use the inequality (2.5.17); we obtain

$$
\begin{aligned}
\int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-4} v^{2}(x) d x & =\int_{G_{\varepsilon}^{d_{\varepsilon}}}|y|^{\alpha-4} v^{2}(y+\varepsilon l) d y \leq \\
\leq & H(\lambda, N, \alpha)\left\{\int_{G_{\varepsilon}^{d_{\varepsilon}}}|y|^{\alpha-2}\left|\nabla_{y} v(y+\varepsilon l)\right|^{2} d y+\right. \\
& \left.+\int_{\Gamma_{\varepsilon}^{d_{\varepsilon}}}|y|^{\alpha-3} \gamma(y+\varepsilon l) v^{2}(y+\varepsilon l) d s\right\}= \\
= & H(\lambda, N, \alpha)\left\{\int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\int_{\Gamma_{0}^{d}} r_{\varepsilon}^{\alpha-3} \gamma(x) v^{2}(x) d s\right\}
\end{aligned}
$$

Remark 2.38. The inequalities (2.5.12), (2.5.17) and (2.5.18) are valid in the case $\gamma(x) \equiv \gamma\left(\frac{x}{|x|}\right) \equiv \gamma(\omega)$ with the same constant $H(\lambda, N, \alpha)$ but

$$
\begin{equation*}
\lambda=\frac{2-N+\sqrt{(N-2)^{2}+4 \vartheta}}{2} \tag{2.5.19}
\end{equation*}
$$

where $\vartheta$ is the smallest positive eigenvalue of the problem ( $E V R$ ).
2.6. Other auxiliary integral inequalities for $N=2$

In the following lemmata we assume that $N=2$ and we denote by $\zeta$ a cut-off function defined in the previous section.

Lemma 2.39. Let $u \in W_{0}^{2,2}(G)$. Then

$$
\begin{aligned}
& \int_{G_{0}^{p}} r_{\varepsilon}^{-\alpha} \zeta^{2}(r)|\nabla u|^{4} d x \leq c\left(\max _{x \in G_{0}^{p}}|u(x)|\right)^{2} \int_{G_{0}^{o}}\left(r_{\varepsilon}^{-\alpha} \zeta^{2}\left|D^{2} u\right|^{2}+\right. \\
&\left.+\alpha^{2} r_{\varepsilon}^{-2-\alpha} \zeta^{2}|\nabla u|^{2}+r_{\varepsilon}^{-\alpha}\left(\zeta^{\prime}\right)^{2}|\nabla u|^{2}\right) d x
\end{aligned}
$$

for all $\alpha \geq 0, \rho \in(0, d)$ with a sufficiently small $d>0$.
Proof. Taking into account that $\zeta(r) u(x)=0$ on $\partial G_{0}^{\rho}$, we obtain by partial integration

$$
\begin{gathered}
\int_{G_{0}^{\rho}} r_{\varepsilon}^{-\alpha} \zeta^{2}(r)|\nabla u|^{4} d x=\int_{G_{0}^{p}} r_{\varepsilon}^{-\alpha} \zeta^{2}(r)|\nabla u|^{2}\langle\nabla u, \nabla u\rangle d x= \\
=-\int_{G_{0}^{\rho}} u(x) \sum_{i=1}^{N} D_{i}\left(r_{\varepsilon}^{-\alpha} \zeta^{2}(r)|\nabla u|^{2} D_{i} u\right) d x=-\int_{G_{0}^{p}} u(x)\left(r_{\varepsilon}^{-\alpha} \zeta^{2}|\nabla u|^{2} \Delta u\right. \\
+2 r_{\varepsilon}^{-\alpha} \zeta^{2} \sum_{i, j=1}^{N} D_{i} u D_{j} u D_{i j} u-\alpha r_{\varepsilon}^{-1-\alpha} \zeta^{2}|\nabla u|^{2}\left\langle\nabla u, \frac{x-\varepsilon l}{r_{\varepsilon}}\right\rangle+ \\
\left.+2 r_{\varepsilon}^{-\alpha} \zeta \zeta^{\prime}|\nabla u|^{2}\left\langle\nabla u, \frac{x}{r}\right\rangle\right) d x
\end{gathered}
$$

Therefore

$$
\begin{aligned}
\int_{G_{0}^{p}} r_{\varepsilon}^{-\alpha} \zeta^{2}(r)|\nabla u|^{4} d x \leq \int_{G_{0}^{o}} & |u(x)|\left(\alpha r_{\varepsilon}^{-1-\alpha} \zeta^{2}|\nabla u|^{3}+\right. \\
& \left.+4 r_{\varepsilon}^{-\alpha} \zeta^{2}|\nabla u|^{2}\left|D^{2} u\right|+2 r_{\varepsilon}^{-\alpha} \zeta\left|\zeta^{\prime}\right||\nabla u|^{3}\right) d x
\end{aligned}
$$

Applying the Cauchy inequality with $\sigma>0$ we get

$$
\begin{gathered}
\int_{G_{o}^{o}} r_{\varepsilon}^{-\alpha} \zeta^{2}(r)|\nabla u|^{4} d x \leq \sup _{x \in G_{o}^{\rho}}|u(x)| \int_{G_{0}^{o}}\left(\left.\frac{\sigma}{2} r_{\varepsilon}^{-\alpha} \zeta^{2}|\nabla u|^{4}+\frac{\gamma^{2}}{2 \sigma} r_{\varepsilon}^{-\alpha-2} \zeta^{2}|\nabla u|^{2} \right\rvert\,\right. \\
\left.+3 \sigma r_{\varepsilon}^{-\alpha} \zeta^{2}|\nabla u|^{4}+\frac{2}{\sigma} r_{\varepsilon}^{-\alpha} \zeta^{2}\left|D^{2} u\right|^{2}+\frac{1}{\sigma} r_{\varepsilon}^{-\gamma}\left|\zeta^{\prime}\right|^{2}|\nabla u|^{2}\right) d x
\end{gathered}
$$

Choosing $\sigma=\left(7 \sup _{x \in G_{0}^{p}}|u(x)|\right)^{-1}$ we obtain the assertion.

Lemma 2.40. Let $u \in W_{0}^{2,2}(G)$. Then for all $\varepsilon>0, \alpha>0$

$$
\begin{aligned}
& \int_{G} r^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{4} d x \leq c\left(\sup _{x \in G}|u(x)|\right)^{2} \int_{G_{d}}\left(|\nabla u|^{2}+\left|D^{2} u\right|^{2}\right) d x \\
& \quad+4\left(\sup _{x \in G_{0}^{d}}|u(x)|\right)^{2} \int_{G_{0}^{d}}\left((2+(\alpha-2))^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}+r_{\varepsilon}^{\alpha-2} r^{2}\left|D^{2} u\right|^{2}\right) d x
\end{aligned}
$$

with a constant $c$ depending only on $\alpha$ and $d$.
Proof. Taking into account that $v$ vanishes on $\partial G$, we obtain by partial integration and Cauchy's inequality

$$
\begin{aligned}
& \int_{G} r^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{4} d x=\int_{G} r^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} \sum_{i=1}^{N} D_{i} u D_{i} u d x= \\
& =-\int_{G} u \sum_{i=1}^{N} D_{i}\left(r^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} D_{i} u\right) d x=-\int_{G} u\left(2 r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}\langle\nabla u, x\rangle+\right. \\
& \quad+(\alpha-2) r^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}\langle\nabla u, x-\varepsilon l\rangle+2 r^{2} r_{\varepsilon}^{\alpha-2} \sum_{i, j=1}^{N} D_{i} u D_{j} u D_{i j} u+ \\
& \left.\quad+r^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} \sum_{i=1}^{N} D_{i i} u\right) d x \leq \int_{G}|u|\left(r^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}\left|D^{2} v\right|+\right. \\
& \left.\quad+2 r r_{\varepsilon}^{\alpha-2}|\nabla u|^{3}+|\alpha-2| r^{2} r_{\varepsilon}^{\alpha-3}|\nabla u|^{3}\right) d x \leq \\
& \quad \leq \int_{G}|u|\left(r^{2} r_{\varepsilon}^{\alpha-2}\left(\frac{1}{2 \delta}\left|D^{2} u\right|^{2}+\frac{\delta}{2}|\nabla u|^{4}\right)+\frac{3}{2} \delta r^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{4}+\right. \\
& \left.+\frac{1}{\delta} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}+\frac{(\alpha-2)^{2}}{2 \delta} r^{2} r_{\varepsilon}^{\alpha-4}|\nabla u|^{2}\right) d x \leq 2 \delta \sup _{x \in G_{0}^{d}}|u| \int_{G_{0}^{d}} r^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{4} d x+ \\
& \quad+\frac{1}{2 \delta} \sup _{x \in G_{0}^{d}}|u| \int_{G_{0}^{d}}\left(r^{2} r_{\varepsilon}^{\alpha-2}\left|D^{2} u\right|^{2}+\left(2+(\alpha-2)^{2}\right) r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}\right) d x+ \\
& +2 \delta_{1} \sup _{x \in G}|u| \int_{G_{d}} r^{2} r_{\varepsilon}^{\alpha-2}|\nabla u|^{4} d x+\frac{1}{2 \delta_{1}} \sup _{x \in G}|u| c(d, \alpha) \int_{G_{d}}\left(|\nabla u|^{2}+\left|D^{2} u\right|^{2}\right) d x
\end{aligned}
$$

for all $\delta, \delta_{1}>0$. Setting $\delta=1 /\left(4 \sup _{x \in G_{0}^{d}}|u|\right)$ and $\delta_{1}=1 /\left(4 \sup _{x \in G}|u|\right)$, we obtain the assertion.

Lemma 2.41. Let $u \in W_{0}^{2,2}(G)$ and

$$
\begin{equation*}
w=\binom{D_{2} u D_{12} u-D_{1} u D_{22} u}{D_{1} u D_{12} u-D_{2} u D_{11} u} \tag{2.6.1}
\end{equation*}
$$

Then there exists a constant $K \geq 0$ such that

$$
\begin{equation*}
\int_{\partial G} r^{2} r_{\varepsilon}^{\alpha-2}\langle w, n\rangle d \sigma \leq K \int_{\partial G \backslash\left(\Gamma_{0}^{d} \cup\{\mathcal{O}\}\right)} r^{2} r_{\varepsilon}^{\alpha-2}\left(\frac{\partial u}{\partial n}\right)^{2} d \sigma . \tag{2.6.2}
\end{equation*}
$$

Proof. To evaluate the boundary integral we decompose $\partial G$ into $\partial G=$ $\Gamma_{0}^{d} \cup\{0\} \cup \Gamma$ and take into consideration that $v$ vanishes on $\partial G$. At first we verify that $\langle w, n\rangle=0$ on $\Gamma_{0}^{d}$. We write $\Gamma_{0}^{d}=\Gamma_{1,0}^{d} \cup \Gamma_{2,0}^{d}$ (see the figure)


Figure 1
Now we have:

$$
\left.\frac{\partial u}{\partial x_{1}}\right|_{\Gamma_{1,0}^{d}}=0,\left.\frac{\partial^{2} u}{\partial x_{1}^{2}}\right|_{\Gamma_{1,0}^{d}}=0,\left.n_{1}\right|_{\Gamma_{1,0}^{d}}=0,\left.n_{2}\right|_{\Gamma_{1,0}^{d}}=-1 \Rightarrow\langle w, n\rangle=0 \text { on } \Gamma_{1,0}^{d} .
$$

Further

$$
\left.n_{1}\right|_{\Gamma_{2,0}^{d}}=\cos \left(\frac{\pi}{2}+\omega_{0}\right)=-\sin \omega_{0} \text { and }\left.n_{2}\right|_{\Gamma_{2,0}^{d}}=\cos \omega_{0}
$$

Let us perform the rotation of axes about the origin $\mathcal{O}$, through an angle $\omega_{0}$ :

$$
\left\{\begin{array}{l}
x_{1}^{\prime}=x_{1} \cos \omega_{0}+x_{2} \sin \omega_{0} \\
x_{2}^{\prime}=-x_{1} \sin \omega_{0}+x_{2} \cos \omega_{0}
\end{array}\right.
$$

Then

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{1}}=\cos \omega_{0} \frac{\partial}{\partial x_{1}^{\prime}}-\sin \omega_{0} \frac{\partial}{\partial x_{2}^{\prime}} \\
\frac{\partial}{\partial x_{2}}=\sin \omega_{0} \frac{\partial}{\partial x_{1}^{\prime}}+\cos \omega_{0} \frac{\partial}{\partial x_{2}^{\prime}}
\end{array}\right.
$$

Therefore

$$
\begin{gathered}
u_{x_{1} x_{1}}=\cos ^{2} \omega_{0} u_{x_{1}^{\prime} x_{1}^{\prime}}-\sin \left(2 \omega_{0}\right) u_{x_{1}^{\prime} x_{2}^{\prime}}+\sin ^{2} \omega_{0} u_{x_{2}^{\prime} x_{2}^{\prime}} ; \\
u_{x_{1} x_{2}}=\frac{1}{2} \sin \left(2 \omega_{0}\right) u_{x_{1}^{\prime} x_{1}^{\prime}}+\cos \left(2 \omega_{0}\right) u_{x_{1}^{\prime} x_{2}^{\prime}}-\frac{1}{2} \sin \left(2 \omega_{0}\right) u_{x_{2}^{\prime} x_{2}^{\prime}} ; \\
u_{x_{2} x_{2}}=\sin ^{2} \omega_{0} u_{x_{1}^{\prime} x_{1}^{\prime}}+\sin \left(2 \omega_{0}\right) u_{x_{1}^{\prime} x_{2}^{\prime}}+\cos ^{2} \omega_{0} u_{x_{2}^{\prime} x_{2}^{\prime}} ;
\end{gathered}
$$

Since

$$
\left.\frac{\partial u}{\partial x_{1}^{\prime}}\right|_{\Gamma_{2,0}^{d}}=0,\left.\frac{\partial^{2} u}{\partial x_{1}^{\prime 2}}\right|_{\Gamma_{2,0}^{d}}=0
$$

then we obtain

$$
\begin{aligned}
\left.\langle w, n\rangle\right|_{\Gamma_{2,0}^{d}} & =-\sin \omega_{0}\left\{\cos \omega_{0} u_{x_{2}^{\prime}}\left(\cos \left(2 \omega_{0}\right) u_{x_{1}^{\prime} x_{2}^{\prime}}-\frac{1}{2} \sin \left(2 \omega_{0}\right) u_{x_{2}^{\prime} x_{2}^{\prime}}\right)+\right. \\
& \left.+\sin \omega_{0} u_{x_{2}^{\prime}}\left(\sin \left(2 \omega_{0}\right) u_{x_{1}^{\prime} x_{2}^{\prime}}+\cos ^{2} \omega_{0} u_{x_{2}^{\prime} x_{2}^{\prime}}\right)\right\}+ \\
& +\cos \omega_{0}\left\{-\sin \omega_{0} u_{x_{2}^{\prime}}\left(\cos \left(2 \omega_{0}\right) u_{x_{1}^{\prime} x_{2}^{\prime}}-\frac{1}{2} \sin \left(2 \omega_{0}\right) u_{x_{2}^{\prime} x_{2}^{\prime}}\right)-\right. \\
& \left.-\cos \omega_{0} u_{x_{2}^{\prime}}\left(-\sin \left(2 \omega_{0}\right) u_{x_{1}^{\prime} x_{2}^{\prime}}+\sin ^{2} \omega_{0} u_{x_{2}^{\prime} x_{2}^{\prime}}\right)\right\} \equiv \\
& \equiv 0
\end{aligned}
$$

Now we calculate $\left.\langle w, n\rangle\right|_{\Gamma}$. We suppose that $\Gamma$ is a smooth curve. The last means that there is a coordinate system $\left(y_{1}, y_{2}\right)$ centered at $x_{0} \in \Gamma$ such that the positive $y_{2}$-axis is parallel to the outward normal $\vec{n}$ to $\Gamma$ at $x_{0}$ and the equation of the portion of $\Gamma$ has the form

$$
y_{2}=\psi\left(y_{1}\right), \text { where } \psi^{\prime \prime}\left(y_{1}\right) \leq K, K \geq 0
$$

and the number $K$ can be choosen independent of $x_{0}$. Let us perform the transformation of coordinates

$$
y_{i}=c_{i k}\left(x_{k}-x_{k}^{\mathbf{0}}\right), \quad i=1,2,
$$

where $\left(c_{i k}\right)$ is the orthogonal matrix. In particular, we have

$$
\left.n_{1}\right|_{\Gamma}=c_{21},\left.\quad n_{2}\right|_{\Gamma}=c_{22},
$$

$$
\begin{cases}\frac{\partial}{\partial x_{1}} & =c_{11} \frac{\partial}{\partial y_{1}}+c_{21} \frac{\partial}{\partial y_{2}}, \\ \frac{\partial}{\partial x_{2}} & =c_{12} \frac{\partial}{\partial y_{1}}+c_{22} \frac{\partial}{\partial y_{2}} .\end{cases}
$$

Hence it follows

$$
\begin{gathered}
u_{x_{1} x_{1}}=c_{11}^{2} u_{y_{1} y_{1}}+2 c_{11} c_{21} u_{y_{1} y_{2}}+c_{21}^{2} u_{y_{2} y_{2}} ; \\
u_{x_{1} x_{2}}=c_{11} c_{12} u_{y_{1} y_{1}}+\left(c_{21} c_{12}+c_{11} c_{22}\right) u_{y_{1} y_{2}}+c_{21} c_{22} u_{y_{2} y_{2}} \\
u_{x_{2} x_{2}}=c_{12}^{2} u_{y_{1} y_{1}}+2 c_{12} c_{22} u_{y_{1} y_{2}}+c_{22}^{2} u_{y_{2} y_{2}}
\end{gathered}
$$

Because of $\left.u\right|_{\Gamma}=0$, we have $u\left(y_{1}, \psi\left(y_{1}\right)\right)=0$ near $x_{0}$. If we differentiate this equality, then we get

$$
\left\{\begin{array}{l}
u_{y_{1}}+u_{y_{2}} \psi^{\prime}\left(y_{1}\right)=0, \\
u_{y_{1} y_{1}}+2 u_{y_{1} y_{2}} \psi^{\prime}\left(y_{1}\right)+u_{y_{2} y_{2}} \psi^{\prime 2}\left(y_{1}\right)+u_{y_{2}} \psi^{\prime \prime}\left(y_{1}\right)=0 .
\end{array}\right.
$$

But $\left.\psi^{\prime}\left(y_{1}\right)\right|_{x_{0}}=0$, therefore

$$
\left.u_{y_{1}}\right|_{x_{0}}=0,\left.u_{y_{1} y_{1}}\right|_{x_{0}}=-\left.\frac{\partial u}{\partial n}\right|_{x_{0}} \cdot \psi^{\prime \prime}\left(y_{1}\right) .
$$

In addition,

$$
u_{x_{1}}\left(x_{0}\right)=\left.c_{21} \frac{\partial u}{\partial n}\right|_{x_{0}}, \quad u_{x_{2}}\left(x_{0}\right)=\left.c_{22} \frac{\partial u}{\partial n}\right|_{x_{0}}
$$

Now we can obtain

$$
\begin{aligned}
\left.\langle w, n\rangle\right|_{x_{0} \in \Gamma} & =c_{21} \frac{\partial u}{\partial n}\left\{c _ { 2 2 } \left(-c_{11} c_{12} \frac{\partial u}{\partial n} \psi^{\prime \prime}\left(y_{1}\right)+\left(c_{11} c_{22}+c_{21} c_{12}\right) u_{y_{1} y_{2}}+\right.\right. \\
& \left.+c_{21} c_{22} u_{y_{2} y_{2}}\right)- \\
& \left.-c_{21}\left(-c_{12}^{2} \frac{\partial u}{\partial n} \psi^{\prime \prime}\left(y_{1}\right)+2 c_{12} c_{22} u_{y_{1} y_{2}}+c_{22}^{2} u_{y_{2} y_{2}}\right)\right\}+ \\
& +c_{22} \frac{\partial u}{\partial n}\left\{c _ { 2 1 } \left(-c_{11} c_{12} \frac{\partial u}{\partial n} \psi^{\prime \prime}\left(y_{1}\right)+\left(c_{11} c_{22}+c_{21} c_{12}\right) u_{y_{1} y_{2}}+\right.\right. \\
& \left.+c_{21} c_{22} u_{y_{2} y_{2}}\right)- \\
& \left.-c_{22}\left(-c_{11}^{2} \frac{\partial u}{\partial n} \psi^{\prime \prime}\left(y_{1}\right)+2 c_{11} c_{21} u_{y_{1} y_{2}}+c_{21}^{2} u_{y_{2} y_{2}}\right)\right\}= \\
& =\psi^{\prime \prime}\left(y_{1}\right)\left(\frac{\partial u}{\partial n}\right)^{2}
\end{aligned}
$$

in virtue of $\operatorname{det}\left(c_{i k}\right)=1$. Thus from above calculations we get the desired (2.6.2).

Lemma 2.42. Let $u \in W_{0}^{2,2}(G)$. Then for all $\gamma, \varepsilon>0$ and all $\alpha \in \mathbb{R}$

$$
\begin{gather*}
J_{\alpha \varepsilon}[u] \equiv \int_{G} r^{2} r_{\varepsilon}^{\alpha-2}\left(\left(D_{12} u\right)^{2}-D_{11} u D_{22} u\right) d x \leq  \tag{2.6.3}\\
\leq \gamma \int_{G_{0}^{d}} r^{2} r_{\varepsilon}^{\alpha-2}\left|D^{2} u\right|^{2} d x+c_{1}(\alpha, \gamma, h) \int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+ \\
+c_{2} \int_{G_{d}}\left(|\nabla u|^{2}+\left|D^{2} u\right|^{2}\right) d x
\end{gather*}
$$

with $a$ constant $c_{2}$ depending only on $\alpha, \gamma, d, \operatorname{diam} G$ and meas $G$.
Proof. Since $G$ is a strictly Lipschitz domain and the set of all $C_{0}^{\infty}(G)$ functions is dense in $W_{0}^{2,2}(G)$, it suffices to prove (2.6.3) for smooth functions.
In order to estimate $J_{\alpha \varepsilon}[u]$ we integrate it by parts, once with respect to $x_{1}$ and once with respect to $x_{2}$ and add the resulting equations. As a result we obtain

$$
\begin{align*}
& 2 J_{\alpha E}[u]=\int_{\partial G} r^{2} r_{\varepsilon}^{\alpha-2}\langle w, n\rangle d \sigma-  \tag{2.6.4}\\
&-\int_{G} r^{2} r_{\varepsilon}^{\alpha-4}\langle 2 x+(\alpha-2)(x-\varepsilon l), w\rangle d x
\end{align*}
$$

with $w$ defined by (2.6.1). The boundary integral in (2.6.4) we evaluate by Lemma 2.41

$$
\int_{\partial G} r^{2} r_{\varepsilon}^{\alpha-2}\langle w, n\rangle d \sigma \leq K \int_{\Gamma} r^{2} r_{\varepsilon}^{\alpha-2}\left(\frac{\partial u}{\partial n}\right)^{2} d \sigma
$$

By properties of the function $r_{\varepsilon}$ and Theorem 1.29, we obtain

$$
\begin{equation*}
\int_{\partial G} r^{2} r_{\varepsilon}^{\alpha-2}\langle w, n\rangle d \sigma \leq c K \int_{G_{d}}\left(\left|D^{2} u\right|^{2}+|\nabla u|^{2}\right) d x \quad \forall \varepsilon>0 \tag{2.6.5}
\end{equation*}
$$

The domain integral in (2.6.4) is estimated using (1.2.5) and the Cauchy inequality with $\forall \gamma>0$ :

$$
\begin{align*}
& (2-\alpha) \int_{G} r_{\varepsilon}^{\alpha-3} r^{2}\left\langle\frac{x-\varepsilon l}{r_{\varepsilon}}, w\right\rangle d x+2 \int_{G} r_{\varepsilon}^{\alpha-2}|\langle x, w\rangle| d x  \tag{2.6.6}\\
& \quad \leq \gamma \int_{G} r^{2} r_{\varepsilon}^{\alpha-2}\left|D^{2} u\right|^{2} d x+c_{2}(\alpha, \gamma, h) \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x
\end{align*}
$$

The desired assertion then follows from (2.6.5) and (2.6.6).

### 2.7. Notes

The classical Hardy inequality was first proved by G. Hardy [142]. The various extensions of this inequality as well the proof of Theorem 2.8 can be found in $[362,108]$. For other versions of the Poincaré inequality, see §2.22 [108]. The one-dimensional Wirtinger inequality is given and proved in Chapter VII [142]. The variational principle for the Dirichlet boundary condition is given more detail in §4.1 [108]. The material in §§2.4.2, 2.5.2 is new. Subsection 2.6 is based on the ideas of [215] (see there Lemma 4.5, Chapter II and $\S 8$, Chapter III).

This Page is Intentionally Left Blank

## CHAPTER 3

## The Laplace operator

### 3.1. Dini estimates of the generalized Newtonian potential

We shall consider the Dirichlet problem for the Poisson equation

$$
\left\{\begin{array}{l}
\triangle v=g+\sum_{j=1}^{n} D_{j} f^{j}, \quad x \in G  \tag{PE}\\
v(x)=0, x \in \partial G
\end{array}\right.
$$

Let $\Gamma(x-y)$ be the normalized fundamental solution of Laplace's equation. The following estimates are known (see e.g. (2.12), (2.14)[129])

$$
\begin{gather*}
|\Gamma(x-y)|=\frac{1}{N(N-2) \omega_{N}}|x-y|^{2-N}, \quad N \geq 3, \\
\left|D_{i} \Gamma(x-y)\right| \leq \frac{1}{N \omega_{N}}|x-y|^{1-N},  \tag{3.1.1}\\
\left|D_{i j} \Gamma(x-y)\right| \leq \frac{1}{\omega_{N}}|x-y|^{-N}, \\
\left|D^{\beta} \Gamma(x-y)\right| \leq C(N, \beta)|x-y|^{2-N-\beta} .
\end{gather*}
$$

We define the functions

$$
\begin{equation*}
z(x)=\int_{G} \Gamma(x-y) g(y) d y \text { and } w(x)=D_{j} \int_{G} \Gamma(x-y) f^{j}(y) d y \tag{3.1.2}
\end{equation*}
$$

under the assumption that the functions $g(x)$ and $f^{j}(x), j=1, \ldots, N$ are integrable on $G$. The function $z(x)$ is called the Newtonian potential with density function $g(x)$, and $w(x)$ is called the generalized newtonian potential with density function $\operatorname{div} f$. We now give estimates for these potentials. In the following the $D$ operator is always taken with respect to the $x$ variable.

Lemma 3.1. Let $\partial G \in C^{1, \mathcal{A}}, g \in L^{p}(G), p>N$ and $f^{j} \in C^{0, \mathcal{A}}(G), j=$ $1, \ldots, N$, where $\mathcal{A}$ is an $\alpha$-Dini.

Then $z \in C^{1}\left(\mathbb{R}^{N}\right), w \in C^{2}(G)$ and for any $x \in G$

$$
\begin{gather*}
D_{i} z(x)=\int_{G} D_{i} \Gamma(x-y) g(y) d y  \tag{3.1.3}\\
D_{i} w(x)=\int_{G_{0}} D_{i j} \Gamma(x-y)\left(f^{j}(y)-f^{j}(x)\right) d y- \\
-f^{j}(x) \int_{\partial G_{0}} D_{i} \Gamma(x-y) \nu_{j}(y) d_{y} \sigma
\end{gather*}
$$

$(i=1, \ldots, N)$; here $G_{0}$ is any domain containing $G$ for which the Gauss divergence theorem holds and $f^{j}$ are extended to vanish outside $G$.

Proof. By virtue of the estimate (3.1.1) for $D_{i} \Gamma$, the functions

$$
v_{i}(x)=\int_{G} D_{i} \Gamma(x-y) g(y) d y, i=1, \ldots, N
$$

are well defined. To show that $v_{i}=D_{i} z$, we fix a function $\zeta \in C^{1}(\mathbb{R})$ satisfying

$$
0 \leq \zeta \leq 1,0 \leq \zeta^{\prime} \leq 2, \zeta(t)=0 \text { for } t \leq 1, \zeta(t)=1 \text { for } t \geq 2
$$

and define for $\varepsilon>0$

$$
z_{\varepsilon}(x)=\int_{G} \Gamma(x-y) \zeta\left(\frac{|x-y|}{\varepsilon}\right) g(y) d y
$$

Clearly, $z_{\varepsilon}(x) \in C^{1}\left(\mathbb{R}^{N}\right)$ and

$$
v_{i}(x)-D_{i} z_{\varepsilon}(x)=\int_{|x-y| \leq 2 \varepsilon} D_{i}\left\{\left(1-\zeta\left(\frac{|x-y|}{\varepsilon}\right)\right) \Gamma(x-y)\right\} g(y) d y
$$

so that

$$
\begin{aligned}
\left|v_{i}(x)-D_{i} z_{\varepsilon}(x)\right| \leq \sup |g| \int_{|x-y| \leq 2 \varepsilon}\left(\left|D_{i} \Gamma\right|+\frac{2}{\varepsilon}|\Gamma|\right) d y \leq \\
\leq \sup |g| \cdot \begin{cases}\frac{2 N \varepsilon}{N-2} & \text { for } N>2 \\
4 \varepsilon(1+|\lg 2 \varepsilon|) & \text { for } N=2\end{cases}
\end{aligned}
$$

Consequently, $z_{\varepsilon}$ and $D_{i} z_{\varepsilon}$ converge uniformly in compact subsets of $\mathbb{R}^{N}$ to $z$ and $v_{i}$ respectively as $\varepsilon \rightarrow 0$. Hence, $z \in C^{1}\left(\mathbb{R}^{N}\right)$ and $D_{i} z=v_{i}$.

### 3.1 Dini estimates of the generalized Newtonian potential

By virtue of the estimate (3.1.1) for $D_{i j} \Gamma$ and the Dini continuous of $f^{j}$, the functions

$$
\begin{aligned}
u_{i}(x)=\int_{G_{0}} D_{i j} \Gamma(x-y) & \left(f^{j}(y)-f^{j}(x)\right) d y- \\
& -f^{j}(x) \int_{\partial G_{0}} D_{i} \Gamma(x-y) \nu_{j}(y) d_{y} \sigma, \quad i=1, \ldots, N
\end{aligned}
$$

are well defined. Let us define for $\varepsilon>0$

$$
v_{\varepsilon}(x)=\int_{G} D_{i} \Gamma(x-y) \zeta\left(\frac{|x-y|}{\varepsilon}\right) f^{j}(y) d y
$$

Clearly, $v_{\varepsilon}(x) \in C^{1}(G)$ and differentiating, we obtain

$$
\begin{aligned}
& \sum_{j=1}^{n} D_{j} v_{\varepsilon}(x)=\int_{G} D_{j}\left(D_{i} \Gamma(x-y) \zeta\left(\frac{|x-y|}{\varepsilon}\right)\right) f^{j}(y) d y= \\
& =f^{j}(x) \int_{G_{0}} D_{j}\left(D_{i} \Gamma(x-y) \zeta\left(\frac{|x-y|}{\varepsilon}\right)\right) d y+ \\
& +\int_{G} D_{j}\left(D_{i} \Gamma(x-y) \zeta\left(\frac{|x-y|}{\varepsilon}\right)\right)\left(f^{j}(y)-f^{j}(x)\right) d y= \\
& =\int_{G_{0}} D_{j}\left(D_{i} \Gamma(x-y) \zeta\left(\frac{|x-y|}{\varepsilon}\right)\right)\left(f^{j}(y)-f^{j}(x)\right) d y- \\
& -f^{j}(x) \int_{\partial G_{0}} D_{i} \Gamma(x-y) \nu_{j}(y) d_{y} \sigma
\end{aligned}
$$

provided $\varepsilon$ is sufficiently small. Hence, by subtraction

$$
\begin{aligned}
& \left|u_{i}(x)-\sum_{j=1}^{n} D_{j} v_{\varepsilon}(x)\right|= \\
& =\left|\int_{|x-y| \leq 2 \varepsilon} D_{j}\left\{\left(1-\zeta\left(\frac{|x-y|}{\varepsilon}\right)\right) D_{i} \Gamma(x-y)\right\}\left(f^{j}(y)-f^{j}(x)\right) d y\right| \leq \\
& \quad \leq\left[f^{j}\right]_{\mathcal{A} ; x} \cdot \int_{|x-y| \leq 2 \varepsilon}\left(\left|D_{i j} \Gamma\right|+\frac{2}{\varepsilon}\left|D_{i} \Gamma\right|\right) \mathcal{A}(|x-y|) d y \leq
\end{aligned}
$$

$\leq C(N, G) \int_{0}^{2 \varepsilon} \frac{\mathcal{A}(t)}{t} d t \cdot \sum_{j=1}^{N}\left[f^{j}\right]_{\mathcal{A} ; x}$
provided $2 \varepsilon<\operatorname{dist}(x, \partial G)$. Consequently $\sum_{j=1}^{n} D_{j} v_{\varepsilon}(x)$ converges to $u_{i}$ uniformly on compact subsets of $G$ as $\varepsilon \rightarrow 0$, and since $v_{\varepsilon}$ converges uniformly to $v_{i}=D_{i} z$ in $G$, we obtain $w \in C^{2}(G)$ and $u_{i}=D_{i} w$. This completes the proof of Lemma 3.1.

Let $B_{1}=B_{R}\left(x_{0}\right), B_{2}=B_{2 R}\left(x_{0}\right)$ be concentric balls in $\mathbb{R}^{N}$ and $z(x)$, $w(x)$ be Newtonian potentials in $B_{2}$.

Lemma 3.2. Suppose $g \in L^{p}\left(B_{2}\right), p>N / 2$, and $f^{j} \in L^{\infty}\left(B_{2}\right)$, $j=1, \ldots, N$. Then

$$
\begin{gather*}
|z|_{0 ; B_{1}} \leq c(p) R^{2 / p^{\prime}} \ln ^{1 / p^{\prime}}\left(\frac{1}{2 R}\right)\|g\|_{p ; B_{2}}, \quad N=2  \tag{3.1.5}\\
|z|_{0 ; B_{1}} \leq c(p, N) R^{2-N+N / p^{\prime}}\|g\|_{p ; B_{2}}, \quad N \geq 3 \\
|w|_{0 ; B_{1}} \leq 2 R \sum_{j=1}^{N}\left|f^{j}\right|_{0 ; B_{2}} \tag{3.1.6}
\end{gather*}
$$

Proof. The estimates follow from inequalities (3.1.1), Hölder's inequality for integrals and Lemma 3.1.

Lemma 3.3. Let $g \in L^{p}\left(B_{2}\right), p>N, f^{j} \in C^{0, A}\left(\bar{B}_{2}\right), j=1, \ldots, N$, where $\mathcal{A}$ is an $\alpha-$ function Dini continuous at zero. Then $z, w \in C^{1, \mathcal{B}}\left(\bar{B}_{1}\right)$ and

$$
\begin{gather*}
\|z\|_{1, \mathcal{B} ; B_{1}} \leq c\left(p, N, R, \mathcal{A}^{-1}(2 R)\right)\|g\|_{p ; B_{2}}  \tag{3.1.7}\\
\|w\|_{1, \mathcal{B} ; B_{1}} \leq c\left(p, N, R, \alpha, \mathcal{A}^{-1}(2 R), \mathcal{B}(2 R)\right) \sum_{j=1}^{N}\left\|f^{j}\right\|_{0, \mathcal{A} ; B_{2}} \tag{3.1.8}
\end{gather*}
$$

Proof. Let $x, \bar{x} \in B_{1}$ and $G=B_{2}$. By formulas (3.1.3), (3.1.4), taking into account (3.1.1) and Hölder's inequality for integrals and setting $|x-y|=t, y-x=t \omega, d y=t^{N-1} d t d \Omega$, we have

$$
\begin{gather*}
\left|D_{i} z\right| \leq\left(N \omega_{N}\right)^{-1} \int_{B_{2}}|x-y|^{1-N}|g(y)| d y \leq \\
\leq\left(N \omega_{N}\right)^{-1}\|g\|_{p ; B_{2}}\left\{\int_{B_{2}}|x-y|^{(1-N) p^{\prime}} d y\right\}^{1 / p^{\prime}}=  \tag{3.1.9}\\
=\frac{p-1}{p-N}(2 R)^{(p-N) /(p-1)}\|g\|_{p ; B_{2}} ;
\end{gather*}
$$

### 3.1 Dini estimates of the generalized Newtonian potential

$$
\begin{gathered}
\left|D_{i} w(x)\right| \leq\left(N \omega_{N}\right)^{-1} R^{1-N} \sum_{j=1}^{N}\left|f^{j}(x)\right| \int_{\partial B_{2}} d_{y} \sigma+ \\
1.10) \quad+\omega_{N}^{-1} \sum_{j=1}^{N}\left[f^{j}\right]_{\mathcal{A}, x} \cdot \int_{B_{2}} \frac{\mathcal{A}(x-y)}{|x-y|^{N}} d y \leq 2^{N-1} \sum_{j=1}^{N}\left|f^{j}(x)\right|+ \\
+N \sum_{j=1}^{N}\left[f^{j}\right]_{\mathcal{A}, x} \cdot \int_{0}^{2 R} \frac{\mathcal{A}(t)}{t} d t \leq c(N) \mathcal{B}(2 R) \sum_{j=1}^{N}\left(\left|f^{j}(x)\right|+\sum_{j=1}^{N}\left[f^{j}\right]_{\mathcal{A}, x}\right) .
\end{gathered}
$$

Taking into account (3.1.3) we obtain by subtraction

$$
\left|D_{i} z(x)-D_{i} z(\bar{x})\right| \leq \int_{B_{2}}\left|D_{i} \Gamma(x-y)-D_{i} \Gamma(\bar{x}-y)\right| \cdot|g(y)| d y .
$$

We set $\delta=|x-\bar{x}|, \xi=\frac{1}{2}(x-\bar{x})$ and represent $B_{2}=B_{\delta}(\xi) \cup\left\{B_{2} \backslash B_{\delta}(\xi)\right\}$. Then

$$
\begin{gathered}
\int_{B_{\delta}(\xi)}\left|D_{i} \Gamma(x-y)-D_{i} \Gamma(\bar{x}-y)\right| \cdot|g(y)| d y \leq \\
\leq \int_{B_{\delta}(\xi)}\left|D_{i} \Gamma(x-y)\right| \cdot|g(y)| d y+\int_{B_{\delta}(\xi)}\left|D_{i} \Gamma(\bar{x}-y)\right| \cdot|g(y)| d y \leq \\
\leq\left(N \omega_{N}\right)^{-1}\left\{\int_{B_{\delta}(\xi)}|x-y|^{1-N}|g(y)| d y+\int_{B_{\delta}(\xi)}|\bar{x}-y|^{1-N}|g(y)| d y\right\} \leq \\
\leq 2\left(N \omega_{N}\right)^{-1} \int_{B_{3 \delta / 2}(x)}|x-y|^{1-N}|g(y)| d y \leq \\
\leq 2\left(N \omega_{N}\right)^{-1}\|g\|_{p ; B_{2}}\left(\int_{B_{3 \delta / 2}(x)}|x-y|^{(1-N) p^{\prime}} d y\right)^{1 / p^{\prime}} \leq \\
\leq 2\left(N \omega_{N}\right)^{-1 / p}\|g\|_{p ; B_{2}}\left(\frac{3 \delta}{2}\right)^{1-N / p}\left\{N+(1-N) p^{\prime}\right\}^{-1 / p^{\prime}} \leq \\
\leq \frac{2\left(N \omega_{N}\right)^{-1 / p}(2 R)^{1-N / p}}{\left\{N+(1-N) p^{\prime}\right\}^{-1 / p^{\prime}}} \cdot \frac{\mathcal{A}(|x-\bar{x}|)}{\mathcal{A}(2 R)}\|g\|_{p ; B_{2}} .
\end{gathered}
$$

(Here we take into account that $\delta^{\alpha} \leq(2 R)^{\alpha} \mathcal{A}(\delta) / \mathcal{A}(2 R)$ for all $\alpha>0$ by (1.8.1), since $\delta \leq 2 R$.) Similarly,

$$
\begin{gathered}
\int_{B_{2} \backslash B_{\delta}(\xi)}\left|D_{i} \Gamma(x-y)-D_{i} \Gamma(\bar{x}-y)\right| \cdot|g(y)| d y \leq \\
\leq|x-\bar{x}| \int_{\substack{B_{2} \backslash B_{\delta}(\xi) \\
(\text { for some } \widetilde{x}\\
}}\left|D D_{i} \Gamma(\widetilde{x}-y)\right| \cdot|g(y)| d y \\
\text { between } x \text { and } \bar{x} \text { ) }
\end{gathered}
$$

$$
\begin{equation*}
\leq \delta \omega_{N}^{-1} \int_{|y-\xi| \geq \delta}|\widetilde{x}-y|^{-N}|g(y)| d y \leq 2^{N} \delta \omega_{N}^{-1} \int_{|y-\xi| \geq \delta}|\xi-y|^{-N}|g(y)| d y \tag{3.1.12}
\end{equation*}
$$

$$
\text { (since }|y-\xi| \leq 2|y-\widetilde{x}| \text { ) }
$$

$$
\begin{gather*}
\leq 2^{N} \delta \omega_{N}^{-1}\|g\|_{p ; B_{2}}\left(\int_{|y-\xi| \geq \delta}|\xi-y|^{-n p^{\prime}} d y\right)^{1 / p^{\prime}} \leq  \tag{3.1.13}\\
\leq 2^{N} \delta^{1-N / p} \omega_{N}^{-1 / p}(p-1)^{1 / p^{\prime}}\|g\|_{p ; B_{2}} \\
\leq 2^{N}(2 R)^{1-N / p} \omega_{N}^{-1 / p}(p-1)^{1 / p^{\prime}} \cdot \frac{\mathcal{A}(|x-\bar{x}|)}{\mathcal{A}(2 R)}\|g\|_{p ; B_{2}} .
\end{gather*}
$$

From (3.1.11) and (3.1.12), taking into account (1.8.3), we obtain

$$
\begin{align*}
& \left|D_{i} z(x)-D_{i} z(\bar{x})\right| \leq c(N, p, R) \mathcal{A}^{-1}(2 R)\|g\|_{p ; B_{2}} \mathcal{A}(|x-\bar{x}|)  \tag{3.1.14}\\
& \quad \leq c(N, p, R) \mathcal{A}^{-1}(2 R)\|g\|_{p ; B_{2}} \mathcal{B}(|x-\bar{x}|), \quad \forall x, \bar{x} \in B_{1} .
\end{align*}
$$

The first from the required estimates (3.1.7) follows from the inequalities (3.1.5) and (3.1.14).

Now we derive the estimate (3.1.8). By (3.1.4) for $x, \bar{x} \in B_{1}$ we have

$$
\begin{aligned}
D_{i} w(\bar{x})- & D_{i} w(x)=\sum_{j=1}^{N}\left(f^{j}(x) \mathcal{J}_{1 j}+\left(f^{j}(x)-f^{j}(\bar{x})\right) \mathcal{J}_{2 j}\right) \\
& +\mathcal{J}_{3}+\mathcal{J}_{4}+\sum_{j=1}^{N}\left(f^{j}(x)-f^{j}(\bar{x})\right) \mathcal{J}_{5 j}+\mathcal{J}_{6}
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathcal{J}_{1 j}=\int_{\partial B_{2}}\left(D_{i} \Gamma(x-y)-D_{i} \Gamma(\bar{x}-y)\right) \nu_{j}(y) d_{y} \sigma \\
& \mathcal{J}_{2 j}=\int_{\partial B_{2}} D_{i} \Gamma(\bar{x}-y) \nu_{j}(y) d_{y} \sigma
\end{aligned}
$$

$$
\begin{aligned}
\mathcal{J}_{3} & =\int_{B_{\delta}(\xi)} D_{i j} \Gamma(x-y)\left(f^{j}(x)-f^{j}(y)\right) d y \\
\mathcal{J}_{4} & =\int_{B_{\delta}(\xi)} D_{i j} \Gamma(\bar{x}-y)\left(f^{j}(y)-f^{j}(\bar{x})\right) d y \\
\mathcal{J}_{5 j} & =\int_{B_{2} \backslash B_{\delta}(\xi)} D_{i j} \Gamma(x-y) d y \\
\mathcal{J}_{6} & =\int_{B_{2} \backslash B_{\delta}(\xi)}\left(D_{i j} \Gamma(x-y)-D_{i j} \Gamma(\bar{x}-y)\right)\left(f^{j}(\bar{x})-f^{j}(y)\right) d y
\end{aligned}
$$

We estimate these integrals thusly

$$
\left|\mathcal{J}_{1 j}\right| \leq|x-\bar{x}| \int_{\partial B_{2}}\left|D D_{i} \Gamma(\widetilde{x}-y)\right| d_{y} \sigma
$$

(for some point $\widetilde{x}$ between $x$ and $\bar{x}$ )

$$
\begin{aligned}
& \left.\leq|x-\bar{x}| N \omega_{N}^{-1} \int_{\partial B_{2}} \mid \widetilde{x}-y\right)\left.\right|^{-N} d_{y} \sigma \leq N^{2} 2^{N-1}|x-\bar{x}| R^{-1} \\
& \text { (since } \mid \widetilde{x}-y) \mid \geq R \text { for } y \in \partial B_{2} \text { ) } \\
& \leq N^{2} 2^{N-1} \mathcal{A}(|x-\bar{x}|) R^{-1} \delta / \mathcal{A}(\delta) \leq N^{2} 2^{N} \mathcal{A}(|x-\bar{x}|) / \mathcal{A}(2 R) \\
& \text { (since } \delta=|x-\bar{x}| \leq 2 R \text { and } \delta / \mathcal{A}(\delta) \leq 2 R / \mathcal{A}(2 R) \text { by }(1.8 .1) \text { ) } \\
& \leq N^{2} 2^{N} \alpha \mathcal{B}(\delta) / \mathcal{A}(2 R) \quad \text { (by }(1.8 .3) \text { ). }
\end{aligned}
$$

Next,

$$
\begin{aligned}
\left|\mathcal{J}_{2 j}\right| & \leq 2^{N-1}, \\
\left|\mathcal{J}_{3}\right| & \left.\leq \omega_{N}^{-1}\left[f^{j}\right]_{\mathcal{A}, x} \int_{B_{\delta}(\xi)} \mid x-y\right)\left.\right|^{-N} \mathcal{A}(|x-y|) d y \\
& \left.\leq \omega_{N}^{-1}\left[f^{j}\right]_{\mathcal{A}, x} \int_{B_{3 \delta / 2}(x)} \mid x-y\right)\left.\right|^{-N} \mathcal{A}(|x-y|) d y \\
& =N\left[f^{j}\right]_{\mathcal{A}, x} \int_{0}^{3 \delta / 2} \frac{\mathcal{A}(t)}{t} d t \leq N\left(\frac{3}{2}\right)^{\alpha}\left[f^{j}\right]_{\mathcal{A}, x} \mathcal{B}(\delta) \quad(\text { by }(1.8 .2)) .
\end{aligned}
$$

By analogy with the estimate for $\mathcal{J}_{3}$ we obtain

$$
\left|\mathcal{J}_{4}\right| \leq N\left(\frac{3}{2}\right)^{\alpha}\left[f^{j}\right]_{\mathcal{A}, \bar{x}} \mathcal{B}(\delta)
$$

By (3.1.1) it is obvious

$$
\left|\mathcal{J}_{5 j}\right| \leq 2^{N}
$$

At last

$$
\left|\mathcal{J}_{6}\right| \leq|x-\bar{x}| \int_{B_{2} \backslash B_{\delta}(\xi)}\left|D D_{i j} \Gamma(\widetilde{x}-y)\right| \cdot\left|f^{j}(\bar{x})-f^{j}(y)\right| d y
$$

(for some point $\widetilde{x}$ between $x$ and $\bar{x}$ )

$$
\begin{aligned}
& \left.\leq|x-\bar{x}| c(N) \int_{|y-\xi| \geq \delta} \mid \widetilde{x}-y\right)\left.\right|^{-N-1} \cdot\left|f^{j}(\bar{x})-f^{j}(y)\right| d y \\
& \left.\leq c(N) \delta\left[f^{j}\right]_{\mathcal{A}, \bar{x}} \int_{|y-\xi| \geq \delta} \mid \widetilde{x}-y\right)\left.\right|^{-N-1} \mathcal{A}(|\bar{x}-y|) d y \\
& \left.\leq c(N) \delta\left[f^{j}\right]_{\mathcal{A}, \bar{x}} \int_{|y-\xi| \geq \delta} \mid \xi-y\right)\left.\right|^{-N-1} \mathcal{A}\left(\frac{3}{2}|\xi-y|\right) d y \\
& \text { (since } \left.\left.|\bar{x}-y| \leq \frac{3}{2}|\xi-y| \leq 3 \right\rvert\, \widetilde{x}-y\right) \mid \text { ) } \\
& \leq c(N) \omega_{N} \delta\left(\frac{3}{2}\right)^{\alpha}\left[f^{j}\right]_{\mathcal{A}, \bar{x}} \int_{\delta}^{R} t^{-2} \mathcal{A}(t) d t \\
& \text { (since } \mathcal{A}\left(\frac{3}{2} t\right) \leq\left(\frac{3}{2}\right)^{\alpha} \mathcal{A}(t) \quad \text { by }(1.8 .2) \text { ) } \\
& \leq c(N) \omega_{N} \frac{\alpha}{1-\alpha}\left(\frac{3}{2}\right)^{\alpha}\left[f^{j}\right]_{\mathcal{A}, \bar{x}} \mathcal{B}(\delta) \quad \text { by (1.8.4). }
\end{aligned}
$$

Now from (3.1.15) and the above estimates we obtain

$$
\begin{align*}
& \left|D_{i} w(\bar{x})-D_{i} w(x)\right| \leq c(N, \alpha) \sum_{j=1}^{N}\left(\left|f^{j}(x)\right| \mathcal{A}^{-1}(2 R)+\right. \\
& \left.+\left[f^{j}\right]_{\mathcal{A}, x}+\left[f^{j}\right]_{\mathcal{A}, \bar{x}}\right) \mathcal{B}(|x-\bar{x}|) \quad \forall x, \bar{x} \in B_{1} . \tag{3.1.16}
\end{align*}
$$

Finally, from (3.1.10) and (3.1.16) it follows that $w(x) \in C^{1, \mathcal{B}}\left(B_{1}\right)$ and the estimate (3.1.8) holds. Lemma 3.3 is proved.

Now we can assert a $C^{1, \mathcal{B}}$ interior estimate.
Lemma 3.4. Let $G$ be a domain in $\mathbb{R}^{N}$, and let $v(x) \in C^{1, \mathcal{B}}(G)$ be a generalized solution of Poisson's equation ( $P E$ ) with $g \in L^{\frac{N}{1-\alpha}}(G)$, $f^{j} \in C^{0, \mathcal{A}}(\bar{G})$, where $\mathcal{A}$ is an $\alpha$-Dini function. Then for any two concentric

### 3.1 Dini estimates of the generalized

 Newtonian potentialballs $B_{1}=B_{R}\left(x_{0}\right), B_{2}=B_{2 R}\left(x_{0}\right) \subset \subset G$ we have

$$
\begin{equation*}
\|v\|_{1, \mathcal{B} ; B_{1}} \leq c\left(|v|_{0 ; B_{2}}+\|g\|_{\frac{N}{1-\alpha} ; B_{2}}+\sum_{j=1}^{N}\left\|f^{j}\right\|_{0, \mathcal{A} ; B_{2}}\right) \tag{3.1.17}
\end{equation*}
$$

where $c=c\left(N, R, \alpha, \mathcal{A}^{-1}(2 R), \mathcal{B}(2 R)\right)$.
Proof. It is easily shown that the Newtonian potential, given by

$$
V(x)=\int_{G} \Gamma(x-y) g(y) d y+\int_{G} D_{j} \Gamma(x-y) f^{j}(y) d y
$$

is a weak solution of the equation from $(P E)$. We can write

$$
\begin{equation*}
v(x)=V(x)+\widetilde{v}(x), \quad x \in B_{2} \tag{3.1.18}
\end{equation*}
$$

where $\widetilde{v}(x)$ is harmonic in $B_{2}$. By Lemma 3.3, we have

$$
\begin{equation*}
\|V\|_{1, \mathcal{B} ; B_{1}} \leq c\left(\|g\|_{\frac{N}{1-\alpha} ; B_{2}}+\sum_{j=1}^{N}\left\|f^{j}\right\|_{0, \mathcal{A} ; B_{2}}\right) \tag{3.1.19}
\end{equation*}
$$

where $c=c\left(N, R, \alpha, \mathcal{A}^{-1}(2 R), \mathcal{B}(2 R)\right)$. By Theorem $2.10[129]$ we obtain

$$
\begin{align*}
& \text { (3.1.20) }\left|\|\widetilde{v}\|_{1, \mathcal{B} ; B_{1}} \leq|\widetilde{v}|_{1, B_{1}}+\sum_{i=1}^{N} \sup _{\substack{x, y \in B_{1} \\
x \neq y}} \frac{\left|D_{i} \widetilde{v}(x)-D_{i} \widetilde{v}(y)\right|}{\mathcal{B}(|x-y|)} \leq\right.  \tag{3.1.20}\\
& \leq|\widetilde{v}|_{1, B_{1}}+\sup _{x \in B_{1}}\left|D^{2} \widetilde{v}\right| \cdot \sup _{\substack{x, y \in B_{1} \\
x \neq y}} \frac{|x-y|}{\mathcal{B}(|x-y|)} \leq \\
& \leq c_{1}\left(R, \mathcal{A}^{-1}(2 R)\right)|\widetilde{v}|_{2, B_{1}} \leq c_{2}\left(R, \mathcal{A}^{-1}(2 R)\right)|\widetilde{v}|_{0, B_{2}} \leq c_{2}\left(|v|_{0, B_{2}}+|V|_{0, B_{2}}\right) \leq \\
& \leq c_{3}\left(|v|_{0, B_{2}}+\|g\|_{\frac{N}{1-\alpha} ; B_{2}}+\sum_{j=1}^{N}\left\|f^{j}\right\|_{0, B_{2}}\right)
\end{align*}
$$

in virtue of Lemma 3.2. From (3.1.18)-(3.1.20) it follows the desired estimate (3.1.17).

Corresponding boundary estimates can be derived in a similar way. Let us first derive the appropriate extension of the estimate for the generalized newtonian potential $w(x)$ with density function $\operatorname{div} f$.

Lemma 3.5. Let $f^{j} \in C^{0, \mathcal{A}}\left(\overline{B_{2}^{+}}\right)(j=1, \ldots, N)$. Then $w \in C^{1, \mathcal{B}}\left(\bar{B}_{1}^{+}\right)$ and

$$
\begin{equation*}
\|w\|_{1, \mathcal{B} ; B_{1}^{+}} \leq c\left(p, N, R, \alpha, \mathcal{A}^{-1}(2 R), \mathcal{B}(2 R)\right) \sum_{j=1}^{N}\left\|f^{j}\right\|_{0, \mathcal{A} ; B_{2}^{+}} . \tag{3.1.21}
\end{equation*}
$$

Proof. We assume that $B_{2}$ intersects $\Sigma$ since otherwise the result is already contained in Lemma 3.3. The representation (3.1.4) holds for $D_{i} w(x)$ with $G_{0}=B_{2}^{+}$. If either $i$ or $j \neq N$, then the portion of the boundary integral

$$
\int_{\partial B_{2}^{+} \cap \Sigma} D_{i} \Gamma(x-y) \nu_{j}(y) d_{y} \sigma=\int_{\partial B_{2}^{+} \cap \Sigma} D_{j} \Gamma(x-y) \nu_{i}(y) d_{y} \sigma=0
$$

since $\nu_{i}$ or $\nu_{j}=0$ on $\Sigma$. The estimates in Lemma 3.3 for $D_{i} w(x)$ ( $i$ or $j \neq N)$ then proceed exactly as before with $B_{2}$ replaced by $B_{2}^{+}, B_{\delta}(\xi)$ replaced by $B_{\delta}(\xi) \cap B_{2}^{+}$and $\partial B_{2}$ replaced by $\partial B_{2}^{+} \backslash \Sigma$. Finally $D_{N N} w$ can be estimated from the equation of the problem ( $P E$ ) and the estimates on $D_{k k} w$ for $k=1, \ldots, N-1$.

Theorem 3.6. Let $v(x) \in C^{0}\left(\overline{B_{2}^{+}}\right)$be a generalized solution of equation $(P E)$ in $B_{2}^{+}$with $g \in L^{\frac{N}{1-\alpha}}\left(B_{2}^{+}\right), f^{j} \in C^{0, \mathcal{A}}\left(\overline{B_{2}^{+}}\right)(j=1, \ldots, N)$, where $\mathcal{A}$ is an $\alpha-$ function satisfying the Dini condition at zero, and let $v=0$ on $B_{2} \cap \Sigma$. Then $v \in C^{1, \mathcal{B}}\left(\overline{B_{1}^{+}}\right)$, and

$$
\begin{equation*}
\|v\|_{1, \mathcal{B} ; B_{1}^{+}} \leq c\left(|v|_{0 ; B_{2}^{+}}+\|g\|_{\frac{N}{1-\alpha} ; B_{2}^{+}}+\sum_{j=1}^{N}\left\|f^{j}\right\|_{0, \mathcal{A} ; B_{2}^{+}}\right), \tag{3.1.22}
\end{equation*}
$$

where $c=c\left(N, R, \alpha, \mathcal{A}^{-1}(2 R), \mathcal{B}(2 R)\right)$.
Proof. We use the method of reflection. Let $x^{\prime}=\left(x_{1}, \ldots, x_{N-1}\right)$, $x^{*}=\left(x^{\prime},-x_{N}\right)$ and define

$$
f_{*}^{i}(x)=\left\{\begin{array}{ll}
f^{i}(x) & \text { if } x_{N} \geq 0 \\
f^{i}\left(x^{*}\right) & \text { if } x_{N} \leq 0
\end{array} \quad(i=1, \ldots, N)\right.
$$

We assume that $B_{2}$ intersects $\Sigma$; otherwise Lemma 3.4 implies (3.1.22). We set $B_{2}^{-}=\left\{x \in \mathbb{R}^{N} \mid x^{*} \in B_{2}^{+}\right\}$and $D=B_{2}^{+} \cup B_{2}^{-} \cup\left(B_{2} \cap \Sigma\right)$. Then $f_{*}^{i}(x) \in C^{0, \mathcal{A}}(\bar{D})$ and

$$
\left\|f_{*}^{i}\right\|_{0, \mathcal{A} ; D} \leq 2\left\|f^{i}\right\|_{0, \mathcal{A} ; B_{2}^{+}} \quad(i=1, \ldots, N)
$$

Let

$$
G(x, y)=\Gamma(x-y)-\Gamma\left(x-y^{*}\right)=\Gamma(x-y)-\Gamma\left(x^{*}-y\right)
$$

denote the Green's function of the half-space $\mathbb{R}_{+}^{N}$, and consider

$$
\vec{w}(x)=-\int_{B_{2}^{+}} D_{y} G(x, y) \vec{f}(y) d y, \quad D_{y}=\left(D_{y_{1}}, \ldots, D_{y_{N}}\right)
$$

### 3.1 Dini estimates of the generalized Newtonian potential

For each $i=1, \ldots, N$ let $w_{i}(x)$ denote the component of $\vec{w}(x)$ given by

$$
w_{i}(x)=\int_{B_{2}^{+}} D_{y_{i}} \Gamma(x-y) f^{i}(y) d y+\int_{B_{2}^{+}} D_{y_{i}} \Gamma\left(x^{*}-y\right) f^{i}(y) d y .
$$

We can see that $\vec{w}(x)$ and $w_{i}(x)$ vanish on $B_{2} \cap \Sigma$. Noting that

$$
\int_{B_{2}^{+}} \Gamma\left(x^{*}-y\right) f^{i}(y) d y=\int_{B_{2}^{-}} \Gamma(x-y) f_{*}^{i}(y) d y, \quad(i=1, \ldots, N-1),
$$

we obtain

$$
\begin{equation*}
w_{i}(x)=D_{i}\left[2 \int_{B_{2}^{+}} \Gamma(x-y) f^{i}(y) d y-\int_{D} \Gamma(x-y) f_{*}^{i}(y) d y\right] \tag{3.1.23}
\end{equation*}
$$

$$
(i=1, \ldots, N-1)
$$

And when $i=N$, since

$$
\int_{B_{2}^{+}} D_{y_{N}} \Gamma\left(x^{*}-y\right) f^{N}(y) d y=\int_{B_{2}^{-}} D_{y_{N}} \Gamma(x-y) f_{*}^{N}(y) d y
$$

we have

$$
\begin{equation*}
w_{N}(x)=D_{N} \int_{D} \Gamma(x-y) f_{*}^{N}(y) d y \tag{3.1.24}
\end{equation*}
$$

Letting

$$
w_{i}^{*}(x)=-D_{i} \int_{D} \Gamma(x-y) f_{*}^{i}(y) d y, \quad(i=1, \ldots, N)
$$

we have by Lemma 3.3

$$
\begin{aligned}
\left\|w^{*}\right\|_{1, \mathcal{B} ; B_{1}^{+}} \leq c(p, N, & \left.R, \alpha, \mathcal{A}^{-1}(2 R), \mathcal{B}(2 R)\right) \sum_{j=1}^{N}\left\|f_{*}^{j}\right\|_{0, \mathcal{A} ; D} \leq \\
\leq & 2 c\left(p, N, R, \alpha, \mathcal{A}^{-1}(2 R), \mathcal{B}(2 R)\right) \sum_{j=1}^{N}\left\|f^{j}\right\|_{0, \mathcal{A} ; B_{2}^{+}}
\end{aligned}
$$

Combining this with Lemma 3.5, we obtain

$$
\begin{equation*}
\|w\|_{1, \mathcal{B} ; B_{1}^{+}} \leq c\left(p, N, R, \alpha, \mathcal{A}^{-1}(2 R), \mathcal{B}(2 R)\right) \sum_{j=1}^{N}\left\|f^{j}\right\|_{0, \mathcal{A} ; B_{2}^{+}} . \tag{3.1.25}
\end{equation*}
$$

Now let $\widetilde{v}(x)=v(x)-V(x)$, where $V(x)$ is the Newtonian potential from Lemma 3.4. Then $\widetilde{v}(x)$ is harmonic in $B_{2}^{+}$and $\widetilde{v}(x)=0$ on $\Sigma$.
By Schwarz reflection principle $\widetilde{v}(x)$ may be extended to a harmonic function
in $B_{2}$ and hence the estimate (3.1.22) follows from the interior derivative estimate for harmonic functions by Theorem 2.10 [129] (see the proof of Lemma 3.4).

### 3.2. The equation with constant coefficients. Green's function

Let

$$
\mathcal{L}_{0} \equiv a_{0}^{i j} D_{i j}, \quad a_{0}^{i j}=a_{0}^{j i}
$$

be a differential operator with constant coefficients $a_{0}^{i j}$ satisfying

$$
\nu|\xi|^{2} \leq a_{0}^{i j} \xi_{i} \xi_{j} \leq \mu|\xi|^{2}, \quad \forall \xi \in \mathbb{R}^{N}
$$

for positive constants $\nu, \mu$ and let $\operatorname{det}\left(a_{0}^{i j}\right)=1$.
Definition 3.7. The Green's function of the first kind of the operator $\mathcal{L}_{0}$ for the domain $G$ is the function $G(x, y)$ satisfying the following properties

- $\mathcal{L}_{0} G(x, y)=\delta(x-y), x \in G$, where $\delta(x-y)$ is the Dirac function;
- $G(x, y)=0, \quad x \in \partial G$.

For the properties, the existence and the construction of Green's functions in detail see, for example, $\S 5.1$ [43], chapter I [313]. We note the following statements

Lemma 3.8. Let $G(x, y)$ be the Green function of $\mathcal{L}_{0}$ in $\mathbb{R}_{+}^{N}, N \geq 3$. Then $G(x, y)$ satisfies the following inequalities:

$$
\begin{gathered}
G(x, y) \leq\left\{\begin{array}{l}
|x-y|^{2-N} \\
C y_{N}|x-y|^{1-N}, \\
C x_{N} y_{N}|x-y|^{-N}
\end{array}\right. \\
\left|D_{i} G(x, y)\right| \leq\left\{\begin{array}{l}
C|x-y|^{1-N} \\
C y_{N}|x-y|^{-N}
\end{array}\right. \\
\left|D_{i j} G(x, y)\right| \leq\left\{\begin{array}{l}
C|x-y|^{-N}, \\
C y_{N}|x-y|^{-1-N}
\end{array}\right.
\end{gathered}
$$

where $C$ depends only on $\nu, \mu, N$.
Proof. Let $A$ be the matrix $\left(a_{0}^{i j}\right)$ and $T$ be a constant matrix which defines a nonsingular linear transformation $x^{\prime}=x T$ from $\mathbb{R}^{N}$ onto $\mathbb{R}^{N}$. Letting $\widetilde{v}\left(x^{\prime}\right)=v(x T)$ one verifies easily that

$$
a_{0}^{i j} D_{i j} v(x)=\tilde{a}_{0}^{i j} D_{i j} \widetilde{v}\left(x^{\prime}\right)
$$

where $\widetilde{A}=T^{t} A T, T^{t}=T$ transpose. For suitable orthogonal matrix $T, \widetilde{A}$ is a diagonal matrix $\Lambda$ whose diagonal elements are the eigenvalues $\lambda_{1}, \ldots, \lambda_{N}$
of $A$. If $Q=T \Lambda^{-1 / 2}$, where $\Lambda^{-1 / 2}=\left[\lambda_{i}^{-1 / 2} \delta_{i}^{j}\right]$, then the transformation $x^{\prime}=x Q$ takes $\mathcal{L}_{0} v=\triangle^{\prime} \widetilde{v}\left(x^{\prime}\right)$, that is $\mathcal{L}_{0}$ is transformed into the Laplace operator. By a further rotation we may assume that $Q$ takes the half-space $x_{N}>0$ onto the half-space $x_{N}^{\prime}>0$.

Since the orthogonal matrix $T$ preserves length, we have

$$
\begin{gathered}
\Lambda^{-1 / 2}|x| \leq\left|x^{\prime}\right|=|x Q| \leq \lambda^{-1 / 2}|x| \\
\lambda=\min \left\{\lambda_{1}, \ldots, \lambda_{N}\right\}=\nu ; \Lambda=\max \left\{\lambda_{1}, \ldots, \lambda_{N}\right\}=\mu
\end{gathered}
$$

It follows that $\widetilde{G}\left(x^{\prime}, y^{\prime}\right)=G(x Q, y Q)$ is the Green function of the Laplace operator in the half-space $x_{N}^{\prime}>0$.

The corresponding inequalities for $\widetilde{G}\left(x^{\prime}, y^{\prime}\right)$ are well known, since we know $\widetilde{G}\left(x^{\prime}, y^{\prime}\right)$ explicitly (see, for example, $\S 2.4$ [129] or $\S \S 8,10$ Chapter I [313]). Here $C$ depends on $N$ only. Now required inequalities follow easily, since the dilation of distance is bounded above and below with $\mu$ and $\nu$.

In the same way we can prove the next Lemma. (Here we use the explicit form of the Green function for a ball, see, for example, $\S 2.5$ [129],and a homothety.)

Lemma 3.9. Let $G(x, y)$ be the Green function of $\mathcal{L}_{0}$ for the ball $\bar{B}_{\varrho}(0)$. Then $G(x, y)$ satisfies the following inequalities

$$
\begin{gathered}
G(x, y) \leq C|x-y|^{2-N},\left|\nabla_{x} G(x, y)\right| \leq C|x-y|^{1-N}, \text { for } x, y \in \bar{B}_{\varrho}(0) \\
\left|\frac{\partial}{\partial y_{i}} \nabla_{x} G(x, y)\right| \leq C \varrho^{-N},\left|\frac{\partial^{2}}{\partial y_{i} \partial y_{j}} \nabla_{x} G(x, y)\right| \leq C \varrho^{-N-1} \\
\text { for } y \in \bar{B}_{\varrho / 2}(0),|x|=\varrho, N \geq 3
\end{gathered}
$$

where $C$ depends only on $\nu, \mu, N$.
Finally, we note the Green representation formula

$$
\begin{equation*}
u(y)=\int_{\partial G} u(x) \frac{\partial G(x, y)}{\partial \nu_{x}} d s_{x}+\int_{G} G(x, y) \mathcal{L}_{0} u d x \tag{3.2.1}
\end{equation*}
$$

where $G(x, y)$ is the Green function of the operator $\mathcal{L}_{0}$ in $G$ and $\frac{\partial}{\partial \nu}$ denotes the conormal derivative, that is the derivative with direction cosines $a_{0}^{i j} n_{j}$, $i=1, \cdots, N$. It is well known that this formula is valid in a Dini-Liapunov region (see Chapter I [313]).

Now we establish a necessary preliminary result that extends Lemma 3.4 and Theorem 3.6 from Poisson's equation to other elliptic equations with constant coefficients. We state these extensions in the following theorem:

Theorem 3.10. In the equation

$$
\begin{equation*}
\mathcal{L}_{0} u \equiv a_{0}^{i j} D_{i j} u=g(x)+\frac{\partial f^{j}(x)}{\partial x_{j}}, \quad a_{0}^{i j}=a_{0}^{j i}, x \in G \tag{ECC}
\end{equation*}
$$

let $A=\left(a_{0}^{i j}\right)$ be a constant matrix such that

$$
\nu|\xi|^{2} \leq a_{0}^{i j} \xi_{i} \xi_{j} \leq \mu|\xi|^{2}, \quad \forall \xi \in \mathbb{R}^{N}
$$

for positive constants $\nu, \mu$.
(a) Let $G$ be a domain in $\mathbb{R}^{N}$, and let $v(x) \in C^{1, \mathcal{B}}(G)$ be a generalized solution of equation $(E C C)$ with $g \in L^{\frac{N}{1-\alpha}}(G), f^{j} \in C^{0, \mathcal{A}}(\bar{G}),(j=$ $1, \ldots, N)$ where $\mathcal{A}$ is an $\alpha$-Dini function. Then for any two concentric balls $B_{1}=B_{R}\left(x_{0}\right), B_{2}=B_{2 R}\left(x_{0}\right) \subset \subset G$ we have

$$
\begin{equation*}
\|v\|_{1, \mathcal{B} ; B_{1}} \leq c\left(|v|_{0 ; B_{2}}+\|g\|_{\frac{N}{1-\alpha} ; B_{2}}+\sum_{j=1}^{N}\left\|f^{j}\right\|_{0, \mathcal{A} ; B_{2}}\right) \tag{3.2.2}
\end{equation*}
$$

where $c=c\left(N, R, \alpha, \nu, \mu, \mathcal{A}^{-1}(2 R), \mathcal{B}(2 R)\right)$.
(b) Let $v(x) \in C^{0}\left(\overline{B_{2}^{+}}\right)$be a generalized solution of equation $\mathcal{L}_{0} v=g(x)+\frac{\partial f^{j}(x)}{\partial x_{j}}$ in $B_{2}^{+}$with $g \in L^{\frac{N}{1-\alpha}}\left(B_{2}^{+}\right), f^{j} \in C^{0, \mathcal{A}}\left(\overline{B_{2}^{+}}\right)$, $(j=1, \ldots, N)$, where $\mathcal{A}$ is an $\alpha$ - function satisfying the Dini condition at zero, and let $v=0$ on $B_{2} \cap \Sigma$. Then $v \in C^{1, \mathcal{B}}\left(\overline{B_{1}^{+}}\right)$, and

$$
\begin{equation*}
\|v\|_{1, \mathcal{B} ; B_{1}^{+}} \leq c\left(|v|_{0 ; B_{2}^{+}}+\|g\|_{\frac{N}{1-\alpha} ; B_{2}^{+}}+\sum_{j=1}^{N}\left\|f^{j}\right\|_{0, \mathcal{A} ; B_{2}^{+}}\right), \tag{3.2.3}
\end{equation*}
$$

where $c=c\left(N, R, \alpha, \nu, \mu, \mathcal{A}^{-1}(2 R), \mathcal{B}(2 R)\right)$.
Proof. Let $T$ be a constant matrix which defines a nonsingular linear transformation $y=x T$ from $\mathbb{R}^{N}$ onto $\mathbb{R}^{N}$. Letting $\widetilde{v}(y)=v(x T)$ one verifies easily that

$$
a_{0}^{i j} D_{i j} v(x)=\widetilde{a}_{0}^{i j} D_{i j} \widetilde{v}(y)
$$

where $\widetilde{A}=T^{t} A T, T^{t}=T$ transpose. For suitable orthogonal matrix $T, \widetilde{A}$ is a diagonal matrix $\Lambda$ whose diagonal elements are the eigenvalues $\lambda_{1}, \ldots, \lambda_{N}$ of $A$. If $Q=T \Lambda^{-1 / 2}$, where $\Lambda^{-1 / 2}=\left[\lambda_{i}^{-1 / 2} \delta_{i}^{j}\right]$, then the transformation $y=x Q$ takes $\mathcal{L}_{0} v=g(x)+\frac{\partial f^{j}(x)}{\partial x_{j}}$ into the Poisson equation $\triangle \widetilde{v}(y)=$ $\tilde{g}(y)+q_{j}^{k} \frac{\partial \tilde{f}^{j}(y)}{\partial y_{k}}$. By a further rotation we may assume that $Q$ takes the half-space $x_{N}>0$ onto the half-space $y_{N}>0$.

Since the orthogonal matrix $T$ preserves length, we have

$$
\begin{gathered}
\Lambda^{-1 / 2}|x| \leq|y|=|x Q| \leq \lambda^{-1 / 2}|x| ; \\
\lambda=\min \left\{\lambda_{1}, \ldots, \lambda_{N}\right\}=\nu \text { and } \Lambda=\max \left\{\lambda_{1}, \ldots, \lambda_{N}\right\}=\mu
\end{gathered}
$$

It follows that if $\widetilde{B}\left(y_{0}\right)$ is the image of $B\left(x_{0}\right)$ under the transformation $y=x Q$ then the norms $\|\bullet\|_{k, \mathcal{A}}$ defined on $B$ and $\widetilde{B}$ are equivalent, that is these norms are related by the inequality

$$
c^{-1}\|v\|_{k, \mathcal{A} ; B} \leq\|\widetilde{v}\|_{k, \mathcal{A} ; \tilde{B}} \leq c\|v\|_{k, \mathcal{A} ; B} ; k=0,1
$$

where $c=c(k, N, \nu, \mu)$.
Similarly if $\widetilde{B}^{+}\left(y_{0}\right)$ with boundary portion $\widetilde{\sigma}$ on $y_{N}=0$ is the image of $B^{+}\left(x_{0}\right)$ with a boundary portion $\sigma$ on $\Sigma$, the norms $\|\bullet\|_{k, \mathcal{A}}$ defined on $B^{+}$ and $\widetilde{B}^{+}$are equivalent, i.e. these norms are related by the inequality

$$
c^{-1}\|v\|_{k, \mathcal{A} ; B^{+} \cup \sigma} \leq\|\widetilde{v}\|_{k, \mathcal{A} ; \widetilde{B}^{+} \cup \widetilde{\sigma}} \leq c\|v\|_{k, \mathcal{A} ; B^{+} \cup \sigma} ; k=0,1,
$$

where $c=c(k, N, \nu, \mu)$.
To prove part (a) of our Theorem we apply Lemma 3.4 in $\widetilde{B}\left(y_{0}\right)$ to obtain

$$
\begin{aligned}
\|v\|_{1, \mathcal{B} ; B_{1}} \leq c\|\widetilde{v}\|_{1, \mathcal{B} ; \widetilde{B}_{1}} \leq & C\left(|\widetilde{v}|_{0 ; \widetilde{B}_{2}}+\|\widetilde{g}\|_{\frac{N}{1-\alpha} ; \widetilde{B}_{2}}+\sum_{j=1}^{N}\left\|\widetilde{f}^{j}\right\|_{0, \mathcal{A} ; \widetilde{B}_{2}}\right) \leq \\
& \leq C\left(|v|_{0 ; B_{2}}+\|g\|_{\frac{N}{1-\alpha} ; B_{2}}+\sum_{j=1}^{N}\left\|f^{j}\right\|_{0, \mathcal{A}_{;} ; B_{2}}\right)
\end{aligned}
$$

which is the desired conclusion (3.2.2).
Part (b) of our Theorem is proved in the same way, using Theorem 3.6.

### 3.3. The Laplace operator in weighted Sobolev spaces

Let $G$ be a conical domain. We consider the Dirichlet problem for the Poisson equation

$$
\begin{cases}\Delta u=f & \text { in } G  \tag{DPE}\\ u=\varphi & \text { on } \partial G .\end{cases}
$$

It is known from the classical paper by Kondrate'v [161] that the behavior of solutions of (DPE) is controlled by the eigenvalues of the eigenvalue problem ( $E V D$ ) for the Laplace-Beltrami operator $\Delta_{\omega}$.

Theorem 3.11. (See Theorem 4.1 [275], Theorem 2.6 .5 [199]).
Let $p \in(1, \infty), k \in \mathbb{N}$ with $k \geq 2$ and $\alpha \in \mathbb{R}$. Let $\lambda$ be defined by (2.5.11) with the smallest positive eigenvalue $\vartheta$ of (EVD). Then the Dirichlet problem (DPE) has a unique solution $u \in V_{p, \alpha}^{k}(G)$ for all $f \in V_{p, \alpha}^{k-2}(G)$, $\varphi \in V_{p, \alpha}^{k-1 / p}(\partial G)$ if and only if

$$
-\lambda+2-N<k-(\alpha+N) / p<\lambda
$$

In this case the following a-priori estimate is valid

$$
\|u\|_{V_{p, \alpha}^{k}(G)} \leq c\left\{\|f\|_{V_{p, \alpha}^{k}-2}(G)+\|\varphi\|_{V_{p, \alpha}^{k, 1 / p}(\partial G)}\right\}
$$

### 3.4. Notes

Section 3.1 is a modification of Chapter 4 [129]: we replaced Höldercontinuity by Dini-continuity.

Discussions of boundary value problems for the Laplacian in nonsmooth domains can be found in a number of works (see e.g. [2, 9, 91, 89, 113, 116, 126, 127, 133, 135, 161, 177, 198, 199, 213, 242, 243, 249, $278,248,322,327,332,347,350,356,398,403,407,408,409]$ ). Theorem 3.11 was established for the first time in the work [161] for $p=2$. V.G. Maz'ya and B.A. Plamenevsky [275] extended this result to the case $1<p<\infty$. For details we refer to [199] (in particular, see there Notes 1.5, 2.7).

Other boundary value problems for the Laplace equation or for general second order elliptic equations and systems with constant coefficients in nonsmooth domain have been studied in many works: W. Zajączkowski and V. Solonnikov [409] - Neumann problem in a domain with edges; P. Grisvard [133], M. Dauge [92], N. Wigley [407, 408] - Neumann and mixed problem on curvilinear polyhedra; L. Stupelis - Neumann problem in a plane angle, N. Grachev and V. Maz'ya [131, 132] - Neumann problem in a polyhedral cone; Y. Saito - the limiting equation for Neumann Laplacians on shrinking domains [351]; V. Maz'ya and J. Rossmann [291]-[293] - the mixed problem in a polyhedral domain. J. Banasiak [30] investigated the elliptic transmission problem for Laplacian in plane domains with curvilinear polygons as its boundaries. New elliptic regularity results for polyhedral Laplace interface problems for anisotropic materials are established by V. Maz'ya, J. Elschner, J. Rehberg and G. Schmidt [262]. Some unilateral boundary value problems (e.g., Signorini transmission problems with mixed boundary conditions) in polygonal and polyhedral domains are studied in [82].

## CHAPTER 4

## Strong solutions of the Dirichlet problem for linear equations

### 4.1. The Dirichlet problem in general domains

Let $G \subset \mathbb{R}^{N}$ be a bounded domain. We consider the following Dirichlet problem
$(L) \quad\left\{\begin{array}{l}L u:=a^{i j}(x) D_{i j} u(x)+a^{i}(x) D_{i} u(x)+a(x) u(x)=f(x) \text { in } G, \\ u(x)=\varphi(x) \text { on } \partial G,\end{array}\right.$
where the coefficients $a^{i j}(x)=a^{j i}(x)$ and satisfy the uniform ellipticity condition

$$
\nu|\xi|^{2} \leq a^{i j}(x) \xi_{i} \xi_{j} \leq \mu|\xi|^{2} \quad \forall \xi \in \mathbb{R}^{N}, x \in \bar{G}
$$

with the ellipticity constants $\nu, \mu>0$.
Let us recall some well known facts about $W^{2, p}(G)$ solutions of this problem.

THEOREM 4.1. (Unique solvability) [129, Theorem 9.30 and the remark in the end of $\S 9.5$ ].

Let $G$ satisfy an exterior cone condition at every boundary point and let be given $p \geq N$. Let

- $a^{i j} \in C^{0}(G) \cap L^{\infty}(G), \quad a^{i} \in L^{q}(G), a \in L^{p}(G), \quad i, j=1, \ldots, N$, where $q>N$, if $p=N$, and $q=N$, if $p>N$;
- $a(x) \leq 0 \forall x \in G$ :
- $f \in L^{p}(G), \varphi \in C^{0}(\partial G)$.

Then the boundary value problem (L) has a unique solution $u \in W_{l o c}^{2, p}(G) \cap C^{0}(\bar{G})$.

Theorem 4.2. [129, Theorem 9.1] (Alexandrov's Maximum Principle) Let $u \in W_{l o c}^{2, N}(G) \cap C^{0}(\bar{G})$ satisfy the boundary value problem ( $L$ ). Furthermore let

- $\left(\sum_{i=1}^{N}\left|a^{i}\right|^{2}\right)^{1 / 2}, f \in L^{N}(G)$,
- $a(x) \leq 0 \forall x \in G$.

Then

$$
\sup _{G} u \leq \sup _{\partial G} u^{+}+c\|f\|_{L^{N}(G)},
$$

where $c$ depends only on $N, \nu, \operatorname{diam} G$ and $\left\|\left(\sum_{i=1}^{N}\left|a^{i}\right|^{2}\right)^{1 / 2}\right\|_{L^{N}(G)}$.
Theorem 4.3. The E. Hopf strong maximum principle (see Theorems 9.6, 3.5 [129]).

Let $L$ be elliptic in the domain $G$ and $a^{i}(x), i=1, \ldots, N$; $a(x) \in L_{l o c}^{\infty}(G), a(x) \leq 0$. If $u \in W_{l o c}^{2, N}(G)$ satisfies $L[u] \geq 0(\leq 0)$ in $G$, then $u$ cannot achieve a nonnegative maximum (non-positive minimum) in $G$ unless it is a constant.

Applying the Alexandrov Maximum Principle to the difference of two functions we obtain the following comparison principle.

Theorem 4.4. (Comparison principle) Let $L$ be elliptic in $G$, let $\left(\sum_{i=1}^{N}\left|a^{i}\right|^{2}\right)^{1 / 2}, f \in L^{N}(G), \forall x \in G: a(x) \leq 0$ and $u, v \in W_{l o c}^{2, N}(G) \cap C^{0}(\bar{G})$ with $L u \geq L v$ in $G$ and $u \leq v$ on $\partial G$. Then $u \leq v$ throughout $G$.

Theorem 4.5. [129, Theorem 9.26], [383] (Local maximum principle) Let $G$ be a bounded domain with subdomains $T, G^{\prime}$ such that $T \subset$ $G^{\prime} \subset \bar{G}$ and suppose that $a^{i} \in L^{q}(G), q>N$ and $a \in L^{N}(G)$. Let $u \in W^{2, N}(G) \cap C^{0}(\bar{G})$ satisfy $L u \geq f$ in $G$ and $u \leq 0$ on $T \cap \partial G$ where $f \in L^{N}\left(G^{\prime}\right)$. Then for any $p>0$, we have

$$
\sup _{T} u \leq c\left\{\|f\|_{L^{N}\left(G^{\prime}\right)}+\|u\|_{L^{p}\left(G^{\prime}\right)}\right\},
$$

where the constant $c$ depends only on $N, \mu, \nu, p,\left\|a^{i}\right\|_{q, G^{\prime}},\|a\|_{N, G^{\prime}}, T, G^{\prime}, G$.
Theorem 4.6. [129, Theorem 9.13] ( $L^{p}$-estimate) Let $G$ be a bounded domain in $\mathbb{R}^{N}$ and $T \subset \partial G$ be of the class $C^{1,1}$. Furthermore, let $u \in$ $W^{2, p}(G), 1<p<\infty$, be a strong solution of $(L)$ with $f \in L^{p}(G)$ and $u=0$ on $T$ in the sense of $W^{1, p}(G)$. We assume that

- $a^{i j} \in C^{0}(G \cup T)$,
- $a^{i} \in L^{q}(G)$, where $q>N$ if $p \leq N$ and $q=p$ if $p>N$,
- $a \in L^{r}(G)$, where $r>N / 2$ if $p \leq N / 2$ and $r=p$ if $p>N / 2$.

Then, for any domain $G^{\prime} \subset \subset G \cup T$,

$$
\begin{equation*}
\|u\|_{W^{2, p}\left(G^{\prime}\right)} \leq c\left(\|u\|_{L^{p}(G)}+\|f\|_{L^{p}(G)}\right), \tag{4.1.1}
\end{equation*}
$$

where $c$ depends only on $N, p, \nu, \mu, T, G^{\prime}, G$, the moduli of continuity of the coefficients $a^{i j}$ on $G^{\prime}$ and on $\left\|\left(\sum_{i=1}^{N}\left|a^{i}\right|^{2}\right)^{1 / 2}\right\|_{L^{q}(G)}, \quad\|a\|_{L^{r}(G)}$.

Theorem 4.7. [4, Theorem 15.2] Let $G$ be a bounded domain of class $C^{k}$ with $k \in \mathbb{N}, k \geq 2$ and suppose that the coefficients of the operator $L$ belong to $C^{k-2}(G)$ and have $C^{k-2}-$ norms bounded by $K$. Let $u$ be $a$ solution of $(L)$ with $f \in W^{k-2, p}(G)$ and $\varphi \in W^{k-1 / p, p}(\partial G)$. Then $u \in$ $W^{k, p}(G)$ and the following estimate is valid

$$
\|u\|_{W^{k, p}(G)} \leq c\left\{\|f\|_{W^{k-2, p}(G)}+\|\varphi\|_{W^{k-1 / p, p}(\partial G)}+\|u\|_{L^{p}(G)}\right\},
$$

where $c$ depends only on $\nu, \mu, K, k, p$, the domain $G$, and the modulus of continuity of the leading coefficients of $L$.

By use of a suitable cut-off function we obtain the following localized version of the above theorem.

Theorem 4.8. [4, Theorem 15.3] Let $G$ be a bounded domain of class $C^{k}$ with subdomains $T, G^{\prime}$ such that $T \subset G^{\prime} \subset \bar{G}$. We suppose that the coefficients of the operator $L$ belong to $C^{k-2}(G)$ with $k \in \mathbb{N}, k \geq 2$. Let $u$ be a solution of ( $L$ ) with $f \in W^{k-2, p}\left(G^{\prime}\right)$ and $\varphi \in W^{k-1 / p, p}\left(\partial G^{\prime} \cap \partial G\right)$. Then $u \in W^{k, p}(T)$ and the following estimate is valid

$$
\|u\|_{W^{k, p}(T)} \leq c\left\{\|f\|_{W^{k-2, p}\left(G^{\prime}\right)}+\|\varphi\|_{W^{k-1 / p, p}\left(\partial G^{\prime} \cap \partial G\right)}+\|u\|_{L^{p}\left(G^{\prime}\right)}\right\} .
$$

The stronger result is valid for the case $N=2$; it is the Bernstein estimate (see in detail $\S 19$ Chapter III, the inequality (19.20) [216]).

Theorem 4.9. Let $G \subset \mathbb{R}^{2}$ be a bounded domain and $G^{\prime} \subset \subset \bar{G} \backslash \mathcal{O}$ be any subdomain with $a W^{2, p}, p>2$ boundary portion $T=\left(\partial G^{\prime} \cap \partial G\right) \subset \partial G \backslash$ $\mathcal{O}$. Let $u \in W^{2}(G)$ be a strong solution of the equation $a^{i j}(x) D_{i j} u(x)=f(x)$ in $G^{\prime}$ with $u=0$ on $T$ in the sense of $W^{1}(G)$. Let the equation satisfy the uniform ellipticity condition with the ellipticity constants $\nu, \mu$. Then, for any subdomain $G^{\prime \prime} \subset \subset G^{\prime} \cup T$ we have

$$
\|u\|_{W^{2}\left(G^{\prime \prime}\right)}^{2} \leq C \int_{G^{\prime}}\left(u^{2}+f^{2}\right) d x
$$

where $C$ depends on $\nu, \mu, p, T, G^{\prime \prime}, G^{\prime}$.
Finally, we cite one theorem about local gradient bound for uniformly elliptic equations with two variables in general form.

Theorem 4.10. [215, Theorem 17.4], [216, Theorem 19.4]. Let $G \subset \mathbb{R}^{2}$ be a bounded domain and $G^{\prime} \subset \subset \bar{G} \backslash \mathcal{O}$ be any subdomain with $a W^{2, p}, p>2$ boundary portion $T=\left(\partial G^{\prime} \cap \partial G\right) \subset \partial G \backslash \mathcal{O}$. Let $u \in W^{2}\left(G^{\prime}\right)$
be a strong solution of the problem $(L)$ in $G^{\prime}$, where $L$ is uniformly elliptic and satisfy

$$
\left\|a^{i}(x), a(x), f(x)\right\|_{L^{p}\left(G^{\prime}\right)} \leq \mu_{1} \text { and }\|\varphi(x)\|_{W^{2, p}\left(G^{\prime}\right)} \leq \mu_{1}
$$

Then for any subdomain $G^{\prime \prime} \subset \subset G^{\prime} \cup T$ there is a constant $M_{1}>0$ depending only on $\nu, \mu, \mu_{1}, p,\|u\|_{2, G^{\prime}},\|\varphi\|_{W^{2, p}\left(G^{\prime}\right)}$ and $G^{\prime}, G^{\prime \prime}, T$ such that

$$
\sup _{G^{\prime \prime}}|\nabla u| \leq M_{1}
$$

### 4.2. The Dirichlet problem in a conical domain

In the following part of this chapter we denote by $G \subset \mathbb{R}^{N}$ a bounded domain with a conical point in $\mathcal{O}$ as described in Section 1.3.

Definition 4.11. A (strong) solution of the Dirichlet problem ( $L$ ) in $G$ is a function $u \in W^{2}\left(G_{\varepsilon}\right) \cap C^{0}(\bar{G}), \forall \varepsilon>0$ which satisfies the equations $L u=f$ for almost all $x \in G$ and the boundary condition $u=\varphi$ for all $x \in \partial G$.

In the following we assume that the coefficients $a^{i j}(x), a^{i}(x)$ and $a(x)$ satisfy the following conditions
(a) the uniform ellipticity condition

$$
\nu|\xi|^{2} \leq a^{i j}(x) \xi_{i} \xi_{j} \leq \mu|\xi|^{2} \quad \forall \xi \in \mathbb{R}^{N}, x \in \bar{G}
$$

with some $\nu, \mu>0$,
(aa) $a^{i j}(0)=\delta_{i}^{j}$,
(aaa) $a^{i j} \in C^{0}(\bar{G}), \quad a^{i} \in L^{p}(G), a \in L^{p / 2}(G), p>N$,
(b) there exists a monotonically increasing nonnegative function $\mathcal{A}$ such that

$$
\begin{aligned}
& \left(\sum_{i, j=1}^{N}\left|a^{i j}(x)-a^{i j}(y)\right|^{2}\right)^{1 / 2} \leq \mathcal{A}(|x-y|) \quad \text { and } \\
& \quad|x|\left(\sum_{i=1}^{N}{\left.a^{i^{2}}(x)\right)^{1 / 2}+|x|^{2}|a(x)| \leq \mathcal{A}(|x|)}_{\text {for } x, y \in \bar{G} .}\right.
\end{aligned}
$$

Remark 4.12. The Assumption (b) guarantees that the coefficients $a^{i}$ and $a$ are bounded on $G \backslash B_{\varepsilon}(0)$ for every $\varepsilon>0$.

### 4.2.1. Estimates in weighted Sobolev spaces.

Theorem 4.13. Let $u$ be a solution of ( $L$ ) and let $\lambda$ be the smallest positive eigenvalue of (EVD). Suppose that

$$
\begin{equation*}
\lim _{r \rightarrow+0} \mathcal{A}(r)=0 \tag{4.2.1}
\end{equation*}
$$

and that $f \in \mathfrak{W}_{\alpha}^{0}(G), \varphi \in \mathfrak{W}_{\alpha}^{3 / 2}(\partial G) \cap C^{0}(\partial G)$, where

$$
\begin{equation*}
4-N-2 \lambda<\alpha \leq 2 \tag{4.2.2}
\end{equation*}
$$

Then $u \in \mathscr{W}_{\alpha}^{2}(G)$ and

$$
\|u\|_{\mathscr{W}_{\alpha}^{2}(G)} \leq c\left(\|u\|_{L^{2}(G)}+\|f\|_{\mathscr{W}_{\alpha}^{0}(G)}+\|\varphi\|_{\mathscr{W}_{\alpha}^{3 / 2}(\partial G)}\right)
$$

where $c>0$ depends only on $\nu, \mu, \alpha, \lambda, N, \max _{x \in \bar{G}} \mathcal{A}(|x|)$, G. Furthermore, if $N<4$, there exists real constant $c_{2}$ independent of $u$ such that

$$
\begin{equation*}
|u(x)| \leq c_{2}|x|^{(4-N-\alpha) / 2}, \quad \forall x \in G_{0}^{d} \tag{4.2.3}
\end{equation*}
$$

for some $d>0$.
Proof. Let $\Phi \in \dot{W}_{\alpha}^{2}(G) \cap C^{0}(\bar{G})$ be an arbitrary extension of the boundary function $\varphi$ into $G$. The function $v=u-\Phi$ then satisfies the homogeneous Dirichlet problem
$(L)_{0} \quad\left\{\begin{array}{l}a^{i j}(x) D_{i j} v(x)+a^{i}(x) D_{i} v(x)+a(x) v(x)=F(x) \quad \text { in } G, \\ v(x)=0 \text { on } \partial G,\end{array}\right.$
where

$$
\begin{equation*}
F(x)=f(x)-\left(a^{i j}(x) D_{i j} \Phi(x)+a^{i}(x) D_{i} \Phi(x)+a(x) \Phi(x)\right) \tag{4.2.4}
\end{equation*}
$$

Since $a^{i j}(0)=\delta_{i}^{j}$, we have

$$
\begin{align*}
\Delta v(x)=F(x)-\left(a^{i j}(x)-a^{i j}(0)\right) & D_{i j} v(x)-  \tag{4.2.5}\\
& -a^{i}(x) D_{i} v(x)-a(x) v(x) \quad \text { in } G .
\end{align*}
$$

Case I: $4-N \leq \alpha \leq 2$.
Integrating by parts we show that

$$
\begin{aligned}
\int_{G_{e}} r^{\alpha-2} v \Delta v d x & =-\varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}-\int_{G_{\varepsilon}}\left\langle\nabla v, \nabla r^{\alpha-2} v\right\rangle d x= \\
& =-\varepsilon^{\alpha-2} \int_{\Omega_{e}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}-\int_{G_{\varepsilon}} r^{\alpha-2}|\nabla v|^{2} d x+
\end{aligned}
$$

$$
+(2-\alpha) \int_{G_{\varepsilon}} r^{\alpha-4} v\langle x, \nabla v\rangle d x
$$

Integrating again by parts we obtain

$$
\begin{aligned}
\int_{G_{\varepsilon}} r^{\alpha-4} v\langle x, \nabla v\rangle d x & =\frac{1}{2} \int_{G_{\varepsilon}}\left\langle r^{\alpha-4} x, \nabla v^{2}\right\rangle d x \\
& =-\frac{1}{2} \varepsilon^{\alpha-3} \int_{\Omega_{\varepsilon}} v^{2} d \Omega_{\varepsilon}-\frac{1}{2} \int_{G_{\varepsilon}} v^{2} \sum_{i=1}^{N} D_{i}\left(r^{\alpha-4} x_{i}\right) d x \\
& =-\frac{1}{2} \varepsilon^{\alpha-3} \int_{\Omega_{\varepsilon}} v^{2} d \Omega_{\varepsilon}-\frac{N+\alpha-4}{2} \int_{G_{\varepsilon}} r^{\alpha-4} v^{2} d x
\end{aligned}
$$

because

$$
\sum_{i=1}^{N} D_{i}\left(r^{\alpha-4} x_{i}\right)=N r^{\alpha-4}+(\alpha-4) r^{\alpha-5} \sum_{i=1}^{N} \frac{x_{i}^{2}}{r}=(N+\alpha-4) r^{\alpha-4}
$$

Thus, multiplying both sides of $(L)_{0}$ by $r^{\alpha-2} v(x)$ and integrating over $G_{\varepsilon}$, we obtain

$$
\begin{gather*}
\varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}+\int_{G_{\varepsilon}} r^{\alpha-2}|\nabla v|^{2} d x+\frac{2-\alpha}{2} \varepsilon^{\alpha-3} \int_{\Omega_{\varepsilon}} v^{2} d \Omega_{\varepsilon}+  \tag{4.2.6}\\
\quad+\frac{2-\alpha}{2}(N+\alpha-4) \int_{G_{\varepsilon}} r^{\alpha-4} v^{2} d x= \\
=\int_{G_{\varepsilon}} r^{\alpha-2} v\left(-F(x)+\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} v(x)+\right. \\
\left.\quad+a^{i}(x) D_{i} v(x)+a(x) v(x)\right) d x
\end{gather*}
$$

Let us estimate in the above equation the integrals over $\Omega_{\varepsilon}$. To this end we consider the function

$$
M(\varepsilon)=\max _{x \in \Omega_{\varepsilon}}|v(x)|
$$

Since $v \in C^{0}(\bar{G})$ and $v=0$ on $\partial G$, we have

$$
\lim _{\varepsilon \rightarrow+0} M(\varepsilon)=0
$$

Lemma 4.14.

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow+0} \varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}=0, \forall \alpha \in[4-N, 2] . \tag{4.2.7}
\end{equation*}
$$

Proof. We consider the set $G_{\varepsilon}^{2 \varepsilon}$ and we have $\Omega_{\varepsilon} \subset \partial G_{\varepsilon}^{2 \varepsilon}$. Now we use the inequality (1.6.1)

$$
\int_{\Omega_{\varepsilon}}|w| d \Omega_{\varepsilon} \leq c \int_{G_{\varepsilon}^{2 e}}(|w|+|\nabla w|) d x
$$

Setting $w=v \frac{\partial v}{\partial r}$ we find

$$
|w|+|\nabla w| \leq c\left(r^{2} v_{x x}^{2}+|\nabla v|^{2}+r^{-2} v^{2}\right)
$$

Therefore we get

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}\left|v \frac{\partial v}{\partial r}\right| d \Omega_{\varepsilon} \leq c \int_{G_{\varepsilon}^{2 \varepsilon}}\left(r^{2} v_{x x}^{2}+|\nabla v|^{2}+r^{-2} v^{2}\right) d x \tag{4.2.8}
\end{equation*}
$$

Let us now consider the sets $G_{\varepsilon / 2}^{5 / 2 \epsilon}$ and $G_{\varepsilon}^{2 \varepsilon} \subset G_{\varepsilon / 2}^{5 / 2 \varepsilon}$ and new variables $x^{\prime}$ defined by $x=\varepsilon x^{\prime}$. Then the function $w\left(x^{\prime}\right)=v\left(\varepsilon x^{\prime}\right)$ satisfies in $G_{1 / 4}^{2}$ the equation

$$
\begin{equation*}
a^{i j}\left(\varepsilon x^{\prime}\right) \frac{\partial^{2} w}{\partial x_{i}^{\prime} \partial x_{j}^{\prime}}+\varepsilon a^{i}\left(\varepsilon x^{\prime}\right) \frac{\partial w}{\partial x_{i}^{\prime}}+\varepsilon^{2} a\left(\varepsilon x^{\prime}\right) w=\varepsilon^{2} F\left(\varepsilon x^{\prime}\right) . \tag{4.2.9}
\end{equation*}
$$

Applying the $L^{2}$-estimate (4.1.1) for the solution $w$ in $G_{1 / 4}^{2}$ we get

$$
\begin{equation*}
\int_{G_{1}^{2}}\left(\left|D^{\prime 2} w\right|^{2}+\left|\nabla^{\prime} w\right|^{2}\right) d x^{\prime} \leq c \int_{G_{1 / 2}^{5 / 2}}\left(\varepsilon^{4} F^{2}\left(\varepsilon x^{\prime}\right)+w^{2}\right) d x^{\prime} \tag{4.2.10}
\end{equation*}
$$

where $c>0$ depends only on $\nu, \mu, G, \max _{x^{\prime} \in G_{1 / 2}^{5 / 2}} \mathcal{A}\left(\left|x^{\prime}\right|\right)$; and

$$
\left|D^{\prime 2} w\right|^{2}=\sum_{i, j=1}^{N}\left|\frac{\partial^{2} w}{\partial x_{i}^{\prime} \partial x_{j}^{\prime}}\right|^{2}, \quad\left|\nabla^{\prime} w\right|^{2}=\sum_{i=1}^{N}\left|\frac{\partial w}{\partial x_{i}^{\prime}}\right|^{2}
$$

Returning to the variable $x$, we obtain

$$
\begin{equation*}
\int_{G_{\varepsilon}^{2 \varepsilon}}\left(r^{2}\left|D^{2} v\right|^{2}+|\nabla v|^{2}+r^{-2} v^{2}\right) d x \leq c \int_{G_{\varepsilon / 2}^{5 / 2 e}}\left(r^{2} F^{2}+r^{-2} v^{2}\right) d x . \tag{4.2.11}
\end{equation*}
$$

## 4 Strong solutions of the Dirichlet problem

By the Mean Value Theorem 1.58 with regard to $v \in C^{0}(\bar{G})$ we have

$$
\begin{align*}
\int_{G_{\varepsilon / 2}^{5 / 2 \varepsilon}} r^{-2} v^{2} d x & =\int_{\varepsilon / 2}^{5 / 2 \varepsilon} r^{N-3} \int_{\Omega} v^{2}(r, \omega) d \Omega d r  \tag{4.2.12}\\
& \leq 2 \varepsilon\left(\theta_{1} \varepsilon\right)^{N-3} \int_{\Omega} v^{2}\left(\theta_{1} \varepsilon, \omega\right) d \Omega \\
& \leq 2 \varepsilon^{N-2} \theta_{1}^{N-3} M^{2}\left(\theta_{1} \varepsilon\right) \operatorname{meas} \Omega
\end{align*}
$$

for some $\frac{1}{2}<\theta_{1}<\frac{5}{2}$.
From (4.2.8), (4.2.11) and (4.2.12) we obtain

$$
\begin{align*}
\int_{\Omega_{\varepsilon}}\left|v \frac{\partial v}{\partial r}\right| d \Omega_{\varepsilon} & \leq c_{1} \varepsilon^{N-2} M^{2}(\varepsilon)+c_{2} \int_{G_{\varepsilon / 2}^{5 / 2 \varepsilon}} r^{2} F^{2} d x \leq  \tag{4.2.13}\\
& \leq c_{1} \varepsilon^{N-2} M^{2}(\varepsilon)+c_{3} \varepsilon^{2-\alpha} \int_{G_{\varepsilon / 2}^{5 / 2 \varepsilon}} r^{\alpha} F^{2} d x, \forall \alpha \leq 2 .
\end{align*}
$$

Hence we obtain as well

$$
\begin{equation*}
\varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}}\left|v \frac{\partial v}{\partial r}\right| d \Omega_{\varepsilon} \leq c_{1} \varepsilon^{\alpha+N-4} M^{2}(\varepsilon)+c_{3} \int_{G_{\varepsilon / 2}^{5 / 2 \varepsilon}} r^{\alpha} F^{2} d x, \forall \alpha \leq 2 \tag{4.2.14}
\end{equation*}
$$

By the assumption (b) and hypotheses of our Theorem we have that $F \in$ $\dot{W}_{\alpha}^{0}(G)$, hence

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow+0} \int_{G_{\varepsilon / 2}^{5 / 2 \varepsilon}} r^{\alpha} F^{2} d x=0 \tag{4.2.15}
\end{equation*}
$$

and thus from (4.2.14) with regard to that $v(0)=0$ we deduce the validity of statement (4.2.7) of our lemma.

Further, we get by the Cauchy inequality

$$
\begin{align*}
\int_{G_{e}} r^{\alpha-2} v(x) F(x) d x & =\int_{G_{e}}\left(r^{\alpha / 2-2} v(x)\right)\left(r^{\alpha / 2} F(x)\right) d x \\
& \leq \frac{\delta}{2} \int_{G_{\varepsilon}} r^{\alpha-4} v^{2} d x+\frac{1}{2 \delta} \int_{G_{e}} r^{\alpha} F^{2}(x) d x \tag{4.2.16}
\end{align*}
$$

for arbitrary $\delta>0$. Applying assumption (b) together with the Hölder and the Cauchy inequality

$$
\begin{align*}
& r^{\alpha-2} v\left(\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} v(x)+a^{i}(x) D_{i} v(x)+a(x) v(x)\right)  \tag{4.2.17}\\
& \leq \mathcal{A}(r)\left(\left(r^{\frac{\alpha}{2}}\left|D^{2} v\right|\right)\left(r^{\frac{\alpha}{2}-2} v\right)+r^{\alpha-2}|\nabla v|\left(r^{-1} v\right)+r^{\alpha-4} v^{2}\right) \\
& \quad \leq \mathcal{A}(r)\left(r^{\alpha}\left|D^{2} v\right|^{2}+r^{\alpha-2}|\nabla v|^{2}+2 r^{\alpha-4} v^{2}\right) .
\end{align*}
$$

Finally, from (4.2.6)-(4.2.17) we obtain

$$
\begin{align*}
& \text { 2.18) } \int_{G_{\varepsilon}} r^{\alpha-2}|\nabla v|^{2} d x+\frac{2-\alpha}{2}(N+\alpha-4) \int_{G_{\varepsilon}} r^{\alpha-4} v^{2} d x  \tag{4.2.18}\\
& \leq \varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}+\frac{\delta}{2} \int_{G_{\varepsilon}} r^{\alpha-4} v^{2} d x+ \\
& +\frac{1}{2 \delta} \int_{G_{c}} r^{\alpha} F^{2}(x) d x+\int_{G_{\varepsilon}} \mathcal{A}(|x|)\left(r^{\alpha}\left|D^{2} v\right|^{2}+r^{\alpha-2}|\nabla v|^{2}+2 r^{\alpha-4} v^{2}\right) d x
\end{align*}
$$

for all $\delta>0$.
Let us now estimate the last integral in (4.2.18). Due to the assumption (4.2.1) we have

$$
\begin{equation*}
\forall \delta>0 \quad \exists d>0 \text { such that } \mathcal{A}(r)<\delta \text { for all } 0<r<d \tag{4.2.19}
\end{equation*}
$$

Let $4 \varepsilon<d$. From (4.2.11) and (4.2.12) follows that

$$
\int_{G_{\varepsilon}^{3 c}} r^{\alpha}\left|D^{2} v\right|^{2} d x \leq c_{4} \varepsilon^{\alpha+N-4}+c_{3} \int_{G_{\varepsilon / 2}^{7 / 2 e}} r^{\alpha} F^{2} d x
$$

and consequently

$$
\begin{aligned}
\int_{G_{\varepsilon}} \mathcal{A}(r) r^{\alpha}\left|D^{2} v\right|^{2} d x= & \int_{G_{\varepsilon}^{3 \varepsilon}} \mathcal{A}(r) r^{\alpha}\left|D^{2} v\right|^{2} d x+\int_{G_{3 \varepsilon}^{d}} \mathcal{A}(r) r^{\alpha}\left|D^{2} v\right|^{2} d x+ \\
& +\int_{G_{d}} \mathcal{A}(r) r^{\alpha}\left|D^{2} v\right|^{2} d x \leq c_{4} \mathcal{A}(3 \varepsilon) \varepsilon^{\alpha+N-4}+ \\
+ & c_{3} \mathcal{A}(3 \varepsilon) \int_{G_{\varepsilon / 2 \varepsilon}^{7 / 2 \varepsilon}} r^{\alpha} F^{2} d x+\delta \int_{G_{\varepsilon}^{2 d}}\left(r^{\alpha} F^{2}(x)+r^{\alpha-4} v^{2}\right) d x \\
& +c_{5} \max _{r \in[d, \operatorname{diam} G]} \mathcal{A}(r) \int_{G_{d}}\left|D^{2} v\right|^{2} d x
\end{aligned}
$$

for all $\delta>0$ and $0<\varepsilon<d / 4$. Here, $c_{5}$ depends only on $\alpha, d$ and $\operatorname{diam} G$.
Applying all this estimates to the inequality (4.2.18) we obtain

$$
\begin{align*}
& \int_{G_{\varepsilon}} r^{\alpha-2}|\nabla v|^{2} d x+\frac{2-\alpha}{2}(N+\alpha-4) \int_{G_{\varepsilon}} r^{\alpha-4} v^{2} d x  \tag{4.2.20}\\
\leq & \varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}+c_{6} \mathcal{A}(3 \varepsilon)\left(\varepsilon^{\alpha-N-4}+\int_{G_{\varepsilon / 2}^{\prime / 2 \varepsilon}} r^{\alpha} F^{2} d x\right)+ \\
+ & \delta \int_{G_{\varepsilon}}\left(r^{\alpha-2}|\nabla v|^{2}+r^{\alpha-4} v^{2}\right) d x+c_{7} \int_{G_{d}}\left|D^{2} v\right|^{2} d x+c_{8} \int_{G} r^{\alpha} F^{2}(x) d x
\end{align*}
$$

for all $\delta>0$ and $0<\varepsilon<d / 4$.
Finally, we apply Theorem 4.6 to the solution $v$ of $(L)_{0}$ in $G_{d}$

$$
\int_{G_{d}}\left|D^{2} v\right|^{2} d x \leq c_{9} \int_{G_{d / 2}}\left(v^{2}+f^{2}+\left|a^{i j} D_{i j} \Phi+a^{i} D_{i} \Phi+a \Phi\right|^{2}\right) d x
$$

$$
\begin{equation*}
\leq c_{9} \int_{G_{d / 2}}\left(v^{2}+f^{2}\right) d x+c_{10}\|\varphi\|_{W^{3 / 2,2}\left(\partial G \backslash \Gamma_{0}^{d / 2}\right)}^{2} \tag{4.2.21}
\end{equation*}
$$

Furthermore, if $(2-\alpha)(N+\alpha-4)=0$, then we apply the inequality (2.5.7).
Now, let $\delta>0$ be small enough and $d>0$ chosen according to (4.2.19). Then we obtain from (4.2.20) and (4.2.21) the estimate

$$
\begin{aligned}
& \int_{G_{\varepsilon}}\left(r^{\alpha}\left|D^{2} v\right|^{2}+r^{\alpha-2}|\nabla v|^{2}+r^{\alpha-4} v^{2}\right) d x \leq \varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}+ \\
& +c_{11} \mathcal{A}(3 \varepsilon)\left(\varepsilon^{\alpha+N-4}+\int_{G_{\varepsilon / 2}^{7 / 2 \varepsilon}} r^{\alpha} F^{2} d x\right)+c_{12}\left(\|v\|_{L^{2}(G)}^{2}+\|f\|_{{W_{\alpha}^{(G)}}_{0}^{2}}^{2}+\right. \\
& \left.+\|\varphi\|_{\mathfrak{W}_{\alpha}^{3 / 2}(\partial G)}^{2}\right)
\end{aligned}
$$

where the constants $c_{11}$ and $c_{12}$ do not depend on $\varepsilon$. Letting $\varepsilon \rightarrow+0$, applying Lemma 4.14 and noting that

$$
\|u\|_{\oint_{\alpha}^{2}(G)} \leq\|v\|_{\mathscr{W}_{\alpha}^{2}(G)}+\|\varphi\|_{\mathscr{W}_{\alpha}^{3 / 2}(\partial G)}
$$

we obtain the assertion of our theorem in the case I.

Case II: $4-N-2 \lambda<\alpha<4-N$.
Due to the embedding theorem (see Lemma 1.37) we have

$$
f \in \dot{W}_{4-N}^{0}(G), \quad \varphi \in \mathscr{W}_{4-N}^{3 / 2}(\partial G) \cap C^{0}(\partial G)
$$

Therefore, by case I, $u \in \stackrel{W}{W}_{4-N}^{2}(G)$ and

$$
\int_{G}\left(r^{4-N}\left|D^{2} u\right|^{2}+r^{2-N}|\nabla u|^{2}+r^{-N} u^{2}\right) d x \leq \text { const. }
$$

According to (4.2.10) with $\varrho=2^{-k} d, k=0,1,2, \ldots$, we have

$$
\int_{G_{1 / 2}^{3 / 2}}\left(\left|D^{\prime 2} w\right|^{2}+\left|\nabla^{\prime} w\right|^{2}\right) d x^{\prime} \leq c_{13} \int_{G_{1 / 4}^{2}}\left(2^{-4 k} d^{4} F^{2}\left(x^{\prime} 2^{-k} d\right)+w^{2}\right) d x^{\prime}
$$

Multiplying both sides of this inequality by $\left(2^{-k} d+\varepsilon\right)^{\alpha-2}$ with $\varepsilon>0$, taking into account that

$$
2^{-k-1} d+\varepsilon<r+\varepsilon<2^{-k} d+\varepsilon \text { in } G^{(k)}
$$

and returning to the variables $x$ we obtain

$$
\begin{aligned}
\int_{G^{(k)}} r^{2}(r+\varepsilon)^{\alpha-2}\left|D^{2} v\right| d x \leq c_{13} \int_{G^{(k-1)} \cup G^{k} \cup G^{(k+1)}} & \left(r^{2}(r+\varepsilon)^{\alpha-2} F^{2}+\right. \\
& \left.+r^{-2}(r+\varepsilon)^{\alpha-2} v^{2}\right) d x
\end{aligned}
$$

Since $r_{\varepsilon} \leq r+\varepsilon \leq \frac{2}{h} r_{\varepsilon}$ in $\bar{G}$ with $h$ defined as in Lemma 1.11, we obtain

$$
\begin{align*}
\int_{G^{(k)}} r^{2} r_{\varepsilon}^{\alpha-2}\left|D^{2} v\right| d x \leq c_{14} \int_{G^{(k-1)} \cup G^{k} \cup G^{(k+1)}}( & r^{2} r_{\varepsilon}^{\alpha-2} F^{2}+  \tag{4.2.22}\\
& \left.+r^{-2} r_{\varepsilon}^{\alpha-2} v^{2}\right) d x
\end{align*}
$$

Summing up the inequalities (4.2.22) for $k=0,1,2, \ldots$, we finally obtain

$$
\begin{equation*}
\int_{G_{0}^{d}} r^{2} r_{\varepsilon}^{\alpha-2}\left|D^{2} v\right| d x \leq c_{14} \int_{G_{0}^{2 d}}\left(r^{\alpha} F^{2}+r^{-2} r_{\varepsilon}^{\alpha-2} v^{2}\right) d x \tag{4.2.23}
\end{equation*}
$$

since $\alpha \leq 2$ and $r_{\varepsilon} \geq h r$.

Let us return back to the equation $(L)_{0}$. Multiplying its both sides by $r_{\varepsilon}^{\alpha-2} v$ and integrating by parts twice we obtain (compare with case I)

$$
\begin{align*}
& \text { 2.24) } \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x=\frac{2-\alpha}{2}(4-N-\alpha) \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x+  \tag{4.2.24}\\
& +\int_{G} r_{\varepsilon}^{\alpha-2} v\left(\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} v(x)+a^{i}(x) D_{i} v(x)+a(x) v(x)\right) d x- \\
& -\int_{G} r_{\varepsilon}^{\alpha-2} v F(x) d x .
\end{align*}
$$

By assumption (b) we obtain with the help of the Cauchy and the Hölder inequalities and the properties of the quasi-distance $r_{\varepsilon}$

$$
\begin{array}{r}
r_{\varepsilon}^{\alpha-2} v\left(\sum_{i, j=1}^{N}\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} v(x)+\sum_{i=1}^{N} a^{i}(x) D_{i} v(x)+a(x) v(x)\right) \\
\leq c(h) \mathcal{A}(r)\left(r_{\varepsilon}^{\alpha-2} r^{2}\left|D^{2} v\right|^{2}+r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}+r_{\varepsilon}^{\alpha-2} r^{-2} v^{2}\right)
\end{array}
$$

and

$$
r_{\varepsilon}^{\alpha-2} v F(x) \leq \frac{\delta}{2} r_{\varepsilon}^{\alpha-2} r^{-2} v^{2}+c(\delta, h) r^{\alpha} F^{2}, \quad \forall \delta>0
$$

Decomposing $G$ into $G=G_{0}^{d} \cup G_{d}$, we then obtain from (4.2.24)

$$
\begin{aligned}
\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x= & c(h) \mathcal{A}(d) \int_{G_{0}^{d}}\left(r_{\varepsilon}^{\alpha-2} r^{2}\left|D^{2} v\right|^{2}+r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}+\right. \\
& \left.+r_{\varepsilon}^{\alpha-2} r^{-2} v^{2}\right) d x+\frac{2-\alpha}{2}(4-N-\alpha) \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x+ \\
& +\frac{\delta}{2} \int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2} r^{-2} v^{2} d x+c_{15} \int_{G_{d}}\left(\left|D^{2} v\right|^{2}+v^{2}\right) d x \\
& +c(\delta, h) \int_{G} r^{\alpha} F^{2}(x) d x=: J_{1}+J_{2}+J_{3}+J_{4}+J_{5}
\end{aligned}
$$

with an arbitrary $\delta>0$. Let us further estimate the right hand side of this inequality.
By the inequality (2.5.8),

$$
J_{1} \leq \frac{2-\alpha}{2}(4-N-\alpha) H(\lambda, N, \alpha) \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x
$$

Thus

$$
C(\lambda, N, \alpha) \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x \leq J_{2}+J_{3}+J_{4}+J_{5}
$$

where

$$
C(\lambda, N, \alpha)=1-\frac{2-\alpha}{2}(4-N-\alpha) H(\lambda, N, \alpha)
$$

The integrals $J_{2}, J_{3}, J_{4}$ and $J_{5}$ can be estimated using (4.2.23), (4.2.21) and Lemma 2.32. In this way we obtain

$$
\begin{aligned}
C(\lambda, N, \alpha) \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x & \leq c_{16}[A(d)+\delta] \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x \\
& +c_{17}\left(\|v\|_{L^{2}(G)}+\|f\|_{\mathscr{W}_{\alpha}^{0}(G)}+\|\varphi\|_{\mathfrak{W}_{\alpha}^{3 / 2}(\partial G)}\right)
\end{aligned}
$$

where $C(\lambda, N, \alpha)>0$ due to assumption (4.2.2). Choosing $\delta>0$ and $d>0$ small enough and passing to the limits as $\varepsilon \rightarrow 0$, by the Fatou Theorem we obtain the assertion, if we recall (4.2.23).

The estimate (4.2.3) follows directly from Lemma 1.38.
Remark 4.15. On the belonging of weak solutions to $W^{2}(G)$. Suppose that all assumptions of Theorem 4.13 are fulfilled with
$a^{i j}(x)=\delta_{i}^{j}, x \in G, \forall i, j=1, \ldots, N ; \quad f \in L^{2}(G), \varphi \in W^{3 / 2}(\partial G) \cap C^{0}(\partial G)$.
We want study the regularity of a weak solution $u \in W^{1}(G)$. The following statement is valid.

Proposition 4.16. A weak solution $u \in W^{1}(G)$ belongs to $W^{2}(G)$, if either

- $N \geq 4 ;$
or
- $N=2$ and $0<\omega_{0}<\pi$;
or
- $N=3$ and the domain $G$ is convex;
or
- $N=3$ and $\Omega \subset \Omega_{0}=\left\{(\vartheta, \varphi)\left|0<|\vartheta|<\vartheta_{0} ; 0<\varphi<2 \pi\right\}\right.$, where $\vartheta_{0}$ is the smallest positive root of the Legendre function $P_{\frac{1}{2}}(\cos \vartheta)$.
Proof. We apply Theorem 4.13 with $\alpha=0$. Since $\lambda>0$, then for $N \geq 4, \alpha=0$ the assumption (4.2.2) of Theorem 4.13 is fulfilled and therefore we have

$$
\begin{equation*}
u \in \hbar_{0}^{2}(G) \Longrightarrow u \in W^{2}(G) \tag{4.2.25}
\end{equation*}
$$

If $N=2$ and $0<\omega_{0}<\pi$, then the assumption (4.2.2) with $\alpha=0$ of Theorem 4.13 is fulfilled too, since in this case we have that $\lambda>1$. Therefore we have again (4.2.25).

Let now $N=3$. If $G$ is a convex domain, then it is well known (see e.g. Theorem $3 \S 2$ chapter VI [87]) that $\lambda>1$. Then the assumption (4.2.2) with $\alpha=0$ of Theorem 4.13 is fulfilled and therefore (4.2.25) is valid. Let $G \subset \mathbb{R}^{3}$ be any domain and denote by $\Omega_{0} \subset S^{2}$ the domain, in which the problem ( $E V D$ ) is solvable for $\lambda=\frac{1}{2}$, thus

$$
\left\{\begin{array}{l}
\triangle_{\omega} \psi+\frac{1}{2}\left(1+\frac{1}{2}\right) \psi=0, \omega \in \Omega_{0} \\
\left.\psi\right|_{\partial \Omega_{0}}=0
\end{array}\right.
$$

Now the assumption (4.2.2) with $\alpha=0$ of Theorem 4.13 is fulfilled, if $\lambda>\frac{1}{2}$. Again in virtue of the monotony Theorem $3 \S 2$ chapter VI [87] we have $\Omega \subset \Omega_{0}$. Let us reduce to the eigenvalue problem above. We shall look for the particular solution in the form $\psi=\psi(\vartheta)$. Then $\psi(\vartheta)$ is a solution of the Sturm-Liouville problem

$$
\left\{\begin{array}{l}
\frac{1}{\sin \vartheta} \cdot \frac{d}{d \vartheta}\left(\sin \vartheta \frac{d \psi}{d \vartheta}\right)+\frac{3}{4} \psi=0, \quad|\vartheta| \leq \vartheta_{0} \\
\psi\left(-\vartheta_{0}\right)=\psi\left(\vartheta_{0}\right)=0
\end{array}\right.
$$

A solution of the equation of this problem is the Legendre function of first genus $\psi(\vartheta)=P_{1 / 2}(\cos \vartheta)$. This function has precisely one root on the inter$\operatorname{val}(0, \pi)$ (see e.g. example 39, page $158[404]$ ); we denote it by $\vartheta_{0}$.

Theorem 4.17. Let $u(x)$ be a strong solution of problem ( $L$ ) and assumptions (a) and (b) are satisfied with $\mathcal{A}(r)$ Dini continuous at zero. Suppose

$$
\begin{equation*}
\varphi(x) \in \stackrel{\circ}{W}_{4-N-2 \lambda}^{3 / 2}(\partial G) \tag{4.2.26}
\end{equation*}
$$

$$
\iint_{G} r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) f^{2}(x) d x+\int_{\partial G} r^{1-N-2 \lambda} \mathcal{H}^{-1}(r) \varphi^{2}(x) d \sigma<\infty
$$

where $\mathcal{H}(r)$ is a Dini-continuous at zero, monotone increasing function, $\lambda$ is the smallest positive eigenvalue of problem (EVD) with (2.5.11).

Then $u(x) \in{\stackrel{\circ}{W^{W}}}_{4-N}^{2}(G)$ and

$$
\begin{align*}
& \|u\|_{W_{4-N}^{2}\left(G_{0}^{\varrho}\right)}^{2} \leq C \varrho^{2 \lambda}\left(\|u\|_{2, G}^{2}+\iint_{G} r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) f^{2}(x) d x+\right.  \tag{4.2.27}\\
& \left.+\int_{\partial G} r^{1-N-2 \lambda} \mathcal{H}^{-1}(r) \varphi^{2}(x) d \sigma+\|\varphi\|_{W_{4-N-2 \lambda}(\partial G)}^{2 / 2}\right), \quad 0<\varrho<d,
\end{align*}
$$

where the constant $C>0$ depends only on $\nu, \mu, d, \mathcal{A}(d), \mathcal{H}(d), N, \lambda$, meas $G$, and on the quantities $\int_{0}^{d} \frac{A(r)}{r} d r, \quad \int_{0}^{d} \frac{\mathcal{H}(r)}{r} d r$.

Proof. Since $u \in \mathscr{W}_{4-N}^{2}(G)$ due to Theorem 4.13, it remains to prove (4.2.27). Let

$$
U(\varrho):=\int_{G_{0}^{e}} r^{2-N}|\nabla u|^{2} d x .
$$

We write the equation ( $L$ ) in the form

$$
\Delta u(x)=f(x)-\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} u(x)-a^{i}(x) D_{i} u(x)-a(x) u(x)
$$

multiply both sides by $r^{2-N} u$ and integrate over $G_{0}^{\varrho}, \varrho \in(0, d)$. As a result we obtain

$$
\begin{align*}
U(\varrho)= & \int_{\Gamma_{0}^{g}} r^{2-N} \varphi(x) \frac{\partial u}{\partial n} d \sigma+\int_{\Omega}\left(\varrho u \frac{\partial u}{\partial r}+\frac{N-2}{2} u^{2}\right) d \Omega  \tag{4.2.28}\\
& +\int_{G_{0}^{g}} r^{2-N} u(x)\left(\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} u(x)+\right. \\
& \left.\quad+a^{i}(x) D_{i} u(x)+a(x) u(x)-f(x)\right) d x .
\end{align*}
$$

## 4 Strong solutions of the Dirichlet problem

We will estimate each integral on the right hand side of this equation from above. From Lemma 1.41 and Lemma 1.40 it follows by Cauchy's inequality

$$
\int_{\Gamma_{o}^{g}} r^{2-N} \varphi(x) \frac{\partial u}{\partial n} d \sigma=\int_{\Gamma_{0}^{g}}\left(\sqrt{\mathcal{H}(r)} r^{(3-N) / 2} \frac{\partial u}{\partial n}\right) \cdot\left(\mathcal{H}^{-1 / 2}(r) r^{(1-N) / 2} \varphi(x)\right) d \sigma
$$

$$
\begin{align*}
& \leq \frac{\mathcal{H}(\varrho)}{2} \int_{\Gamma_{0}^{o}} r^{3-N}\left(\frac{\partial u}{\partial n}\right)^{2} d \sigma+\frac{1}{2} \int_{\Gamma_{0}^{o}} \mathcal{H}^{-1}(r) r^{1-N} \varphi^{2}(x) d \sigma  \tag{4.2.29}\\
& \leq c_{1} \mathcal{H}(\varrho)\|u\|_{W_{4-N}\left(G_{0}^{e}\right)}^{2}+c_{1} \int_{\Gamma_{0}^{o}} \mathcal{H}^{-1}(r) r^{1-N} \varphi^{2}(x) d \sigma .
\end{align*}
$$

Moreover, as in the proof of Theorem 4.13 we have

$$
\begin{align*}
& \int_{G_{0}^{\text {g }}} r^{2-N} u(x)\left(\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} u(x)+a^{i}(x) D_{i} u(x)+a(x) u(x)\right) d x \leq \\
& (4.2 .30) \quad \leq \mathcal{A}(\varrho) \int_{G_{0}^{e}}\left(r^{4-N}\left|D^{2} u\right|^{2}+r^{2-N}|\nabla u|^{2}+2 r^{-N} u^{2}\right) d x \tag{4.2.30}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{G_{0}^{g}} r^{2-N} u(x) f(x) d x=\int_{G_{0}^{Q}}\left(\sqrt{\mathcal{H}(r)} r^{-N / 2} u(x)\right) \cdot\left(\mathcal{H}^{-1 / 2}(r) r^{2-N / 2} f(x)\right) d x \\
& (4.2 .31) \quad \leq \frac{\mathcal{H}(\varrho)}{2} \int_{G_{0}^{Q}} r^{-N} u^{2}(x) d x+\frac{1}{2} \int_{G_{0}^{e}} \mathcal{H}^{-1}(r) r^{4-N} f^{2}(x) d x \tag{4.2.31}
\end{align*}
$$

Therefore, using (4.2.29)-(4.2.31) and Corollary 2.29, (2.5.8) from Corollary 2.25 we obtain from (4.2.28) the inequality

$$
U(\varrho) \leq \frac{\varrho}{2 \lambda} U^{\prime}(\varrho)+\varepsilon(\varrho) \int_{G_{0}^{e}} r^{4-N}\left|D^{2} u\right|^{2} d x+\delta(\varrho) U(\varrho)+\mathcal{F}(\varrho),
$$

where

$$
\left\{\begin{array}{l}
\varepsilon(\varrho)=\mathcal{A}(\varrho)+c_{1} \mathcal{H}(\varrho),  \tag{4.2.32}\\
\delta(\varrho)=c_{2}(\lambda, N)(\mathcal{A}(\varrho)+\mathcal{H}(\varrho)), \\
\mathcal{F}(\varrho)=c_{1} \int_{\Gamma_{0}^{\circ}} \mathcal{H}^{-1}(r) r^{1-N} \varphi^{2}(x) d \sigma+ \\
\quad+\frac{1}{2} \int_{G_{0}^{e}} \mathcal{H}^{-1}(r) r^{4-N} f^{2}(x) d x+ \\
\quad+c_{2}(\lambda, N)(\mathcal{A}(\varrho)+\mathcal{H}(\varrho))\|\varphi\|_{\grave{W}_{4-N}^{3 / 2}\left(\Gamma_{0}^{\varrho}\right)}^{2} .
\end{array}\right.
$$

Let us now estimate $\int_{G_{0}^{e}} r^{4-N}\left|D^{2} u\right|^{2} d x$. To this end we consider again the estimate (4.2.11) with $\varepsilon$ replaced by $2^{-k} \varrho$. Summing up this inequalities for $k=0,1, \ldots$, we obtain
$\int_{G_{0}^{\varrho}} r^{4-N}\left|D^{2} u\right|^{2} d x \leq c_{3} \int_{G_{0}^{2 e}}\left(r^{4-N} F^{2}(x)+r^{-N} u^{2}\right) d x+c_{4}\|\varphi\|_{\dot{W}_{4-N}^{3 / 2}\left(\Gamma_{0}^{2 e}\right)}^{2}$.
Inserting the definition (4.2.4) of $F$ and applying (2.5.2) we then obtain

$$
\begin{align*}
\int_{G_{0}^{e}} r^{4-N}\left|D^{2} u\right|^{2} d x \leq c_{5}(U(2 \varrho)+ & \|f\|_{W_{4-N}^{0}\left(G_{0}^{2 \rho}\right)}^{2}+  \tag{4.2.33}\\
& \left.+\|\varphi\|_{\dot{W}_{4-N}^{3 / 2}\left(\Gamma_{0}^{2 \rho}\right)}^{2}\right), 0<\varrho<d
\end{align*}
$$

and therefore

$$
\begin{align*}
U(\varrho) \leq \frac{\varrho}{2 \lambda} U^{\prime}(\varrho)+ & c_{5} \varepsilon(\varrho) U(2 \varrho)+\delta(\varrho) U(\varrho)+\mathcal{F}(\varrho)+  \tag{4.2.34}\\
& +c_{5} \varepsilon(\varrho)\left(\|f\|_{\mathscr{W}_{4-N}^{0}\left(G_{0}^{2 \rho}\right)}^{2}+\|\varphi\|_{\mathfrak{W}_{4-N}^{3 / 2}\left(\Gamma_{0}^{2 \varrho}\right)}^{2}\right)
\end{align*}
$$

Moreover we have the initial condition (see the proof of Theorem 4.13)

$$
\begin{aligned}
U(d) & =\int_{G_{0}^{d}} r^{2-N}|\nabla u|^{2} d x \leq c\left(\|u\|_{L^{2}(G)}^{2}+\|f\|_{\dot{W}_{4-N}^{0}(G)}^{2}+\|\varphi\|_{\grave{W}_{4-N}^{3 / 2}(\partial G)}^{2}\right) \\
& \equiv V_{0}
\end{aligned}
$$

From (4.2.34) we obtain the differential inequality ( $C P$ ) from §1.10 with

$$
\left\{\begin{array}{l}
\mathcal{P}(\varrho)=\frac{2 \lambda}{\varrho}(1-\delta(\varrho))  \tag{4.2.35}\\
\mathcal{N}(\varrho)=\frac{2 \lambda}{\varrho} c_{5} \varepsilon(\varrho) \\
\mathcal{Q}(\varrho)=\frac{2 \lambda}{\varrho} \mathcal{F}(\varrho)+c_{6} \frac{\varepsilon(\varrho)}{\varrho}\left(\|f\|_{W_{4-N}^{0}\left(G_{0}^{2 \rho}\right)}^{2}+\|\varphi\|_{W_{4-N}^{3 / 2}\left(\Gamma_{0}^{2 \rho}\right)}^{2}\right)
\end{array}\right.
$$

Now we apply Theorem 1.57. For this we have

$$
\begin{align*}
& \int_{\varrho}^{2 \varrho} \mathcal{P}(s) d s=2 \lambda \ln 2-2 \lambda \int_{\varrho}^{2 \varrho} \frac{\delta(s)}{s} d s \leq 2 \lambda \ln 2 \Rightarrow \\
& \exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(s) d s\right)=2^{2 \lambda} \exp \left(-2 \lambda \int_{\varrho}^{2 \varrho} \frac{\delta(s)}{s} d s\right) \leq 2^{2 \lambda} \tag{4.2.36}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
\mathcal{B}(\varrho)= & \mathcal{N}(\varrho) \exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(s) d s\right) \leq 2^{2 \lambda} \frac{2 \lambda}{\varrho} c_{5} \varepsilon(\varrho) \Rightarrow \\
& \int_{\varrho}^{d} \mathcal{B}(\tau) d \tau \leq 2 \lambda 2^{2 \lambda} c_{5} \int_{0}^{d} \frac{\varepsilon(\tau)}{\tau} d \tau \tag{4.2.37}
\end{align*}
$$

In addition,

$$
\begin{gather*}
\int_{\varrho}^{d} \mathcal{P}(s) d s=2 \lambda \ln \frac{d}{\varrho}-2 \lambda \int_{\varrho}^{d} \frac{\delta(s)}{s} d s \Rightarrow \\
\exp \left(-\int_{\varrho}^{d} \mathcal{P}(s) d s\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda} \exp \left(2 \lambda \int_{0}^{d} \frac{\delta(s)}{s} d s\right) \leq c_{7}\left(\frac{\varrho}{d}\right)^{2 \lambda} . \tag{4.2.38}
\end{gather*}
$$

$$
\begin{gathered}
\exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(s) d s\right) \leq\left(\frac{\varrho}{\tau}\right)^{2 \lambda} \exp \left(2 \lambda \int_{0}^{d} \frac{\delta(s)}{s} d s\right) \leq c_{7}\left(\frac{\varrho}{\tau}\right)^{2 \lambda} \\
0<\varrho<\tau<d
\end{gathered}
$$

Now by Theorem 1.57 from (1.10.1) by virtue of (4.2.38), and (4.2.37) we obtain

$$
\begin{equation*}
U(\varrho) \leq c_{8} \varrho^{2 \lambda}\left\{V_{0}+\int_{\varrho}^{d} \tau^{-2 \lambda} \mathcal{Q}(\tau) d \tau\right\} \tag{4.2.39}
\end{equation*}
$$

where $c_{8}$ is a positive constant depending only on $N, \lambda, \int_{0}^{d} \frac{\mathcal{A}(s)+\mathcal{H}(s)}{s} d s$. We now have to estimate $\int_{\varrho}^{d} \tau^{-2 \lambda} \mathcal{Q}(\tau) d \tau$. For this we recall (4.2.35) and therefore we obtain

$$
\begin{align*}
& \int_{\varrho}^{d} \tau^{-2 \lambda} \mathcal{Q}(\tau) d \tau \leq 2 \lambda \int_{\varrho}^{d} \tau^{-2 \lambda-1} \mathcal{F}(\tau) d \tau+  \tag{4.2.40}\\
& \quad+c_{6} \varepsilon(d) \int_{\varrho}^{d} \tau^{-2 \lambda-1}\left(\|f\|_{\mathscr{W}_{4-N}^{0}\left(G_{0}^{2 \tau}\right)}^{2}+\|\varphi\|_{\mathfrak{W}_{4-N}\left(\Gamma_{0}^{2 \tau}\right)}^{2 / 2}\right) d \tau
\end{align*}
$$

Now, by changing the order of integration in virtue of the Fubini Theorem in the integral

$$
\begin{aligned}
& \int_{\varrho}^{d} \tau^{-2 \lambda-1}\left(\int_{0}^{\tau} r^{\alpha} \mathcal{K}(r) d r\right) d \tau=\int_{0}^{\varrho} r^{\alpha} \mathcal{K}(r)\left(\int_{\varrho}^{d} \tau^{-2 \lambda-1} d \tau\right) d r+ \\
& \quad+\int_{\varrho}^{d} r^{\alpha} \mathcal{K}(r)\left(\int_{r}^{d} \tau^{-2 \lambda-1} d \tau\right) d r=\frac{\varrho^{-2 \lambda}-d^{-2 \lambda}}{2 \lambda} \int_{0}^{\varrho} r^{\alpha} \mathcal{K}(r) d r+ \\
& +\frac{1}{2 \lambda} \int_{\varrho}^{d} r^{\alpha} \mathcal{K}(r)\left(r^{-2 \lambda}-d^{-2 \lambda}\right) d r \leq \frac{1}{2 \lambda} \int_{0}^{\varrho} r^{\alpha} \varrho^{-2 \lambda} \mathcal{K}(r) d r+ \\
& +\frac{1}{2 \lambda} \int_{\varrho}^{d} r^{\alpha-2 \lambda} \mathcal{K}(r) d r \leq \frac{1}{2 \lambda} \int_{0}^{d} r^{\alpha-2 \lambda} \mathcal{K}(r) d r
\end{aligned}
$$

we find

1) $\int_{\varrho}^{d} \tau^{-2 \lambda-1}\left(\int_{G_{0}^{\tau}} r^{4-N} \mathcal{H}^{-1}(r) f^{2}(x) d x\right) d \tau \leq$ $\leq \frac{1}{2 \lambda} \int_{G_{0}^{d}} r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) f^{2}(x) d x$.
2) $\int_{\varrho}^{d} \tau^{-2 \lambda-1}\left(\int_{\Gamma_{0}^{\tau}} r^{1-N} \mathcal{H}^{-1}(r) \varphi^{2}(x) d \sigma\right) d \tau \leq$

$$
\leq \frac{1}{2 \lambda} \int_{\Gamma_{o}^{d}} r^{1-N-2 \lambda} \mathcal{H}^{-1}(r) \varphi^{2}(x) d \sigma
$$

In the same way we find
3) $\int_{\varrho}^{d} \tau^{-2 \lambda-1}\|\varphi\|_{W_{W_{4-N}\left(\Gamma_{0}^{3 \tau}\right)}^{2}} d \tau \leq \frac{1}{2 \lambda}\|\varphi\|_{\dot{W}_{4-N-2 \lambda}\left(\Gamma_{0}^{2 d}\right)}^{2}$.
4) $\int_{\varrho}^{d} \tau^{-2 \lambda-1}\|f\|_{\mathscr{W}_{4-N}^{0}\left(G_{0}^{2 \tau}\right)}^{2} d \tau \leq \frac{1}{2 \lambda}\|f\|_{\mathscr{W}_{4-N-2 \lambda}^{0}\left(G_{0}^{2 d}\right)}^{2}$

## 4 Strong solutions of the Dirichlet problem

Hence and from (4.2.39) and (4.2.35) it follows that

$$
\begin{align*}
& U(\varrho) \leq C \varrho^{2 \lambda}\left(\|u\|_{2, G}^{2}+\int_{G} r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) f^{2}(x) d x+\right.  \tag{4.2.41}\\
& \left.+\|\varphi\|_{W_{4-N-2 \lambda}(\partial G)}^{2}+\int_{\partial G} r^{1-N-2 \lambda} \mathcal{H}^{-1}(r) \varphi^{2}(x) d \sigma\right), \quad 0<\varrho<d .
\end{align*}
$$

At last we apply (4.2.33) and deduce from (4.2.41) the validity of (4.2.27).

Theorem 4.18. Let $u(x)$ be a strong solution of problem (L) and assumptions (a) and (b) are satisfied with $\mathcal{A}(r)$ Dini continuous at zero. Suppose

$$
f \in{\stackrel{\circ}{W^{W}}}_{4-N}^{0}(G) \quad \varphi(x) \in{\stackrel{\circ}{W^{3}}}_{4-N}^{3 / 2}(\partial G) \cap C^{0}(\partial G)
$$

and there exist real numbers $s>0, k_{s} \geq 0$ such that

$$
\begin{equation*}
k_{s}=: \sup _{\varrho>0} \varrho^{-s}\left(\|f\|_{W_{4-N}^{0}\left(G_{0}^{e}\right)}+\|\varphi\|_{{\underset{W}{1-N}}_{3 / 2}\left(\Gamma_{0}^{\mathrm{g}}\right)}\right) . \tag{4.2.42}
\end{equation*}
$$

Then there are $d \in\left(0, \frac{1}{e}\right)$ and a constant $C>0$ depends only on $\nu$, $\mu, d, \mathcal{A}(d), N, s, \lambda$, meas $G$, and on the quantity $\int_{0}^{d} \frac{\mathcal{A}(r)}{r} d r$ such that $\forall \varrho \in(0, d)$

$$
\begin{array}{r}
\|u\|_{\dot{W}_{4-N}\left(G_{0}^{e}\right)} \leq C\left(\|u\|_{2, G}+\|f\|_{\dot{W}_{4-N}^{0}(G)}+\|\varphi\|_{W_{4-N}(\partial G)}+k_{s}\right) \times  \tag{4.2.43}\\
\times \begin{cases}\varrho^{\lambda}, & \text { if } s>\lambda, \\
\varrho^{\lambda} \ln ^{3 / 2}\left(\frac{1}{\varrho}\right), & \text { if } s=\lambda, \\
\varrho^{s}, & \text { if } s<\lambda .\end{cases}
\end{array}
$$

Proof. We consider the function $v=u-\Phi$ as a solution of homogeneous problem ( $L)_{0}$ in the form (4.2.5) with (4.2.4). Multiplying both sides of (4.2.5) by $r^{2-N} v$ and integrating over $G_{0}^{\varrho}$, we obtain

$$
\begin{align*}
\int_{G_{0}^{g}} r^{2-N} v & \Delta v d x=-\int_{G_{0}^{e}}\left(r^{2-N}\left(a^{i j}(x)-a^{i j}(0)\right) v v_{x_{i} x_{j}}+\right.  \tag{4.2.44}\\
& \left.+r^{2-N} a^{i} v_{x_{i}} v+r^{2-N} a(x) v^{2}\right) d x+\int_{G_{0}^{o}} r^{2-N} v F(x) d x
\end{align*}
$$

Integrating by parts twice we show that

$$
\begin{equation*}
\int_{G_{0}^{Q}} r^{2-N} v \triangle v d x=\int_{\Omega}\left(\varrho v \frac{\partial v}{\partial r}+\frac{N-2}{2} v^{2}\right) d \Omega-\int_{G_{0}^{\mathbb{Q}}} r^{2-N}|\nabla v|^{2} d x \tag{4.2.45}
\end{equation*}
$$

We define

$$
V(\varrho):=\int_{G_{0}^{o}} r^{2-N}|\nabla v|^{2} d x
$$

Because of (b), Corollary 2.29, (2.5.3) and the Cauchy inequality we obtain for $\forall \delta>0$

$$
\begin{align*}
& V(\varrho) \leq \frac{\varrho}{2 \lambda} V^{\prime}(\varrho)+c \mathcal{A}(\varrho) \int_{G_{0}^{\varrho}} r^{4-N} v_{x x}^{2} d x+  \tag{4.2.46}\\
& +c \mathcal{A}(\varrho) V(\varrho)+\frac{\delta}{2} V(\varrho)+\frac{1}{2 \delta}\left(\|f\|_{W_{4-N}\left(G_{0}^{2 \varrho}\right)}^{2}+\|\varphi\|_{W_{4-N}^{3 / 2}\left(\Gamma_{0}^{2 \varrho}\right)}^{2}\right) .
\end{align*}
$$

If we take into account (4.2.42), by (4.2.33), we get

$$
\begin{align*}
V(\varrho) \leq \frac{\varrho}{2 \lambda} V^{\prime}(\varrho)+c_{1} \mathcal{A}(\varrho) V(2 \varrho) & +c_{2}(\mathcal{A}(\varrho)+\delta) V(\varrho)+  \tag{4.2.47}\\
& +c_{3} \frac{1}{\delta} k_{s}^{2} \varrho^{2 s}, \forall \delta>0,0<\varrho<d .
\end{align*}
$$

## 1) $s>\lambda$

Choosing $2 \lambda c_{2} \delta=\varrho^{\varepsilon}, \forall \varepsilon>0$ we obtain from (4.2.47) the problem (CP) $\S 1.10$ with

$$
\begin{aligned}
& \mathcal{P}(\varrho)=\frac{2 \lambda}{\varrho}-2 \lambda c_{2} \frac{\mathcal{A}(\varrho)}{\varrho}-\varrho^{\varepsilon-1}, \quad \mathcal{N}(\varrho)=2 \lambda c_{1} \frac{\mathcal{A}(\varrho)}{\varrho} \text { and } \\
& \mathcal{Q}(\varrho)=k_{s}^{2} c_{4} \varrho^{2 s-1-\varepsilon} .
\end{aligned}
$$

Now we have

$$
\begin{gathered}
\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau=2 \lambda \ln \frac{d}{\varrho}-2 \lambda c_{2} \int_{\varrho}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau-\frac{d^{\varepsilon}-\varrho^{\varepsilon}}{\varepsilon} \Rightarrow \\
\exp \left(\int_{\varrho}^{2} \mathcal{P}(\tau) d \tau\right) \leq 2^{2 \lambda}, \quad \int_{\varrho}^{d} \mathcal{B}(\tau) d \tau \leq 2^{2 \lambda+1} \lambda c_{1} \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau
\end{gathered}
$$

and

$$
\exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda} \exp \left(2 \lambda c_{2} \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau\right) \exp \left(\varepsilon^{-1} d^{\varepsilon}\right)=c_{5}\left(\frac{\varrho}{d}\right)^{2 \lambda}
$$

if we recall (1.10.2).
In this case we have as well

$$
\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau \leq k_{s}^{2} c_{4} c_{5} \varrho^{2 \lambda} \int_{\varrho}^{d} \tau^{2 s-2 \lambda-\varepsilon-1} d \tau \leq k_{s}^{2} c_{6} \varrho^{2 \lambda}
$$

since $s>\lambda$.
Now we apply Theorem 1.57. From (1.10.1) by virtue of deduced inequalities and with regard to (4.2.33), we obtain the first statement of (4.2.43).
2) $s<\lambda$

In this case we have from (4.2.47) the problem ( $C P) \S 1.10$ with

$$
\begin{gathered}
\mathcal{P}(\varrho)=\frac{2 \lambda(1-\delta)}{\varrho}-2 \lambda c_{2} \frac{\mathcal{A}(\varrho)}{\varrho} ; \quad \mathcal{N}(\varrho)=2 \lambda c_{1} \frac{\mathcal{A}(\varrho)}{\varrho} ; \\
\mathcal{Q}(\varrho)=k_{s}^{2} c_{8} \delta^{-1} \varrho^{2 s-1}, \quad \forall \delta>0 .
\end{gathered}
$$

Now similarly to the case 1) we have

$$
\begin{gathered}
\exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(\tau) d \tau\right) \leq 2^{2 \lambda(1-\delta)}, \quad \int_{\varrho}^{d} \mathcal{B}(\tau) d \tau \leq 2^{2 \lambda+1} c_{1} \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau \quad \text { and } \\
\exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda(1-\delta)} \exp \left(2 \lambda c_{2} \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau\right)=c_{9}\left(\frac{\varrho}{d}\right)^{2 \lambda(1-\delta)},
\end{gathered}
$$

if we recall (1.10.2).
In this case we have as well

$$
\begin{array}{r}
\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau \leq k_{s}^{2} c_{10} \delta^{-1} \varrho^{2 \lambda(1-\delta)} \int_{\varrho}^{d} \tau^{2 s-2 \lambda(1-\delta)-1} d \tau \leq \\
\leq k_{s}^{2} c_{11} \varrho^{2 s}
\end{array}
$$

if we choose $\delta \in\left(0, \frac{\lambda-s}{\lambda}\right)$.

Now we apply Theorem 1.57. From (1.10.1) by virtue of deduced inequalities we obtain

$$
V(\varrho) \leq c_{12}\left(V_{0} \varrho^{2 \lambda(1-\delta)}+k_{s}^{2} \varrho^{2 s}\right) \leq c_{13}\left(V_{0}+k_{s}^{2}\right) \varrho^{2 s}
$$

because of the choice of $\delta$. Taking into account of (4.2.33) we deduced the third statement of (4.2.43).

$$
\text { 3) } s=\lambda
$$

As in the proof of Theorem 4.17 we consider the function $U(\varrho)$ satisfying the equation (4.2.28). We will estimate each integral on the right hand side of this equation from above. From Lemma 1.41 and Lemma 1.40 it follows by the Hölder inequality for integrals

$$
\begin{align*}
\int_{\Gamma_{0}^{g}} r^{2-N} \varphi(x) \frac{\partial u}{\partial n} d \sigma & =\int_{\Gamma_{0}^{g}}\left(r^{(3-N) / 2} \frac{\partial u}{\partial n}\right) \cdot\left(r^{(1-N) / 2} \varphi(x)\right) d \sigma \leq \\
(4.2 .48) & \leq\left(\int_{\Gamma_{0}^{o}} r^{3-N}\left(\frac{\partial u}{\partial n}\right)^{2} d \sigma\right)^{1 / 2} \cdot\left(\int_{\Gamma_{0}^{g}} r^{1-N} \varphi^{2}(x) d \sigma\right)^{1 / 2} \leq  \tag{4.2.48}\\
& \leq c_{1}\|\varphi\|_{W_{-N}^{3 / 2}\left(G_{0}^{g}\right)}\|u\|_{\dot{W}_{4-N}\left(G_{0}^{g}\right)}+c_{2}\|\varphi\|_{\dot{W}_{4-N}^{3 / 2}\left(G_{0}^{e}\right)}^{2} \leq \\
& \leq c_{1} k_{s} \varrho^{\lambda}\|u\|_{\dot{W}_{4-N}^{2}\left(G_{0}^{e}\right)}+c_{2} k_{s}^{2} \varrho^{2 \lambda}
\end{align*}
$$

in virtue of the assumption (4.2.42). In the same way

$$
\begin{gather*}
\int_{G_{O}^{o}} r^{2-N} u(x) f(x) d x=\int_{G_{0}^{o}}\left(r^{-N / 2} u(x)\right) \cdot\left(r^{2-N / 2} f(x)\right) d x \leq  \tag{4.2.49}\\
\quad \leq c U^{1 / 2}(\varrho)\|f\|_{W_{4-N}^{0}\left(G_{0}^{g}\right)} \leq c k_{s} \varrho^{\lambda} U^{1 / 2}(\varrho) .
\end{gather*}
$$

Moreover, as in the proof of Theorem 4.13 we have

$$
\begin{align*}
& \int_{G_{0}^{\circ}} r^{2-N} u(x)\left(\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} u(x)+a^{i}(x) D_{i} u(x)+\right.  \tag{4.2.50}\\
& \quad+a(x) u(x)) d x \leq \mathcal{A}(\varrho)\|u\|_{\mathscr{W}_{4-N}^{2}\left(G_{0}^{\ell}\right)}^{2}
\end{align*}
$$

Therefore, using (4.2.48)-(4.2.50) and Corollary 2.29 we obtain from (4.2.28) the inequality

$$
\begin{aligned}
& U(\varrho) \leq \frac{\varrho}{2 \lambda} U^{\prime}(\varrho)+\mathcal{A}(\varrho)\|u\|_{W_{4-N}\left(G_{0}^{\rho}\right)}^{2}+c_{1} k_{s} \varrho^{\lambda}\|u\|_{\dot{W}_{4-N}\left(G_{0}^{o}\right)}^{2}+ \\
& \quad+k_{s} \varrho^{\lambda} U^{1 / 2}(\varrho)+c_{2} k_{s}^{2} \varrho^{2 \lambda} .
\end{aligned}
$$

Now we apply the inequality (4.2.33). As a result we obtain

$$
\begin{align*}
U(\varrho) \leq \frac{\varrho}{2 \lambda} U^{\prime}(\varrho)+(\mathcal{A}(\varrho)+\delta(\varrho)) & U(2 \varrho)+\mathcal{A}(\varrho) U(\varrho)+  \tag{4.2.51}\\
& +c_{3} k_{s}^{2} \delta^{-1}(\varrho) \varrho^{2 \lambda}, \quad \forall \delta(\varrho)>0 .
\end{align*}
$$

Moreover we have the initial condition (see the proof of Theorem 4.13)

$$
\begin{aligned}
U(d) & =\int_{G_{0}^{d}} r^{2-N}|\nabla u|^{2} d x \leq c\left(\|u\|_{L^{2}(G)}^{2}+\|f\|_{W_{4-N}(G)}^{2}+\|\varphi\|_{W_{4-N}^{3 / 2}(\partial G)}^{2}\right) \\
& \equiv V_{0} .
\end{aligned}
$$

From (4.2.47) we obtain the differential inequality $(C P)$ from $\S 1.10$ with

$$
\begin{gathered}
\mathcal{P}(\varrho)=\frac{2 \lambda}{\varrho}-2 \lambda \frac{\mathcal{A}(\varrho)}{\varrho}, \quad \mathcal{N}(\varrho)=2 \lambda \frac{\mathcal{A}(\varrho)+\delta(\varrho)}{\varrho} \quad \text { and } \\
\mathcal{Q}(\varrho)=2 c_{3} \lambda k_{s}^{2} \delta^{-1}(\varrho) \varrho^{2 \lambda-1}, \quad \forall \delta(\varrho)>0 .
\end{gathered}
$$

We choose

$$
\delta(\varrho)=\frac{1}{\lambda 2^{2 \lambda+1} \ln \left(\frac{e d}{\varrho}\right)}, 0<\varrho<d
$$

where $e$ is the Euler number. Since according to the assumption of theorem $\mathcal{A}(\varrho)$ is Dini-continuous at zero, then we have

$$
\begin{gathered}
\exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(\tau) d \tau\right) \leq 2^{2 \lambda}, \\
\exp \left(\int_{\varrho}^{d} \mathcal{B}(\tau) d \tau\right) \leq \exp \left(C(\lambda) \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau\right) \ln \left(\frac{e d}{\varrho}\right), \text { and } \\
-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau \leq \ln \left(\frac{\varrho}{d}\right)^{2 \lambda}+2 \lambda \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau \Rightarrow \\
\exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda} \exp \left(C(\lambda) \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau\right)
\end{gathered}
$$

if we recall (1.10.2). In this case we have as well

$$
\begin{aligned}
\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau \leq k_{s}^{2} C(\lambda) \varrho^{2 \lambda} \int_{\varrho}^{d} & \ln \left(\frac{e d}{\tau}\right) \frac{d \tau}{\tau} \leq \\
& \leq k_{s}^{2} C(\lambda) \varrho^{2 \lambda} \ln ^{2}\left(\frac{e d}{\varrho}\right)
\end{aligned}
$$

Now we apply Theorem 1.57. From (1.10.1) by virtue of deduced inequalities we obtain

$$
\begin{equation*}
U(\varrho) \leq C\left(V_{0}+k_{s}^{2}\right) \varrho^{2 \lambda} \ln ^{3} \frac{1}{\varrho}, \quad 0<\varrho<d<\frac{1}{e} . \tag{4.2.52}
\end{equation*}
$$

Taking into account of (4.2.33) we deduce the second statement of (4.2.43).

Both the following theorems and examples from Section 4.2 .5 show that assumptions about the smoothness of the coefficients of $(L)$, that is Dini continuity at zero of the function $\mathcal{A}(r)$ from hypothesis (b) Theorems 4.17 and 4.18 are essential for their validity.

Theorem 4.19. Let $u(x)$ be a strong solution of problem ( $L$ ) and assumptions (a) and (b) are satisfied with $\mathcal{A}(r)$, which is a continuous at zero function, but not Dini continuous at zero. Suppose

$$
f(x) \in \stackrel{\circ}{W}_{4-N}^{0}(G), \varphi(x) \in \stackrel{\circ}{W}_{4-N}^{3 / 2}(\partial G) \cap C^{0}(\partial G)
$$

and there exist real numbers $s>0, k_{s} \geq 0$ such that

$$
\begin{equation*}
k_{s}=: \sup _{\varrho>0} \varrho^{-s}\left(\|f\|_{\mathscr{W}_{4-N}^{0}\left(G_{0}^{\varrho}\right)}+\|\varphi\|_{\mathscr{W}_{4-N}^{3 / 2}\left(\Gamma_{0}^{\varrho}\right)}\right) . \tag{4.2.53}
\end{equation*}
$$

Then for $\forall \varepsilon>0$ there are $d \in(0,1)$ and a constant $C_{\varepsilon}>0$ depends only on $\nu, \mu, d, s, N, \varepsilon, \lambda$, meas $G$ such that $\forall \varrho \in(0, d)$

$$
\begin{align*}
\|u\|_{\dot{W}_{4-N}\left(G_{0}^{e}\right)}^{2} \leq C_{\varepsilon}\left(\|u\|_{2, G}+\|f\|_{\dot{W}_{4-N}(G)}+\|\varphi\|_{\mathfrak{W}_{4-N}^{3 / 2}(\partial G)}+\right.  \tag{4.2.54}\\
\left.+k_{s}\right) \cdot \begin{cases}\varrho^{\lambda-\varepsilon}, & \text { if } s>\lambda, \\
\varrho^{s-\varepsilon}, & \text { if } s \leq \lambda .\end{cases}
\end{align*}
$$

Proof. As above in Theorem 4.18 we find (4.2.47), through the Cauchy inequality, we get the problem ( $C P$ ) §1.10 with

$$
\begin{gathered}
\mathcal{P}(\varrho)=\frac{2 \lambda}{\varrho}\left(1-\frac{\delta}{2}-C_{8} \mathcal{A}(\varrho)\right), \forall \delta>0 ; \quad \mathcal{N}(\varrho)=2 \lambda C_{8} \frac{\mathcal{A}(\varrho)}{\varrho} \text { and } \\
\mathcal{Q}(\varrho)=k_{s}^{2} C_{20} \varrho^{2 s-1}
\end{gathered}
$$

4 Strong solutions of the Dirichlet problem FOR LINEAR EQUATIONS

Therefore we have

$$
-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau=2 \lambda\left(1-\frac{\delta}{2}\right) \ln \frac{\varrho}{d}+2 \lambda C_{8} \int_{\varrho}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau
$$

Now we apply the mean value theorem for integrals

$$
\int_{\varrho}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau \leq \mathcal{A}(d) \ln \frac{d}{\varrho}
$$

and choose $d>0$ by continuity of $\mathcal{A}(r)$ so that $2 C_{8} \mathcal{A}(d)<\delta$. Thus we obtain

$$
\exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda(1-\delta)}, \forall \delta>0
$$

Similarly we have

$$
\exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) \leq\left(\frac{\varrho}{\tau}\right)^{2 \lambda(1-\delta)}, \forall \delta>0
$$

Further it is obvious that

$$
\int_{\varrho}^{2 \varrho} \mathcal{P}(\tau) d \tau \leq 2 \lambda \ln 2
$$

and with regard to (1.10.2)

$$
\begin{gathered}
\int_{\varrho}^{d} \mathcal{B}(\tau) d \tau \leq 2 \lambda 2^{2 \lambda} C_{8} \int_{\varrho}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau \leq 2 \lambda 2^{2 \lambda} C_{8} \mathcal{A}(d) \ln \frac{d}{\varrho} \leq \delta \lambda 2^{2 \lambda} \ln \frac{d}{\varrho} \Rightarrow \\
\exp \left(\int_{\varrho}^{d} \mathcal{B}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{-\delta \lambda 2^{2 \lambda}}, \forall \delta>0 .
\end{gathered}
$$

Hence by (1.10.1) of Theorem 1.57 we deduce

$$
\begin{align*}
U(\varrho) \leq\left(\frac{\varrho}{d}\right)^{-\delta \lambda 2^{2 \lambda}} & \left\{V_{0}\left(\frac{\varrho}{d}\right)^{2 \lambda(1-\delta)}+\right.  \tag{4.2.55}\\
& \left.+\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau\right\}, \quad \forall \delta>0 .
\end{align*}
$$

Now we estimate the last integral

$$
\left.\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau\right\} \leq k_{s}^{2} C_{20} \varrho^{2 \lambda(1-\delta)} \int_{\varrho}^{d} \tau^{2 s-2 \lambda(1-\delta)-1} d \tau=
$$

$$
=k_{s}^{2} C_{20} \varrho^{2 \lambda(1-\delta)} \frac{d^{2 s-2 \lambda(1-\delta)}-\varrho^{2 s-2 \lambda(1-\delta)}}{2 s-2 \lambda(1-\delta)} \leq k_{s}^{2} C_{21} \begin{cases}\varrho^{2 \lambda(1-\delta)}, & \text { if } s \geq \lambda  \tag{4.2.56}\\ \varrho^{2 s}, & \text { if } s<\lambda\end{cases}
$$

In this connection we choose $\delta>0$ so that $\delta \neq \frac{\lambda-s}{\lambda}$.
From (4.2.55) and (4.2.56) and because of (4.2.33), the desired estimate (4.2.54) follows.

We can now correct Theorem 4.19 in the case $s=\lambda$, if $\mathcal{A}(r) \sim \frac{1}{\ln \frac{1}{r}}$.
Theorem 4.20. Let $u(x)$ be a strong solution of problem ( $L$ ) and assumptions (a) and (b) are satisfied with $\mathcal{A}(r) \sim \frac{1}{\ln \frac{1}{r}}, \mathcal{A}(0)=0$. Suppose that

$$
f(x) \in \stackrel{\circ}{W}_{4-N}(G) \text { and } \varphi(x) \in{\stackrel{\circ}{W^{W}}}_{4-N}^{3 / 2}(\partial G)
$$

and that there exist real number $k_{\lambda} \geq 0$ such that

$$
\begin{equation*}
k_{\lambda}=: \sup _{\varrho>0} \varrho^{-\lambda}\left(\|f\|_{W_{4-N}^{0}\left(G_{0}^{g}\right)}+\|\varphi\|_{W_{4-N}^{3 / 2}\left(\Gamma_{0}^{g}\right)}\right) \tag{4.2.57}
\end{equation*}
$$

Then there are $d \in\left(0, \frac{1}{e}\right)$ and constants $C>0, c>0$ depends only on $\nu, \mu, d, N, \lambda$, meas $G$ such that

$$
\begin{align*}
&\|u\|_{\dot{W}_{4-N}^{2}\left(G_{0}^{\rho}\right)}^{2} \leq C\left(\|u\|_{2, G}+\|f\|_{\dot{W}_{4-N}^{0}(G)}^{0}\right.  \tag{4.2.58}\\
&+\|\varphi\|_{\dot{W}_{4-N}^{3 / 2}(\partial G)}+ \\
&\left.+k_{\lambda}\right) \cdot \varrho^{\lambda} \ln ^{c+1} \frac{1}{\varrho}, \quad 0<\varrho<d .
\end{align*}
$$

Proof. As above in Theorem 4.18 we obtain the problem ( $C P$ ) $\S 1.10$ with

$$
\begin{gathered}
\mathcal{P}(\varrho)=\frac{2 \lambda}{\varrho}-2 \lambda c_{5} \frac{\mathcal{A}(\varrho)}{\varrho}, \quad \mathcal{N}(\varrho)=2 \lambda c_{5} \frac{\mathcal{A}(\varrho)}{\varrho}+\lambda \frac{\delta(\varrho)}{\varrho} \text { and } \\
\mathcal{Q}(\varrho)=c(\lambda) k_{\lambda}^{2}\left(1+\delta^{-1}(\varrho)\right) \varrho^{2 \lambda-1} .
\end{gathered}
$$

We choose

$$
\delta(\varrho)=\frac{1}{2 \lambda \ln \left(\frac{e d}{\varrho}\right)}, 0<\varrho<d
$$

where $e$ is the Euler number. Since according to the assumption of theorem $\mathcal{A}(\varrho) \sim \delta(\varrho)$ for suitable small $d>0$, we then have:

$$
\begin{gathered}
\exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(\tau) d \tau\right) \leq 2^{2 \lambda}, \quad \exp \left(\int_{\varrho}^{d} \mathcal{B}(\tau) d \tau\right) \leq C(d, \lambda) \ln { }^{c(\lambda)}\left(\frac{e d}{\varrho}\right) \text { and } \\
-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau \leq \ln \left(\frac{\varrho}{d}\right)^{2 \lambda}+2 \lambda c_{5} \int_{\varrho}^{d} \frac{d \tau}{\tau \ln \left(\frac{e d}{\tau}\right)}=\ln \left(\frac{\varrho}{d}\right)^{2 \lambda}+2 \lambda c_{5} \ln \ln \left(\frac{e d}{\varrho}\right) \Rightarrow \\
\exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda} \ln ^{c}\left(\frac{e d}{\varrho}\right),
\end{gathered}
$$

if we recall (1.10.2). In this case we have as well

$$
\begin{array}{r}
\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau \leq k_{\lambda}^{2} C(\lambda) \varrho^{2 \lambda} \int_{\varrho}^{d} \\
\frac{1+\delta^{-1}(\tau)}{\tau} \ln ^{c}\left(\frac{e \tau}{\varrho}\right) d \tau \leq \\
\leq k_{\lambda}^{2} C(\lambda) \varrho^{2 \lambda} \ln ^{c+2}\left(\frac{e d}{\varrho}\right)
\end{array}
$$

Now we apply Theorem 1.57. From (1.10.1) by virtue of deduced inequalities we obtain

$$
\begin{equation*}
U(\varrho) \leq C_{25}\left(V_{0}+k_{\lambda}^{2}\right) \varrho^{2 \lambda} \ln ^{2 c+2} \frac{1}{\varrho}, \quad 0<\varrho<d<\frac{1}{e} \tag{4.2.59}
\end{equation*}
$$

From (4.2.59) and because of (4.2.33) the desired estimate (4.2.58) follows.

### 4.2.2. The power modulus of continuity.

THEOREM 4.21. Let $u \in W^{2, N}(G) \cap C^{0}(\bar{G})$ be a strong solution of problem ( $L$ ) and assumptions (a) and (b) are satisfied with $\mathcal{A}(r)$ Dini continuous at zero. Suppose, in addition,

$$
\begin{gathered}
a^{i} \in L^{p}(G), p>N ; a \in L^{N}(G), f \in L^{N}(G) \cap \stackrel{\circ}{W}_{4-N}(G), \\
\varphi(x) \in \stackrel{\circ}{W}_{4-N}^{3 / 2}(\partial G) \cap V_{N, 0}^{2-1 / N}(\partial G) \cap C^{\lambda}(\partial G)
\end{gathered}
$$

and there exist real numbers $s>0, k_{s} \geq 0, k \geq 0$ such that

$$
\begin{align*}
& k_{s}=: \sup _{\varrho>0} \varrho^{-s}\left(\|f\|_{W_{4-N}^{0}\left(G_{0}^{\rho}\right)}+\|\varphi\|_{\mathscr{W}_{4-N}^{3 / 2}\left(\Gamma_{0}^{\rho}\right)}\right),  \tag{4.2.60}\\
& k=: \sup _{\varrho>0} \varrho^{1-s}\left(\|f\|_{N ; G_{Q / 4}^{2 \rho}}+\|\varphi\|_{V_{N, 0}^{2-1 / N}\left(\Gamma_{e / 4}^{2 \varrho}\right)}\right) . \tag{4.2.61}
\end{align*}
$$

Then there are $d \in\left(0, \frac{1}{e}\right)$ and a constant $C>0$ depends only on $\nu, \mu, d, s$,
$N, \lambda$, meas $G$ and on the quantity $\int_{0}^{d} \frac{\mathcal{A}(r)}{r} d r$ such that $\forall x \in G_{0}^{d}$

$$
\begin{align*}
&|u(x)| \leq C\left(\|u\|_{2, G}+\|f\|_{\dot{W}_{4-N}(G)}+\|\varphi\|_{\dot{W}_{4-N}^{3 / 2}(\partial G)}+\right.  \tag{4.2.62}\\
&\left.+|\varphi|_{C^{\lambda}(\partial G)}+k_{s}+k\right) \cdot \begin{cases}|x|^{\lambda}, & \text { if } s>\lambda, \\
|x|^{\lambda} \ln ^{3 / 2}\left(\frac{1}{|x|}\right), & \text { if } s=\lambda, \\
|x|^{s}, & \text { if } s<\lambda .\end{cases}
\end{align*}
$$

Proof. Let the functions $\Phi, v$ and $F$ be defined as in the proof of Theorem 4.13. We remark that $\Phi(0)=0$ due to Lemma 1.38.

Let us introduce the function

$$
\psi(\varrho)= \begin{cases}\varrho^{\lambda}, & \text { if } s>\lambda,  \tag{4.2.63}\\ \varrho^{\lambda} \ln ^{3 / 2}\left(\frac{1}{\varrho}\right), & \text { if } s=\lambda, \\ \varrho^{s}, & \text { if } s<\lambda,\end{cases}
$$

for $0<\varrho<d$ and consider two sets $G_{\varrho / 4}^{2 \varrho}$ and $G_{\varrho / 2}^{\varrho} \subset G_{\varrho / 4}^{2 \varrho}, \varrho>0$. We make the transformation $x=\varrho x^{\prime} ; v\left(\varrho x^{\prime}\right)=\psi(\varrho) w\left(x^{\prime}\right)$. The function $w\left(x^{\prime}\right)$ satisfies the problem

$$
\left\{\begin{array}{l}
a^{i j}\left(\varrho x^{\prime}\right) w_{x_{i}^{\prime} x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) w_{x_{i}^{\prime}}+\varrho^{2} a\left(\varrho x^{\prime}\right) w=\frac{\varrho^{2}}{\psi(\varrho)} F\left(\varrho x^{\prime}\right), x^{\prime} \in G_{1 / 4}^{2} \\
w\left(x^{\prime}\right)=0, \quad x^{\prime} \in \Gamma_{1 / 4}^{2}
\end{array}\right.
$$

where

$$
\begin{aligned}
& \frac{\varrho^{2}}{\psi(\varrho)} F\left(\varrho x^{\prime}\right)=\frac{\varrho^{2}}{\psi(\varrho)} f\left(\varrho x^{\prime}\right)-\frac{1}{\psi(\varrho)}\left(a^{i j}\left(\varrho x^{\prime}\right) \Phi_{x_{i}^{\prime} x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) \Phi_{x_{i}^{\prime}}+\right. \\
& \left.\quad+\varrho^{2} a\left(\varrho x^{\prime}\right) \Phi\left(\varrho x^{\prime}\right)\right) \leq \frac{\varrho^{2}}{\psi(\varrho)}|f|+\frac{\mu}{\psi(\varrho)}\left|\Phi_{x^{\prime} x^{\prime}}\right|+\frac{\mathcal{A}(\varrho)}{\psi(\varrho)}\left(\left|\nabla^{\prime} \Phi\right|+|\Phi|\right) .
\end{aligned}
$$

Let us now note that

$$
\begin{aligned}
& \int_{G_{1 / 4}^{2}}\left(\left|\varrho\left(\sum_{i=1}^{N}\left|a^{i}\left(\varrho x^{\prime}\right)\right|^{2}\right)^{1 / 2}\right|^{p}+\left(\varrho^{2}\left|a\left(\varrho x^{\prime}\right)\right|\right)^{N}\right) d x^{\prime} \leq \\
& \leq c(N, p) \int_{G_{Q / 4}^{2 o}} \frac{\mathcal{A}^{p}(r)+\mathcal{A}^{N}(r)}{r^{N}} d x \leq c(N, p) \mathcal{A}^{N-1}(d) \operatorname{meas} \Omega \int_{0}^{2 d} \frac{\mathcal{A}(r)}{r} d r
\end{aligned}
$$

and

$$
\begin{align*}
& \frac{\varrho^{2}}{\psi(\varrho)}\left\|F\left(\varrho x^{\prime}\right)\right\|_{L^{N}\left(G_{1 / 4}^{2}\right)} \leq c(\mu, \mathcal{A}(d)) \frac{\varrho}{\psi(\varrho)}\left(\|f\|_{L^{N}\left(G_{e / 4}^{2 \varrho}\right)}+\|\varphi\|_{V_{N, 0}^{2-1 / N}\left(\Gamma_{e / 4}^{2 \rho}\right)}\right) \\
& (4.2 .64) \quad \leq k c(\mu, \mathcal{A}(d)) \frac{\varrho^{s}}{\psi(\varrho)} \leq k \cdot \operatorname{const}(\mu, \mathcal{A}(d), s, \lambda, d), \tag{4.2.64}
\end{align*}
$$

because of (4.2.61) and (4.2.63). We apply now Theorem 4.5 (Local Maximum Principle). Because of the proven estimates we have

$$
\begin{align*}
& \sup _{G_{1 / 2}^{1}}\left|w\left(x^{\prime}\right)\right| \leq C(N, \nu, \mu)\left\{\left(\iint_{G_{1 / 4}^{2}} w^{2} d x^{\prime}\right)^{\frac{1}{2}}+\right.  \tag{4.2.65}\\
& \\
& \left.\quad+\frac{\varrho^{2}}{\psi(\varrho)}\left(\iint_{G_{1 / 4}^{2}}|F|^{N} d x^{\prime}\right)^{\frac{1}{N}}\right\}
\end{align*}
$$

Returning back to the variable $x$ and the function $v(x)$ by Theorem 4.18 with (4.2.63), we obtain:

$$
\begin{align*}
\iint_{G_{1 / 4}^{2}} w^{2} d x^{\prime} & =\frac{1}{\psi^{2}(\varrho)} \iint_{G_{\ell / 4}^{2 \varrho}} r^{-N} v^{2} d x \leq  \tag{4.2.66}\\
& \leq C\left(\|u\|_{2, G}+\|f\|_{\dot{W}_{4-N}^{0}(G)}^{0}+\|\varphi\|_{\dot{W}_{4-N}^{3 / 2}(\partial G)}+k_{s}\right)^{2} .
\end{align*}
$$

Because of $\varphi \in C^{\lambda}(\partial G)$ we then obtain

$$
|u(x)| \leq|v(x)|+|\Phi(x)| \leq|v|+|\Phi(x)-\Phi(0)| \leq|v|+|x|^{\lambda}|\varphi|_{\lambda, \partial G}
$$

Hence and from (4.2.64), (4.2.65) and (4.2.66) it follows

$$
\begin{aligned}
& \sup _{G_{e / 2}^{e}}|u(x)| \leq C\left(\|u\|_{2, G}+\|f\|_{\dot{W}_{4-N}^{0}(G)}^{0}+\|\varphi\|_{\dot{W}_{4-N}(\partial G)}+\right. \\
&\left.+|\varphi|_{\lambda, \partial G}+k_{s}+k\right) \psi(\varrho) .
\end{aligned}
$$

Putting now $|x|=\frac{2}{3} \varrho$ we obtain finally the desired estimate (4.2.62).
Theorem 4.22. Let $u(x)$ be a strong solution of problem ( $L$ ) and assumptions (a) and (b) are satisfied with $\mathcal{A}(r)$, which is a continuous at zero function, but not Dini continuous at zero. Suppose, in addition,

$$
\begin{gathered}
a^{i} \in L^{p}(G), p>N ; a \in L^{N}(G), f \in L^{N}(G) \cap \stackrel{\circ}{W}_{4-N}^{0}(G) \\
\varphi \in \stackrel{\circ}{W}_{4-N}^{3 / 2}(\partial G) \cap V_{N, 0}^{2-1 / N}(\partial G) \cap C^{\lambda}(\partial G)
\end{gathered}
$$

and that there exist real numbers $s>0, k_{s} \geq 0, k \geq 0$ such that

$$
\begin{align*}
& k_{s}=: \sup _{\varrho>0} \varrho^{-s}\left(\|f\|_{W_{4-N}^{0}\left(G_{0}^{\varrho}\right)}+\|\varphi\|_{W_{4-N}^{3 / 2}\left(\Gamma_{0}^{\rho}\right)}\right) ;  \tag{4.2.67}\\
& k=: \sup _{\varrho>0} \varrho^{1-s}\left(\|f\|_{N ; G_{\varrho / 4}^{2 \varrho}}+\|\varphi\|_{V_{N, 0}^{2-1 / N}\left(\Gamma_{e / 4}^{2 \varrho}\right)}\right) . \tag{4.2.68}
\end{align*}
$$

Then $\forall \varepsilon>0$ there are $d \in(0,1)$ and a constant $C_{\varepsilon}>0$ depends only on $\nu, \mu, d, s, \varepsilon, N, \lambda$, meas $G$ and on $\mathcal{A}($ diam $G)$ such that $\forall x \in G_{0}^{d}$

$$
\begin{align*}
|u(x)| \leq C_{\varepsilon}\left(\|u\|_{2, G}+\right. & \|f\|_{\dot{W}_{4-N}^{0}(G)}+\|\varphi\|_{\dot{W}_{4-N}^{3 / 2}(\partial G)}+  \tag{4.2.69}\\
& \left.+|\varphi|_{\lambda, \partial G}+k_{s}+k\right) \cdot \begin{cases}|x|^{\lambda-\varepsilon}, & \text { if } s>\lambda \\
|x|^{s-\varepsilon}, & \text { if } s \leq \lambda .\end{cases}
\end{align*}
$$

Proof. We repeat verbatim the proof of Theorem 4.21 by taking

$$
\psi(\varrho)= \begin{cases}\varrho^{\lambda-\varepsilon}, & \text { if } s>\lambda \\ \varrho^{s-\varepsilon}, & \text { if } s \leq \lambda\end{cases}
$$

and applying Theorem 4.19.
Theorem 4.23. Let $u(x)$ be a strong solution of problem ( $L$ ) and assumptions (a) and (b) are satisfied with $\mathcal{A}(r) \sim \frac{1}{\ln \frac{1}{r}}, \mathcal{A}(0)=0$. Suppose, in addition,

$$
\begin{gathered}
a^{i} \in L^{p}(G), p>N ; a \in L^{N}(G), f \in L^{N}(G) \cap \stackrel{\circ}{W}_{4-N}^{0}(G), \\
\varphi(x) \in \stackrel{\circ}{W}_{4-N}^{3 / 2}(\partial G) \cap V_{N, 0}^{2-1 / N}(\partial G) \cap C^{\lambda}(\partial G)
\end{gathered}
$$

and that there exist real numbers $k_{\lambda} \geq 0, k \geq 0$ such that

$$
\begin{align*}
& k_{\lambda}=: \sup _{\varrho>0} \varrho^{-\lambda}\left(\|f\|_{\dot{W}_{4-N}^{0}\left(G_{0}^{e}\right)}+\|\varphi\|_{\mathfrak{W}_{4-N}^{3 / 2}\left(\Gamma_{0}^{\varrho}\right)}\right),  \tag{4.2.70}\\
& k=: \sup _{\varrho>0} \varrho^{1-\lambda}\left(\|f\|_{N ; G_{\varrho / 4}^{2 e}}+\|\varphi\|_{V_{N, 0}^{2-1 / N}\left(\Gamma_{e / 4}^{2 \varrho}\right)}\right) \tag{4.2.71}
\end{align*}
$$

Then there are $d \in\left(0, \frac{1}{e}\right)$ and constants $C>0, c>0$ depends only on $\nu, \mu, d, N, \lambda$, meas $G$ and on $\mathcal{A}(\operatorname{diam} G)$, such that $\forall x \in G_{0}^{d}$

$$
\begin{align*}
& |u(x)| \leq C\left(\|u\|_{2, G}+\|f\|_{\dot{W}_{4-N}(G)}+\|\varphi\|_{W_{4-N}^{3 / 2}(\partial G)}+\right.  \tag{4.2.72}\\
& \left.\quad+|\varphi|_{\lambda, \partial G}+k_{\lambda}+k\right) \cdot|x|^{\lambda} \ln ^{c+1} \frac{1}{|x|}
\end{align*}
$$

Proof. We repeat verbatim the proof of Theorem 4.21 by taking

$$
\psi(\varrho)=\varrho^{\lambda} \ln ^{c+1} \frac{1}{\varrho}
$$

and applying Theorem 4.20.
4.2.3. $L^{p}$-estimates. In this and the next sections we establish the exact smoothness of strong solutions of $(L)$.

Let $u$ be a strong solution of $(L)$, where $p>N$, and let

$$
f \in L^{p}(G), \quad \varphi \in W^{2-1 / p, p}(\partial G)
$$

Let us consider the sets $G_{\varrho / 4}^{2 \varrho}$ and $G_{\varrho / 2}^{\varrho} \subset G_{\varrho / 4}^{2 \varrho}$ and new variables $x^{\prime}$ defined by $x=\varrho x^{\prime}$. Then the function $z\left(x^{\prime}\right)=v\left(\varrho x^{\prime}\right)=v(x)$ satisfies in $G_{1 / 4}^{2}$ the problem

$$
\left\{\begin{array}{l}
a^{i j}\left(\varrho x^{\prime}\right) \frac{\partial^{2} z}{\partial x_{i}^{\prime} \partial x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) \frac{\partial z}{\partial x_{i}^{\prime}}+\varrho^{2} a\left(\varrho x^{\prime}\right) z=\varrho^{2} f\left(\varrho x^{\prime}\right)-  \tag{4.2.73}\\
-\left(a^{i j}\left(\varrho x^{\prime}\right) \frac{\partial^{2} \Phi}{\partial x^{\prime} \partial x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) \frac{\partial \Phi}{\partial x_{i}^{\prime}}+\varrho^{2} a\left(\varrho x^{\prime}\right) \Phi\right), x^{\prime} \in G_{1 / 4}^{2} \\
w\left(x^{\prime}\right)=0, \quad x^{\prime} \in \Gamma_{1 / 4}^{2}
\end{array}\right.
$$

where the functions $\Phi, v$ be defined as in the proof of Theorem 4.13.
By the Sobolev Imbedding Theorems 1.33 and 1.34 we have

$$
\sup _{\substack{x^{\prime}, y^{\prime} \in G_{1 / 2}^{1} \\ x^{\prime} \neq y^{\prime}}} \frac{\left|z\left(x^{\prime}\right)-z\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|^{\beta}} \leq c\|z\|_{W^{2, N}\left(G_{1 / 2}^{1}\right), \quad \forall \beta \in(0,1) \quad \text { and }}
$$

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|\nabla^{\prime} z\left(x^{\prime}\right)\right|+\sup _{\substack{x^{\prime}, y^{\prime} \in G_{1 / 2}^{1} \\ x^{\prime} \neq y^{\prime}}} \frac{\left|\nabla^{\prime} z\left(x^{\prime}\right)-\nabla^{\prime} z\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|^{1-N / p}} \leq c\|z\|_{W^{2, p}\left(G_{1 / 2}^{1}\right)}, \quad p>N . \tag{4.2.74}
\end{equation*}
$$

By the local $L^{p_{-}}$a priori estimate (Theorem 4.6) for solutions of (4.2.73) we obtain

$$
\begin{array}{r}
\|z\|_{W^{2, p}\left(G_{1 / 2}^{1}\right)} \leq c(N, \nu, \mu, A(2))\left\{\|z\|_{L^{p}\left(G_{1 / 4}^{2}\right)}+\varrho^{2}\|f\|_{L^{p}\left(G_{1 / 4}^{2}\right)}+\right.  \tag{4.2.75}\\
\left.+\|\varphi\|_{W^{2-1 / p, p}\left(\partial G_{1 / 4}^{2}\right)}\right\} .
\end{array}
$$

Returning to the variables $x$, from (4.2.74), (4.2.75) it follows that

$$
\begin{align*}
& \sup _{\substack{x, y \in G_{e / 2}^{o} \\
x \neq y}} \frac{|v(x)-v(y)|}{|x-y|^{\beta}} \leq c \varrho^{-\beta}\left\{\varrho^{-1}\|v\|_{L^{N}\left(G_{e / 4}^{2 \rho}\right)}+\|f\|_{V_{N, N}^{0}\left(G_{e / 4}^{2 \rho}\right)}+\right.  \tag{4.2.76}\\
& \left.+\|\varphi\|_{V_{N, N}^{2-1 / N}\left(\Gamma_{e / 4}^{2 \rho}\right)}\right\}, \quad \forall \beta \in(0,1), \\
& \sup _{G_{\varrho / 2}^{e}}|\nabla v| \leq c \varrho^{-1}\left\{\varrho^{-N / p}\|v\|_{L^{p}\left(G_{\ell / 4}^{2 \rho}\right)}+\|f\|_{V_{p, 2 p-N}^{0}\left(G_{\varrho / 4}^{2 \rho}\right)}+\right.  \tag{4.2.77}\\
& \left.+\|\varphi\|_{V_{p, 2 p-N}^{2-1 / P}\left(\Gamma_{e / 4}^{2 e}\right)}\right\}
\end{align*}
$$

and

$$
\begin{align*}
\sup _{\substack{x, y \in G^{e} \\
x \neq y}} \frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{1-N / p}} & \leq c \varrho^{\frac{N}{p}-2}\left\{\varrho^{-N / p}\|v\|_{L^{p}\left(G_{Q / 4}^{2 \rho}\right)}+\right.  \tag{4.2.78}\\
& \left.+\|f\|_{V_{p, 2 p-N}^{0}\left(G_{Q / 4}^{2 \rho}\right)}+\|\varphi\|_{V_{p, 2 p-N}^{2-1 / p}\left(\Gamma_{e / 4}^{2 e}\right)}\right\} .
\end{align*}
$$

Moreover, if we rewrite the inequality (4.2.75) in the equivalent form

$$
\begin{array}{r}
\int_{G_{1 / 2}^{1}}\left(\left|D^{\prime 2} z\right|^{p}+\left|\nabla^{\prime} z\right|^{p}+|z|^{p}\right) d x^{\prime} \leq c \int_{G_{1 / 4}^{2}}\left(|z|^{p}+r^{2 p}|f|^{p}+\right. \\
\left.+\left|D^{\prime 2} \Phi\right|^{p}+\left|\nabla^{\prime} \Phi\right|^{p}+|\Phi|^{p}\right) d x^{\prime}
\end{array}
$$

multiply both sides of this inequality by $\varrho^{\alpha-2 p}$ and return to the variables $x$, then we obtain

$$
\begin{array}{r}
\int_{G_{\rho / 2}^{e}}\left(r^{\alpha}\left|D^{2} v\right|^{p}+r^{\alpha-p}|\nabla v|^{p}+r^{\alpha-2 p}|v|^{p}\right) d x \leq \\
\leq c \int_{G_{e / 4}^{2 \boldsymbol{e}}}\left(r^{\alpha-2 p}|v|^{p}+r^{\alpha}|f|^{p}+r^{\alpha}\left|D^{2} \Phi\right|^{p}+r^{\alpha-p}|\nabla \Phi|^{p}+r^{\alpha-2 p}|\Phi|^{p}\right) d x
\end{array}
$$

and consequently

$$
\begin{align*}
&\|v\|_{V_{p, \alpha}^{2}\left(G_{\ell / 2}^{e}\right)}^{e} \leq c\left\{\|v\|_{V_{p, \alpha-2 p}^{0}\left(G_{e / 4}^{2 e}\right)}+\|f\|_{V_{p, \alpha}^{0}\left(G_{\ell / 4}^{2 e}\right)}+\right.  \tag{4.2.79}\\
&\left.+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}\left(\Gamma_{e / 4}^{2 e}\right)}\right\} .
\end{align*}
$$

THEOREM 4.24. Let u be a strong solution of the boundary value problem (L) and let the assumptions of Theorem 4.21 be satisfied. Furthermore, we suppose that

$$
f \in V_{p, \alpha}^{0}(G), \quad \varphi \in V_{p, \alpha}^{2-1 / p}(\partial G), \quad p>N
$$

## 4 Strong solutions of the Dirichlet problem

with

$$
\alpha> \begin{cases}(2-\lambda) p-N, & \text { if } \quad s>\lambda, \\ (2-s) p-N, & \text { if } \quad s \leq \lambda\end{cases}
$$

and there is some constant $k_{2} \geq 0$ such that

$$
\begin{equation*}
k_{2}=: \sup _{\varrho>0} \frac{\|f\|_{V_{p, \alpha}^{0}\left(G_{e / 2}^{e}\right)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}\left(\Gamma_{\ell / 2}^{e}\right)}}{\chi(\varrho)}, \tag{4.2.80}
\end{equation*}
$$

where

$$
\chi(\varrho) \equiv \begin{cases}\varrho^{\lambda-2+\frac{\alpha+N}{p}}, & \text { if } s>\lambda,  \tag{4.2.81}\\ \varrho^{\lambda-2+\frac{\alpha+N}{p}} \ln ^{3 / 2} \frac{1}{\varrho}, & \text { if } s=\lambda, \\ \varrho^{s-2+\frac{\alpha+N}{p}}, & \text { if } s<\lambda\end{cases}
$$

for all sufficiently small $\varrho>0$.
Then $u \in V_{p, \alpha}^{2}(G)$ and the estimate

$$
\begin{equation*}
\|u\|_{V_{p, \alpha}^{2}\left(G_{0}^{\rho}\right)} \leq c \chi(\varrho) \tag{4.2.82}
\end{equation*}
$$

holds with $c$ independent of $u$.
Proof. The statement of theorem follows from (4.2.79), since

$$
\begin{aligned}
& \|v\|_{V_{p, \alpha-2 p}^{0}\left(G_{e / 4}^{2 \rho}\right)}=\left(\int_{G_{e / 4}^{2 \varrho}} r^{\alpha-2 p}|v|^{p} d x\right)^{1 / p} \text { in virtue of (4.2.62), (4.2.63) } \\
& \leq c \psi(\varrho)\left(\int_{\varrho / 4}^{2 \varrho} r^{\alpha-2 p+N-1} d r\right)^{1 / p} \leq c \varrho^{-2+\frac{\alpha+N}{p}} \psi(\varrho)=c \chi(\varrho) .
\end{aligned}
$$

Hence and from (4.2.79), (4.2.80) replacing $\varrho$ by $2^{-k} \varrho$, we have

$$
\|u\|_{V_{p, \alpha-2 p}^{2}\left(G^{(k)}\right)} \leq c \chi\left(2^{-k} \varrho\right) .
$$

By summing these inequalities over all $k=0,1, \cdots$ we obtain our desired assertion.

In similar way we prove following theorems.
TheOrem 4.25. Let u be a strong solution of the boundary value problem (L) and let the assumptions of Theorem 4.22 be satisfied. Furthermore, we suppose that

$$
f \in V_{p, \alpha}^{0}(G), \quad \varphi \in V_{p, \alpha}^{2-1 / p}(\partial G), \quad p>N
$$

with

$$
\alpha>\left\{\begin{array}{lll}
(2-\lambda) p-N, & \text { if } s>\lambda, \\
(2-s) p-N, & \text { if } \quad s \leq \lambda
\end{array}\right.
$$

and there is some constant $k_{2} \geq 0$ such that

$$
\|f\|_{V_{p, \alpha}^{0}\left(G_{e / 2}^{Q}\right)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}\left(\Gamma_{a / 2}^{Q}\right)} \leq k_{2}\left\{\begin{array}{lll}
\varrho^{\lambda-2-\varepsilon+\frac{\alpha+N}{p}}, & \text { if } s>\lambda,  \tag{4.2.83}\\
\varrho^{s-2-\varepsilon+\frac{\alpha+N}{p}}, & \text { if } & s \leq \lambda
\end{array}\right.
$$

for all sufficiently small $\varrho>0$ and $\forall \varepsilon>0$.
Then $u \in V_{p, \alpha}^{2}(G)$ and the estimate

$$
\|u\|_{V_{p, \alpha}^{2}\left(G_{0}^{e}\right)} \leq c_{\varepsilon} \begin{cases}\varrho^{\lambda-2-\varepsilon+\frac{\alpha+N}{p}}, & \text { if } s>\lambda,  \tag{4.2.84}\\ \varrho^{s-2-\varepsilon+\frac{\alpha+N}{p}}, & \text { if } s \leq \lambda\end{cases}
$$

holds with $c_{\varepsilon}$ independent of $u$.
Theorem 4.26. Let u be a strong solution of the boundary value problem (L) and let the assumptions of Theorem 4.23 be satisfied. Furthermore, we suppose that

$$
f \in V_{p, \alpha}^{0}(G), \quad \varphi \in V_{p, \alpha}^{2-1 / p}(\partial G), \quad p>N, \quad \alpha>(2-\lambda) p-N
$$

and there is some constant $k_{2} \geq 0$ such that

$$
\begin{equation*}
\|f\|_{V_{p, \alpha}^{0}\left(G_{e / 2}^{p}\right)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}\left(\Gamma_{\varrho / 2}^{\varrho}\right)} \leq k_{2} \varrho^{\lambda-2+\frac{\alpha+N}{p}} \ln ^{c+1} \frac{1}{\varrho} \tag{4.2.85}
\end{equation*}
$$

for all sufficiently small $\varrho>0$, where $c$ is defined by Theorem 4.23.
Then $u \in V_{p, \alpha}^{2}(G)$ and the estimate

$$
\begin{equation*}
\|u\|_{V_{p, \alpha}^{2}\left(G_{0}^{e}\right)} \leq C \varrho^{\lambda-2+\frac{\alpha+N}{p}} \ln ^{c+1} \frac{1}{\varrho} \tag{4.2.86}
\end{equation*}
$$

holds with $C$ independent of $u$.
4.2.4. $C^{\lambda}$-estimates. Let known be that

$$
|v(x)| \leq c_{0} \psi(|x|), \quad x \in G_{0}^{d}
$$

Then we have

$$
\begin{gather*}
\varrho^{-1}\|v\|_{L^{N}\left(G_{\varrho / 4}^{2 \rho}\right)} \leq c_{1} \psi(\varrho),  \tag{4.2.87}\\
\varrho^{-\frac{N}{p}}\|v\|_{L^{p}\left(G_{e / 4}^{2 \rho}\right)} \leq c_{2} \psi(\varrho),  \tag{4.2.88}\\
\varrho^{-2}\|v\|_{L^{p}\left(G_{\varrho / 4}^{2 \varrho}\right)} \leq c_{3} \varrho^{\frac{N}{p}-2} \psi(\varrho) . \tag{4.2.89}
\end{gather*}
$$

Theorem 4.27. Let $u$ be a strong solution of the boundary value problem ( $L$ ) and let the assumptions of Theorem 4.21 be satisfied. Let $\lambda=1$. Then

$$
u \in \begin{cases}C^{\beta}(\bar{G}), & \forall \beta \in(0,1)  \tag{4.2.90}\\ C^{s}(\bar{G}), & \text { if } s \geq 1 \\ \text { if } 0<s<1\end{cases}
$$

Proof. From (4.2.76) and (4.2.87), (4.2.61) it follows

$$
\begin{equation*}
\sup _{\substack{x, y \in G_{\varrho / 2}^{e} \\ x \neq y}} \frac{|v(x)-v(y)|}{|x-y|^{\beta}} \leq c \varrho^{-\beta} \psi(\varrho), \quad \forall \beta \in(0,1), \tag{4.2.91}
\end{equation*}
$$

where in our case $\psi(\varrho)$ is defined by (4.2.63). By Theorem 4.21 it follows that

$$
\sup _{\substack{x, y \in G_{e / 2}^{e}  \tag{4.2.92}\\ x \neq y}} \frac{|v(x)-v(y)|}{|x-y|^{\beta}} \leq c \begin{cases}\varrho^{1-\beta}, & \text { if } s>1 \\ \varrho^{1-\beta-\varepsilon}, & \text { if } s=1, \\ \varrho^{s-\beta}, & \text { if } s<1,\end{cases}
$$

$\forall \varepsilon>0, \quad \forall \beta \in(0,1)$.
By definition of the set $G_{\varrho / 2}^{\varrho}$ we have $|x-y| \leq 2 \varrho$ and therefore from (4.2.92) it follows that

$$
\begin{align*}
& |v(x)-v(y)| \leq c|x-y|^{\beta}\left\{\begin{array}{lll}
\varrho^{1-\beta}, & \text { if } s>1, \\
\varrho^{1-\beta-\varepsilon}, & \text { if } & s=1, \leq \\
\varrho^{s-\beta}, & \text { if } & s<1,
\end{array}\right.  \tag{4.2.93}\\
& \quad \leq c\left\{\begin{array}{ll}
|x-y|^{\beta}, & \text { if } \quad s \geq 1, \\
|x-y|^{s}, & \text { if } \\
s<1
\end{array} \forall \beta \in(0,1), \quad \forall x, y \in G_{\varrho / 2}^{\varrho} .\right.
\end{align*}
$$

If $|x-y| \geq \varrho=|x|$, then from Theorem 4.21 it follows that

$$
\begin{align*}
& \frac{|v(x)-v(y)|}{|x-y|^{\beta}} \leq 2|v(x)||x-y|^{-\beta} \leq 2 c \psi(\varrho) \varrho^{-\beta} \leq  \tag{4.2.94}\\
& \leq c \begin{cases}\varrho^{1-\beta}, & \text { if } s>1, \\
\varrho^{1-\beta-\varepsilon}, & \text { if } s=1, \leq \text { const }, \\
\varrho^{s-\beta}, & \text { if } s<1,\end{cases}
\end{align*}
$$

if we choose $\beta=s$ for $0<s<1$. Together with $\varphi \in C^{\lambda}$ we prove our theorem.

By repeating verbatim the proof of the previous theorem we obtain the next theorems.

THEOREM 4.28. Let $u$ be a strong solution of the boundary value problem ( $L$ ) and let the assumptions of Theorem 4.22 be satisfied. Let $\lambda=1$. Then

$$
u \in\left\{\begin{array}{ll}
C^{\beta}(\bar{G}), & \forall \beta \in(0,1)  \tag{4.2.95}\\
C^{s-\varepsilon}(\bar{G}), & \text { if } \quad s \geq 1 \\
& \forall \varepsilon>0,
\end{array} \quad \text { if } 0<s<1 .\right.
$$

Proof. In this case we have (4.2.91) with $\psi(\varrho)$ from Theorem 4.22, that is

$$
\sup _{\substack{x, y \in G_{\varepsilon / 2}^{e}  \tag{4.2.96}\\
x \neq y}} \frac{|v(x)-v(y)|}{|x-y|^{\beta}} \leq c\left\{\begin{array}{lll}
\varrho^{1-\beta-\varepsilon}, & \text { if } \quad s \geq 1 \\
\varrho^{s-\beta-\varepsilon}, & \text { if } & s<1
\end{array}\right.
$$

$\forall \varepsilon>0, \quad \forall \beta \in(0,1)$.
Hence follows our statement, if we choose $\varepsilon=1-\beta$ for $s \geq 1$ and $\beta=s-\varepsilon$ for $0<s<1$.

Theorem 4.29. Let u be a strong solution of the boundary value problem ( $L$ ) and let the assumptions of Theorem 4.23 be satisfied. Let $\lambda=1$.

Then

$$
\begin{equation*}
u \in C^{1-\varepsilon}(\bar{G}), \quad \forall \varepsilon>0 . \tag{4.2.97}
\end{equation*}
$$

Proof. In this case we have (4.2.91) with $\psi(\varrho)$ from Theorem 4.23, that is

$$
\begin{equation*}
\sup _{\substack{x, y \in G^{o} / 2 \\ x \neq y}} \frac{|v(x)-v(y)|}{|x-y|^{\beta}} \leq c \underline{Q}^{1-\beta-\varepsilon}, \quad \forall \varepsilon>0, \quad \forall \beta \in(0,1) \tag{4.2.98}
\end{equation*}
$$

Hence the desired statement follows, if we choose $\beta=1-\varepsilon$.
Theorem 4.30. Let u be a strong solution of the boundary value problem
(L) and let the assumptions of Theorem 4.21 be satisfied. Let $0<\lambda<1$.

Then

$$
u \in \begin{cases}C^{\lambda}(\bar{G}), & \text { if } s>\lambda,  \tag{4.2.99}\\ C^{\lambda-\varepsilon}(\bar{G}), & \forall \varepsilon>0, \\ C^{s}(\bar{G}), & \text { if } s=\lambda, \\ \text { if } 0<s<\lambda\end{cases}
$$

Proof. By Theorem 4.21 from (4.2.91) it follows

$$
\sup _{\substack{x, y \in G_{\ell / 2}^{e}  \tag{4.2.100}\\ x \neq y}} \frac{|v(x)-v(y)|}{|x-y|^{\beta}} \leq c \begin{cases}\varrho^{\lambda-\beta}, & \text { if } s>\lambda \\ \varrho^{\lambda-\beta-\varepsilon}, & \text { if } s=\lambda \\ \varrho^{s-\beta}, & \text { if } s<\lambda\end{cases}
$$

$\forall \varepsilon>0, \quad \forall \beta \in(0,1)$.
Putting

$$
\beta=\left\{\begin{array}{lll}
\lambda, & \text { if } & s>\lambda \\
\lambda-\varepsilon, & \text { if } & s=\lambda \\
s, & \text { if } & 0<s<\lambda
\end{array}\right.
$$

we obtain the required assertion.

## 4 Strong solutions of the Dirichlet problem

Theorem 4.31. Let $u$ be a strong solution of the boundary value problem (L) and let the assumptions of Theorem 4.22 be satisfied. Let $0<\lambda<1$. Then

$$
u \in \begin{cases}C^{\lambda-\varepsilon}(\bar{G}), & \forall \varepsilon>0,  \tag{4.2.101}\\ C^{s-\varepsilon}(\bar{G}), & \text { if } s \geq \lambda \\ \text { if } 0<s<\lambda\end{cases}
$$

Proof. By Theorem 4.22 from (4.2.91) it follows

$$
\sup _{\substack{x, y \in G^{e}, 2  \tag{4.2.102}\\
x \neq y}} \frac{|v(x)-v(y)|}{|x-y|^{\beta}} \leq c\left\{\begin{array}{lll}
\varrho^{\lambda-\beta-\varepsilon}, & \text { if } \quad s \geq \lambda, \\
\varrho^{s-\beta-\varepsilon}, & \text { if } \quad s<\lambda,
\end{array}\right.
$$

$\forall \varepsilon>0, \quad \forall \beta \in(0,1)$.
Putting

$$
\beta=\left\{\begin{array}{lll}
\lambda-\varepsilon, & \text { if } & s \geq \lambda, \\
s-\varepsilon, & \text { if } & 0<s<\lambda
\end{array}\right.
$$

we obtain the required assertion.
Theorem 4.32. Let u be a strong solution of the boundary value problem
(L) and let the assumptions of Theorem 4.23 be satisfied. Let $0<\lambda<1$.

Then

$$
\begin{equation*}
u \in C^{\lambda-\varepsilon}(\bar{G}), \quad \forall \varepsilon>0 . \tag{4.2.103}
\end{equation*}
$$

Proof. By Theorem 4.23 from (4.2.91) it follows

$$
\begin{equation*}
\sup _{\substack{x, y \in G^{e} \\ x \neq y}} \frac{|v(x)-v(y)|}{|x-y|^{\beta}} \leq c \varrho^{\lambda-\beta-\varepsilon} \tag{4.2.104}
\end{equation*}
$$

$\forall \varepsilon>0, \quad \forall \beta \in(0,1)$.
Putting

$$
\beta=\lambda-\varepsilon,
$$

we obtain the required assertion.
Now, let we will fulfill Assumption (bb):
There exists some constant $k \geq 0$ such that

$$
k=: \sup _{\varrho>0} \frac{\|f\|_{V_{p, 2 p-N}^{0}\left(G_{e / 4}^{2 \varrho}\right)}^{2 \rho}+\|\varphi\|_{V_{p, 2 p-N}^{2-1 / p}\left(\Gamma_{e / 4}^{2 e}\right)}}{\psi(\varrho)}, \quad p>N .
$$

Then from (4.2.88), (4.2.77), and (4.2.78) we obtain

$$
\begin{gather*}
\sup _{G_{e / 2}^{e}}|\nabla v| \leq c \varrho^{-1} \psi(\varrho),  \tag{4.2.105}\\
\sup _{\substack{x, y \in G_{\ell / 2}^{e} \\
x \neq y}} \frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{1-N / p}} \leq c \varrho^{\frac{N}{P}-2} \psi(\varrho) . \tag{4.2.106}
\end{gather*}
$$

THEOREM 4.33. Let $u$ be a strong solution of the boundary value problem (L) and let the assumptions of Theorem 4.21 and (bb) with $\psi(\varrho)$ defined by (4.2.63) be satisfied. Then it is true for the next estimate

$$
|\nabla u(x)| \leq c \begin{cases}|x|^{\lambda-1}, & \text { if } s>\lambda,  \tag{4.2.107}\\ |x|^{\lambda-1} \ln ^{3 / 2} \frac{1}{|x|}, & \text { if } s=\lambda, \\ |x|^{s-1}, & \text { if } s<\lambda .\end{cases}
$$

Moreover,

- 1) if $\lambda \geq 2-\frac{N}{p}$, then

$$
u \in \begin{cases}C^{2-\frac{N}{p}}(\bar{G}), & \text { if } s>\lambda, \\ C^{2-\frac{N}{p}-\varepsilon}(\bar{G}), \quad \forall \varepsilon>0, & \text { if } s=\lambda, \\ C^{s-\lambda+2-\frac{N}{p}}(\bar{G}), & \text { if } \lambda-1+\frac{N}{p} \leq s<\lambda\end{cases}
$$

-2) if $1<\lambda \leq 2-\frac{N}{p}$, then

$$
u \in \begin{cases}C^{\lambda}(\bar{G}), & \text { if } s>\lambda, \\ C^{\lambda-\varepsilon}(\bar{G}), \quad \forall \varepsilon>0, & \text { if } s=\lambda, \\ C^{s}(\bar{G}), & \text { if } 1 \leq s<\lambda\end{cases}
$$

Proof. From (4.2.105), (4.2.106) with (4.2.63) we obtain

$$
\sup _{G_{e / 2}^{e}}|\nabla v| \leq c \begin{cases}\varrho^{\lambda-1}, & \text { if } s>\lambda,  \tag{4.2.108}\\ \varrho^{\lambda-1} \ln ^{3 / 2} \frac{1}{\varrho}, & \text { if } s=\lambda, \\ \varrho^{s-1}, & \text { if } s<\lambda,\end{cases}
$$

$$
\sup _{\substack{x, y \in G_{\varrho}^{e}  \tag{4.2.109}\\ x \neq y}} \frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{1-N / p}} \leq c \begin{cases}\varrho^{\frac{N}{p}-2+\lambda}, & \text { if } s>\lambda, \\ \varrho^{\frac{N}{p}-2+\lambda-\varepsilon}, & \forall \varepsilon>0, \\ \text { if } s=\lambda, \\ \varrho^{\frac{N}{p}-2+s}, & \text { if } s<\lambda .\end{cases}
$$

Putting $|x|=\frac{2}{3} \varrho$ we obtain from (4.2.108) the (4.2.107).

## 4 Strong solutions of the Dirichlet problem

Now we set

$$
\kappa=\left\{\begin{array}{lll}
0, & \text { if } & s>\lambda, \\
-\varepsilon, & \text { if } & s=\lambda, \\
s-\lambda, & \text { if } & \lambda-1+\frac{N}{p} \leq s<\lambda
\end{array}\right.
$$

Let us consider the first case $\lambda \geq 2-\frac{N}{p}$. If $x, y \in G_{\varrho / 2}^{\varrho}$, then $|x-y| \leq 2 \varrho$ and therefore $\varrho^{\kappa} \leq c|x-y|^{\kappa}$, since $\kappa \leq 0$. Then from (4.2.109) we get

$$
|\nabla v(x)-\nabla v(y)| \leq c \begin{cases}|x-y|^{1-N / p}, & \text { if } s>\lambda, \\ |x-y|^{1-N / p-\varepsilon}, & \forall \varepsilon>0, \\ \text { if } s=\lambda, \\ |x-y|^{1-N / p+s-\lambda}, & \text { if } s<\lambda\end{cases}
$$

If $x, y \in \bar{G}$ and $|x-y| \geq \varrho=|x|$, then by (4.2.108) we get

$$
\begin{aligned}
& \frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{1-N / p+\kappa} \leq 2|\nabla v \| x-y|^{N / p-1-\kappa} \leq c \varrho^{\lambda-1+\kappa}} \varrho^{\frac{N}{p}-1-\kappa}= \\
&=c \varrho^{\frac{N}{p}-2+\lambda} \leq c o n s t ;
\end{aligned}
$$

we have taken into account that in the considered case $1-N / p+\kappa \geq 0$. Thus case 1) of our theorem is proved.

Now we consider the second case $1<\lambda \leq 2-\frac{N}{p}$. If $x, y \in G_{\varrho / 2}^{\varrho}$, then $|x-y| \leq 2 \varrho$ and therefore $\varrho^{\kappa} \leq c|x-y|^{\kappa}$, since $\kappa \leq 0$. Then from (4.2.109) we get

$$
|\nabla v(x)-\nabla v(y)| \leq c|x-y|^{1-N / p} \varrho^{\frac{N}{p}-2+\lambda+\kappa} \leq c|x-y|^{\lambda-1+\kappa} .
$$

If $x, y \in \bar{G}$ and $|x-y| \geq \varrho=|x|$, then by (4.2.108) we get

$$
\frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{\lambda-1+\kappa}} \leq 2|\nabla v||x-y|^{1-\lambda-\kappa} \leq c \varrho^{\lambda-1+\kappa}|x-y|^{1-\lambda-\kappa} \leq \text { const }
$$

we have taken into account that in the considered case $1-\lambda-\kappa \leq 0$. Thus case 2) of our theorem is proved as well.

Theorem 4.34. Let u be a strong solution of the boundary value problem ( $L$ ) and let the assumptions of Theorem 4.22 and (bb) with $\psi(\varrho)$ defined by Theorem 4.22 be satisfied. Then it is true for the next estimate

$$
|\nabla u(x)| \leq c\left\{\begin{array}{ll}
|x|^{\lambda-1-\varepsilon}, & \text { if } s \geq \lambda,  \tag{4.2.110}\\
|x|^{s-1-\varepsilon}, & \text { if } s<\lambda .
\end{array} \forall \varepsilon>0\right.
$$

Moreover,

- 1) if $\lambda \geq 2-\frac{N}{p}$, then

$$
u \in\left\{\begin{array}{ll}
C^{2-\frac{N}{p}-\varepsilon}(\bar{G}), & \text { if } s \geq \lambda, \\
C^{s-\lambda+2-\frac{N}{p}-\varepsilon}(\bar{G}), & \text { if } \lambda-1+\frac{N}{p}<s<\lambda,
\end{array} \forall \varepsilon>0\right.
$$

-2) if $1<\lambda \leq 2-\frac{N}{p}$, then

$$
u \in\left\{\begin{array}{ll}
C^{\lambda-\varepsilon}(\bar{G}), & \text { if } s \geq \lambda, \\
C^{s-\varepsilon}(\bar{G}), & \text { if } 1<s<\lambda,
\end{array}, \forall \varepsilon>0\right.
$$

Proof. From (4.2.105), (4.2.106) with $\psi(\varrho)$ from Theorem 4.22 we obtain

$$
\begin{align*}
& \sup _{G_{e / 2}^{e}}|\nabla v| \leq c\left\{\begin{array}{lll}
\varrho^{\lambda-1-\varepsilon}, & \text { if } s \geq \lambda, \\
\varrho^{s-1-\varepsilon}, & \text { if } s<\lambda,
\end{array}\right.  \tag{4.2.111}\\
& \sup _{\substack{x, y \in G^{e} \\
x \neq y}} \frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{1-N / p} \leq c\{ }\left\{\begin{array}{lll}
\varrho^{\frac{N}{p}-2+\lambda-\varepsilon}, & \text { if } & s=\lambda, \\
\varrho^{\frac{N}{p}-2+s-\varepsilon}, & \text { if } & s<\lambda .
\end{array}\right. \tag{4.2.112}
\end{align*}
$$

$\forall \varepsilon>0$. Putting $|x|=\frac{2}{3} \varrho$ we obtain from (4.2.111) the estimate (4.2.110).
Let us consider the first case $\lambda \geq 2-\frac{N}{p}$. If $x, y \in G_{\varrho / 2}^{\varrho}$, then $|x-y| \leq 2 \varrho$ and therefore $\varrho^{-\varepsilon} \leq c|x-y|^{-\varepsilon}$. Then from (4.2.112) we get

$$
|\nabla v(x)-\nabla v(y)| \leq c\left\{\begin{array}{ll}
|x-y|^{1-N / p-\varepsilon}, & \text { if } s \geq \lambda, \\
|x-y|^{1-N / p+s-\lambda-\varepsilon}, & \text { if } s<\lambda .
\end{array} \forall \varepsilon>0 .\right.
$$

If $x, y \in \bar{G}$ and $|x-y| \geq \varrho=|x|$, then by (4.2.111) we get
-1) for $s \geq \lambda$

$$
\begin{array}{r}
\frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{1-N / p-\varepsilon} \leq 2|\nabla v||x-y|^{N / p-1+\varepsilon} \leq c \varrho^{\lambda-1-\varepsilon}|x-y|^{N / p-1+\varepsilon} \leq} \\
\leq c|x-y|^{\frac{N}{p}-2+\lambda} \leq c o n s t .
\end{array}
$$

-2) for $N / p-1+\lambda<s<\lambda$

$$
\begin{aligned}
\frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{1-N / p-\varepsilon+s-\lambda}} & \leq 2|\nabla v||x-y|^{N / p-1+\varepsilon-s+\lambda} \leq \\
& \leq c \varrho^{s-1-\varepsilon}|x-y|^{N / p-1+\varepsilon+\lambda-s} \leq c \varrho^{\frac{N}{p-2+\lambda}} \leq c o n s t .
\end{aligned}
$$

Thus case 1) of our theorem is proved.

Now we consider the second case $1<\lambda \leq 2-\frac{N}{p}$. For this we define

$$
\kappa= \begin{cases}-\varepsilon, & \text { if } \quad s \geq \lambda \\ s-\lambda-\varepsilon, & \text { if } \quad 1<s<\lambda\end{cases}
$$

If $x, y \in G_{\varrho / 2}^{\varrho}$, then $|x-y| \leq 2 \varrho$ and therefore $\varrho^{\kappa} \leq c|x-y|^{\kappa}$, since $\kappa<0$. Then from (4.2.112) we get

$$
|\nabla v(x)-\nabla v(y)| \leq c|x-y|^{1-N / p} \varrho^{\frac{N}{p}-2+\lambda+\kappa} \leq c|x-y|^{\lambda-1+\kappa} .
$$

If $x, y \in \bar{G}$ and $|x-y| \geq \varrho=|x|$, then by (4.2.111) we get

$$
\frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{\lambda-1+\kappa}} \leq 2|\nabla v||x-y|^{1-\lambda-\kappa} \leq c \varrho^{\lambda-1+\kappa}|x-y|^{1-\lambda-\kappa} \leq c o n s t .
$$

We have taken into account that in the considered case $1-\lambda-\kappa<0$. Thus case 2 ) of our theorem is proved as well.

At last, in the same way we prove
THEOREM 4.35. Let u be a strong solution of the boundary value problem $(L)$ and let the assumptions of Theorem 4.23 and (bb) with $\psi(\varrho)$ defined by Theorem 4.23 be satisfied. Then the next estimate is true

$$
\begin{equation*}
|\nabla u(x)| \leq C|x|^{\lambda-1} \ln ^{c+1} \frac{1}{|x|} \tag{4.2.113}
\end{equation*}
$$

Moreover,

- 1) if $\lambda \geq 2-\frac{N}{p}$, then $u \in C^{2-\frac{N}{p}-\varepsilon}(\bar{G}), \quad \forall \varepsilon>0$;
- 2) if $1<\lambda \leq 2-\frac{N}{p}$, then $u \in C^{\lambda-\varepsilon}(\bar{G}), \quad \forall \varepsilon>0$.
4.2.5. Examples. Let us present some examples which demonstrate that the assumptions on the coefficients of the operator $L$ are essential for the validity of Theorems from Section 4.2.2.

Let $N=2$, let the domain $G$ lie inside the sector

$$
G_{0}^{\infty}=\left\{(r, \omega) \mid 0<r<\infty, 0<\omega<\omega_{0}, 0<\omega_{0} \leq 2 \pi\right\}
$$

and suppose that $\mathcal{O} \in \partial G$ and in some neighborhood $G_{0}^{d}$ of $\mathcal{O}$ the boundary $\partial G$ coincides with the sides $\omega=0$ and $\omega=\omega_{0}$ of the sector $G_{0}^{\infty}$. In our case the least eigenvalue of (EVD) is $\lambda=\frac{\pi}{\omega_{0}}$.

Example 4.36. Let us consider the function

$$
u(r, \omega)=r^{\lambda}\left(\ln \frac{1}{r}\right)^{(\lambda-1) /(\lambda+1)} \sin (\lambda \omega), \quad \lambda=\frac{\pi}{\omega_{0}}
$$

in $G_{0}^{d}:=\left\{x \in \mathbb{R}^{2}: 0<r<d, 0<\omega<\omega_{0}\right\}$. It satisfies the equation

$$
\sum_{i, j=1}^{2} a^{i j}(x) D_{i j} u=0 \quad \text { in } \quad G_{0}^{d}
$$

with

$$
\begin{aligned}
a^{11}(x) & =1-\frac{2}{\lambda+1} \frac{x_{2}^{2}}{r^{2} \ln (1 / r)}, \\
a^{12}(x)=a^{21}(x) & =\frac{2}{\lambda+1} \frac{x_{1} x_{2}}{r^{2} \ln (1 / r)}, \\
a^{22}(x) & =1-\frac{2}{\lambda+1} \frac{x_{1}^{2}}{r^{2} \ln (1 / r)}, \\
a^{i j}(0) & =\delta_{i}^{j}
\end{aligned}
$$

and the boundary conditions

$$
u=0 \quad \text { on } \quad \Gamma_{0}^{d} .
$$

If $d<e^{-2}$, then the equation is uniformly elliptic with ellipticity constants

$$
\nu=1-\frac{2}{\ln (1 / d)} \quad \text { and } \quad \mu=1
$$

Furthermore,

$$
\mathcal{A}(r)=\frac{2}{(\lambda+1) \ln (1 / r)}, \quad \int_{0}^{d} \frac{\mathcal{A}(r)}{r} d r=+\infty
$$

that is the leading coefficients of the equation are continuous but not Dini continuous at zero. From the explicit form of the solution $u$ we have

$$
\begin{equation*}
|u(x)| \leq c|x|^{\lambda-\varepsilon}, \quad\|u\|_{\widehat{W}_{2}^{2}\left(G_{0}^{\rho}\right)} \leq c \varrho^{\lambda-\varepsilon} \tag{4.2.114}
\end{equation*}
$$

for all $\varepsilon>0$. This example shows that it is not possible to replace $\lambda-\varepsilon$ in (4.2.114) by $\lambda$ without additional assumptions regarding the continuity modulus of the leading coefficients of the equation at zero.

Example 4.37. Let $G_{0}^{d}$ be defined as in the previous example and let

$$
u(x)=r^{\lambda} \ln \left(\frac{1}{r}\right) \sin (\lambda \omega), \quad \lambda=\frac{\pi}{\omega_{0}} .
$$

The function $u$ satisfies

$$
\begin{cases}\Delta u+\frac{2 \lambda}{r^{2} \ln (1 / r)} u=0 & \text { in } G_{0}^{d} \\ u=0 & \text { on } \Gamma_{0}^{d}\end{cases}
$$

Here

$$
\mathcal{A}(r)=\frac{2 \lambda}{\ln (1 / r)}, \quad \int_{0}^{d} \frac{\mathcal{A}(r)}{r} d r=+\infty
$$

Thus the assumptions about the lower order coefficients are essential, too.
Example 4.38. The function

$$
u(x)=r^{\lambda} \ln \left(\frac{1}{r}\right) \sin (\lambda \omega), \quad \lambda=\frac{\pi}{\omega_{0}}
$$

satisfies

$$
\begin{cases}\Delta u=f:=-2 \lambda r^{\lambda-2} \sin (\lambda \omega) & \text { in } G_{0}^{d} \\ u=0 & \text { on } \Gamma_{0}^{d}\end{cases}
$$

Here, all assumptions on the coefficients are satisfied but

$$
\|f\|_{\dot{W}_{2}^{0}\left(G_{0}^{e}\right)} \leq c \varrho^{s}
$$

with $s=\lambda$. This verifies the importance of conditions of our theorems.
4.2.6. Higher regularity results. Now we begin the study of the higher regularity of the strong solutions of the problem ( $L$ ). This smoothness depends on the value $\lambda$.

Theorem 4.39. Let $p, \alpha \in \mathbb{R}, k \in \mathbb{N}$ satisfy $p \geq 1, k \geq 2$. Let $u \in$ $W^{2, N}(G) \cap C^{0}(\bar{G})$ be a strong solution of the boundary value problem (L) and assumptions of Theorem 4.21 with $s>\lambda$ are satisfied. Suppose, in addition, that there are derivatives $D^{l} a^{i j}, D^{l} a^{i}, D^{l} a,|l| \leq k-2$ and numbers $\mu_{l} \geq 0$ such that

$$
\begin{array}{r}
\left(\sum_{i, j=1}^{N}\left|D^{l} a^{i j}(x)\right|^{2}\right)^{1 / 2}+|x|^{l+1}\left(\sum_{i=1}^{N}\left|D^{l} a^{i}(x)\right|^{2}\right)^{1 / 2}+|x|^{l+2}\left|D^{l} a(x)\right| \leq \mu_{l} \\
x \in \bar{G} ;|l|=1,2, \ldots, k-2
\end{array}
$$

If $f \in V_{p, \alpha}^{k-2}(G), \varphi \in V_{p, \alpha}^{k-1 / p}(\partial G)$ and

$$
\begin{equation*}
\|f\|_{V_{p, \alpha}^{k-2}\left(G_{e / 4}^{2 p}\right)}+\|\varphi\|_{V_{p, \alpha}^{k-1 / p}\left(\Gamma_{e / 4}^{2 e}\right)} \leq k_{1} \varrho^{\lambda-k+\frac{\alpha+N}{p}} \tag{4.2.115}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha>p(k-\lambda)-N \tag{4.2.116}
\end{equation*}
$$

then there are numbers $c>0, d>0$ such that $u \in V_{p, \alpha}^{k}\left(G_{0}^{d}\right)$ and the following estimate is valid

$$
\begin{equation*}
\|u\|_{V_{p, \alpha}^{k}\left(G_{0}^{\rho}\right)} \leq c \varrho^{\lambda-k+\frac{\alpha+N}{p}}, \varrho \in(0, d) . \tag{4.2.117}
\end{equation*}
$$

Proof. Let us consider two sets $G_{\varrho / 4}^{2 \varrho}$ and $G_{\varrho / 2}^{\varrho} \subset G_{\varrho / 4}^{2 \varrho}, \varrho>0$. We make transformation $x=\varrho x^{\prime} ; u\left(\varrho x^{\prime}\right)=\varrho^{\lambda} w\left(x^{\prime}\right)$. The function $w\left(x^{\prime}\right)$ satisfies the problem
$(L)^{\prime} \quad\left\{\begin{array}{l}a^{i j}\left(\varrho x^{\prime}\right) w_{x_{i}^{\prime} x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) w_{x_{i}^{\prime}}+\varrho^{2} a\left(\varrho x^{\prime}\right) w=\varrho^{2-\lambda} f\left(\varrho x^{\prime}\right), \\ w\left(x^{\prime}\right)=\varrho^{-\lambda} \varphi\left(\varrho x^{\prime}\right), \quad x^{\prime} \in \Gamma_{1 / 4}^{2} .\end{array}\right.$
By Theorem 4.7 we have

$$
\begin{align*}
\|w\|_{W^{k, p}\left(G_{1 / 2}^{1}\right)} \leq C_{k}\left(\|w\|_{L^{p}\left(G_{1 / 4}^{2}\right)}+\right. & \varrho^{2-\lambda}\|f\|_{L^{p}\left(G_{1 / 4}^{2}\right)}+  \tag{4.2.118}\\
& \left.+\varrho^{-\lambda}\|\varphi\|_{W^{k-1 / p, p}\left(\Gamma_{1 / 4}^{2}\right)}\right)
\end{align*}
$$

where $C_{k}$ does not depend on $w$ and depends only on $G, N, p, \nu, \mu$ and $\max _{x \in \bar{G}_{e / 4}^{2 e}} \mathcal{A}(|x|)$. Returning to the variables $x, u$, multiplying both sides of this inequality by $\varrho^{\frac{\alpha+N}{p}-k}$ and noting that $\varrho / 4 \leq r \leq 2 \varrho$ in $G_{\varrho / 4}^{2 \varrho}$, we obtain

$$
\begin{align*}
&\|u\|_{V_{p, \alpha}^{k}\left(G_{\ell / 2}^{e}\right)}^{e} \leq C\left\{\|f\|_{V_{p, \alpha}^{k-2}\left(G_{e / 4}^{2 e}\right)}+\|\varphi\|_{V_{p, \alpha}^{k-1 / p}\left(\Gamma_{e / 4}^{2}\right)}+\right.  \tag{4.2.119}\\
&\left.+\|u\|_{V_{p, \alpha-k p}^{0}\left(G_{e / 4}^{2 e}\right)}\right\} .
\end{align*}
$$

By Theorem 4.21 we have $|u(x)| \leq c_{0}|x|^{\lambda}$ therefore

$$
\begin{aligned}
\|u\|_{V_{p, \alpha-k p}^{0}\left(G_{e / 4}^{2 e}\right)}^{p}=\int_{G_{e / 4}^{2 o}} \varrho^{\alpha-k p}|u(x)|^{p} d x \leq c_{0}^{p} & \int_{G_{e / 4}^{2 \rho}} \varrho^{\alpha-k p+\lambda p} d x \leq \\
& \leq c_{0}^{p} \operatorname{meas} \Omega \cdot \varrho^{\alpha+N+p(\lambda-k)}
\end{aligned}
$$

Hence and from (4.2.120) with regard to (4.2.115) it follows that

$$
\begin{equation*}
\|u\|_{V_{p, \alpha}^{k}\left(G_{e / 2}^{e}\right)} \leq C \varrho^{\lambda-k+\frac{\alpha+N}{p}}, \varrho \in(0, d) \tag{4.2.120}
\end{equation*}
$$

Replacing $\varrho$ in the above inequality by $2^{-m} \varrho$ and summing up the resulting inequalities for every $m=0,1,2, \ldots$, we obtain

$$
\|u\|_{V_{p, \alpha}^{k}\left(G_{0}^{o}\right)} \leq C \varrho^{\lambda-k+\frac{\alpha+N}{p}} \sum_{m=0}^{\infty} 2^{-m\left(\lambda-k+\frac{\alpha+N}{p}\right)}
$$

By (4.2.116), the numerical series from the right converges. Thus the estimate (4.2.117) is proved.

## 4 Strong solutions of the Dirichlet problem

Theorem 4.40. Let $u$ be a strong solution of (L). Suppose that the conditions of Theorem 4.21 with $s>\lambda$ and Theorem 4.39 are satisfied. Let, in addition,

$$
\begin{equation*}
k-1<\lambda \leq k-\frac{N}{p}, \quad k \geq 2, p>N \tag{4.2.121}
\end{equation*}
$$

Then $u \in C^{\lambda}\left(\overline{G_{0}^{d}}\right)$ and there are nonnegative numbers $C_{l}$ such that

$$
\begin{equation*}
\left|D^{l} u(x)\right| \leq C_{l}|x|^{\lambda-|l|} \quad \forall x \in \overline{G_{0}^{d}} ; \quad|l|=0,1, \ldots, k-1 \tag{4.2.122}
\end{equation*}
$$

for some $d>0$. If $\lambda=k-1, p=N$, then $u \in C^{\lambda-\varepsilon}\left(\overline{G_{0}^{d}}\right), \quad \forall \varepsilon>0$.
Proof. We consider the function $w\left(x^{\prime}\right)$ as a solution of the problem $(L)^{\prime}$ in the domain $G_{1 / 4}^{2}$. By the Sobolev Imbedding Theorem 1.33,

$$
W^{k, p}(G) \hookrightarrow C^{k-1+\beta}(G), \quad 0<\beta \leq 1-\frac{N}{p}
$$

and, in addition,

$$
\begin{align*}
& \sum_{|l| \leq k-1} \sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|D_{x^{\prime}}^{l} w\left(x^{\prime}\right)\right|+  \tag{4.2.123}\\
& \quad+\sup _{\substack{x^{\prime}, y^{\prime} \in G_{1 / 2}^{1} \\
x^{\prime} \neq y^{\prime}}} \frac{\left|D_{x^{\prime}}^{k-1} w\left(x^{\prime}\right)-D_{y^{\prime}}^{k-1} w\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|^{1-N / p}} \leq c\|w\|_{W^{k, p}\left(G_{1 / 2}^{1}\right)}
\end{align*}
$$

with a constant $c$ independent of $u$ and defined only by $N, p$ and the domain $G$. Returning to the variables $x, u$, we have for $\forall \varrho \in(0, d)$

$$
\sup _{x \in G_{\varrho / 2}^{e}}\left|D^{l} u(x)\right| \leq C_{l} \varrho^{k-|l|-\frac{N+\alpha}{p}}\|u\|_{V_{p, \alpha}^{k}\left(G_{a / 2}^{e}\right)}, \quad|l|=0,1, \ldots, k-1
$$

$$
\begin{equation*}
\left.\sup _{\substack{x, y \in G^{e}, 2 \\ x \neq y}} \frac{\left|D^{k-1} u(x)-D^{k-1} u(y)\right|}{|x-y|^{1-N / p}} \leq c \varrho^{-\frac{\alpha}{p}}\|u\|_{V_{p, \alpha}^{k}\left(G_{Q / 2}^{e}\right)}\right) \tag{4.2.124}
\end{equation*}
$$

Since $\varrho / 2 \leq r=|x| \leq \varrho$ for $x \in G_{\varrho / 2}^{\varrho}$, by (4.2.120), from 4.2.124) it follows

$$
\begin{gather*}
\left|D^{l} u(x)\right| \leq C_{l}|x|^{\lambda-|l|}, \quad|l|=0,1, \ldots, k-1 ; \quad x \in G_{0}^{d}  \tag{4.2.125}\\
\sup _{\substack{x, y \in G_{Q}^{e} \\
x \neq y}} \frac{\left|D^{k-1} u(x)-D^{k-1} u(y)\right|}{|x-y|^{1-N / p}} \leq c \varrho^{\lambda-k+\frac{N}{p}} \tag{4.2.126}
\end{gather*}
$$

Now from (4.2.126) for $\tau=\lambda-k+\frac{N}{p} \leq 0$ we have

$$
\begin{equation*}
\left|D^{k-1} u(x)-D^{k-1} u(y)\right| \leq c \varrho^{\tau}|x-y|^{\lambda-k+1-\tau} \quad \forall x, y \in G_{\varrho / 2}^{\varrho} \tag{4.2.127}
\end{equation*}
$$

Since $\tau \leq 0$, we have

$$
|x-y|^{\tau} \geq(2 \varrho)^{\tau} \quad \forall x, y \in G_{\varrho / 2}^{\varrho}
$$

and therefore from (4.2.127) it follows that

$$
\begin{equation*}
\left|D^{k-1} u(x)-D^{k-1} u(y)\right| \leq c 2^{-\tau}|x-y|^{\lambda-k+1} \quad \forall x, y \in G_{\varrho / 2}^{\dot{\varrho}} \tag{4.2.128}
\end{equation*}
$$

The inequality (4.2.128) together with the (4.2.125) leads to the assertion $u \in C^{\lambda}\left(\overline{G_{0}^{d}}\right)$, if the (4.2.121) is fulfilled.

Let now $\lambda=k-1, p=N$. Then, by the Sobolev Imbedding Theorem 1.33, we have

$$
\begin{align*}
& \sup _{\substack{x^{\prime}, y^{\prime} \in G_{1 / 2}^{1} \\
x^{\prime} \neq y^{\prime}}} \frac{\left|D_{x^{\prime}}^{k-2} w\left(x^{\prime}\right)-D_{y^{\prime}}^{k-2} w\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|^{\beta}} \leq c\|w\|_{W^{k, p}\left(G_{1 / 2}^{1}\right)},  \tag{4.2.129}\\
& \forall \beta \in(0,1) ; k \geq 2 .
\end{align*}
$$

Returning to the variables $x, u$ and considering the inequality (4.2.120), we have for $\forall \varrho \in(0, d)$

$$
\begin{align*}
& \sup _{\substack{x, y \in G_{\varrho / 2}^{o} \\
x \neq y}} \frac{\left|D^{k-2} u(x)-D^{k-2} u(y)\right|}{|x-y|^{\beta}} \leq c \varrho^{2-\beta-\frac{\alpha+N}{p}}\|u\|_{V_{p, \alpha}^{k}\left(G_{e / 2}^{o}\right)} \leq \\
& 30) \tag{4.2.130}
\end{align*} \quad \leq c \varrho^{\lambda-k+2-\beta}=c \varrho^{1-\beta}, \quad \forall \beta \in(0,1), k \geq 2 .
$$

The inequality (4.2.130) for $\beta=1-\varepsilon, \forall \varepsilon>0$ together with the (4.2.125) for $|l|=0,1, \ldots, k-2$ means $u \in C^{\lambda-\varepsilon}\left(\overline{G_{0}^{d}}\right), \quad \forall \varepsilon>0$. Thus the assertion follows.

### 4.3. Smoothness in a Dini-Liapunov region

In this Section we shall study strong solutions $u \in W_{l o c}^{2, p}(G) \cap W^{1, p}(G)$, $p>N$ of ( $L$ ) in a Dini-Liapunov region $G$. We follow some results in K.-O. Widman [405], [406].

Definition 4.41. A Dini-Liapunov surface is a closed, bounded ( $N-1$ )-dimensional surface $S$ satisfying the following conditions:

- At every point of $S$ there is a uniquely defined tangent (hyper-) plane, and thus also a normal.
- There exists a Dini function $\mathcal{A}(r)$ such that if $\theta$ is the angle between two normals, and $r$ is the distance between their foot points, then the inequality $\theta \leq \mathcal{A}(r)$ holds.
- There is a constant $\varrho>0$ such that if $\Omega_{\varrho}$ is a sphere with radius $\varrho$ and center $x_{0} \in S$, then a line parallel to the normal at $x_{0}$ meets $S$ at most once inside $\Omega_{e}$.

A Dini-Liapunov surface is called a Liapunov surface, if $\mathcal{A}(r)=c r^{\gamma}$, $\gamma \in(0,1)$. Dini-Liapunov and Liapunov regions are regions the boundary of which are Dini-Liapunov and Liapunov surfaces respectively.

For the properties of Liapunov regions see Günter [140]. In particular we note that a Dini-Liapunov domain belongs to $C^{1, \mathcal{A}}$.

Since some minor complications arise from the logarithmic singularity of the fundamental solutions of the elliptic equation with constant coefficients in the case $N=2$, we will concentrate on domains in $\mathbb{R}^{N}$ with $N \geq 3$.

We note that it is well known, that the first derivatives of $u$ are continuous functions which are locally absolutely continuous on all straight lines parallel to one of the coordinate axis except those issuing from a set of ( $N-1$ )- dimensional Lebesgue measure zero on the orthogonal hyperplane.

Further we will always suppose that the following assumptions on the equation ( $L$ ) are as follows

- (a) and (b) with $\operatorname{det}\left(a^{i j}\right)=1$, which is no further restriction.
(c) There exists a $\alpha$-Dini function $\mathcal{A}$ such that

$$
\left(\sum_{i, j=1}^{N}\left|a^{i j}(x)-a^{i j}(y)\right|^{2}\right)^{1 / 2} \leq \mathcal{A}(|x-y|), \quad \forall x, y \in \bar{G}
$$

(cc)

$$
\left(\sum_{i=1}^{N}\left|a^{i}(x)\right|^{2}\right)^{1 / 2}+|a(x)|+|f(x)| \leq K d^{\lambda-2}(x)
$$

where $\lambda \in(1,2)$ and by $d(x)$ is denoted the distance from $x$ to $\partial G$.
Theorem 4.42. Let $G$ be a bounded Liapunov domain in $\mathbb{R}^{N}$ with a $C^{\lambda}, 1<\lambda<2$ boundary portion $T \subset \partial G$. Let $u(x)$ be a strong solution of the problem $(L)$ with $\varphi(x) \in C^{\lambda}(\partial G)$. Suppose the coefficients of the equation in ( $L$ ) satisfy assumptions (a) - (cc).

Then $u \in C^{\lambda}\left(G^{\prime}\right)$ for any domain $G^{\prime} \subset \subset G \cup T$ and

$$
\begin{equation*}
|u|_{\lambda ; G^{\prime} \cup T} \leq c\left(N, T, G, \nu, \mu, K, k, d^{\prime}\right)\left(|u|_{0 ; G}+\|f\|_{p ; G}+|\varphi|_{\lambda ; \partial G}\right), \tag{4.3.1}
\end{equation*}
$$

where $d^{\prime}=\operatorname{dist}\left(G^{\prime}, \partial G \backslash T\right), k=\max _{i, j=1, \ldots, N}\left\{\left\|a^{i j},\right\|_{0, \mathcal{A} ; G}\right\}, N<p<\frac{N}{2-\lambda}$.

## Proof. Step 1.

By the definition of Liapunov surfaces, there is a sphere $S_{\varrho}$ of radius $\varrho>0$ and center $x_{0} \in T$ such that a line parallel to the normal at $x_{0}$ intersects $T$ at most once inside $S_{\varrho}$. We can choose $\varrho>0$ so small that any two normals issuing from points of $T$ inside $S_{\varrho}$ form an angle less than $\frac{\pi}{4}$, say. It will be no restriction to assume that $x_{0}=\mathcal{O}$ and that the positive $x_{N}-$ axis is along the inner normal of $T$ at $x_{0}$. Then, inside $S_{\varrho}$, the surface $T$ is described by

$$
x_{N}=h\left(x^{\prime}\right) \in C^{\lambda}\left(\left|x^{\prime}\right|<\frac{1}{2} \underline{\varrho}+\varepsilon\right) ; x^{\prime}=\left(x_{1}, \ldots, x_{N-1}\right) .
$$

Now we use Extension Lemma 1.62 to extend the function $x_{N}-h\left(x^{\prime}\right)$ from $T$ into $G$. We denote this extension by $H(x)$. Since $\frac{\partial H}{\partial x_{N}}=1$ on $T$ we can consider the connected region $G^{\prime}$ that is a connected component of the set

$$
\left\{x\left|\left|x^{\prime}\right|<\frac{1}{2} \varrho, \frac{\partial H}{\partial x_{N}}>\frac{1}{2}, H>0\right\}\right.
$$

which has $T$ as a portion of its boundary. By Extension Lemma 1.62 $H$ has the following properties in $G^{\prime}$ :

$$
\begin{array}{ll}
1^{\circ} . & H(x) \in C^{\infty}\left(G^{\prime}\right) ; \\
2^{\circ} . & H(x) \in C^{\lambda}\left(\overline{G^{\prime}}\right) ; \\
3^{\circ} . & K_{1}\left[x_{N}-h\left(x^{\prime}\right)\right] \leq H(x) \leq K_{2}\left[x_{N}-h\left(x^{\prime}\right)\right], \Longrightarrow \\
& \left.d(x) \geq K_{3} H(x), \quad K_{1}, K_{2}, K_{3}>0, \quad \text { (see also } \S 2[\mathbf{2 3 5}]\right) ; \\
4^{\circ} . & \left|D_{x x}^{2} H(x)\right| \leq K d^{\lambda-2}(x) ; \\
5^{\circ} . & H(x) \text { is strictly monotonic considered as a function of } x_{N} \\
& \text { for each } x^{\prime},\left|x^{\prime}\right|<\frac{1}{2} \varrho .
\end{array}
$$

From $3^{\circ}$ follows
Corollary 4.43.

$$
d(x) \geq \frac{1}{2} K_{3}|x|, \quad x \in G^{\prime}
$$

Proof. In fact, we have

$$
d(x) \geq K_{3} H(x)=K_{3}\left(H(x)-H\left(x_{0}\right)\right)=K_{3}|\nabla H| \cdot|x| \geq \frac{1}{2} K_{3}|x| .
$$

Similarly, let $\Phi(x)$ be an extension of the boundary function $\varphi(x)$ from $T$ into $G$. By Extension Lemma $1.62 \Phi$ has the following properties in $G^{\prime}$ :

$$
\begin{array}{ll}
1^{\circ} . & \Phi(x) \in C^{\infty}\left(G^{\prime}\right) \\
2^{\circ} . & \Phi(x) \in C^{\lambda}\left(\overline{G^{\prime}}\right) \\
3^{\circ} . & \left|D_{x x}^{2} \Phi(x)\right| \leq K d^{\lambda-2}(x) .
\end{array}
$$

Now we flatten the boundary portion $T$. Let us consider the diffeomorphism $\psi$ that is given in the following way

$$
\begin{cases}y_{k} & =x_{k} ; \quad k=1, \ldots, N-1 \\ y_{N} & =H(x)\end{cases}
$$

The mapping $y=\psi(x), x \in \overline{G^{\prime}}$, is one-one and maps $\overline{G^{\prime}}$ onto a region $\overline{D^{\prime}}$ which contains the set $\left\{y\left|\left|y^{\prime}\right|<\frac{1}{2} \varrho, 0<y_{N}<\tau\right\}\right.$ for some $\tau>0$, in such a way that $T$ and $\left\{\left|y^{\prime}\right|<\frac{1}{2} \varrho\right\}$ correspond.

Let us consider the problem $(L)$ for the function $v=u-\Phi$. The function $v$ then satisfies the homogeneous Dirichlet problem
$(L)_{0}$

$$
\left\{\begin{array}{l}
a^{i j}(x) D_{i j} v(x)+a^{i}(x) D_{i} v(x)+a(x) v(x)=F(x) \text { in } G, \\
v(x)=0 \text { on } \partial G
\end{array}\right.
$$

where

$$
\begin{equation*}
F(x)=f(x)-\left(a^{i j}(x) D_{i j} \Phi(x)+a^{i}(x) D_{i} \Phi(x)+a(x) \Phi(x)\right) . \tag{4.3.2}
\end{equation*}
$$

Under the mapping $y=\psi(x)$, let $\widetilde{v}(y)=v(x)$. Since

$$
v_{x_{i}}=\frac{\partial \psi_{k}}{\partial x_{i}} \widetilde{v}_{y_{k}} \quad \text { and } \quad v_{x_{i} x_{j}}=\frac{\partial \psi_{k}}{\partial x_{i}} \frac{\partial \psi_{m}}{\partial x_{j}} \widetilde{v}_{y_{k} y_{m}}+\frac{\partial^{2} \psi_{k}}{\partial x_{i} \partial x_{j}} \widetilde{v}_{y_{k}},
$$

it follows from $(L)_{0}$ that $\widetilde{v}(y)$ is a strong solution in $D^{\prime}$ of the problem

$$
{\widetilde{(L)_{0}}} \quad\left\{\begin{array}{l}
\widetilde{a}^{i j}(y) D_{i j} \widetilde{v}(y)+\widetilde{a}^{i}(y) D_{i} \widetilde{v}(y)+\widetilde{a}(y) \widetilde{v}(y)=\widetilde{F}(y) \text { in } D^{\prime}, \\
\widetilde{v}\left(y^{\prime}\right)=0 \quad \text { on }\left|y^{\prime}\right| \leq \frac{1}{2} \varrho
\end{array}\right.
$$

where

$$
\begin{align*}
\widetilde{F}(y) & =\widetilde{f}(y)-\left(\widetilde{a}^{i j}(y) D_{i j} \widetilde{\Phi}(y)+\widetilde{a}^{i}(y) D_{i} \widetilde{\Phi}(y)+\widetilde{a}(y) \widetilde{\Phi}(y)\right), \\
\widetilde{a}^{i j}(y) & =a^{k m}(x) \frac{\partial \psi_{i}}{\partial x_{k}} \frac{\partial \psi_{j}}{\partial x_{m}}, \quad \widetilde{a}^{i}(y)=a^{k}(x) \frac{\partial \psi_{i}}{\partial x_{k}},  \tag{4.3.3}\\
\widetilde{a}(y) & =a(x), \quad \widetilde{f}(y)=f(x), \quad \widetilde{\Phi}(y)=\Phi(x), \\
x & =\psi^{-1}(y) .
\end{align*}
$$

It is not difficult to observe that the conditions on coefficients of the equation and on the portion $T$ are invariant under maps of class $C^{1, \mathcal{A}}$. Further by the ellipticity condition we have

$$
\begin{aligned}
\widetilde{a}^{i j}(y) \xi_{i} \xi_{j} & =a^{k m}(x) \frac{\partial\left(\xi_{i} y_{i}\right)}{\partial x_{k}} \frac{\partial\left(\xi_{j} \partial y_{j}\right)}{\partial x_{m}} \geq \\
& \geq \nu \sum_{k=1}^{N}\left(\frac{\partial}{\partial x_{k}}\left(\sum_{i=1}^{N} \xi_{i} y_{i}\right)\right)^{2}= \\
& =\nu \sum_{k=1}^{N}\left(\sum_{i=1}^{N} \xi_{i} \frac{\partial y_{i}}{\partial x_{k}}\right)^{2}=\nu \sum_{k=1}^{N}\left(\xi_{k}+\xi_{N} \frac{\partial y_{N}}{\partial x_{k}}\right)^{2}= \\
& =\nu\left(\xi^{2}+2 \xi_{N}^{2}-2 \xi_{N} \sum_{k=1}^{N-1} \xi_{k} \frac{\partial h}{\partial x_{k}}+\xi_{N}^{2}\left[1+\sum_{k=1}^{N-1}\left(\frac{\partial h}{\partial x_{k}}\right)^{2}\right]\right)
\end{aligned}
$$

But by the Cauchy inequality with $\forall \varepsilon>0$ we have

$$
2 \xi_{N} \frac{\partial h}{\partial x_{k}} \xi_{k} \leq \varepsilon \xi_{N}^{2}\left(\frac{\partial h}{\partial x_{k}}\right)^{2}+\frac{1}{\varepsilon} \xi_{k}^{2}
$$

therefore from the previous inequality it follows that

$$
\begin{align*}
\widetilde{a}^{i j}(y) \xi_{i} \xi_{j} & \geq \nu\left\{\left(1-\frac{1}{\varepsilon}\right) \xi^{\prime 2}+(1-\varepsilon) \xi_{N}^{2} \sum_{k=1}^{N-1}\left(\frac{\partial h}{\partial x_{k}}\right)^{2}+4 \xi_{N}^{2}\right\}= \\
& =\nu\left\{\left(1-\frac{1}{\varepsilon}\right) \xi^{\prime 2}+\xi_{N}^{2}\left[4+(1-\varepsilon)|\nabla h|^{2}\right]\right\} \geq  \tag{4.3.4}\\
& \geq \nu\left\{\left(1-\frac{1}{\varepsilon}\right){\xi^{\prime}}^{2}+\xi_{N}^{2}\left[4+(1-\varepsilon) K^{2}\right]\right\}, \quad \forall \varepsilon>1 .
\end{align*}
$$

Now we show that there is $\varepsilon>1$ such that

$$
1-\frac{1}{\varepsilon}=4+(1-\varepsilon) K^{2}
$$

For this we solve the equation

$$
K^{2} \varepsilon^{2}-\left(3+K^{2}\right) \varepsilon-1=0
$$

and obtain

$$
\varepsilon=\frac{1}{2}+\frac{3}{2 K^{2}}+\sqrt{\frac{1}{4}+\frac{10}{4 K^{2}}+\frac{9}{4 K^{4}}} .
$$

Hence we see that $\varepsilon>1$ and we also have

$$
1-\frac{1}{\varepsilon}=\frac{8}{K^{2}+5+\sqrt{K^{4}+10 K^{2}+9}} .
$$

Thus from (4.3.4) it follows finally that

$$
\begin{gather*}
\widetilde{a}^{i j}(y) \xi_{i} \xi_{j} \geq \nu c(K) \xi^{2}  \tag{4.3.5}\\
c(K)=\frac{8}{K^{2}+5+\sqrt{K^{4}+10 K^{2}+9}} .
\end{gather*}
$$

Now we rewrite the problem $\widetilde{(L)_{0}}$ in the form

$$
\left\{\begin{array}{l}
\widetilde{\mathcal{L}_{0}} \widetilde{v} \equiv \widetilde{a}_{0}^{i j} D_{i j} \widetilde{v}=\widetilde{\mathcal{G}}(y), \quad y \in D^{\prime} \\
\widetilde{v}\left(y^{\prime}\right)=0 \quad \text { on }\left|y^{\prime}\right| \leq \frac{1}{2} \varrho
\end{array}\right.
$$

where

$$
\begin{align*}
\tilde{a}_{0}^{i j} & =\widetilde{a}^{i j}(0), \\
\widetilde{\mathcal{G}}(y) & =\tilde{f}(y)-\left(\widetilde{a}^{i j}(y) D_{i j} \widetilde{\Phi}(y)+\widetilde{a}^{i}(y) D_{i} \widetilde{\Phi}(y)+\widetilde{a}(y) \widetilde{\Phi}(y)\right)-  \tag{4.3.6}\\
& -\left(\left(\widetilde{a}^{i j}(y)-\widetilde{a}^{i j}(0)\right) D_{i j} \widetilde{v}(y)+\widetilde{a}^{i}(y) D_{i} \widetilde{v}(y)+\widetilde{a}(y) \widetilde{v}(y)\right),
\end{align*}
$$

and we can apply to this problem Theorem 3.10

$$
\begin{align*}
|\widetilde{v}|_{\lambda, D^{\prime \prime \prime}} \leq c\left(|\widetilde{v}|_{0, D^{\prime \prime}}+\|\widetilde{\mathcal{G}}\|_{p, D^{\prime \prime}}\right), \quad N<p<\frac{N}{2-\lambda} & ,  \tag{4.3.7}\\
& \forall D^{\prime \prime \prime} \subset D^{\prime \prime} \subset \overline{D^{\prime}} .
\end{align*}
$$

Noting that $d x=|J| d y$, where $J=\frac{\mathcal{D}\left(\psi_{1}, \ldots, \psi_{N}\right)}{\mathcal{D}\left(x_{1}, \ldots, x_{N}\right)}$ is jacobian of the transformation $\psi(x)$ and $J=\frac{\partial H}{\partial x_{N}} \geq \frac{1}{2}$, further, from assumptions (a), (b), (c) - (cc) and (4.3.3), (4.3.6) and (4.3.7) with regard for above properties of $H(x), \Phi(x)$ it follows that

$$
\begin{align*}
|v|_{\lambda, G^{\prime \prime \prime}} & \leq c_{1}|v|_{0, G^{\prime \prime}}+c(p, \mu, K)\left\{\left.\int_{G^{\prime \prime}}\left\langle\mathcal{A}^{p}(d(x))\right| v_{x x}\right|^{p}+|f|^{p}+\right. \\
& \left.\left.+d^{p(\lambda-2)}(x)\left(|\nabla v|^{p}+|v|^{p}+|\varphi|_{\lambda}+1\right)\right\rangle d x\right\}^{\frac{1}{p}}  \tag{4.3.8}\\
& N<p<\frac{N}{2-\lambda}, \forall G^{\prime \prime \prime} \subset G^{\prime \prime} \subset \overline{G^{\prime}} .
\end{align*}
$$

(Here $G^{\prime \prime \prime}=\psi^{-1}\left(D^{\prime \prime \prime}\right), G^{\prime \prime}=\psi^{-1}\left(D^{\prime \prime}\right)$.)
Now we apply $L^{p}$-estimate (Theorem 4.6) to the solution of $\widetilde{(L)_{0}}$

$$
\begin{equation*}
\int_{D^{\prime \prime}}\left|\widetilde{v}_{y y}\right|^{p} d y \leq c \int_{D^{\prime}}\left(|\widetilde{v}|^{p}+|\widetilde{F}|^{p}\right) d y \tag{4.3.9}
\end{equation*}
$$

where $c$ depends on $N, \nu, \mu, K, \lambda, \mathcal{A}, D^{\prime},|\psi|_{\lambda},\left|\psi^{-1}\right|_{\lambda}$ with $K$ from the assumption (cc). Considering the property $4^{\circ}$ of $H$, from (4.3.9) it follows

$$
\begin{aligned}
\int_{G^{\prime \prime}}\left|v_{x x}\right|^{p} d x & \leq c_{1}\left(|H|_{1}\right) \int_{D^{\prime \prime}}\left|\widetilde{v}_{y y}\right|^{p} d y+ \\
& +c_{2}\left(\left|\psi^{-1}\right|_{1}\right) \int_{G^{\prime \prime}} d^{p(\lambda-2)}(x)|\nabla v|^{p} d x \leq \\
& \leq c c_{1} \int_{D^{\prime}}\left(|\widetilde{v}|^{p}+|\widetilde{F}|^{p}\right) d y+ \\
& +c_{2} \int_{G^{\prime \prime}} d^{p(\lambda-2)}(x)|\nabla v|^{p} d x \leq \\
& \leq c \int_{G^{\prime}}\left\{d^{p(\lambda-2)}(x)\left(|\nabla v|^{p}+|v|^{p}+|\varphi|_{\lambda}+1\right)+\right. \\
& \left.+|f|^{p}\right\} d x
\end{aligned}
$$

in virtue of the property $3^{\circ}$ of $\Phi$ and the assumption (cc).
Thus from (4.3.8) and (4.3.10) we obtain

$$
\begin{align*}
|v|_{\lambda, G^{\prime \prime}} & \leq c_{1}|v|_{0, G^{\prime}}+c\left\{\int _ { G ^ { \prime } } d ^ { p ( \lambda - 2 ) } ( x ) \left(|\nabla v|^{p}+|v|^{p}+|\varphi|_{\lambda}+\right.\right.  \tag{4.3.11}\\
& \left.+1)+|f|^{p} d x\right\}^{\frac{1}{p}}, \quad N<p<\frac{N}{2-\lambda}, \forall G^{\prime \prime} \subset G^{\prime} \subset G \cup T
\end{align*}
$$

Step 2.
Let $x_{0} \in G, x_{0}^{*} \in \partial G$ be arbitrary points. Put $d=\frac{1}{4} d\left(x_{0}\right)$. We rewrite the equation ( $L)_{0}$ in the form
$(L)_{0}^{*}$

$$
a^{i j}\left(x_{0}^{*}\right) D_{i j} v=\mathcal{F}+\left(a^{i j}\left(x_{0}^{*}\right)-a^{i j}(x)\right) D_{i j} v,
$$

where, by the assumption (cc) and the properties of $\Phi$,

$$
\begin{equation*}
|\mathcal{F}| \leq c(\mu, K) d^{\lambda-2}(x)(1+|v|+|\nabla v|) . \tag{4.3.12}
\end{equation*}
$$

Let $\mathfrak{G}(x, y)$ be the Green function of the operator $a^{i j}\left(x_{0}^{*}\right) D_{i j}$ in the ball $B_{Q}(0)$. Then according to the Green representation formula (3.2.1), almost
everywhere

$$
\begin{align*}
& v(y)=\int_{\partial B_{e}\left(x_{0}\right)} v(x) \frac{\partial \mathfrak{G}(x, y)}{\partial \nu_{x}} d s_{x}+  \tag{4.3.13}\\
&+\int_{B_{\mathfrak{e}}\left(x_{0}\right)} \mathfrak{G}(x, y)\left\{\mathcal{F}+\left(a^{i j}\left(x_{0}^{*}\right)-a^{i j}(x)\right) D_{i j} v\right\} d x \equiv \\
& \equiv J_{1}(y)+J_{2}(y), \quad \varrho \in[2 d, 3 d] .
\end{align*}
$$

Remark 4.44. We observe that the Green representation is valid because $v$ and $D_{i} v$ are absolutely continuous on almost every line parallel to one of the coordinate axis, and thus partial integration is allowed.

Now using Lemma 3.9 with the Hölder inequality

$$
\left|D_{k} J_{1}(y)\right|^{p} \leq\left[C \varrho^{-N} \int_{\partial B_{e}\left(x_{0}\right)}|v| d s_{x}\right]^{p} \leq C d^{1-p-N} \int_{\partial B_{e}\left(x_{0}\right)}|v|^{p} d s_{x}
$$

from which follows

$$
\begin{equation*}
\int_{B_{d}\left(x_{0}\right)} d^{p(\lambda-2)}(y)\left|D_{k} J_{1}(y)\right|^{p} d y \leq C d^{p(\lambda-3)+1} \int_{\partial B_{e}\left(x_{0}\right)}|v|^{p} d s_{x}, \tag{4.3.14}
\end{equation*}
$$

if we take into account that

$$
\begin{gather*}
d(y) \leq\left|d(y)-d\left(x_{0}\right)\right|+d\left(x_{0}\right) \leq d+4 d=5 d, \\
d(y) \geq d\left(x_{0}\right)-\left|y-x_{0}\right| \geq 4 d-d=3 d \\
\text { and therefore } \\
3 d \leq d(y) \leq 5 d . \tag{4.3.15}
\end{gather*}
$$

Similarly, by Lemma 3.9 and the Hölder inequality,

$$
\left|D_{k} J_{2}(y)\right|^{p}=\left|\int_{\mathcal{B}_{\ell}\left(x_{0}\right)} D_{k} \mathfrak{G}(x, y)\left\{\mathcal{F}+\left(a^{i j}\left(x_{0}^{*}\right)-a^{i j}(x)\right) D_{i j} v\right\} d x\right|^{p} d x \leq
$$

$$
\begin{aligned}
& \leq C\left(\int_{B_{3 d}\left(x_{0}\right)}|x-y|^{1-N}\left|\mathcal{F}+\left(a^{i j}\left(x_{0}^{*}\right)-a^{i j}(x)\right) D_{i j} v\right| d x\right)^{p} d x= \\
& =C\left(\int_{B_{3 d}\left(x_{0}\right)}|x-y|^{\frac{p-1}{p}(\alpha-N)} \times\right. \\
& \left.\times|x-y|^{1-N-\frac{p-1}{p}(\alpha-N)}\left|\mathcal{F}+\left(a^{i j}\left(x_{0}^{*}\right)-a^{i j}(x)\right) D_{i j} v\right| d x\right)^{p} d x \leq \\
& \leq C\left(\int_{B_{3 d}\left(x_{0}\right)}|x-y|^{\alpha-N} d x\right)^{p-1} \times \\
& \times \int_{B_{3 d}\left(x_{0}\right)}|x-y|^{p(1-\alpha)+\alpha-N}\left|\mathcal{F}+\left(a^{i j}\left(x_{0}^{*}\right)-a^{i j}(x)\right) D_{i j} v\right|^{p} d x, \\
& \forall \alpha \in(0,1)
\end{aligned}
$$

or

$$
\begin{aligned}
\int_{B_{d}\left(x_{0}\right)} d^{p(\lambda-2)}(y)\left|D_{k} J_{2}(y)\right|^{p} d y & \leq \\
\leq C d^{p(\lambda-1)} & \int_{B_{3 d}\left(x_{0}\right)}\left|\mathcal{F}+\left(a^{i j}\left(x_{0}^{*}\right)-a^{i j}(x)\right) D_{i j} v\right|^{p} d x .
\end{aligned}
$$

Hence and from (4.3.13), (4.3.14) we have

$$
\begin{align*}
& \int_{B_{d}\left(x_{0}\right)} d^{p(\lambda-2)}(y)|\nabla v(y)|^{p} d y \leq C d^{p(\lambda-3)+1} \int_{\partial B_{e}\left(x_{0}\right)}|v|^{p} d s_{x}+  \tag{4.3.16}\\
& \quad+C d^{p(\lambda-1)} \int_{B_{3 d}\left(x_{0}\right)}\left|\mathcal{F}+\left(a^{i j}\left(x_{0}^{*}\right)-a^{i j}(x)\right) D_{i j} v\right|^{p} d x .
\end{align*}
$$

Now we take into account that $d\left(x_{0}\right) \leq d(x)+\left|x-x_{0}\right|$ and therefore in $B_{3 d}\left(x_{0}\right)$ hold

$$
d=\frac{1}{4} d\left(x_{0}\right) \leq \frac{1}{4} d(x)+\frac{3}{4} d \Longrightarrow d \leq d(x)
$$

Therefore, integrating (4.3.16) with respect to $\varrho$ from $2 d$ to $3 d$, we get the inequality

$$
\begin{align*}
& \int_{B_{d}\left(x_{0}\right)} d^{p(\lambda-2)}(x)|\nabla v(x)|^{p} d x \leq  \tag{4.3.17}\\
& \leq C \int_{B_{3 d}\left(x_{0}\right)}\left\{d^{p(\lambda-3)}(x)|v|^{p}+d^{p(\lambda-1)}(x)\left(|\mathcal{F}|^{p}+\right.\right. \\
&\left.\left.+\left|\left(a^{i j}(x)-a^{i j}\left(x_{0}^{*}\right)\right) D_{i j} v\right|^{p}\right)\right\} d x
\end{align*}
$$

Finally, from the inequalities (4.3.10), (4.3.12) and (4.3.17) it follows that

$$
\begin{align*}
& \int_{B_{d}\left(x_{0}\right)} d^{p(\lambda-2)}(x)|\nabla v(x)|^{p} d x \leq c_{1} \int_{B_{4 d}\left(x_{0}\right)} d^{p(2 \lambda-3)}(x)|\nabla v(x)|^{p} d x+ \\
& 18) \quad+c_{2} \int_{B_{4 d}\left(x_{0}\right)}\left\{d^{p(\lambda-3)}(x)|v|^{p}+d^{p(2 \lambda-3)}(x)\right\} d x . \tag{4.3.18}
\end{align*}
$$

Step 3.
It is well known (see, for example, §2.2.2 [199]), that the smallest positive eigenvalue $\vartheta$ of the problem ( $E V D$ ) for ( $N-1$ )-dimensional sphere or half-sphere is equal to $N-1$ and therefore, by the formula (2.5.11), the corresponding value $\lambda=1$. To the problem $\widetilde{(L)_{0}}$ we apply Theorem 4.21 in ( $N-1$ )-dimensional sphere with $s=\lambda>1$. As a result we obtain

$$
|v(x)| \leq c_{0} d(x), \quad x \in B_{4 d}\left(x_{0}\right)
$$

Therefore from (4.3.18) we get

$$
\begin{align*}
\int_{B_{d}\left(x_{0}\right)} d^{p(\lambda-2)}(x)|\nabla v(x)|^{p} d x & \leq c_{1} \int_{B_{4 d}\left(x_{0}\right)} d^{p(2 \lambda-3)}(x)|\nabla v(x)|^{p} d x+  \tag{4.3.19}\\
& +c_{2} \int_{B_{4 d}\left(x_{0}\right)} d^{p(\lambda-2)}(x) d x
\end{align*}
$$

Now consider the region $G_{t}^{\prime}$ defined by

$$
G_{t}^{\prime}=\left\{x \in G^{\prime} \mid d(x)>t\right\}
$$

where $d(x)$ is the boundary distance function of $G$ while $d_{t}(x)$ will be that of $G_{t}$. We apply the following lemma on the covering.

Lemma 4.45. (See Lemma 3.1 [405], §1.2.1 [261]). Let $G$ be any bounded open domain in $\mathbb{R}^{N}$ and let $\{B\}$ be the set of balls $B=B_{\frac{1}{4} d(x)}(x)$ with center $x$ and radius $\frac{1}{4} d(x), d(x)$ being the distance from $x$ to $\partial G$. Then
there exists a denumerable sequence of balls $B^{(k)}=B_{\frac{1}{4} d\left(x^{(k)}\right)}\left(x^{(k)}\right),\left\{B^{(k)}\right\}_{1}^{\infty}$ with the properties

- $\bigcup B^{(k)}=G ;$
- every point of $G$ is inside at most $C(N)$ of balls $\left\{B^{\prime(k)}\right\}_{1}^{\infty}, B^{\prime(k)}=$ $B_{\frac{3}{4} d\left(x^{(k)}\right)}\left(x^{(k)}\right)$ and $C(N)$ depends only on $N$.

Let us choose a covering $\left\{B^{(k)}\right\}_{1}^{\infty}$ of $G_{t}^{\prime}$. Assuming the centers of the balls in the covering to be $\left\{x^{(k)}\right\}_{1}^{\infty}$, define $x^{(k) *}$ as one the points satisfying $x^{(k) *} \in \partial G \cap \partial G^{\prime}, \quad\left|x^{(k)}-x^{(k) *}\right|=d\left(x^{(k)}\right)$. Then apply the estimate (4.3.19) for each $k$ with $x_{0}=x^{(k)}$ and $x_{0}^{*}=x^{(k) *}$. Since

$$
C_{1} d_{k} \leq d_{t}(x) \leq C_{2} d_{k} \text { for }\left|x-x^{(k)}\right| \leq 4 d_{k} \text { where } d_{k}=\frac{1}{4} d_{t}\left(x^{(k)}\right)
$$

we get

$$
\begin{gathered}
\int_{B_{d_{k}}\left(x^{(k)}\right)} d_{t}^{p(\lambda-2)}(x)|\nabla v(x)|^{p} d x \leq c_{1} \int_{B_{4 d_{k}}\left(x^{(k)}\right)} d_{t}^{p(2 \lambda-3)}|\nabla v|^{p} d x+ \\
+c_{2} \int_{B_{4 d_{k}}\left(x^{(k)}\right)} d_{t}^{p(\lambda-2)}(x) d x .
\end{gathered}
$$

Now, summing these inequalities over all $k$, we have

$$
\begin{align*}
& \int_{G_{t}^{\prime}} d_{t}^{p(\lambda-2)}(x)|\nabla v(x)|^{p} d x \leq c_{1} \int_{G_{t}^{\prime}} d_{t}^{p(2 \lambda-3)}|\nabla v|^{p} d x+  \tag{4.3.20}\\
&+c_{2} \int_{G_{t}^{\prime}} d_{t}^{p(\lambda-2)}(x) d x .
\end{align*}
$$

Since $c_{1}$ does not depend on $t$ and $\lambda>1$, we can find some $t^{\prime}$ which is independent of $t$ and is such that

$$
c_{1} d^{p(\lambda-1)}(x)<\frac{1}{2}
$$

if $d(x)<t^{\prime}$. Then, if $t<\frac{1}{2} t^{\prime}$,

$$
\begin{aligned}
& c_{1} \int_{G_{t}^{\prime}} d_{t}^{p(2 \lambda-3)}|\nabla v|^{p} d x \leq \frac{1}{2} \int_{G_{t}^{\prime} \cap\left\{d(x) \leq t^{\prime}\right\}} d_{t}^{p(\lambda-2)}(x)|\nabla v(x)|^{p} d x+ \\
& +c_{1} \int_{G_{t}^{\prime} \cap\left\{d(x)>t^{\prime}\right\}} d_{t}^{p(2 \lambda-3)}|\nabla v|^{p} d x .
\end{aligned}
$$

Hence and from (4.3.20) it follows

$$
\begin{gather*}
\int_{G_{t}^{\prime}} d_{t}^{p(\lambda-2)}(x)|\nabla v(x)|^{p} d x \leq C \int_{G_{t}^{\prime} \cap\left\{d(x)>t^{\prime}\right\}} d_{t}^{p(2 \lambda-3)}|\nabla v|^{p} d x+  \tag{4.3.21}\\
+C \int_{G_{t}^{\prime}} d_{t}^{p(\lambda-2)}(x) d x .
\end{gather*}
$$

It should be noted that the second integral does not depend on $t$, but depends on $|\nabla v|$ and $t^{\prime}$; in fact, since $t<\frac{1}{2} t^{\prime}$ we have $G_{t}^{\prime} \cap\left\{d(x)>t^{\prime}\right\}=G_{t^{\prime}}^{\prime}$ and $d_{t}(x)=d(x)-t>t^{\prime}-\frac{1}{2} t^{\prime}=\frac{1}{2} t^{\prime}$ on this set. We note that $G_{t^{\prime}}^{\prime} \subset G_{t}^{\prime} \subset G^{\prime}$.

Finally, from (4.3.21) we get

$$
\begin{align*}
\int_{G_{t}^{\prime}} d_{t}^{p(\lambda-2)}(x)|\nabla v(x)|^{p} d x & \leq C(\lambda, p, \operatorname{diam} G) \int_{G_{t^{\prime}}^{\prime}}|\nabla v(x)|^{p} d x+  \tag{4.3.22}\\
& +C \int_{G_{t}^{\prime}} d_{t}^{p(\lambda-2)}(x) d x
\end{align*}
$$

since $\lambda>1$.
Now we apply the $L^{p}$-estimate (Theorem 4.6) to the solution of $(L)_{0}$

$$
\begin{equation*}
\int_{G_{t^{\prime}}^{\prime}}|\nabla v(x)|^{p} d x \leq c \int_{G_{t}^{\prime}}\left(|v|^{p}+|f|^{p}+K d_{t}^{p(\lambda-2)}\right) d x \tag{4.3.23}
\end{equation*}
$$

where $c$ depends on $N, \nu, \mu,|\varphi|_{\lambda}, \lambda, \mathcal{A}, G^{\prime}$ with $K$ from the property $3^{\circ}$ of $\Phi$. Then from (4.3.22), (4.3.23) we have

$$
\begin{equation*}
\int_{G_{t}^{\prime}} d_{t}^{p(\lambda-2)}(x)|\nabla v(x)|^{p} d x \leq c \int_{G_{t}^{\prime}}\left(|v|^{p}+|f|^{p}+d_{t}^{p(\lambda-2)}\right) d x \tag{4.3.24}
\end{equation*}
$$

Step 4.
Let $x_{0} \in T$ and $N<p<\frac{N}{2-\lambda}, \quad 1<\lambda<2$. Then, by Corollary 4.43, we get

$$
\int_{B_{d}\left(x_{0}\right)} d^{p(\lambda-2)}(x) d x \leq c \int_{0}^{d} r^{p(\lambda-2)+N-1} d r \leq \text { const. }
$$

Performing a covering of $G^{\prime}$ by the spheres with centers $x_{0} \in T$ hence we get that

$$
\begin{equation*}
\int_{G^{\prime}} d^{p(\lambda-2)}(x) d x \leq C<\infty \tag{4.3.25}
\end{equation*}
$$

Similarly, by setting $\rho(x)=d(x)-t$, we obtain

$$
\begin{equation*}
\int_{G_{t}^{\prime}} d_{t}^{p(\lambda-2)}(x) d x=\int_{G^{\prime} \cap\{\rho(x)>0\}} \rho^{p(\lambda-2)}(x) d x \leq C<\infty . \tag{4.3.26}
\end{equation*}
$$

Hence, if we put $t=t_{k}$ and let $k \rightarrow \infty$, (4.3.24) and (4.3.26) imply that (4.3.11) is finite, with Fatou's lemma. The theorem is proved.

### 4.4. Unique solvability results

In this section we investigate the existence of solutions in weighted Sobolev spaces for the boundary value problem ( $L$ ) under minimal assumptions on the smoothness of the coefficients. Let $\lambda$ be the smallest positive eigenvalue of ( $E V D$ ) with (2.5.11).

Theorem 4.46. Let $p \in(1, \infty), \alpha, \beta \in \mathbb{R}$ with

$$
-\lambda+2-N<2-(\beta+N) / p \leq 2-(\alpha+N) / p<\lambda
$$

Furthermore, let us assume that

$$
\begin{equation*}
|x|^{(\alpha-\beta) / p} \mathcal{A}(|x|) \rightarrow 0 \quad \text { as } \quad|x| \rightarrow 0 \tag{4.4.1}
\end{equation*}
$$

and suppose that assumptions (a)-(b) are fulfilled. If $u \in V_{p, \beta}^{2}(G)$ is a solution of the boundary value problem ( $L$ ) with $f \in V_{p, \alpha}^{0}(G), \varphi \in V_{p, \alpha}^{2-1 / p}(\partial G)$ then $u \in V_{p, \alpha}^{2}(G)$ and the following a priori estimates are valid

$$
\begin{equation*}
\|u\|_{V_{p, \alpha}^{2}(G)} \leq c\left\{\|f\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}+\|u\|_{V_{p, \alpha}^{0}(G)}\right\} \tag{4.4.2}
\end{equation*}
$$

with a constant $c>0$ which depends only on $\nu, \mu, \alpha, N, \mathcal{A}(\operatorname{diam} G)$ and the moduli of continuity of $a^{i j}$.

Proof. We write the equation $L u=f$ in the form

$$
\begin{align*}
\Delta u(x) & =f(x)- \\
& -\left(\left(a^{i j}(x)-\delta_{i}^{j}\right) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}(x)+a^{i}(x) \frac{\partial u}{\partial x_{i}}(x)+a(x) u(x)\right) . \tag{4.4.3}
\end{align*}
$$

Due to Theorem 3.11 we then have

$$
\begin{equation*}
\|u\|_{V_{p, \alpha}^{2}(G)} \leq c_{2}\left\{\|\Delta u\|_{V_{p, \alpha}^{\mathrm{o}}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}\right\} \tag{4.4.4}
\end{equation*}
$$

## 4 Strong solutions of the Dirichlet problem

Estimating the $V_{p, \alpha}^{0}$-norm of the right hand side of (4.4.3) we obtain from the condition (b)

$$
\begin{aligned}
&\|\Delta u\|_{V_{p, \alpha}^{0}(G)}^{p} \leq c_{3}\left(\|f\|_{V_{p, \alpha}^{0}(G)}^{p}+\int_{G} \mathcal{A}^{p}(|x|) r^{\alpha}\left(\left|D^{2} u\right|^{p}+\right.\right. \\
&\left.\left.+r^{-p}|\nabla u|^{p}+r^{-2 p}|u|^{p}\right) d x\right)
\end{aligned}
$$

with $c_{3}$ depending only on $p$ and $N$.
Decomposing the domain $G$ into $G=G_{0}^{d} \cup G_{d}$ we then obtain

$$
\begin{align*}
& \|\Delta u\|_{V_{p, \alpha}^{0}(G)} \leq c_{4}\left(\|f\|_{V_{p, \alpha}^{0}(G)}+\sup _{x \in G} \mathcal{A}(|x|)\|u\|_{W^{2, p}\left(G_{d}\right)}+\right.  \tag{4.4.5}\\
& \left.\quad+\sup _{x \in(0, d)}|x|^{(\alpha-\beta) / p} \mathcal{A}(|x|)\|u\|_{V_{p, \beta}^{2}\left(G_{0}^{d}\right)}\right)
\end{align*}
$$

with $c_{4}$ depending only on $N, p$ and $d$. Since all terms on the right hand side of (4.4.5) are finite, we conclude that $u \in V_{p, \alpha}^{2}(G)$.

Furthermore, from the local $L^{p}$ a priori estimates (see Theorem 4.6) applied to the solution $u$ of ( $L$ ) we have

$$
\begin{align*}
&\|u\|_{W^{2, p}\left(G_{d}\right)} \leq c_{5}\left(\|f\|_{L^{p}\left(G_{d / 2}\right)}+\|\varphi\|_{W^{2-1 / p, p\left(\Gamma_{d / 2}\right)}}\right.+  \tag{4.4.6}\\
&\left.+\|u\|_{L^{p}\left(G_{d / 2}\right)}\right) \leq c_{6}\left(\|f\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}+\right. \\
&\left.+\|u\|_{V_{p, \alpha}^{0}(G)}\right)
\end{align*}
$$

with $c_{6}$ depending only on $N, p, \nu, \mu, G, d, \alpha$, the moduli of continuity of the coefficients $a^{i j}$ on $G_{d}$ and on

$$
\left\|\left(\sum_{i=1}^{N}\left|a^{i}\right|^{2}\right)^{1 / 2}\right\|_{L^{N}(G)}, \quad\|a\|_{L^{p}(G)}
$$

Combining the estimates (4.4.4)-(4.4.6) and taking the continuity of the imbedding

$$
V_{p, \alpha}^{2}(G) \hookrightarrow V_{p, \beta}^{2}(G)
$$

into account we arrive at

$$
\begin{aligned}
\|u\|_{V_{p, \alpha}^{2}(G)} \leq & c_{7} \sup _{|x| \in(0, d)}|x|^{(\alpha-\beta) / p} \mathcal{A}(|x|)\|u\|_{V_{p, \alpha}^{2}\left(G_{0}^{d}\right)} \\
& +c_{8}\left(\|f\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}+\|u\|_{V_{p, \alpha}^{0}(G)}\right)
\end{aligned}
$$

Choosing $d$ small enough and applying the condition (4.4.1) we obtain

$$
\begin{equation*}
\|u\|_{V_{p, \alpha}^{2}(G)} \leq c_{9}\left(\|f\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}+\|u\|_{V_{p, \alpha}^{0}(G)}\right) . \tag{4.4.7}
\end{equation*}
$$

Theorem 4.47. Let $p \in(1,+\infty), \alpha \in \mathbb{R}$ with

$$
-\lambda+2-N<2-\frac{\alpha+N}{p}<\lambda
$$

and let $u \in V_{p, \alpha}^{2}(G)$ be a strong solution of $(L)$ with $f \in V_{p, \alpha}^{0}(G)$ and $\varphi \in V_{p, \alpha}^{2-1 / p}(\partial G)$. If $u$ is the only solution in the space $V_{p, \alpha}^{2}(G)$ then following a priori estimate is valid

$$
\begin{equation*}
\|u\|_{V_{p, \alpha}^{2}(G)} \leq c\left(\|f\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}\right) . \tag{4.4.8}
\end{equation*}
$$

Proof. Due to Theorem 4.46 we have

$$
\|u\|_{V_{p, \alpha}^{2}(G)} \leq c\left(\|L u\|_{V_{p, \alpha}^{0}(G)}+\|u\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}+\|u\|_{V_{p, \alpha}^{0}(G)}\right) .
$$

Let us suppose that (4.4.8) is not valid. Then there exists a sequence $\left\{u_{j}\right\}_{j=1}^{\infty} \subset V_{p, \alpha}^{2}(G)$ such that

$$
\left\|u_{j}\right\|_{V_{p, \alpha}^{2}(G)} \geq j\left(\left\|L u_{j}\right\|_{V_{p, \alpha}^{0}(G)}+\left\|u_{j}\right\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}+\left\|u_{j}\right\|_{V_{p, \alpha}^{0}(G)}\right) .
$$

After the normalization $\left\|u_{j}\right\|_{V_{p, \alpha}^{2}(G)}=1$ we obtain

$$
\left\|L u_{j}\right\|_{V_{p, \alpha}^{0}(G)}+\left\|u_{j}\right\|_{V_{p, \alpha}^{2,1 / p}(\partial G)}+\left\|u_{j}\right\|_{V_{p, \alpha}^{0}(G)} \leq \frac{1}{j}
$$

Since the imbedding $V_{p, \alpha}^{2}(G) \hookrightarrow V_{p, \alpha}^{0}(G)$ is compact, there exists a subsequence $\left\{u_{j^{\prime}}\right\}_{j^{\prime}=1}^{\infty}$ such that

$$
u_{j^{\prime}} \rightarrow u^{*} \text { in } V_{p, \alpha}^{0}(G) \text { for some } u^{*} \in V_{p, \alpha}^{0}(G)
$$

Moreover, we have

$$
\begin{aligned}
& \left\|u_{i^{\prime}}-u_{j^{\prime}}\right\|_{V_{p, \alpha}^{2}(G)} \leq c\left(\left\|L u_{i^{\prime}}-L u_{j^{\prime}}\right\|_{V_{p, \alpha}^{0}(G)}+\right. \\
& \left.\quad+\left\|u_{i^{\prime}}-u_{j^{\prime}}\right\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}+\left\|u_{i^{\prime}}-u_{j^{\prime}}\right\|_{V_{p, \alpha}^{0}(G)}\right)
\end{aligned}
$$

Thus $\left\{u_{j^{\prime}}\right\}_{j^{\prime}=1}^{\infty}$ is a Cauchy sequence in $V_{p, \alpha}^{2}(G)$. Consequently $u^{*}$ belongs to $V_{p, \alpha}^{2}(G)$ and is a nontrivial solution of the boundary value problem $(L)$ with $f \equiv 0, \varphi \equiv 0$, in contradiction to the unique solvability assumption.

## 4 Strong solutions of the Dirichlet problem FOR LINEAR EQUATIONS

Theorem 4.48. Let $p \geq N, \alpha \in \mathbb{R}$ and suppose that assumptions (a) and (b) are fulfilled and that $a(x) \leq 0$ for all $x \in G$. Then the Dirichlet problem ( $L$ ) has a unique solution $u \in V_{p, \alpha}^{2}(G)$ for all $f \in V_{p, \alpha}^{0}(G) \cap L^{p}(G), \varphi \in$ $V_{p, \alpha}^{2-1 / p}(\partial G)$ if and only if

$$
0<2-(\alpha+N) / p<\lambda .
$$

In this case the following a priori estimate is valid

$$
\begin{equation*}
\|u\|_{V_{p, \alpha}^{2}(G)} \leq c\left\{\|f\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}\right\} . \tag{4.4.9}
\end{equation*}
$$

Proof. We prove the existence of a solution by the method of continuity (see Theorem 1.54). We consider the family of boundary value problems depending on the parameter $t \in[0,1]$

$$
\begin{cases}L^{t} u:=t L u+(1-t) \Delta u=f & \text { in } G,  \tag{L}\\ u=\varphi & \text { on } \partial G .\end{cases}
$$

The operator $L^{t}$ is uniformly elliptic with the ellipticity constants

$$
\mu_{t}=\max \{1, \mu\}, \quad \nu_{t}=\max \{1, \nu\}
$$

and is continuous if considered between the Banach spaces

$$
L^{t}: V_{p, \alpha}^{2}(G) \rightarrow V_{p, \alpha}^{0}(G) \times V_{p, \alpha}^{2-1 / p}(\partial G) .
$$

Let us denote by $u_{t}$ a solution of the boundary value problem $(L)^{t}$ for $t \in[0,1]$. We will show that

$$
\begin{equation*}
\left\|u_{t}\right\|_{V_{p, \alpha}^{2}(G)} \leq c_{1}\left\{\|f\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}\right\} \quad \forall t \in[0,1] \tag{4.4.10}
\end{equation*}
$$

with a constant $c_{1}$ independent of $t, u_{t}$ and $f, \varphi$. To this end we write the equation $L_{t} u_{t}=f$ in the form

$$
\begin{array}{r}
\Delta u_{t}(x)=f(x)-t\left(\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} u_{t}(x)+a^{i}(x) D_{i} u_{t}(x)+\right.  \tag{4.4.11}\\
\left.+a(x) u_{t}(x)\right) .
\end{array}
$$

Due to Theorem 3.11 we then have

$$
\begin{equation*}
\left\|u_{t}\right\|_{V_{p, \alpha}^{2}(G)} \leq c_{2}\left\{\left\|\Delta u_{t}\right\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2,1 / p}(\partial G)}\right\} . \tag{4.4.12}
\end{equation*}
$$

Estimating the $V_{p, \alpha}^{0}-$ norm of the right hand side of (4.4.11) we obtain from the condition (b)

$$
\begin{aligned}
\left\|\Delta u_{t}\right\|_{V_{p, \alpha}^{0}(G)}^{p} \leq c_{3}\left(\|f\|_{V_{p, \alpha}^{0}(G)}^{p}+\int_{G} \mathcal{A}^{p}(|x|) r^{\alpha}\left(\left|D^{2} u_{t}\right|^{p}\right.\right. & +r^{-p}\left|\nabla u_{t}\right|^{p}+ \\
& \left.\left.+r^{-2 p}\left|u_{t}\right|^{p}\right) d x\right)
\end{aligned}
$$

with $c_{3}$ depending only on $p$ and $N$.
Decomposing the domain $G$ into $G=G_{0}^{d} \cup G_{d}$ we then obtain

$$
\begin{align*}
\left\|\Delta u_{t}\right\|_{V_{p, \alpha}^{0}(G)} \leq c_{4}\left(\|f\|_{V_{p, \alpha}^{0}(G)}+\mathcal{A}(d)\right. & \left\|u_{t}\right\|_{V_{p, \alpha}^{2}\left(G_{0}^{d}\right)}+  \tag{4.4.13}\\
& \left.+\sup _{x \in G} \mathcal{A}(|x|)\left\|u_{t}\right\|_{W^{2, p}\left(G_{d}\right)}\right)
\end{align*}
$$

with $c_{4}$ depending only on $N, p$ and $d$. Furthermore, from the $L_{p}$-estimate (see Theorem 4.6) applied to the solution $u_{t}$ of $(L)^{t}$ we have

$$
\begin{align*}
& \left\|u_{t}\right\|_{W^{2, p}\left(G_{d}\right)} \leq c_{5}\left(\|f\|_{L^{p}\left(G_{d / 2}\right)}+\|\varphi\|_{W^{2-1 / p, p}\left(\Gamma_{d / 2}\right)}+\right.  \tag{4.4.14}\\
& \left.\quad+\left\|u_{t}\right\|_{L^{p}\left(G_{d / 2}\right)}\right) \leq c_{6}\left(\|f\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}+\right. \\
& \left.\quad+\left\|u_{t}\right\|_{V_{p, \alpha-2 p-1}^{0}(G)}\right)
\end{align*}
$$

with $c_{5}$ depending only on $N, p, \nu, \mu, G, d$, the continuity moduli of the coefficients $a^{i j}$ on $G_{d}$ and on

$$
\left\|\left(\sum_{i=1}^{N}\left|a^{i}\right|^{2}\right)^{1 / 2}\right\|_{L^{p}(G)}, \quad\|a\|_{L^{p / 2}(G)}, \quad p>N .
$$

Combining the estimates (4.4.12)-(4.4.14) we arrive at

$$
\begin{aligned}
\left\|u_{t}\right\|_{V_{p, \alpha}^{2}(G)} \leq c_{2} c_{4} \mathcal{A}(d)\left\|u_{t}\right\|_{V_{p, \alpha}^{2}\left(G_{0}^{d}\right)}+c_{7}\left(\|f\|_{V_{p, \alpha}^{0}(G)}\right. & +\|\varphi\|_{V_{p, \alpha}^{2,-1 / p}(\partial G)}+ \\
& \left.+\left\|u_{t}\right\|_{V_{p, \alpha-2 p-1}^{0}(G)}\right)
\end{aligned}
$$

If we choose $d$ small enough, then

$$
c_{2} c_{4} \mathcal{A}(d) \leq 1 / 2
$$

due to the continuity of the function $\mathcal{A}$. Therefore,

$$
\begin{align*}
\left\|u_{t}\right\|_{V_{p, \alpha}^{2}(G)} \leq 2 c_{7}\left(\|f\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}\right. & +  \tag{4.4.15}\\
& \left.+\left\|u_{t}\right\|_{V_{p, \alpha-2 p-1}^{0}(G)}\right)
\end{align*}
$$

We remark that according to Lemma 1.38 we have $V_{p, \alpha}^{2}(G) \hookrightarrow C^{0}(\bar{G})$ and $\varphi \in C^{0}(\partial G)$ for $0<2-(\alpha+N) / p$. Thus the boundary value problem ( $L$ ) can have at most one solution in the space $V_{p, \alpha}^{2}(G)$ due to Theorem 4.1. Due to Lemma 1.37 the imbedding

$$
V_{p, \alpha}^{2}(G) \hookrightarrow V_{p, \alpha-2 p-1}^{0}(G)
$$

is compact and we can apply the standard compactness argument (see Theorem 4.47) in order to get rid of the $\left\|u_{t}\right\|_{V_{p, \alpha-2 p-1}^{0}(G)}$ term on the right hand side of (4.4.15). Thus

$$
\left\|u_{t}\right\|_{V_{p, 0}^{2}(G)} \leq c_{11}\left(\|f\|_{V_{p, \alpha}^{0}(G)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / p}(\partial G)}\right) .
$$

Since the boundary value problem $(L)^{t}$ is uniquely solvable for $t=0$ due to Theorem 3.11 we conclude from Theorem 1.54 that $(L)^{t}$ is uniquely solvable for $t=1$, too.

Theorem 4.49. Let $\Gamma_{d} \in C^{1,1}$ with some $d>0$. Let $\lambda \in(1,2)$ and the numbers are given $q \geq \frac{N}{2-\lambda}, N \leq p<q$ and $\alpha \in \mathbb{R}$ satisfying the inequality

$$
0<2-(\alpha+N) / p<\lambda
$$

Suppose that assumptions (a) and (b) are fulfilled with $\mathcal{A}(r)$ Dini continuous at zero and, in addition,
(d) $a \in L^{N}(G)$ and $a(x) \leq 0$ for all $x \in G$;
(dd) $f \in V_{q, \alpha}^{0}(G) \cap L^{q}(G), \varphi \in V_{q, \alpha}^{2-1 / q}(\partial G) \cap W^{2-1 / q, q}(\partial G)$ and there exist real numbers $s>\lambda, k_{1} \geq 0, k_{2} \geq 0, k_{3} \geq 0$ such that

$$
\begin{gathered}
k_{1}=: \sup _{\varrho>0} \varrho^{-s}\left(\|f\|_{W_{4-N}^{0}\left(G_{0}^{\ell}\right)}+\|\varphi\|_{\mathfrak{W}_{4-N}^{3 / 2}\left(\Gamma_{0}^{\varrho}\right)}\right)+ \\
+\sup _{\varrho>0} \varrho^{1-s}\left(\|f\|_{N ; G_{e / 4}^{2 \varrho}}+\|\varphi\|_{V_{N, 0}^{2-1 / N}\left(\Gamma_{\varrho / 4}^{2 e}\right)}\right), \\
k_{2}=: \sup _{\varrho>0} \varrho^{2-\lambda-\frac{\alpha+N}{q}}\left(\|f\|_{V_{q, \alpha}^{0}\left(G_{\varrho / 4}^{2 e}\right)}+\|\varphi\|_{V_{q, \alpha}^{2-1 / q}\left(\Gamma_{e / 4}^{2 \rho}\right)}\right), \\
\text { (cc) }\left(\sum_{i=1}^{N}\left|a^{i}(x)\right|^{2}\right)^{1 / 2}+|a(x)|+|f(x)| \leq k_{3} d^{\lambda-2}(x), \quad x \in G_{\varepsilon}, \forall \varepsilon>0, \\
\text { where } d(x) \text { is the distance from } x \text { to } \partial G .
\end{gathered}
$$

Then the problem $(L)$ has a unique solution

$$
u \in W_{l o c}^{2, q}(G) \cap V_{p, \alpha}^{2}(G) \cap C^{\lambda}(\bar{G})
$$

and the following a priori estimate is valid

$$
\begin{equation*}
\|u\|_{C^{\lambda}(\bar{G})} \leq K \tag{4.4.16}
\end{equation*}
$$

with the constant $K$ independent of $u$ and defined only by $N, q, \nu, \mu, \lambda, s, k_{1}$, $k_{2}, k_{3},\|f\|_{L^{q}(G)}, \max _{x \in \bar{G}} \mathcal{A}(|x|),\|\varphi\|_{V_{q, \alpha}^{2-1 / q}(\partial G)}, \int_{0}^{d} \frac{\mathcal{A}(t)}{t} d t$ and the domain $G$.

Proof. In virtue of Theorem 4.1 the problem $(L)$ has a unique solution $u \in W_{l o c}^{2, q}(G) \cap C^{0}(\bar{G})$. Using the Hölder inequality with $s=\frac{q}{p}>1, s^{\prime}=\frac{q}{q-p}$
we obtain

$$
\begin{aligned}
\int_{G} r^{\alpha}|f|^{p} d x & =\int_{G} r^{\alpha / s}|f|^{p} \cdot r^{\alpha / s^{\prime}} d x \leq\left(\int_{G} r^{\alpha}|f|^{q} d x\right)^{p / q} \cdot\left(\int_{G} r^{\alpha} d x\right)^{(q-p) / q} \\
& \leq C\|f\|_{V_{q, \alpha}^{0}(G)}^{p}
\end{aligned}
$$

since $\alpha+N>p(2-\lambda)>0$. Now it is easy to verify that all assumptions of Theorem 4.48 are fulfilled and therefore according to this theorem $u \in V_{p, \alpha}^{2}(G)$ and the estimate (4.4.9) is true.

Now let us prove $u \in C^{\lambda}(\bar{G})$ and the estimate (4.4.16). For this we apply the local estimates of $\S \S 4.4,4.6,4.9$. We consider the partition of unity

$$
1=\sum_{k} \zeta_{k}(x), \text { where } \zeta_{k}(x) \in C_{0}^{\infty}\left(G^{j}\right), \bigcup_{j} G^{j}=G
$$

Let $\Phi \in V_{q, \alpha}^{2}(G) \cap C^{0}(\bar{G})$ be an arbitrary extension of the boundary function $\varphi$ into $G$. The function $v=u-\Phi$ then satisfies the homogeneous Dirichlet problem
$(L)_{0}$

$$
\begin{cases}L v=F & \text { in } G \\ v=0 & \text { on } \partial G\end{cases}
$$

with $F(x)$ determined by (4.2.4). Setting $v_{k}(x)=\zeta_{k}(x) v(x)$ we have

$$
\begin{align*}
L v_{k}(x)=F_{k}(x) & \equiv \zeta_{k}(x) F(x)+2 a^{i j}(x) \zeta_{k x_{j}} v_{x_{i}}+\left(a^{i j}(x) \zeta_{k x_{i} x_{j}}+\right.  \tag{4.4.17}\\
& \left.+a^{i}(x) \zeta_{k x_{i}}\right) v(x)
\end{align*}
$$

At first we consider such $\zeta_{k}(x)$ the support of which intersects with the $d$-vicinity of the origin $\mathcal{O}$. The assumptions of our theorem guarantee the fulfilment of all conditions of Theorems 4.21, 4.33 and therefore we have

$$
\begin{align*}
\left|F_{k}(x)\right| & \leq c_{k}\left(|F(x)|+|\nabla v(x)|+|x|^{-1}|v(x)|\right) \leq \\
& \leq c_{k}\left(|F(x)|+|x|^{\lambda-1}\right) \leq c_{k}\left(|f(x)|+|x|^{\lambda-1}+\right.  \tag{4.4.18}\\
& \left.+\left|\Phi_{x x}\right|+\frac{\mathcal{A}(|x|)}{|x|}|\nabla \Phi|+\frac{\mathcal{A}(|x|)}{|x|^{2}}|\Phi|\right), \quad x \in G_{0}^{d}
\end{align*}
$$

if we recall (4.2.4). Now we verify that we can apply to the solutions of (4.4.17) Theorems 4.21, 4.33, too. In fact, by (4.4.18) and the assumption
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(dd), we obtain

$$
\begin{aligned}
\int_{G_{0}^{Q}} r^{4-N} F_{k}^{2}(x) d x & \leq 2 c_{k}^{2} \int_{G_{0}^{Q}}\left(r^{4-N} F^{2}(x)+r^{2 \lambda+2-N}\right) d x \leq 2 c_{k}^{2} k_{1}^{2} \varrho^{2 s}+ \\
& +2 c_{k}^{2} \frac{m e a s \Omega}{2 \lambda+2} \varrho^{2 \lambda+2} \leq C_{k} \varrho^{2 \widetilde{s}} \quad \widetilde{s}>\lambda, \varrho \in(0, d) .
\end{aligned}
$$

Similarly

$$
\begin{aligned}
\left\|F_{k}\right\|_{N ; G^{\varrho / 2}}^{e} & \leq c_{k}\left(\|f\|_{N ; G^{2 / 4}}^{2 e}\right. \\
& \left.+\|\varphi\|_{V_{N, 0}^{2-1 / N}\left(\Gamma_{\rho / 4}^{2 e}\right)}\right)+ \\
& +\left(\int_{G_{0}^{e}} r^{N(\lambda-1)} d x\right)^{1 / N} \leq c_{k} k_{1} \varrho^{s-1}+c_{k} \varrho^{\lambda} .
\end{aligned}
$$

Hence (4.2.61) follows with $s>\lambda$ and $F_{k} \in L^{N}(G)$ since $s>\lambda>1$. Thus we verify the conditions of Theorem 4.21.

Further,

$$
\begin{aligned}
\int_{G_{e / 2}^{e}} r^{2 q-N}\left|F_{k}(x)\right|^{q} d x & \leq c_{k}^{q} \int_{G_{\varrho / 2}^{e}}\left(r^{2 q-N}|f(x)|^{q}+r^{2 q-N}\left|\Phi_{x x}\right|^{N}+r^{q-N}|\nabla \Phi|^{q}\right. \\
& \left.+r^{-N}|\Phi|^{q}+r^{q(\lambda+1)-N}\right) d x \leq \\
& \leq \widetilde{c}_{k}^{q} \varrho^{2 q-N-\alpha} \int_{G_{e / 2}^{e}}\left(r^{\alpha}|f|^{q}+r^{\alpha}\left|\Phi_{x x}\right|^{q}+r^{\alpha-q}|\nabla \Phi|^{q}+\right. \\
& \left.+r^{\alpha-2 q}|\Phi|^{q}\right) d x+C_{k} \varrho^{q(\lambda+1)} \leq \\
& \leq c_{k} k_{2}^{q} \varrho^{q \lambda}, \quad \varrho \in(0, d)
\end{aligned}
$$

because of the assumption (dd). Thus we verified the assumption (bb) and therefore all conditions of Theorem 4.33 are fulfilled.

Finally, on the basis of the Alexandrov Maximum Principle (see Theorem 4.2) we have

$$
M_{0}=\sup _{G}|u| \leq \sup _{\partial G}|\varphi|+c\|f\|_{L^{N}(G)} .
$$

Thus, by Theorems 4.21, 4.33, we get $v_{k}(x) \in C^{\lambda}\left(\overline{G_{0}^{d}}\right)$ and

$$
\begin{equation*}
\left\|v_{k}\right\|_{C^{\lambda}\left(\overline{G_{0}^{d}}\right)} \leq K_{k} . \tag{4.4.19}
\end{equation*}
$$

Now let us consider such $\zeta_{k}(x)$ the support of which intersects with the $\Gamma_{d}$ with some $d>0$. In this case we can apply the Widman local estimates
(see §4.9) near the smooth piece of the boundary of $G$. In particular, by Theorem 4.42 with regard to the assumption (cc), we obtain

$$
\begin{equation*}
\left\|F_{k}(x)\right\| \leq C_{k} d^{\lambda-1}(x) \tag{4.4.20}
\end{equation*}
$$

The inequality (4.4.20) and the assumption (cc) allow to apply Theorem 4.42 to the equation (4.4.17), too. Therefore we can conclude that

$$
\begin{equation*}
\left\|v_{k}(x)\right\|_{C^{\lambda}\left(\overline{G_{d}^{j_{k}}}\right)} \leq C_{j_{k}} . \tag{4.4.21}
\end{equation*}
$$

Finally, if the support of $\zeta_{k}(x)$ belongs strictly to the angular domain $G$ since $u \in W_{\text {loc }}^{2, q}(G), q \geq \frac{N}{2-\lambda}$, by the Sobolev Imbedding Theorem, we have that $v_{k}(x) \in C^{\lambda}\left(G_{k}^{\prime}\right), \quad \forall G_{k}^{\prime} \subset \subset G$ and in virtue of Theorem 4.7 for $k=2$ the estimate

$$
\begin{equation*}
\left\|v_{k}(x)\right\|_{C^{\lambda}\left(G_{k}^{\prime}\right)} \leq C\left\|v_{k}\right\|_{W^{2, q}\left(G_{k}^{\prime}\right)} \leq C_{k} \tag{4.4.22}
\end{equation*}
$$

holds.
Since $v(x)=\sum_{k} v_{k}(x)$ and this sum is finite, from the estimates (4.4.19), (4.4.21), (4.4.22) it follows that $v \in C^{\lambda}(\bar{G})$ and the validity of (4.4.16). Thus our Theorem is proved.

Since the Widman results (§4.9) are true for the Liapunov domains, in this way the following theorem is proved.

Theorem 4.50. Let $\Gamma_{d} \in C^{\lambda}$ with some $d>0$. Let the assumptions of Theorem 4.49 be fulfilled. Then the problem ( $L$ ) has a unique solution $u \in W_{l o c}^{2, q}(G) \cap C^{\lambda}(\bar{G})$ and the estimate (4.4.16) holds.

### 4.5. Notes

The behavior of the problem ( $L$ )-solutions near a conical point was studied in the case of the Hölder continuity coefficients in [16] - [19], [398, 399]. Our presentation of the results of this chapter follows [53, 56, 57, $58,63,66]$. These results were generalized in $[369,50]$ on linear elliptic equations whose coefficients may degenerate near a conical boundary point. Theorem 4.48 was known earlier in two cases: either when the problem ( $L$ ) equation is the Poisson equation [400] or when $G$ is a cone, but the lowest equation coefficients are smoother (Theorem 2.2 [189]). Theorems 4.49 and 4.50 are new because without our new estimates from $\S \S 4.5,4.6$ as well as the Widman estimates from $\S 4.9$ they could not be proved. Moreover, in these theorems we weaken the smoothness requirement on the surface $\partial G \backslash \mathcal{O}$. In Theorem 4.49 these requirements allow a locally smooth piece of surface to "straighten". In Theorem 4.50 the surface $\partial G \backslash \mathcal{O}$ can be the Liapunov surface because in such a domain the Widman results (§4.9) are correct, and we use them in the neighborhood of a smooth piece of $\partial G \backslash \mathcal{O}$.
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Other boundary value problems (the Neumann problem, mixed problem) for general elliptic second order equations in nonsmooth domains have been studied by A. Azzam [20], A. Azzam and E. Kreyszig [22, 23], G. Lieberman [230] and V. Chernetskiy [81].

# The Dirichlet problem for elliptic linear divergent equations in a nonsmooth domain 

### 5.1. The best possible Hölder exponents for weak solutions

5.1.1. Introduction. In this Section, the behavior of weak solutions of the Dirichlet problem for a second order elliptic equation in a neighborhood of a boundary point is studied. Under certain assumptions on the structure of the domain boundary in a neighborhood of the boundary point $\mathcal{O}$ and on the equation coefficients, one obtains a power modulus of continuity at $\mathcal{O}$ for a generalized solution of the Dirichlet problem vanishing at that point. Moreover, the exponent is the best possible for domains with the assumed boundary structure in that neighborhood. The assumptions on the equation coefficients are essential, as the example in $\S 5.1 .4$ shows.

Next, it is shown, with the help of the previous results on the continuity modulus at boundary points of the domain, that a weak solution of the Dirichlet problem in a domain $G$ belongs to a Hölder space $C^{\lambda}$ in the closed domain $\bar{G}$, the exponent $\lambda$ being determined by the structure of the domain boundary and being the best possible for the class of domains in question.

We consider weak solutions of the Dirichlet problem for the linear uniformly elliptic second order equation of the divergent form

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{i}}\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u\right)+b^{i}(x) u_{x_{i}}+c(x) u=  \tag{DL}\\
\quad=g(x)+\frac{\partial f^{j}(x)}{\partial x_{j}}, \quad x \in G \\
u(x)=\varphi(x), \quad x \in \partial G
\end{array}\right.
$$

(summation over repeated indices from 1 to N is understood.)
At first, we describe our very general assumptions on the structure of the domain boundary in a neighborhood of the boundary point $\mathcal{O}$. Namely, we denote by $\theta(r)$ the least eigenvalue of the Beltrami operator $\triangle_{\omega}$ on $\Omega_{r}$ with the Dirichlet condition on $\partial \Omega_{r}$. According to the variational theory of
eigenvalues (for the analog of the Wirtinger inequality see (2.3.2) Theorem 2.15), we have

$$
\begin{equation*}
\int_{\Omega_{r}} u^{2}(\omega) d \Omega_{r} \leq \frac{1}{\theta(r)} \int_{\Omega_{r}}\left|\nabla_{\omega} u\right|^{2} d \Omega_{r}, \quad \forall u \in W_{0}^{1,2}\left(\Omega_{r}\right) . \tag{5.1.1}
\end{equation*}
$$

## Assumption I.

$$
\begin{gathered}
\theta(r) \geq \theta_{0}+\theta_{1}(r) \geq \theta_{2}>0, \text { where } \\
\theta_{0}, \theta_{2} \text { are positive constants and }
\end{gathered}
$$

$\theta_{1}(r)$ is a Dini continuous at zero function

$$
\lim _{r \rightarrow 0} \theta_{1}(r)=0, \quad \int_{0}^{d} \frac{\left|\theta_{1}(r)\right|}{r} d r<\infty
$$

## Assumption II.

- (i) Uniform ellipticity condition

$$
\nu|\xi|^{2} \leq \sum_{i, j=1}^{N} a^{i j}(x) \xi_{i} \xi_{j} \leq \mu|\xi|^{2} \quad \forall \xi \in \mathbb{R}^{N}, x \in \bar{G}
$$

with some $\nu, \mu>0$.

- (ii) $a^{i j}(0)=\delta_{i}^{j}$.
- (iiii) $a^{i j}(x) \in C^{0}(\bar{G}),(i, j=1, \ldots, N) ; \quad a^{i}(x), b^{i}(x) \in L^{p}(G)$, $(i=1, \ldots, N)$ and $c(x) \in L^{p / 2}(G), p>N$.
- (v) There exists a monotonically increasing nonnegative function $\mathcal{A}$ such that

$$
\begin{aligned}
&\left(\sum_{i, j=1}^{N}\left|a^{i j}(x)-a^{i j}(0)\right|^{2}\right)^{1 / 2}+|x|\left(\sum_{i=1}^{N}\left|a^{i}(x)\right|^{2}+\sum_{i=1}^{N}\left|b^{i}(x)\right|^{2}\right)^{1 / 2}+ \\
&+|x|^{2}|c(x)| \leq \mathcal{A}(|x|) \forall x \in \bar{G}
\end{aligned}
$$

- (iv) $g(x), f^{i}(x)(i=1, \ldots, N) \in L^{2}(G), \varphi(x) \in W^{\frac{1}{2}}(\partial G)$.

Definition 5.1. The function $u(x)$ is called a weak solution of the problem ( $D L$ ) provided that $u(x)-\Phi(x) \in W_{0}^{1}(G)$ and satisfies the integral
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identity

$$
\begin{gather*}
\int_{G}\left\{a^{i j}(x) u_{x_{j}} \eta_{x_{i}}+a^{i}(x) u \eta_{x_{i}}-b^{i}(x) u_{x_{i}} \eta-c(x) u \eta\right\} d x= \\
=\int_{G}\left\{f^{i}(x) \eta_{x_{i}}-g(x) \eta\right\} d x \tag{II}
\end{gather*}
$$

for all $\eta(x) \in W_{0}^{1}(G)$.
Lemma 5.2. Let $u(x)$ be a weak solution of $(D L)$. For

$$
\forall v(x) \in V:=\left\{v \in W^{1}\left(G_{0}^{\varrho}\right) \mid v(x)=0, x \in \Gamma_{0}^{\varrho}\right\}
$$

the equality

$$
\begin{align*}
& \int_{G_{0}^{e}}\left\{\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u-f^{i}(x)\right) v_{x_{i}}+\left(g(x)-b^{i}(x) u_{x_{i}}-c(x) u\right) v\right\} d x= \\
& =\int_{\Omega_{\Omega}}\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u-f^{i}(x)\right) v(x) \cos \left(r, x_{i}\right) d \Omega_{\varrho} \tag{5.1.2}
\end{align*}
$$

holds for a.e. $\varrho \in(0, d)$.
Proof. By $u(x) \in W_{0}^{1}(G)$ and because of

$$
\int_{G_{0}^{g}}|\nabla u|^{2} d x=\int_{0}^{\varrho} d \varrho \int_{\Omega_{e}}|\nabla u(r, \omega)|^{2} d \Omega_{r}
$$

from the Fubini Theorem follows that the function

$$
\begin{equation*}
V(r)=\int_{\Omega_{r}}|\nabla u(r, \omega)|^{2} d \Omega_{r} \tag{5.1.3}
\end{equation*}
$$

is determined and finite for almost every $r \in(0, d)$. We consider the function

$$
\begin{equation*}
J(\varrho) \equiv \int_{\Omega_{\varrho}}\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u-f^{i}(x)\right) v(x) \cos \left(r, x_{i}\right) d \Omega_{\varrho} \tag{5.1.4}
\end{equation*}
$$

for almost every $\varrho \in(0, d)$ for all $v \in V$. By virtue of ellipticity condition and assumptions on the equation coefficients we have

$$
a^{i j}(x) u_{x_{j}} \cos \left(r, x_{i}\right) \leq \mu|\nabla u| \text { and } a^{i}(x) u \cos \left(r, x_{i}\right) \leq r^{-1} \mathcal{A}(r)|u|
$$

therefore using the Cauchy inequality, we get

$$
\begin{equation*}
J(\varrho) \leq\left(1+\mu \varrho^{N-1}+\mathcal{A}(\varrho) \varrho^{N-2}\right) \int_{\Omega}\left(|\nabla u|^{2}+u^{2}+v^{2}\right) d \Omega \tag{5.1.5}
\end{equation*}
$$

Since the integral (5.1.3) is finite for almost every $r \in(0, d)$ from (5.1.5) follows that the function $J(\varrho)$ is determined and finite for almost every $\varrho \in(0, d)$.

Now let $\chi_{\varrho}(x)$ be the characteristic function of the set $G_{0}^{\varrho}$ and $\left(\chi_{\varrho}\right)_{h}$ be the regularization of $\chi$ (see §1.5.2, chapter 1)

$$
\begin{equation*}
\left(\chi_{\varrho}\right)_{h}(x)=\int_{G} \psi_{h}(|x-y|) \chi_{\varrho}(y) d y \tag{5.1.6}
\end{equation*}
$$

where $\psi_{h}(|x-y|)$ is the mollifier. It is well known that the regularization is an infinite-differentiable function in the whole of the space and

$$
\begin{align*}
& \frac{\partial\left(\chi_{\varrho}\right)_{h}(x)}{\partial x_{i}}=\int_{G} \chi_{\varrho}(y) \frac{\partial \psi_{h}(|x-y|)}{\partial x_{i}} d y= \\
= & -\int_{G} \chi_{\varrho}(y) \frac{\partial \psi_{h}(|x-y|)}{\partial y_{i}} d y \quad(i=1, \ldots, N) . \tag{5.1.7}
\end{align*}
$$

Let us take a function $v \in W_{0}^{1}(G)$, and set $\eta(x)=\left(\chi_{Q}\right)_{h}(x) v(x)$ in the integral identity (II). It is easily seen that such a function $\eta(x)$ is admissible and moreover,

$$
\frac{\partial \eta}{\partial x_{i}}=\left(\chi_{\varrho}\right)_{h}(x) \frac{\partial v}{\partial x_{i}}-v(x) \int_{G} \chi_{\varrho}(y) \frac{\partial \psi_{h}(|x-y|)}{\partial y_{i}} d y
$$

Denoting by

$$
\mathfrak{A}(x) \equiv\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u-f^{i}(x)\right) v_{x_{i}}+\left(g(x)-b^{i}(x) u_{x_{i}}-c(x) u\right) v(x)
$$

from (II) follows that

$$
\begin{align*}
& \int_{G} \mathfrak{A}(x)\left(\chi_{\varrho}\right)_{h}(x) d x=\int_{G}\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u-f^{i}(x)\right) v(x) \times  \tag{5.1.8}\\
& \quad \times\left\{\int_{G} \chi_{\varrho}(y) \frac{\partial \psi_{h}(|x-y|)}{\partial y_{i}} d y\right\} d x=\text { (by the Fubuini Theorem) }
\end{align*}
$$

$$
=\int_{G} \chi_{\varrho}(y)\left\{\int_{G}\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u-f^{i}(x)\right) v(x) \frac{\partial \psi_{h}(|x-y|)}{\partial y_{i}} d x\right\} d y=
$$

(by the Theorem about differentiability of the integral)
$=\int_{G} \chi_{\varrho}(y)\left\{\frac{\partial}{\partial y_{i}} \int_{G}\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u-f^{i}(x)\right) v(x) \psi_{h}(|x-y|) d x\right\} d y=$ (by definition of the regularization)
$=\int_{G} \chi_{\varrho}(y)\left\{\frac{\partial}{\partial y_{i}}\left(\left(a^{i j} u_{x_{j}}+a^{i} u-f^{i}\right) v\right)_{h}(y)\right\} d y=$
$=\int_{G_{0}^{e}} \frac{\partial}{\partial y_{i}}\left(\left(a^{i j} u_{x_{j}}+a^{i} u-f^{i}\right) v\right)_{h}(y) d y=$ $=\int_{\partial G_{0}^{e}}\left(\left(a^{i j} u_{x_{j}}+a^{i} u-f^{i}\right) v\right)_{h}(y) \cos \left(\vec{n}, y_{i}\right) d_{y} \sigma=$
$=\int_{\Omega_{\varrho}}\left(a^{i j} u_{x_{j}}+a^{i} u-f^{i}\right) v(x) \cos \left(r, x_{i}\right) d \Omega_{\varrho}+$
$+\int_{\partial G_{o}^{\ell}}\left\{\left(\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u-f^{i}(x)\right) v(x)\right)_{h}(y)-\right.$ $\left.-\left(a^{i j}(y) u_{x_{j}}(y)+a^{i}(y) u(y)-f^{i}(y)\right) v(y)\right\} \cos \left(\vec{n}, y_{i}\right) d_{y} \sigma$
in virtue of $\partial G_{0}^{\varrho}=\Gamma_{0}^{\varrho} \cup \Omega_{\varrho}$ and $\left.v(x)\right|_{\Gamma_{0}^{\varrho}}=0$.
Now we show that $\mathfrak{A}(x) \in L^{1}(G)$. First of all because of the assumptions on coefficients,

$$
\begin{aligned}
&|\mathfrak{A}(x)| \leq\left(\mu|\nabla u|+|x|^{-1} \mathcal{A}(|x|)|u|+|\vec{f}|\right)|\nabla v|+ \\
&+\left(|g|+|x|^{-1} \mathcal{A}(|x|)|\nabla u|+|x|^{-2} \mathcal{A}(|x|)|u|\right)|v|
\end{aligned}
$$

Using the Cauchy inequality, we have

$$
\begin{aligned}
|\mathfrak{A}(x)| \leq c(\mu)\left(|\nabla u|^{2}+|\nabla v|^{2}\right. & \left.+v^{2}+g^{2}+|\vec{f}|^{2}\right)+ \\
& +\mathcal{A}(|x|)\left(|\nabla u|^{2}+|\nabla v|^{2}+|x|^{-2}\left(u^{2}+v^{2}\right)\right)
\end{aligned}
$$

Further, we apply the inequality (2.5.2) (see Corollary 2.23)

$$
\int_{G_{0}^{g}}|x|^{-2} u^{2}(x) d x \leq C \int_{G_{0}^{g}}|\nabla u|^{2} d x .
$$

Because of this inequality and the above bounds, it is obvious that $\mathfrak{A}(x) \in$ $L^{1}(G)$.

Now in virtue of Lemma 1.21 we can then obtain

$$
\begin{align*}
& \text { (5.1.9) } \lim _{h \rightarrow 0} \int_{G} \mathfrak{A}(x)\left(\chi_{\varrho}\right)_{h}(x) d x=\int_{G} \mathfrak{A}(x) \chi_{\varrho}(x) d x=\int_{G_{0}^{g}} \mathfrak{A}(x) d x=  \tag{5.1.9}\\
& =\int_{G_{0}^{g}}\left(\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u-f^{i}(x)\right) v_{x_{i}}+\left(g(x)-b^{i}(x) u_{x_{i}}-c(x) u\right) v(x)\right) d x
\end{align*}
$$

Next, setting $\mathcal{A}_{i}(x) \equiv a^{i j}(x) u_{x_{j}}+a^{i}(x) u-f^{i}(x)$ we have $\mathcal{A}_{i}(x) v(x) \in$ $L^{1}(G)(i=1, \ldots, N)$ and in virtue of Lemma 1.20

$$
\begin{equation*}
\left.\lim _{h \rightarrow 0} \|\left(\mathcal{A}_{i}(x) v(x)\right)_{h}-\mathcal{A}_{i}(x) v(x)\right) \|_{L^{1}\left(G_{0}^{p}\right)}=0,(i=1, \ldots, N) . \tag{5.1.10}
\end{equation*}
$$

Representing $G_{0}^{\varrho}=(0, \varrho) \times \Omega_{\varrho}$, because of Lemma 1.16, we obtain from (5.1.10) that for some subsequence $\left\{h_{n}\right\}$

$$
\begin{array}{r}
\left.\lim _{h_{n} \rightarrow 0} \|\left(\mathcal{A}_{i}(x) v(x)\right)_{h_{n}}-\mathcal{A}_{i}(x) v(x)\right) \|_{L^{1}\left(\Omega_{e}\right)}=0 \text { a.e. } \varrho \in(0, d)  \tag{5.1.11}\\
\\
(i=1, \ldots, N) .
\end{array}
$$

Similarly, representing $G_{0}^{\varrho}=\Gamma_{0}^{\rho} \times\left(-\omega_{0}, \omega_{0}\right)$, because of the same Lemma 1.16, we obtain from (5.1.10) that for some subsequence $\left\{h_{m}\right\}$

$$
\begin{align*}
&\left.\lim _{h_{m} \rightarrow 0} \|\left(\mathcal{A}_{i}(x) v(x)\right)_{h_{m} n}-\mathcal{A}_{i}(x) v(x)\right) \|_{L^{1}\left(\Gamma_{0}^{e}\right)}=0  \tag{5.1.12}\\
& \text { a.e. } \omega_{1} \in\left(-\omega_{0}, \omega_{0}\right),(i=1, \ldots, N) .
\end{align*}
$$

Thus, performing in (5.1.8) the passage to the limit over $h \rightarrow 0$ by (5.1.9)(5.1.12) we get the required equality. Lemma 5.2 is proved.
5.1.2. The estimate of the weighted Dirichlet integral. Setting $v=u-\Phi$ we obtain that $v(x)$ satisfies the integral identity

$$
\begin{gather*}
\int_{G}\left\{a^{i j}(x) v_{x_{j}} \eta_{x_{i}}+a^{i}(x) v \eta_{x_{i}}-b^{i}(x) v_{x_{i}} \eta-c(x) v \eta\right\} d x= \\
=\int_{G}\left\{\mathcal{F}^{i}(x) \eta_{x_{i}}-\mathcal{G}(x) \eta\right\} d x \tag{II}
\end{gather*}
$$
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 FOR WEAK SOLUTIONSfor all $\eta(x) \in W_{0}^{1,2}(G)$, where

$$
\begin{align*}
\mathcal{F}^{i}(x) & =f^{i}(x)-a^{i j}(x) D_{j} \Phi-a^{i}(x) \Phi(x) \quad(i=1, \ldots, N) \\
\mathcal{G}(x) & =g(x)-b^{i}(x) D_{i} \Phi-c(x) \Phi(x) \tag{5.1.13}
\end{align*}
$$

At first, we will obtain a global estimate for the weighted Dirichlet integral.

Theorem 5.3. Let $u(x)$ be a weak solution of the problem ( $D L$ ) and suppose that assumptions I, II are satisfied with a function $\mathcal{A}(r)$ that is continuous at zero. Let us assume, in addition, that

$$
\begin{equation*}
g \in \mathscr{W}_{\alpha}^{0}(G), f \in \mathscr{W}_{\alpha-2}^{0}(G), \varphi \in \mathscr{W}_{\alpha-2}^{1 / 2}(\partial G) \tag{5.1.14}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
4-N-2 \lambda<\alpha \leq 2  \tag{*}\\
\lambda=\frac{1}{2}\left(2-N+\sqrt{(N-2)^{2}+4 \theta_{0}}\right)
\end{array}\right.
$$

Then we have $u(x) \in \stackrel{W}{\alpha-2}_{1}^{(G)}$ and

$$
\begin{align*}
\|u\|_{W_{\alpha-2}^{1}(G)} & \leq C\left\{\|u\|_{W^{1,2}(G)}+\|g\|_{W_{\alpha}^{0}(G)}+\right.  \tag{5.1.15}\\
& \left.+\|f\|_{W_{\alpha-2}^{0}(G)}+\|\varphi\|_{W_{\alpha-2}^{1 / 2}(\partial G)}\right\}
\end{align*}
$$

where $C>0$ is the constant dependent only on $\alpha, \lambda, \omega_{0}, N, \mu, G$ and independent of $u$.

Proof. Replacing $u$ by $v=u-\Phi$ and setting $\eta(x)=r_{\varepsilon}^{\alpha-2} v(x)$, with regard to

$$
\eta_{x_{i}}=r_{\varepsilon}^{\alpha-2} v_{x_{i}}+(\alpha-2) r_{\varepsilon}^{\alpha-3} \frac{x_{i}-\varepsilon l_{i}}{r_{\varepsilon}} v(x)
$$

we obtain

$$
\begin{equation*}
\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x=\frac{2-\alpha}{2} \int_{G} r_{\varepsilon}^{\alpha-4}\left(x_{i}-\varepsilon l_{i}\right)\left(v^{2}\right)_{x_{i}} d x+ \tag{5.1.16}
\end{equation*}
$$

$$
+(2-\alpha) \int_{G}\left(\left(a^{i j}(x)-a^{i j}(0)\right) v_{x_{j}}+a^{i}(x) v+\mathcal{F}^{i}(x)\right) r_{\varepsilon}^{\alpha-3} \frac{x_{i}-\varepsilon l_{i}}{r_{\varepsilon}} v(x) d x-
$$

$$
-\int_{G}\left(\left(a^{i j}(x)-a^{i j}(0)\right) v_{x_{j}}+a^{i}(x) v+\mathcal{F}^{i}(x)\right) r_{\varepsilon}^{\alpha-2} v_{x_{i}} d x+
$$

$$
+\int_{G}\left(b^{i}(x) v_{x_{i}}+c(x) v-\mathcal{G}(x)\right) r_{\varepsilon}^{\alpha-2} v(x) d x
$$

We transform the first integral on the right

$$
\int_{G} r_{\varepsilon}^{\alpha-4}\left(x_{i}-\varepsilon l_{i}\right)\left(v^{2}\right)_{x_{i}} d x=-\int_{G} v^{2} \frac{\partial}{\partial x_{i}}\left(r_{\varepsilon}^{\alpha-4}\left(x_{i}-\varepsilon l_{i}\right)\right) d x
$$

because of $v \in W_{0}^{1,2}(G)$. By elementary calculation

$$
\begin{aligned}
& \frac{\partial}{\partial x_{i}}\left(r_{\varepsilon}^{\alpha-4}\left(x_{i}-\varepsilon l_{i}\right)\right)=N r_{\varepsilon}^{\alpha-4}+(\alpha-4)\left(x_{i}-\varepsilon l_{i}\right) r_{\varepsilon}^{\alpha-5} \frac{x_{i}-\varepsilon l_{i}}{r_{\varepsilon}}= \\
&=(N+\alpha-4) r_{\varepsilon}^{\alpha-4}
\end{aligned}
$$

we obtain

$$
\begin{align*}
& \frac{2-\alpha}{2} \int_{G} r_{\varepsilon}^{\alpha-4}\left(x_{i}-\varepsilon l_{i}\right)\left(v^{2}\right)_{x_{i}} d x=  \tag{5.1.17}\\
&=\frac{(2-\alpha)(4-N-\alpha)}{2} \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x
\end{align*}
$$

We estimate the other integrals on the right by using our assumptions and (5.1.13)

$$
\begin{gather*}
\left|\left(a^{i j}(x)-a^{i j}(0)\right) v_{x_{j}}+a^{i}(x) v+\mathcal{F}^{i}(x)\right| \leq \\
\leq \mathcal{A}(r)|\nabla v|+\mathcal{A}(r) r^{-1}(|v|+|\Phi|)+\mu|\nabla \Phi|+|f| ;  \tag{5.1.18}\\
\left|b^{i}(x) v_{x_{i}}+c(x) v-\mathcal{G}(x)\right| \leq \\
\leq \mathcal{A}(r) r^{-1}(|\nabla v|+|\nabla \Phi|)+\mathcal{A}(r) r^{-2}(|v|+|\Phi|)+|g| .
\end{gather*}
$$

Now from (5.1.16), (5.1.17) it follows that

$$
\begin{equation*}
\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x \leq \frac{(2-\alpha)(4-N-\alpha)}{2} \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x+ \tag{5.1.19}
\end{equation*}
$$

$$
+c(N, \alpha) \int_{G}\left\{r_{\varepsilon}^{\alpha-2} \mathcal{A}(r)\left\langle r^{-1}\right| \nabla v\left|(|v|+|\Phi|)+r^{-1}\right| v| | \nabla \Phi \mid+r^{-2}\left(v^{2}+|v||\Phi|\right)+\right.
$$

$$
\left.+|\nabla v|^{2}+\right\rangle+r_{\varepsilon}^{\alpha-2}(\mu|\nabla \Phi||\nabla v|+|v||g|)+r_{\varepsilon}^{\alpha-3} \mathcal{A}(r)(|v||\nabla v|+
$$

$$
\left.\left.+r^{-1} v^{2}+r^{-1}|v||\Phi|\right)+\mu r_{\varepsilon}^{\alpha-3}|v||\nabla \Phi|\right\} d x
$$
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Further, we estimate the following using the Cauchy inequality with $\forall \delta>0$

$$
\begin{gather*}
r^{-1}|\nabla v \| v| \leq \frac{1}{2}|\nabla v|^{2}+\frac{1}{2} r^{-2}|v|^{2} ; \\
r^{-1}|\nabla v||\Phi| \leq \frac{1}{2}|\nabla v|^{2}+\frac{1}{2} r^{-2}|\Phi|^{2} ; \\
r^{-1}|\nabla \Phi||v| \leq \frac{1}{2}|\nabla \Phi|^{2}+\frac{1}{2} r^{-2}|v|^{2} ; \\
r^{-2}|v||\Phi| \leq \frac{1}{2} r^{-2}|v|^{2}+\frac{1}{2} r^{-2}|\Phi|^{2} ; \\
\left.\mu\left|\nabla v \||\nabla \Phi| \leq \frac{\delta}{2}\right| \nabla v\right|^{2}+\frac{\mu^{2}}{2 \delta}|\nabla \Phi|^{2} ;  \tag{5.1.20}\\
|g \| v|=\left(r^{-1}|v|\right)(r|g|) \leq \frac{\delta}{2} r^{-2}|v|^{2}+\frac{1}{2 \delta} r^{2}|g|^{2} ; \\
r_{\varepsilon}^{-1}|\nabla v \| v| \leq \frac{1}{2}|\nabla v|^{2}+\frac{1}{2} r_{\varepsilon}^{-2}|v|^{2} ; \\
|v||\Phi| \leq \frac{1}{2}|v|^{2}+\frac{1}{2}|\Phi|^{2} ; \\
\mu r_{\varepsilon}^{-1}|\nabla \Phi||v| \leq \frac{\delta}{2} r_{\varepsilon}^{-2}|v|^{2}+\frac{\mu^{2}}{2 \delta}|\nabla \Phi|^{2} .
\end{gather*}
$$

As a result from (5.1.19) we obtain

$$
\begin{align*}
& \text { 21) } \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x \leq \frac{(2-\alpha)(4-N-\alpha)}{2} \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x+  \tag{5.1.21}\\
& +c(N, \alpha, \mu) \int_{G}\left\{r_{\varepsilon}^{\alpha-2} \mathcal{A}(r)|\nabla v|^{2}+r_{\varepsilon}^{\alpha-2} r^{-2} \mathcal{A}(r)|v|^{2}+\right. \\
& +r_{\varepsilon}^{\alpha-2} \mathcal{A}(r)\left(|\nabla \Phi|^{2}+r^{-2}|\Phi|^{2}\right)+r_{\varepsilon}^{\alpha-4} \mathcal{A}(r)|v|^{2}+r_{\varepsilon}^{\alpha-3} r^{-1} \mathcal{A}(r)|v|^{2}+ \\
& +r_{\varepsilon}^{\alpha-3} r^{-1} \mathcal{A}(r)|\Phi|^{2}+r_{\varepsilon}^{\alpha-2}|\nabla \Phi|^{2}+\frac{\delta}{2} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}+ \\
& \left.\quad+\frac{\delta}{2} r_{\varepsilon}^{\alpha-2} r^{-2}|v|^{2}+r_{\varepsilon}^{\alpha-2} r^{2}|g|^{2}\right\} d x .
\end{align*}
$$

Now we apply the inequality (2.5.8) to the first integral from the right side; because of the condition $\left(^{*}\right.$ ) of our theorem we have

$$
C(\lambda, N, \alpha)=1-\frac{(2-\alpha)(4-N-\alpha)}{2} H(\lambda, N, \alpha)>0 .
$$

Therefore we can write the inequality (5.1.21) in the following way

$$
\begin{aligned}
& C(\lambda, N, \alpha) \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x \leq c_{0}[A(d)+\delta] \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+ \\
& +c_{1}(N, \alpha, \mu) \int_{G} \mathcal{A}(r)\left\{r_{\varepsilon}^{\alpha-2} r^{-2}|v|^{2}+r_{\varepsilon}^{\alpha-4}|v|^{2}\right\} d x+\delta \int_{G}\left(r_{\varepsilon}^{\alpha-2} r^{-2}|v|^{2}\right) d x+ \\
& \quad+c_{2}\left(N, \alpha, \mu, \omega_{0}\right) \int_{G}\left(r^{\alpha-4}|\Phi|^{2}+r^{\alpha-2}|\nabla \Phi|^{2}+r^{\alpha}|g|^{2}\right) d x, \forall \delta>0 .
\end{aligned}
$$

(Here we use property 1) of the function $r_{\varepsilon}(x)$.) We apply now Lemmas 2.30 and 2.31 and choose $\delta>0$ from the condition

$$
\left(1+\frac{1}{\lambda(\lambda+N-2)}\right) \delta=\frac{1}{2} C(\lambda, N, \alpha) .
$$

As a result we obtain

$$
\begin{aligned}
\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x \leq c\left(N, \alpha, \mu \lambda, \omega_{0}\right) & \int_{G}\left\{\mathcal{A}(r) r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}+|v|^{2}+\right. \\
& \left.+r^{\alpha-2}\left(|\nabla \Phi|^{2}+r^{-2}|\Phi|^{2}\right)+r^{\alpha}|g|^{2}\right\} d x
\end{aligned}
$$

We now write the representation $G=G_{0}^{d} \cup G_{d}$ and choose $d>0$ so small that

$$
\mathcal{A}(d) c\left(N, \alpha, \mu \lambda, \omega_{0}\right)<1
$$

(This is possible because of the continuity at zero of $\mathcal{A}(r)$.)
Thus, finally we obtain

$$
\begin{aligned}
\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x \leq c\left(N, \alpha, \mu \lambda, \omega_{0}\right) \int_{G}\{ & u^{2}+|\nabla u|^{2}+r^{\alpha-2}|\nabla \Phi|^{2}+ \\
& \left.+r^{\alpha-4}|\Phi|^{2}+r^{\alpha}|g|^{2}\right) d x, \forall \varepsilon>0 .
\end{aligned}
$$

Passaging to the limit when $\varepsilon \rightarrow+0$ by the Fatou Theorem we have the required estimate (5.1.15).

We pass now to the derivation of the local estimate for the weighted Dirichlet integral. For this together with Assumptions I and $I I$ we make the following

Assumptions III.

- (ivv) the function $\mathcal{A}(r)$ satisfies the Dini condition at zero;


### 5.1 The best possible Hölder exponents

 FOR WEAK SOLUTIONS- (w) $\quad \int_{G} r^{4-N n-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x) d x<\infty$;
$\int_{G} r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) \varphi^{2}(x) d x<\infty ;$

$$
\int_{G} r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)\left(\sum_{i=1}^{N}\left|f^{i}(x)\right|^{2} d x+|\nabla \Phi|^{2}\right)<\infty
$$

where $\mathcal{H}(r)$ is a continuous, monotone increasing, Dini continuous at zero function.

Theorem 5.4. Let $u(x)$ be a weak solution of (DL) and suppose that assumptions I, II, III are satisfied. Then there exist positive constants $d, C_{1}$, independent of $u, g, f_{i}, \varphi$ such that

$$
\begin{gather*}
\int_{G_{0}^{e}} r^{2-N}|\nabla u|^{2} d x \leq C_{1} \varrho^{2 \lambda} \int_{G_{0}^{2 d}}\left\{|u(x)|^{2}+|\nabla u|^{2}+g^{2}(x)+\sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+\right. \\
+|\Phi|^{2}+|\nabla \Phi|^{2}+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+r^{-N-2 \lambda} \mathcal{H}^{-1}(r)|\Phi|^{2}+ \\
\left.\rho .1 .22) \quad r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}\right\} d x,  \tag{5.1.22}\\
\rho \in(0, d) .
\end{gather*}
$$

Proof. By the above proved Theorem 5.3 we have that $u(x) \in \dot{W}_{\alpha-2}^{1}(G)$. Therefore we can apply Lemma 5.2 and take the function $r^{2-n}(u(x)-\Phi(x))$ as $v(x)$ in the equal (5.1.2). Now replacing $u$ by $v=u-\Phi$ as a result we obtain

$$
\begin{aligned}
\int_{G_{0}^{\circ}}\left\{\left(a^{i j}(x) v_{x_{j}}\right.\right. & \left.+a^{i}(x) v-\mathcal{F}^{i}(x)\right)\left(r^{2-N} v_{x_{i}}+(2-N) r^{-N} x_{i} v\right)+ \\
+ & \left.\left(\mathcal{G}(x)-b^{i}(x) v_{x_{i}}-c(x) v\right) r^{2-N} v\right\} d x= \\
& =\varrho \int_{\Omega}\left(a^{i j}(x) v_{x_{j}}+a^{i}(x) v-\mathcal{F}^{i}(x)\right) v(x) \cos \left(r, x_{i}\right) d \Omega .
\end{aligned}
$$

Hence we have

$$
\begin{align*}
& \int_{G_{0}^{\varrho}} r^{2-N}|\nabla v|^{2} d x=\frac{N-2}{2} \int_{G_{0}^{\circ}} r^{-N} x_{i} \frac{\partial v^{2}}{\partial x_{i}} d x+\varrho \int_{\Omega} v \frac{\partial v}{\partial r} d \Omega+  \tag{5.1.23}\\
& \quad+\int_{G_{0}^{\varrho}}\left\{\left(a^{i j}(x)-a^{i j}(0)\right)\left((N-2) r^{-N} v x_{i} v_{x_{j}}-r^{2-N} v_{x_{i}} v_{x_{j}}\right)+\right.
\end{align*}
$$

$$
\begin{aligned}
& +(N-2) r^{-N} x_{i} a^{i}(x) v^{2}+r^{2-N} v\left(b^{i}(x) v_{x_{i}}+c(x) v-\mathcal{G}\right)+ \\
& \left.\quad+r^{2-N} v a^{i}(x) v_{x_{i}}+r^{2-N} \mathcal{F}^{i}(x) v_{x_{i}}+(2-N) r^{-N} v x_{i} \mathcal{F}^{i}(x)\right\} d x+ \\
& \quad+\varrho \int_{\Omega}\left\{\left(a^{i j}(x)-a^{i j}(0)\right) v v_{x_{j}}+a^{i}(x) v^{2}-v \mathcal{F}^{i}(x)\right\} \cos \left(r, x_{i}\right) d \Omega
\end{aligned}
$$

The first integral from the right we transform in the following way.

$$
\begin{aligned}
& \int_{G_{0}^{e}} r^{-N} x_{i} \frac{\partial v^{2}}{\partial x_{i}} d x=\int_{\Omega_{e}} r^{-N} v^{2} x_{i} \cos \left(r, x_{i}\right) d \Omega_{\varrho^{-}} \\
&-\int_{G_{0}^{e}} v^{2}\left(N r^{-N}-N x_{i} r^{-N-1} \frac{x_{i}}{r}\right) d x=\int_{\Omega} v^{2} d \Omega
\end{aligned}
$$

Therefore we can rewrite (5.1.23) in this way

$$
\begin{align*}
& \text { 4) } \int_{G_{0}^{\varrho}} r^{2-N}|\nabla v|^{2} d x=\int_{\Omega}\left(\varrho v \frac{\partial v}{\partial r}+\frac{N-2}{2} v^{2}\right) d \Omega+  \tag{5.1.24}\\
& +\int_{G_{0}^{\varrho}}\left\{\left(a^{i j}(x)-a^{i j}(0)\right)\left((N-2) r^{-N} v x_{i} v_{x_{j}}-r^{2-N} v_{x_{i}} v_{x_{j}}\right)+\right. \\
& +(N-2) r^{-N} x_{i} a^{i}(x) v^{2}+r^{2-N} v\left(b^{i}(x) v_{x_{i}}+c(x) v-\mathcal{G}\right)+ \\
& \left.+r^{2-N} v a^{i}(x) v_{x_{i}}+r^{2-N} \mathcal{F}^{i}(x) v_{x_{i}}+(2-N) r^{-N} v x_{i} \mathcal{F}^{i}(x)\right\} d x+ \\
& \quad+\varrho \int_{\Omega}\left\{\left(a^{i j}(x)-a^{i j}(0)\right) v v_{x_{j}}+a^{i}(x) v^{2}-v \mathcal{F}^{i}(x)\right\} \cos \left(r, x_{i}\right) d \Omega .
\end{align*}
$$

We set $V(\rho)=\int_{G_{o}^{g}} r^{2-N}|\nabla v|^{2} d x$ and estimate every integral from the right side. The first integral is estimated by Lemma 2.28. We estimate other integrals from the right side by using our assumptions and (5.1.18), (5.1.20) as well as

$$
\begin{aligned}
& r^{2-N}|v \| g|=\left(\sqrt{\mathcal{H}(r)} r^{-\frac{N}{2}}|v|\right)\left(\sqrt{\mathcal{H}^{-1}(r)} r^{2-\frac{N}{2}}|g|\right) \leq \frac{1}{2} \mathcal{H}(r) r^{-N}|v|^{2}+ \\
&+\frac{1}{2} \mathcal{H}^{-1}(r) r^{4-N}|g|^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& r^{2-N}\left|v_{x_{i}} \mathcal{F}^{i}(x)\right| \leq \frac{1}{2} \mathcal{H}(r) r^{2-N}|\nabla v|^{2}+\frac{1}{2} \mathcal{H}^{-1}(r) r^{2-N}|\mathcal{F}|^{2} \leq \\
& \leq \frac{1}{2} \mathcal{H}(r) r^{2-N}|\nabla v|^{2}+\frac{1}{2} \mathcal{H}^{-1}(r) r^{2-N}\left(|f|^{2}+\mu^{2}|\nabla \Phi|^{2}+r^{-2} \mathcal{A}^{2}(r)|\Phi|^{2}\right)
\end{aligned}
$$

Then we obtain

$$
\begin{align*}
& \text { (5.1.25) } \quad V(\varrho) \leq \frac{\rho}{2 \lambda+\theta_{1}(\varrho) h_{1}(\varrho)} V^{\prime}(\rho)+c(N, \mu) \int_{G_{0}^{\mathrm{e}}}\left\{\mathcal{A}(r) r^{2-N}|\nabla v|^{2}+\right.  \tag{5.1.25}\\
& +\mathcal{A}(r) r^{-N} v^{2}+\mathcal{A}(r) r^{2-N}|\nabla \Phi|^{2}+\mathcal{A}(r) r^{-N} \Phi^{2}+\mathcal{H}(r) r^{2-N}|\nabla v|^{2}+ \\
& \left.+\mathcal{H}(r) r^{-N} v^{2}+\mathcal{H}^{-1}(r) r^{2-N}\left(r^{2} g^{2}+|f|^{2}+\mu^{2}|\nabla \Phi|^{2}+r^{-2} \mathcal{A}^{2}(r)|\Phi|^{2}\right)\right\} d x+ \\
& +\varrho^{2-N} \int_{\Omega_{e}}\left\{\mathcal{A}(\varrho)|v||\nabla v|+\varrho^{-1} \mathcal{A}(\varrho) v^{2}+|v|\left(|f|+\mu|\nabla \Phi|+\varrho^{-1} \mathcal{A}(\varrho)|\Phi|\right)\right\} d \Omega_{\varrho},
\end{align*}
$$

where $0 \leq h_{1}(\varrho) \leq \frac{2}{\sqrt{\theta_{0}}+\sqrt{\theta_{2}}}$. To estimate the last integral from the right side we apply the Cauchy inequality and the inequality ( $\mathrm{H}-\mathrm{W}$ )

$$
\begin{align*}
& \text { (5.1.26) } \varrho^{2-N} \int_{\Omega_{\varrho}}\left\{\mathcal{A}(\varrho)|v||\nabla v|+\varrho^{-1} \mathcal{A}(\varrho) v^{2}+|v|(|f|+\mu|\nabla \Phi|+\right.  \tag{5.1.26}\\
& \left.\left.+\varrho^{-1} \mathcal{A}(\varrho)|\Phi|\right)\right\} d \Omega_{\varrho} \leq(\mathcal{A}(\varrho)+\mathcal{H}(\varrho)) \int_{\Omega}\left(\varrho^{2}|\nabla v|^{2}+v^{2}+\Phi^{2}\right) d \Omega+ \\
& +\varrho^{2} \mathcal{H}^{-1}(\varrho) \int_{\Omega}\left(|\nabla \Phi|^{2}+f^{2}\right) d \Omega \leq c\left(N, \lambda, \theta_{2}\right)(\mathcal{A}(\varrho)+\mathcal{H}(\varrho)) \varrho V^{\prime}(\varrho)+F_{1}(\varrho),
\end{align*}
$$

where

$$
\begin{equation*}
F_{1}(\varrho)=\varrho^{2} \mathcal{H}^{-1}(\varrho) \int_{\Omega}\left(|\nabla \Phi|^{2}+f^{2}\right) d \Omega+\mathcal{A}(\varrho) \int_{\Omega}|\Phi|^{2} d \Omega \tag{5.1.27}
\end{equation*}
$$

Thus, from (5.1.25) - (5.1.27) we obtain

$$
\begin{aligned}
& V(\varrho) \leq \frac{\rho}{2 \lambda+\theta_{1}(\varrho) h_{1}(\varrho)} V^{\prime}(\rho)+c_{1}\left(N, \mu, \lambda, \theta_{2}\right)(\mathcal{A}(\varrho)+\mathcal{H}(\varrho)) V(\varrho)+ \\
& \quad+c_{2}\left(N, \mu, \lambda, \theta_{2}\right)(\mathcal{A}(\varrho)+\mathcal{H}(\varrho)) \varrho V^{\prime}(\varrho)+F_{1}(\varrho)+F_{2}(\varrho)
\end{aligned}
$$

where

$$
\begin{gather*}
F_{2}(\varrho)=\int_{0}^{\varrho} \mathcal{K}(r) d r \\
\mathcal{K}(r)=\int_{\Omega_{r}}\left\{\mathcal{H}^{-1}(r) r^{4-N} g^{2}+\mathcal{H}^{-1}(r) r^{2-N}|f|^{2}+\right.  \tag{5.1.28}\\
\left.+\mathcal{H}^{-1}(r) r^{2-N}|\nabla \Phi|^{2}+r^{-N} \mathcal{H}^{-1}(r)|\Phi|^{2}\right\} d \Omega_{r}
\end{gather*}
$$

Finally, setting

$$
\begin{equation*}
\mathcal{P}(\varrho)=\frac{2 \lambda+\theta_{1}(\varrho) h_{1}(\varrho)}{\varrho} \cdot \frac{1-c_{1}(\mathcal{A}(\varrho)+\mathcal{H}(\varrho))}{1+\left(2 \lambda+\theta_{1}(\varrho) h_{1}(\varrho)\right) c_{2}(\mathcal{A}(\varrho)+\mathcal{H}(\varrho))}, \tag{5.1.29}
\end{equation*}
$$

$$
\mathcal{Q}(\varrho)=\frac{2 \lambda+\theta_{1}(\varrho) h_{1}(\varrho)}{\varrho} \cdot \frac{F_{1}(\varrho)+F_{2}(\varrho)}{1+\left(2 \lambda+\theta_{1}(\varrho) h_{1}(\varrho)\right) c_{2}(\mathcal{A}(\varrho)+\mathcal{H}(\varrho))},
$$

we get the differential inequality (CP) $\S 1.10$ with $\mathcal{N}(\varrho)=\mathcal{B}(\varrho) \equiv 0$

$$
\begin{equation*}
V^{\prime}(\varrho) \geq \mathcal{P}(\varrho) V(\varrho)-\mathcal{Q}(\varrho), \quad \varrho \in(0, d) \tag{5.1.30}
\end{equation*}
$$

It is easy to verify that

$$
\mathcal{P}(\varrho)=\frac{2 \lambda}{\varrho}+\frac{\delta(\varrho)}{\varrho},
$$

where $\delta(\varrho)$ satisfies the Dini condition at zero. Therefore we have

$$
\int_{\varrho}^{d} \mathcal{P}(s) d s=\ln \left(\frac{d}{\varrho}\right)^{2 \lambda}+\int_{\varrho}^{d} \frac{\delta(s)}{s} d s
$$

From this it follows that

$$
\begin{equation*}
\left(\frac{d}{\varrho}\right)^{2 \lambda} \leq \exp \left(\int_{\varrho}^{d} \mathcal{P}(s) d s\right) \leq\left(\frac{d}{\varrho}\right)^{2 \lambda} \int_{0}^{d} \frac{\delta(s)}{s} d s, \quad \forall \varrho \in(0, d) . \tag{5.1.31}
\end{equation*}
$$

Now because of Theorem 1.52 we obtain

$$
\begin{equation*}
V(\varrho) \leq V(d) \exp \left(-\int_{\varrho}^{d} \mathcal{P}(s) d s\right)+\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(s) d s\right) d \tau \tag{5.1.32}
\end{equation*}
$$

### 5.1 The best possible Hölder exponents FOR WEAK SOLUTIONS

and in virtue of (5.1.31) hence we have

$$
\begin{equation*}
V(\varrho) \leq C \underline{\varrho}^{2 \lambda}\left(V(d)+\int_{\varrho}^{d} \tau^{-2 \lambda} \mathcal{Q}(\tau) d \tau\right) \tag{5.1.33}
\end{equation*}
$$

where $C>0$ is a constant independent of $v$.
Now we estimate the last integral. Because of (5.1.29) we get

$$
\int_{\varrho}^{d} \tau^{-2 \lambda} \mathcal{Q}(\tau) d \tau \leq c_{3} \int_{\varrho}^{d} \tau^{-2 \lambda-1} F_{1}(\tau) d \tau+c_{4} \int_{\varrho}^{d} \tau^{-2 \lambda-1} F_{2}(\tau) d \tau
$$

From (5.1.27) it follows that

$$
\begin{align*}
& \int_{\varrho}^{d} \tau^{-2 \lambda-1} F_{1}(\tau) d \tau \leq \int_{\varrho}^{d} \tau^{-2 \lambda+1} \mathcal{H}^{-1}(\tau) \int_{\Omega}\left(|\nabla \Phi|^{2}+f^{2}\right) d \Omega d \tau+  \tag{5.1.34}\\
& \quad+\int_{\varrho}^{d} \tau^{-2 \lambda-1} \mathcal{A}(\tau) \int_{\Omega}|\Phi|^{2} d \Omega d \tau \leq \\
& \leq \int_{G_{0}^{d}}\left\{r^{2-2 \lambda-N} \mathcal{H}^{-1}(r)\left(f^{2}+|\nabla \Phi|^{2}\right)+r^{-2 \lambda-N} \mathcal{H}^{-1}(r) \Phi^{2}\right\} d x
\end{align*}
$$

Further, because of (5.1.28) we change the order of integration and obtain

$$
\begin{aligned}
& \int_{\varrho}^{d} \tau^{-2 \lambda-1}\left(\int_{0}^{\tau} \mathcal{K}(r) d r\right) d \tau=\int_{0}^{\varrho} \mathcal{K}(r) d r \int_{\varrho}^{d} \tau^{-2 \lambda-1} d \tau+ \\
& \quad+\int_{\varrho}^{d} \mathcal{K}(r) d r \int_{r}^{d} \tau^{-2 \lambda-1} d \tau=\frac{1}{2 \lambda} \int_{0}^{\varrho} \mathcal{K}(r)\left(\varrho^{-2 \lambda}-d^{-2 \lambda}\right) d r+ \\
& \quad+\frac{1}{2 \lambda} \int_{\varrho}^{d} \mathcal{K}(r)\left(r^{-2 \lambda}-d^{-2 \lambda}\right) d r \leq \frac{1}{2 \lambda} \int_{0}^{d} r^{-2 \lambda} \mathcal{K}(r) d r
\end{aligned}
$$

Hence in virtue of (5.1.28) it follows that

$$
\begin{align*}
& \int_{\varrho}^{d} \tau^{-2 \lambda-1} F_{2}(\tau) d \tau \leq \frac{1}{2 \lambda} \int_{G_{0}^{d}}\left\{r^{4-2 \lambda-N} \mathcal{H}^{-1}(r) g^{2}(x)+\right.  \tag{5.1.35}\\
& \left.\quad+r^{-2 \lambda-N} \mathcal{H}^{-1}(r) \Phi^{2}+r^{2-2 \lambda-N} \mathcal{H}^{-1}(r)\left(f^{2}+|\nabla \Phi|^{2}\right)\right\} d x
\end{align*}
$$

From (5.1.33) - (5.1.35) together with Theorem 5.3 follows the required (5.1.22). Theorem 5.4 is proved.

Theorem 5.5. Let $u(x)$ be a weak solution of the problem (DL) with $\varphi \equiv 0$ and suppose that assumptions I and II are satisfied with a function $\mathcal{A}(r)$ that is continuous at zero, but not Dini continuous. Let us assume, in addition, that

$$
\begin{equation*}
g \in \mathfrak{W}_{4-N-2 \lambda}^{0}(G), f^{i} \in \mathfrak{W}_{2-N-2 \lambda}^{0}(G) i=1, \ldots, N . \tag{5.1.36}
\end{equation*}
$$

Then for every $\varepsilon>0$ there exist positive constants $d, c_{\varepsilon}$, independent of $u, g, f_{i}$ such that

$$
\begin{align*}
& \int_{G_{0}^{o}} r^{2-N}|\nabla u|^{2} d x \leq c_{\varepsilon} \varrho^{2 \lambda(1-\varepsilon)} \int_{G}\left\{|u(x)|^{2}+|\nabla u|^{2}+\right.  \tag{5.1.37}\\
&\left.+r^{4-N-2 \lambda} g^{2}(x)+r^{2-N-2 \lambda} f^{2}(x)\right\} d x \\
& \quad \rho \in(0, d), \forall \varepsilon>0 .
\end{align*}
$$

Proof. Similar to (5.1.24) we get from ( $D L$ )

$$
\begin{align*}
& \int_{G_{0}^{g}} r^{2-N}|\nabla u|^{2} d x=\int_{\Omega}\left(\varrho u \frac{\partial u}{\partial r}+\frac{N-2}{2} u^{2}\right) d \Omega+  \tag{5.1.38}\\
& +\int_{G_{0}^{g}}\left\{\left(a^{i j}(x)-a^{i j}(0)\right)\left((N-2) r^{-N} u x_{i} u_{x_{j}}-r^{2-N} u_{x_{i}} u_{x_{j}}\right)+\right. \\
& +(N-2) r^{-N} x_{i} a^{i}(x) u^{2}+r^{2-N} u\left(b^{i}(x) u_{x_{i}}+c(x) u-g(x)\right)+ \\
& \left.+r^{2-N} u a^{i}(x) u_{x_{i}}+r^{2-N} f^{i}(x) u_{x_{i}}+(2-N) r^{-N} u x_{i} f^{i}(x)\right\} d x+ \\
& +\varrho \int_{\Omega}\left\{\left(a^{i j}(x)-a^{i j}(0)\right) u u_{x_{j}}+a^{i}(x) u^{2}-u f^{i}(x)\right\} \cos \left(r, x_{i}\right) d \Omega .
\end{align*}
$$

We set $U(\rho)=\int_{G_{o}^{g}} r^{2-N}|\nabla u|^{2} d x$ and estimate every integral from the right side. The first integral is estimated by Lemma 2.28.The other integrals from
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the right side we estimate by using our assumptions and (5.1.18) as well

$$
\begin{gathered}
r^{2-N}|u||g| \leq \frac{\delta}{2} r^{-N} u^{2}+\frac{1}{2 \delta} r^{4-N}|g|^{2} \\
r^{2-N}\left|u_{x_{i}} f^{i}(x)\right| \leq \frac{\delta}{2} r^{2-N}|\nabla u|^{2}+\frac{1}{2 \delta} r^{2-N}|f|^{2}, \\
\forall \delta>0 .
\end{gathered}
$$

Thus we obtain

$$
\begin{align*}
& U(\varrho) \leq c(N, \mu) \int_{G_{o}^{e}}\left\{(\mathcal{A}(r)+\delta)\left(r^{-N} u^{2}+r^{2-N}|\nabla u|^{2}\right)+\right.  \tag{5.1.39}\\
& \left.\quad+\frac{1}{2 \delta}\left(r^{2-N}|f|^{2}+r^{4-N}|g|^{2}\right)\right\} d x+\frac{\rho}{2 \lambda} U^{\prime}(\rho)+ \\
& +\varrho^{2-N} \int_{\Omega_{\varrho}}\left\{\mathcal{A}(\varrho)|u||\nabla u|+\varrho^{-1} \mathcal{A}(\varrho) u^{2}+|u||f|\right\} d \Omega_{\varrho}, \forall \delta>0 .
\end{align*}
$$

As above in (5.1.26), to estimate the last integral from the right side we apply the Cauchy inequality and the Wirtinger inequality

$$
\begin{align*}
& \varrho^{2-N} \int_{\Omega_{\varrho}}\left(\mathcal{A}(\varrho)|u||\nabla u|+\varrho^{-1} \mathcal{A}(\varrho) u^{2}+|u||f|\right) d \Omega_{\varrho} \leq  \tag{5.1.40}\\
& \leq\left.\mathcal{A}(\varrho) \int_{\Omega}\left(\varrho^{2}|\nabla u|^{2}+u^{2}\right)\right|_{r=\varrho} d \Omega+\left.\frac{\delta}{2} \int_{\Omega} u^{2}\right|_{r=\varrho} d \Omega+\frac{\varrho^{2}}{2 \delta} \int_{\Omega} f^{2} d \Omega \leq \\
& \leq c(\mathcal{A}(\varrho)+\delta) \varrho U^{\prime}(\varrho)+\frac{\varrho^{2}}{2 \delta} \int_{\Omega} f^{2} d \Omega, \forall \delta>0 .
\end{align*}
$$

Thus, from (5.1.39) and (5.1.40) we obtain

$$
\begin{array}{r}
U(\varrho) \leq\left(\frac{\rho}{2 \lambda}+\delta \varrho\right) U^{\prime}(\rho)+\left(c \cdot \mathcal{A}(\varrho)+\frac{\delta}{2}\right) U(\varrho)+F_{1}(\varrho)+F_{2}(\varrho),  \tag{5.1.41}\\
\forall \delta>0, \varrho \in(0, d)
\end{array}
$$

where

$$
\begin{equation*}
F_{1}(\varrho)=\frac{\varrho^{2}}{2 \delta} \int_{\Omega} f^{2} d \Omega, \quad F_{2}(\varrho)=\frac{1}{2 \delta} \int_{0}^{\varrho} \mathcal{K}(r) d r \tag{5.1.42}
\end{equation*}
$$

and

$$
\mathcal{K}(r)=\int_{\Omega_{r}}\left\{r^{4-N}|g|^{2}+r^{2-N}|f|^{2}\right\} d \Omega_{r}
$$

Finally, since $\mathcal{A}(r)$ is continuous at zero and $\mathcal{A}(\varrho) \leq \mathcal{A}(d), \varrho \in(0, d)$, we can choose $\forall \delta>0$ such $d>0$ that $c \mathcal{A}(d)<\frac{\delta}{2}$. Therefore we can rewrite (5.1.41) in this way

$$
\begin{align*}
U(\varrho) \leq \frac{\rho}{2 \lambda}(1+\delta) U^{\prime}(\rho)+\delta U(\varrho)+ & F_{1}(\varrho)+  \tag{5.1.43}\\
F_{2}(\varrho) & \\
& \forall \delta>0, \varrho \in(0, d) .
\end{align*}
$$

Setting now

$$
\begin{align*}
\mathcal{P}(\varrho)=\frac{2 \lambda}{\varrho} \cdot \frac{1-\delta}{1+\delta}, \quad \mathcal{B}(\varrho) \equiv 0 \text { and } &  \tag{5.1.44}\\
& \mathcal{Q}(\varrho)=\frac{2 \lambda}{1+\delta} \cdot \frac{F_{1}(\varrho)+F_{2}(\varrho)}{\varrho},
\end{align*}
$$

as a result we get the differential inequality $(C P) \S 1.10$. Now, putting $\varepsilon=\frac{2 \delta}{1+\delta}$ by calculating, we have

$$
\begin{equation*}
\exp \left(-\int_{\varrho}^{d} \mathcal{P}(s) d s\right)=\left(\frac{\varrho}{d}\right)^{2 \lambda(1-\varepsilon)}, \quad \forall \varrho \in(0, d) \tag{5.1.45}
\end{equation*}
$$

Now, because of Theorem 1.52, we obtain

$$
\begin{equation*}
U(\varrho) \leq c \varrho^{2 \lambda(1-\varepsilon)}\left(U(d)+\int_{\varrho}^{d} \tau^{-2 \lambda(1-\varepsilon)} \mathcal{Q}(\tau) d \tau\right) \tag{5.1.46}
\end{equation*}
$$

where $c>0$ is a constant independent of $u$.
Now we estimate the last integral. Because of (5.1.44) we get

$$
\begin{align*}
\int_{\varrho}^{d} \tau^{-2 \lambda(1-\varepsilon)} \mathcal{Q}(\tau) d \tau=\frac{2 \lambda}{1+\delta} \int_{\varrho}^{d} & \tau^{-2 \lambda(1-\varepsilon)-1} F_{1}(\tau) d \tau+  \tag{5.1.47}\\
& +\frac{2 \lambda}{1+\delta} \int_{\varrho}^{d} \tau^{-2 \lambda(1-\varepsilon)-1} F_{2}(\tau) d \tau
\end{align*}
$$

From (5.1.42) it follows that

$$
\begin{align*}
& \int_{\varrho}^{d} \tau^{-2 \lambda(1-\varepsilon)-1} F_{1}(\tau) d \tau=\frac{1}{2 \delta} \int_{\varrho}^{d} \tau^{-2 \lambda(1-\varepsilon)+1} \int_{\Omega} f^{2} d \Omega d \tau=  \tag{5.1.48}\\
& =\frac{1}{2 \delta} \int_{G_{\varrho}^{d}} r^{2-N-2 \lambda(1-\varepsilon)}|f|^{2} d x \leq c \int_{G_{0}^{d}} r^{2-2 \lambda-N} f^{2} d x
\end{align*}
$$

### 5.1 The best possible Hölder exponents FOR WEAK SOLUTIONS

Further because of (5.1.42) we change the order of integration and obtain

$$
\begin{aligned}
& \int_{\varrho}^{d} \tau^{-2 \lambda(1-\varepsilon)-1}\left(\int_{0}^{\tau} \mathcal{K}(r) d r\right) d \tau=\int_{0}^{\varrho} \mathcal{K}(r) d r \int_{\varrho}^{d} \tau^{-2 \lambda(1-\varepsilon)-1} d \tau+ \\
& +\int_{\varrho}^{d} \mathcal{K}(r) d r \int_{r}^{d} \tau^{-2 \lambda(1-\varepsilon)-1} d \tau=\left(\int_{0}^{\varrho} \mathcal{K}(r)\left(\varrho^{-2 \lambda(1-\varepsilon)}-d^{-2 \lambda(1-\varepsilon)}\right) d r+\right. \\
& \left.+\int_{\varrho}^{d} \mathcal{K}(r)\left(r^{-2 \lambda(1-\varepsilon)}-d^{-2 \lambda(1-\varepsilon)}\right) d r\right) \cdot \frac{1}{2 \lambda(1-\varepsilon)} \leq c_{\varepsilon} \int_{0}^{d} r^{-2 \lambda} \mathcal{K}(r) d r
\end{aligned}
$$

Hence because of (5.1.42) it follows that

$$
\begin{equation*}
\int_{\varrho}^{d} \tau^{-2 \lambda(1-\varepsilon)-1} F_{2}(\tau) d \tau \leq c_{\varepsilon} \int_{G_{0}^{d}}\left\{r^{4-2 \lambda-N} g^{2}(x)+r^{2-2 \lambda-N} f^{2}\right\} d x \tag{5.1.49}
\end{equation*}
$$

From (5.1.46)-(5.1.49), together with Theorem 5.3, follows the required (5.1.37). Theorem 5.5 is proved.
5.1.3. Local bound of a weak solution. We pass now to the establishing of the local (near the singular boundary point) bound for a weak solution of the problem ( $D L$ ).

Theorem 5.6. Let $u(x)$ be a weak solution of the problem (DL). Suppose that assumptions I, II and III are satisfied. Let us assume, in addition, that $g(x) \in L^{p}(G)$ for some $p>N / 2, f^{i}(x) \in L^{q}(G),(i=1, \ldots, N)$ for some $q>N, \Phi \in W^{1, s}(G), s=\max (2 p, q)>N$ and

$$
\begin{gather*}
\int_{G} r^{2 p-N-p \lambda}|g(x)|^{p} d x<\infty ; \sum_{i=1}^{N} \int_{G} r^{q-N-q \lambda}\left|f^{i}(x)\right|^{q} d x<\infty  \tag{5.1.50}\\
\int_{G}\left(r^{-N-s \lambda}|\Phi|^{s}+r^{s-N-s \lambda}|\nabla \Phi|^{s}\right) d x<\infty
\end{gather*}
$$

Then there exist positive constants $d, c$, independent of $u, g, f_{i}, \varphi$ such that

$$
\begin{gather*}
|u(x)| \leq c|x|^{\lambda}\left(\left\{\int _ { G } \left(|u|^{2}+|\nabla u|^{2}+g^{2}(x)+\right.\right.\right. \\
+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+ \\
\left.\left.51) \quad+r^{-N-2 \lambda} \mathcal{H}^{-1}(r)|\Phi|^{2}+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}\right) d x\right\}^{1 / 2}+  \tag{5.1.51}\\
+\left\{\int_{G} r^{2 p-N-p \lambda}|g(x)|^{p} d x\right\}^{1 / p}+\left\{\int_{G} \sum_{1}^{N} r^{q-N-q \lambda}\left|f^{i}(x)\right|^{q} d x\right\}^{1 / q}+ \\
\left.\left.+\left(\int_{G}\left(r^{-N-s \lambda}|\Phi|^{s}+r^{s-N-s \lambda}|\nabla \Phi|^{s}\right) d x\right)^{2 / s}\right\}\right), \quad x \in G_{0}^{d} .
\end{gather*}
$$

Proof. At first we refer to well-known local estimate at the boundary (see e.g. 88.10 [129]).

Lemma 5.7. Let the (i) and (iii) of assumptions II are satisfied and suppose that $\left.\mathcal{F}^{i}(x) \in L^{q}(G),(i=1, \ldots, N) ; \mathcal{G}(x) \in L^{p}(G)\right)$ for some $q>N, p>\frac{N}{2}$.

Then if $v(x) \in W_{0}^{1}(G)$ is a solution of the problem $(I I)_{0}$, we have

$$
\begin{align*}
\sup _{G^{\prime \prime}}|v(x)|^{2} \leq C\left\{\int_{G^{\prime}}\right. & v^{2} d x+\left(\int_{G^{\prime}}|\mathcal{G}|^{p} d x\right)^{2 / p}+  \tag{5.1.52}\\
& \left.+\sum_{i=1}^{N}\left(\int_{G^{\prime}}\left|\mathcal{F}^{i}\right|^{q} d x\right)^{2 / q}\right\}, \quad \forall G^{\prime \prime} \subset G^{\prime} \subset G
\end{align*}
$$

where $C=\operatorname{const}\left(N, \nu, \mu, q, p, \operatorname{dist}\left(G^{\prime \prime}, G^{\prime}\right)\right)$.
We make the change of variables $x=\varrho x^{\prime}$. Then the function $v\left(x^{\prime}\right)=$ $u\left(\varrho x^{\prime}\right)-\Phi\left(\varrho x^{\prime}\right)$ satisfies the following problem

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{i}^{\prime}}\left(a^{i j}\left(\varrho x^{\prime}\right) v_{x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) v\right)+\varrho b^{i}\left(\varrho x^{\prime}\right) v_{x_{i}^{\prime}}+\varrho^{2} c\left(\varrho x^{\prime}\right) v=  \tag{5.1.53}\\
\quad=\varrho^{2} \mathcal{G}\left(\varrho x^{\prime}\right)+\varrho \frac{\partial \mathcal{F}^{\prime}\left(\varrho x^{\prime}\right)}{\partial x_{j}^{\prime}}, \quad x^{\prime} \in G_{1 / 4}^{2}, \\
v\left(x^{\prime}\right)=0, \quad x^{\prime} \in \Gamma_{1 / 4}^{2}
\end{array}\right.
$$

### 5.1 The best possible Hölder exponents FOR WEAK SOLUTIONS

in the domain $G_{1 / 4}^{2}$, where

$$
\begin{gathered}
\mathcal{G}\left(\varrho x^{\prime}\right)=g\left(\varrho x^{\prime}\right)-\varrho^{-1} b^{i}\left(\varrho x^{\prime}\right) \Phi_{x_{i}^{\prime}}-c\left(\varrho x^{\prime}\right) \Phi \\
\mathcal{F}^{i}\left(\varrho x^{\prime}\right)=f^{i}\left(\varrho x^{\prime}\right)-\varrho^{-1} a^{i j}\left(\varrho x^{\prime}\right) \Phi_{x_{j}^{\prime}}-a^{i}\left(\varrho x^{\prime}\right) \Phi
\end{gathered}
$$

and, therefore, because of the (i) and (v) of assumptions II,

$$
\begin{align*}
& \varrho^{2}\left|\mathcal{G}\left(\varrho x^{\prime}\right)\right| \leq \varrho^{2}\left|g\left(\varrho x^{\prime}\right)\right|+c\left(\left|\nabla^{\prime} \Phi\right|+|\Phi|\right), \\
& \varrho\left|\mathcal{F}^{i}\left(\varrho x^{\prime}\right)\right| \leq \varrho\left|f^{i}\left(\varrho x^{\prime}\right)\right|+c\left(\left|\nabla^{\prime} \Phi\right|+|\Phi|\right) . \tag{5.1.54}
\end{align*}
$$

From an estimate of the type (5.1.52) for (5.1.53) and the domains $G^{\prime \prime}=$ $G_{1 / 2}^{1}$ and $G^{\prime}=G_{1 / 4}^{2}$ we obtain

$$
\begin{aligned}
& \sup _{G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right|^{2} \leq C\left\{\int_{G_{1 / 4}^{2}} v^{2} d x^{\prime}+\varrho^{4}\left(\int_{G_{1 / 4}^{2}}|\mathcal{G}|^{p} d x^{\prime}\right)^{2 / p}+\right. \\
& \\
& \left.\quad+\varrho^{2} \sum_{i=1}^{N}\left(\int_{G_{1 / 4}^{2}}\left|\mathcal{F}^{i}\right|^{q} d x^{\prime}\right)^{2 / q}\right\}
\end{aligned}
$$

Hence, by (5.1.54) and the Hölder inequality, we have

$$
\begin{aligned}
\sup _{G_{1 / 2}}\left|v\left(x^{\prime}\right)\right|^{2} & \leq C\left\{\int_{G_{1 / 4}^{2}} v^{2} d x^{\prime}+\varrho^{4}\left(\int_{G_{1 / 4}^{2}}|g|^{p} d x^{\prime}\right)^{2 / p}+\right. \\
& \left.+\varrho^{2} \sum_{i=1}^{N}\left(\int_{G_{1 / 4}^{2}}\left|f^{i}\right|^{q} d x^{\prime}\right)^{2 / q}+\left(\int_{G_{1 / 4}^{2}}\left(|\Phi|^{s}+\left|\nabla^{\prime} \Phi\right|^{s}\right) d x^{\prime}\right)^{2 / s}\right\}
\end{aligned}
$$

Now, returning again to the variables $x$, we find that

$$
\begin{aligned}
& \sup _{G_{\varrho / 2}^{e}}|v(x)|^{2} \leq C\left\{\int_{G_{e / 4}^{2 e}} r^{-N} v^{2} d x+\left(\int_{G_{e / 4}^{2 \varrho}} r^{2 p-N}|g|^{p} d x\right)^{2 / p}+\right. \\
& \left.+\sum_{i=1}^{N}\left(\int_{G_{\varrho / 4}^{2 e}} r^{q-N}\left|f^{i}\right|^{q} d x\right)^{2 / q}+\left(\int_{G_{e / 4}^{2 e}}\left(r^{-N}|\Phi|^{s}+r^{s-N}|\nabla \Phi|^{s}\right) d x\right)^{2 / s}\right\}
\end{aligned}
$$

We apply the inequality ( $\mathrm{H}-\mathrm{W}$ ) to the first integral from the right side

$$
\begin{align*}
& .1 .55) \sup _{G_{e / 2}^{e}}|v(x)|^{2} \leq C\left\{\int_{G_{e / 4}^{2 e}} r^{2-N}|\nabla v|^{2} d x+\left(\int_{G_{e / 4}^{2 e}} r^{2 p-N}|g|^{p} d x\right)^{2 / p}+\right.  \tag{5.1.55}\\
& \left.+\sum_{i=1}^{N}\left(\int_{G_{e / 4}^{2 e}} r^{q-N}\left|f^{i}\right|^{q} d x\right)^{2 / q}+\left(\int_{G_{e / 4}^{2 e}}\left(r^{-N}|\Phi|^{s}+r^{s-N}|\nabla \Phi|^{s}\right) d x\right)^{2 / s}\right\} .
\end{align*}
$$

Now, because of the bound (5.1.22) from Theorem 5.4 as well as the Sobolev imbedding theorem,

$$
\max _{\bar{G}_{\varrho / 2}^{e}}|\Phi| \leq C(N, s)\|\nabla \Phi\|_{L^{s}\left(G_{\ell / 2}^{e}\right)}, s>N .
$$

From (5.1.55) it follows that

$$
\begin{aligned}
&|u(x)|^{2} \leq C_{1} \varrho^{2 \lambda} \int_{G_{0}^{2 d}}\left\{|u(x)|^{2}+|\nabla u|^{2}+g^{2}(x)+\sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+\right. \\
&+|\Phi|^{2}+|\nabla \Phi|^{2}+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+r^{-N-2 \lambda} \mathcal{H}^{-1}(r)|\Phi|^{2}+ \\
&\left.+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}\right\} d x+ \\
&+C_{2} \varrho^{2 \lambda}\left\{\left(\int_{G_{0}^{2 d}} r^{2 p-N-p \lambda}|g|^{p} d x\right)^{2 / p}+\sum_{i=1}^{N}\left(\int_{G_{0}^{2 d}} r^{q-N-q \lambda}\left|f^{i}\right|^{q} d x\right)^{2 / q}+\right. \\
&\left.+\left(\int_{G_{0}^{2 d}}\left(r^{-N-s \lambda}|\Phi|^{s}+r^{s-N-s \lambda}|\nabla \Phi|^{s}\right) d x\right)^{2 / s}\right\}, \quad \forall x \in G_{\varrho / 2}^{\varrho}
\end{aligned}
$$

Setting now $|x|=\frac{2}{3} \varrho$ hence we obtain the required estimate (5.1.51). Thus Theorem 5.6 is proved.

In a similar way, using the bound (5.1.37) and Theorem 5.5 instead of (5.1.22) and Theorem 5.4, we get the following.

Theorem 5.8. Let $u(x)$ be a weak solution of the problem ( $D L$ ) with $\varphi \equiv 0$. Suppose that assumptions I and II are satisfied with a function $\mathcal{A}(r)$ that is continuous at zero, but not Dini continuous. Let us assume, in addition, that $g(x) \in L^{p}(G)$ for some $p>N / 2, f^{i}(x) \in L^{q}(G)$,
$(i=1, \ldots, N)$ for some $q>N$ and

$$
\begin{equation*}
\int_{G} r^{2 p-N-p \lambda}|g(x)|^{p} d x<\infty \text { and } \sum_{i=1}^{N} \int_{G} r^{q-N-q \lambda}\left|f^{i}(x)\right|^{q} d x<\infty \tag{5.1.56}
\end{equation*}
$$

Then for every $\varepsilon>0$ there exist positive constants $d, c_{\varepsilon}$, independent of $u, g, f_{i}$ such that

$$
\begin{align*}
|u(x)| & \leq c_{\varepsilon}|x|^{\lambda-\varepsilon}\left(\left\{\int _ { G } \left(|u(x)|^{2}+|\nabla u|^{2}+r^{4-N-2 \lambda} g^{2}(x)+\right.\right.\right. \\
& \left.\left.+r^{2-N-2 \lambda}|f|^{2}(x)\right) d x\right\}^{1 / 2}+\left\{\int_{G} r^{2 p-N-p \lambda}|g(x)|^{p} d x\right\}^{1 / p}+  \tag{5.1.57}\\
& \left.+\left\{\int_{G} \sum_{1}^{N} r^{q-N-q \lambda}\left|f^{i}(x)\right|^{q} d x\right\}^{1 / q}\right), \quad x \in G_{0}^{d}, \forall \varepsilon>0 .
\end{align*}
$$

5.1.4. Example. We provide an example to show that the assumption (v) is essential for the validity of the estimates (5.1.22) and (5.1.51).

Let $N=2$, let the domain $G$ lie inside the sector

$$
G_{0}^{\infty}=\left\{(r, \omega) \mid 0<r<\infty, 0<\omega<\omega_{0}, 0<\omega \leq 2 \pi\right\}
$$

and suppose that $\mathcal{O} \in \partial G$ and in some neighborhood $G_{0}^{d}$ of $\mathcal{O}$ the boundary $\partial G$ coincides with the sides $\omega=0$ and $\omega=\omega_{0}$ of the sector $G_{0}^{\infty}$. In our case the least eigenvalue of $(E V D)$ is $\lambda=\frac{\pi}{\omega_{0}}$. We consider Example 4.36 of Section 4.2.5 and rewrite it in the form ( $D L$ )

$$
\begin{gather*}
a^{11}(x)=1-\frac{2}{\lambda+1} \cdot \frac{x_{2}^{2}}{r^{2} \ln (1 / r)}, \\
a^{12}(x)=a^{21}(x)=\frac{2}{\lambda+1} \cdot \frac{x_{1} x_{2}}{r^{2} \ln (1 / r)}, \\
a^{22}(x)=1-\frac{2}{\lambda+1} \cdot \frac{x_{1}^{2}}{r^{2} \ln (1 / r)},  \tag{5.1.58}\\
a^{i j}(0)=\delta_{i}^{j}, i, j=1,2 \\
b^{1}(x)=-\frac{1}{r} \mathcal{A}(r) \cos \omega, \quad b^{2}(x)=-\frac{1}{r} \mathcal{A}(r) \sin \omega, \\
a^{1}(x)=a^{2}(x)=c(x)=g(x)=f^{1}(x)=f^{2}(x)=\varphi(x) \equiv 0,
\end{gather*}
$$

where

$$
\mathcal{A}(r)=\frac{2}{(\lambda+1) \ln (1 / r)}, \quad \Longrightarrow \int_{0}^{d} \frac{\mathcal{A}(r)}{r} d r=+\infty
$$

Clearly, the ( $D L$ ) equation with (5.1.58) is uniformly elliptic in $G_{0}^{d}$ for $0<d<e^{-2}$ with the ellipticity constants

$$
\nu=1-\frac{2}{\ln (1 / d)} \quad \text { and } \quad \mu=1 .
$$

The ( $D L$ ) equation with (5.1.58) has a particular solution of the form

$$
u(r, \omega)=r^{\lambda}\left(\ln \frac{1}{r}\right)^{(\lambda-1) /(\lambda+1)} \sin (\lambda \omega), \quad \lambda=\frac{\pi}{\omega_{0}}
$$

that satisfies the boundary conditions

$$
u=0 \quad \text { on } \quad \Gamma_{0}^{d} .
$$

This solution is continuous in $G$, and easy to verify that it belongs to $W^{1}(G)$. Clearly, this solution does not satisfy (5.1.51) and therefore not (5.1.22), since (5.1.22) implies (5.1.51).
5.1.5. Hölder continuity of weak solutions. We shall now assume that $a^{i j}(x), i, j=1, \ldots, N$ are continuous in $G$ and satisfy a Dini condition on $\partial G$, that is there exists a continuous function $\mathcal{A}(t)$ such that

$$
\left|a^{i j}(x)-a^{i j}(y)\right| \leq \mathcal{A}(|x-y|)
$$

for any points $x \in \partial G$ and $y \in G$, with $\int_{0}^{1} \frac{\mathcal{A}(t)}{t} d t<\infty$. Let $\mathcal{O}$ be any point on $\partial G$. We place the origin at $\mathcal{O}$ and perform a linear change of independent variables such that $\widetilde{a}^{i j}(\mathcal{O})=\delta_{i}^{j}$, where $\widetilde{a}^{i j}(\mathcal{O})$ is the coefficient of $\frac{\partial^{2} u}{\partial x_{i}^{\prime} \partial x_{j}^{\prime}}$ in the equation of (DL), written in terms of the new variables $x^{\prime}$. As in the Introduction, we define a function $\theta(r)$ for the point $\mathcal{O}$ and shall suppose that Assumptions I are satisfied for all points $\mathcal{O} \in \partial G$, where $\theta_{0}, \theta_{1}, \theta_{2}$ do not depend on $\mathcal{O}$. For the point $\mathcal{O}$ we construct integrals in the variables $x^{\prime}$ of the form (5.1.50) and (w) from Assumptions III and assume that they are bounded by constants independent of $\mathcal{O}$.

Theorem 5.9. Let $u(x)$ be a weak solution of the problem ( $D L$ ). Suppose that Assumptions I, II and III (indicated above) are satisfied. Let us assume, in addition, that $g(x), f^{i}(x) \in L^{p}(G),(i=1, \ldots, N) ; \Phi(x) \in W^{1,2 p}$ for some $p \geq \frac{N}{1-\lambda}, \lambda<1$, where $\lambda$ is defined by (5.3.1). Suppose that (5.1.50) is fulfilled.

Then $u \in C^{\lambda}(\bar{G})$. If $\lambda=1$ and $g, f^{i} \in L^{\infty}(G),(i=1, \ldots, N)$, then $u \in C^{\lambda-\varepsilon}(\bar{G})$ for $\forall \varepsilon>0$.

Proof. We consider an arbitrary pair of points $\bar{x}, \bar{y} \in G$. Let

$$
\max (d(\bar{x}), d(\bar{y}))<2|\bar{x}-\bar{y}| .
$$

### 5.1 The best possible Hölder exponents <br> FOR WEAK SOLUTIONS

By virtue of (5.1.51) of Theorem 5.6, in this case we have

$$
\frac{|u(\bar{x})-u(\bar{y})|}{|\bar{x}-\bar{y}|^{\lambda}} \leq \frac{2|u(\bar{x})|}{d^{\lambda}(\bar{x})}+\frac{2|u(\bar{y})|}{d^{\lambda}(\bar{y})} \leq C_{1},
$$

where $C_{1}$ is the positive constant.
Consider the case $2|\bar{x}-\bar{y}|<d(\bar{x})=\varrho$. We make a change of variables $x-\bar{x}=\varrho x^{\prime}$. Then the function $v\left(x^{\prime}\right)=u\left(\bar{x}+\varrho x^{\prime}\right)-\Phi\left(\bar{x}+\varrho x^{\prime}\right)$ satisfies in the domain $G_{0}^{2}$ the problem

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{i}^{\prime}}\left(a^{i j}\left(\bar{x}+\varrho x^{\prime}\right) v_{x_{j}^{\prime}}+\varrho a^{i}\left(\bar{x}+\varrho x^{\prime}\right) v\right)+\varrho b^{i}\left(\bar{x}+\varrho x^{\prime}\right) v_{x_{i}^{\prime}}+\varrho^{2} c\left(\bar{x}+\varrho x^{\prime}\right) v= \\
\quad=\varrho^{2} \mathcal{G}\left(\bar{x}+\varrho x^{\prime}\right)+\varrho \frac{\partial \mathcal{F}^{j}\left(\bar{x}+\varrho x^{\prime}\right)}{\partial x_{j}^{\prime}}, \quad x^{\prime} \in G_{0}^{2} ; \\
v\left(x^{\prime}\right)=0, \quad x^{\prime} \in \Gamma_{0}^{2}
\end{array}\right.
$$

where

$$
\begin{gather*}
\mathcal{G}\left(\bar{x}+\varrho x^{\prime}\right)=g\left(\bar{x}+\varrho x^{\prime}\right)-\varrho^{-1} b^{i}\left(\bar{x}+\varrho x^{\prime}\right) \Phi_{x_{i}^{\prime}}-c\left(\bar{x}+\varrho x^{\prime}\right) \Phi \\
\mathcal{F}^{i}\left(\bar{x}+\varrho x^{\prime}\right)=f^{i}\left(\bar{x}+\varrho x^{\prime}\right)-\varrho^{-1} a^{i j}\left(\bar{x}+\varrho x^{\prime}\right) \Phi_{x_{j}^{\prime}}-a^{i}\left(\bar{x}+\varrho x^{\prime}\right) \Phi . \tag{5.1.59}
\end{gather*}
$$

This problem satisfies the ellipticity condition (i) with the same constants $\nu, \mu$ and its coefficients are uniformly bounded in virtue of the condition $(\mathbf{v})$, since $G$ is a bounded domain. On the basis of Theorem 15.3' in [4], we have

$$
\begin{equation*}
\int_{G_{0}^{1}}\left|\nabla^{\prime} v\right|^{p} d x^{\prime} \leq C_{2} \int_{G_{0}^{2}}\left(|v|^{p}+\varrho^{2 p}|\mathcal{G}|^{p}+\varrho^{p} \sum_{i=1}^{N}\left|\mathcal{F}^{i}\right|^{p}\right) d x^{\prime} \tag{5.1.60}
\end{equation*}
$$

where the constant $C_{2}$ does not depend on $v$. Because of conditions (i), (v), from (5.1.60) and (5.1.59) it follows that

$$
\begin{align*}
\int_{G_{0}^{1}}\left|\nabla^{\prime} v\right|^{p} d x^{\prime} \leq C_{3} \int_{G_{0}^{2}}\left(|v|^{p}+\varrho^{2 p}|g|^{p}+\varrho^{p}\right. & \sum_{i=1}^{N}\left|f^{i}\right|^{p}+  \tag{5.1.61}\\
& \left.+\left|\nabla^{\prime} \Phi\right|^{p}+|\Phi|^{p}\right) d x^{\prime}
\end{align*}
$$

where the constant $C_{3}$ does not depend on $v$. Since according to Theorem 5.6 the function $u(x)$ is bounded in $G$, and by our assumptions about $g, f^{i}, \Phi$, it follows from (5.1.61) that $v \in W^{1, p}\left(G_{0}^{1}\right)$, where $p \geq \frac{N}{1-\lambda}$. From the Sobolev Imbedding Theorem 1.33 it follows that $u \in C^{\lambda}(G)$, if $\lambda<1$. We
therefore have

$$
\begin{align*}
|u(\bar{x})-u(\bar{y})|^{p} & =|v(0)-v(\widetilde{y})|^{p} \leq C_{4}|\widetilde{y}|^{p \lambda} \int_{G_{0}^{2}}\left(|v|^{p}+\varrho^{2 p}|g|^{p}+\right. \\
& \left.+\varrho^{p} \sum_{i=1}^{N}\left|f^{i}\right|^{p}+\left|\nabla^{\prime} \Phi\right|^{p}+|\Phi|^{p}\right) d x^{\prime} \leq  \tag{5.1.62}\\
& \leq C_{4} \varrho^{-p \lambda}|\bar{x}-\bar{y}|^{p \lambda} . \int_{G \cap\{|x-\bar{x}|<\varrho\}}\left(|v|^{p}+\varrho^{2 p}|g|^{p}+\right. \\
& \left.+\varrho^{p} \sum_{i=1}^{N}\left|f^{i}\right|^{p}+\left|\nabla^{\prime} \Phi\right|^{p}+|\Phi|^{p}\right) \varrho^{-N} d x
\end{align*}
$$

and

$$
|v(x)| \leq C_{5}\left|x-x^{*}\right|^{\lambda} \leq C_{5}(2 \varrho)^{\lambda} \quad \text { for } \quad x \in G \cap B_{\varrho}\left(x_{0}\right),
$$

where $C_{4}, C_{5}=$ const, $\widetilde{y}=\varrho^{-1}(\bar{y}-\bar{x})$ and $x^{*}$ is a point of $\partial G$ such that $d(x)=\left|x-x^{*}\right|$. From (5.1.62) we have

$$
|u(\bar{x})-u(\bar{y})| \leq C_{6}|\bar{x}-\bar{y}|^{\lambda}, C_{6}=\text { const. }
$$

If $\lambda=1$, then according to the Sobolev Imbedding Theorem $1.33 v\left(x^{\prime}\right) \in$ $C^{1-\varepsilon}$, where $\varepsilon=$ const $>0$, and therefore $u(x) \in C^{1-\varepsilon}$. This proves our theorem.
5.1.6. Weak solutions of an elliptic inequality. In this subsection we consider the properties of weak solutions of an elliptic inequality

$$
\left\{\begin{align*}
& \frac{\partial}{\partial x_{i}}\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u\right)+b^{i}(x) u_{x_{i}}+c(x) u \leq  \tag{IDL}\\
& \leq g(x)+\frac{\partial f^{j}(x)}{\partial x_{j}}, \quad x \in G \subset K \\
& u(x)=0, x \in \partial G \backslash \mathcal{O}
\end{align*}\right.
$$

Definition 5.10. The function $u(x)$ is called a weak solution of the problem (IDL) provided that $u(x) \in W^{1}\left(G_{\varepsilon}\right), \forall \varepsilon>0$ and satisfies the integral inequality

$$
\begin{gather*}
\int_{G}\left\{a^{i j}(x) u_{x_{j}} \eta_{x_{i}}+a^{i}(x) u \eta_{x_{i}}-b^{i}(x) u_{x_{i}} \eta-c(x) u \eta\right\} d x \leq \\
\leq \int_{G}\left\{f^{i}(x) \eta_{x_{i}}-g(x) \eta\right\} d x \tag{II*}
\end{gather*}
$$

whatever $\eta \geq 0$ may be, $\eta(x) \in W^{1}(G)$ and has a support compact in $G$.

### 5.1 The best possible Hölder exponents FOR WEAK SOLUTIONS

Theorem 5.11. Let $u(x)$ be a weak solution of (IDL) in $G$, let $G \subset K$ be a bounded domain, and suppose that Assumptions II are satisfied. Let us assume, in addition,

- $u>0$ in $G$,
- $\int_{G} r^{\alpha-2}|\nabla u|^{2} d x<\infty, 2 \leq \alpha<N+2 \lambda$,
- $g \in W_{\alpha}^{0}(G), f \in \stackrel{W}{W}_{\alpha-2}^{0}(G)$.

There exists $\delta>0$ such that $\mathcal{A}(|x|) \leq \delta, x \in K$, where $\delta$ depends only on $\alpha, K$, then

$$
\begin{equation*}
\int_{G}\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x \leq c \int_{G}\left(r^{\alpha-2}|f|^{2}+r^{\alpha} g^{2}\right) d x \tag{5.1.63}
\end{equation*}
$$

where $c>0$ is independent of $u, g, f^{i}$ or $G$.
Proof. We may redefine the functions $u, \eta$ beyond $G$ as having a zero value. Let us assume that $a^{i j} \equiv \delta_{i}^{j}$ beyond $G$. Then from the inequality (II*) it follows

$$
\begin{align*}
\int_{K} u_{x_{i}} \eta_{x_{i}} d x \leq \int_{K} & \left\{\left(a^{i j}(0)-a^{i j}(x)\right) u_{x_{j}} \eta_{x_{i}}-a^{i}(x) u \eta_{x_{i}}+\right.  \tag{5.1.64}\\
& \left.+b^{i}(x) u_{x_{i}} \eta+c(x) u \eta+f^{i}(x) \eta_{x_{i}}-g(x) \eta\right\} d x .
\end{align*}
$$

Let us set $\delta=\max _{\bar{G}} \mathcal{A}(|x|)$ and let us consider a function
$\vartheta(t) \in C^{\infty}\left(\mathbb{R}^{1}\right), \vartheta(t) \geq 0$,

$$
\vartheta(t) \equiv \begin{cases}0 & \text { for } t<1 \\ 1 & \text { for } t>2\end{cases}
$$

Now let us consider the function

$$
\eta(x)=r^{\alpha-2} \vartheta_{\varepsilon}(r) u(x) \text { where } \vartheta_{\varepsilon}(r)=\vartheta\left(\frac{r}{\varepsilon}\right)
$$

The function $\eta(x)$ can be taken as a probe function in (5.1.64), because $\left.u\right|_{\Gamma_{\varepsilon}}=0$. By calculating, we obtain

$$
\eta_{x_{i}}=r^{\alpha-2} \vartheta_{\varepsilon}(r) u_{x_{i}}+(\alpha-2) r^{\alpha-4} \vartheta_{\varepsilon}(r) x_{i} u(x)+\frac{1}{\varepsilon} \vartheta^{\prime}\left(\frac{r}{\varepsilon}\right) r^{\alpha-3} x_{i} u(x)
$$

Now from (5.1.64) with this probe function it follows that
$\left.\int_{K}\left\langle r^{\alpha-2} \vartheta_{\varepsilon}(r)\right| \nabla u\right|^{2}+(\alpha-2) r^{\alpha-4} \vartheta_{\varepsilon}(r) x_{i} u u_{x_{i}}+$

$$
\begin{equation*}
\left.+\frac{1}{\varepsilon} r^{\alpha-3} \vartheta^{\prime}\left(\frac{r}{\varepsilon}\right) x_{i} u u_{x_{i}}\right\rangle d x \leq \int_{K}\left\{( a ^ { i j } ( 0 ) - a ^ { i j } ( x ) ) \left[r^{\alpha-2} \vartheta_{\varepsilon}(r) u_{x_{i}} u_{x_{j}}+\right.\right. \tag{5.1.65}
\end{equation*}
$$

$$
\left.+(\alpha-2) r^{\alpha-4} \vartheta_{\varepsilon}(r) x_{i} u u_{x_{j}}+\frac{1}{\varepsilon} r^{\alpha-3} \vartheta^{\prime}\left(\frac{r}{\varepsilon}\right) x_{i} u u_{x_{j}}\right]-
$$

$$
-a^{i}(x)\left[r^{\alpha-2} \vartheta_{\varepsilon}(r) u u_{x_{i}}+(\alpha-2) r^{\alpha-4} \vartheta_{\varepsilon}(r) x_{i} u^{2}+\frac{1}{\varepsilon} r^{\alpha-3} \vartheta^{\prime}\left(\frac{r}{\varepsilon}\right) x_{i} u^{2}\right]+
$$

$$
+b^{i}(x) r^{\alpha-2} \vartheta_{\varepsilon}(r) u u_{x_{i}}+c(x) r^{\alpha-2} \vartheta_{\varepsilon}(r) u^{2}+r^{\alpha-2} \vartheta_{\varepsilon}(r) u_{x_{i}} f^{i}(x)+
$$

$$
\left.+(\alpha-2) r^{\alpha-4} \vartheta_{\varepsilon}(r) x_{i} u f^{i}(x)+\frac{1}{\varepsilon} r^{\alpha-3} \vartheta^{\prime}\left(\frac{r}{\varepsilon}\right) x_{i} u f^{i}(x)-r^{\alpha-2} \vartheta_{\varepsilon}(r) u g(x)\right\} d x
$$

If we observe that

$$
\vartheta_{\varepsilon}(r)=\vartheta\left(\frac{r}{\varepsilon}\right)=\left\{\begin{array} { l l } 
{ 0 } & { \text { for } r < \varepsilon , } \\
{ 1 } & { \text { for } r > 2 \varepsilon , }
\end{array} \Rightarrow \vartheta _ { \varepsilon } ^ { \prime } ( r ) \left\{\begin{array}{ll}
=0 & \text { for } r<\varepsilon \text { and } r>2 \varepsilon \\
\neq 0 & \text { for } \varepsilon<r<2 \varepsilon
\end{array}\right.\right.
$$

then we obtain
1)

$$
\int_{K} r^{\alpha-2} \vartheta_{\varepsilon}(r)|\nabla u|^{2} d x=\int_{G_{\varepsilon}} r^{\alpha-2} \vartheta_{\varepsilon}(r)|\nabla u|^{2} d x
$$

2) 

$$
\begin{gathered}
(\alpha-2) \int_{K} r^{\alpha-4} \vartheta_{\varepsilon}(r) x_{i} u u_{x_{i}}=\frac{\alpha-2}{2} \int_{G_{\varepsilon}} r^{\alpha-4} \vartheta_{\varepsilon}(r) x_{i} \frac{\partial u^{2}}{\partial x_{i}}= \\
=\frac{2-\alpha}{2 \varepsilon} \int_{G_{\varepsilon}^{2 \varepsilon}} r^{\alpha-3} \vartheta^{\prime}\left(\frac{r}{\varepsilon}\right) u^{2} d x+\frac{(2-\alpha)(N+\alpha-4)}{2} \int_{G_{\varepsilon}} r^{\alpha-4} \vartheta_{\varepsilon}(r) u^{2} d x
\end{gathered}
$$

3) 

$$
\begin{gathered}
\frac{1}{\varepsilon} \int_{K} r^{\alpha-3} \vartheta^{\prime}\left(\frac{r}{\varepsilon}\right) x_{i} u u_{x_{i}}=-\frac{1}{2 \varepsilon^{2}} \int_{G_{\varepsilon}^{2 \varepsilon}} r^{\alpha-2} \vartheta^{\prime \prime}\left(\frac{r}{\varepsilon}\right) u^{2} d x- \\
-\frac{N+\alpha-3}{2 \varepsilon} \int_{G_{\varepsilon}^{2 \varepsilon}} r^{\alpha-3} \vartheta^{\prime}\left(\frac{r}{\varepsilon}\right) u^{2} d x
\end{gathered}
$$

(Here we have integrated by parts.)

### 5.1 The best possible Hölder exponents FOR WEAK SOLUTIONS

Further we estimate the integrals on the right hand side of (5.1.65) using the Cauchy inequality and taking into account Assumptions II. As a result we get

$$
\begin{gather*}
\int_{G_{\varepsilon}} r^{\alpha-2} \vartheta\left(\frac{r}{\varepsilon}\right)|\nabla u|^{2} d x \leq \frac{(2-\alpha)(4-N-\alpha)}{2} \int_{G_{\varepsilon}} r^{\alpha-4} \vartheta\left(\frac{r}{\varepsilon}\right) u^{2} d x+ \\
+c_{1} \int_{G_{\varepsilon}^{2 \varepsilon}}\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x+ \\
+c_{2} \int_{G_{\varepsilon}} \mathcal{A}(r) \vartheta\left(\frac{r}{\varepsilon}\right)\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x \\
+c_{3} \int_{G_{\varepsilon}} \vartheta\left(\frac{r}{\varepsilon}\right)\left[\sigma\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right)+\frac{1}{\sigma}\left(r^{\alpha-2}|f|^{2}+r^{\alpha} g^{2}\right)\right] d x+ \\
.66) \quad+c_{4} \int_{G_{\varepsilon}^{2 \varepsilon}} \vartheta^{\prime}\left(\frac{r}{\varepsilon}\right)\left(r^{\alpha-2}|f|^{2}+r^{\alpha-4} u^{2}\right) d x, \forall \sigma>0 . \tag{5.1.66}
\end{gather*}
$$

Since all necessary integrals exist (by the assumptions of our theorem), we may let $\varepsilon$ tend to zero. Then we obtain

$$
\begin{align*}
& \int_{G} r^{\alpha-2}|\nabla u|^{2} d x \leq \frac{(2-\alpha)(4-N-\alpha)}{2} \int_{G} r^{\alpha-4} u^{2} d x+  \tag{5.1.67}\\
& +\left(c_{2} \delta+c_{3} \sigma\right) \int_{G}\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x+ \\
& \left.\quad+\frac{c_{3}}{\sigma}\left(r^{\alpha-2}|f|^{2}+r^{\alpha} g^{2}\right)\right] d x, \forall \sigma>0 .
\end{align*}
$$

(Here we took into account that $\mathcal{A}(r) \leq \delta$ in $G$ by definition of $\delta$.)
Now we apply the Hardy-Wirtinger inequality (see Theorem 2.33) for unbounded cone that is true at $\alpha \geq 4-N$. Since by the condition of our theorem

$$
2 \leq \alpha<N+2 \lambda,
$$

then it is easy to verify that

$$
\frac{(2-\alpha)(4-N-\alpha)}{2} H(\lambda, N, \alpha)<1
$$

where $H(\lambda, N, \alpha)$ is from (2.5.10). Therefore from (5.1.67) it follows that

$$
\begin{align*}
& C(\lambda, N, \alpha) \int_{G} r^{\alpha-2}|\nabla u|^{2} d x \leq\left(c_{2} \delta+c_{3} \sigma\right) \int_{G}\left(r^{\alpha-2}|\nabla u|^{2}+\right.  \tag{5.1.68}\\
& \left.\left.\quad+r^{\alpha-4} u^{2}\right) d x+\frac{c_{3}}{\sigma}\left(r^{\alpha-2}|f|^{2}+r^{\alpha} g^{2}\right)\right] d x, \forall \sigma>0
\end{align*}
$$

with

$$
C(\lambda, N, \alpha)=1-\frac{(2-\alpha)(4-N-\alpha)}{2} H(\lambda, N, \alpha)>0 .
$$

Now we require that

$$
\begin{equation*}
\delta=\frac{C(\lambda, N, \alpha)}{2 c_{2}} \tag{5.1.69}
\end{equation*}
$$

and choose a constant $\sigma$ so that $c_{3} \sigma=\frac{1}{4} C(\lambda, N, \alpha)$. Then from (5.1.68) we obtain the required inequality (5.1.63).

### 5.2. Dini continuity of the first derivatives of weak solutions

We consider weak solutions to the Dirichlet problem ( $D L$ ) in a bounded domain $G \subset \mathbb{R}^{N}$ with boundary $\partial G$ that is a Dini-Lapunov surface containing the origin $\mathcal{O}$ as a conical point. The last means that $\partial G \backslash \mathcal{O}$ is a smooth manifold but near $\mathcal{O}$ the domain $G$ is diffeomorfic to a cone.

### 5.2.1. Local Dini continuity near a boundary smooth portion.

Theorem 5.12. Let $\mathcal{A}$ be an $\alpha-$ Dini function $(0<\alpha<1)$ satisfying the condition (1.8.5). Let $G$ be a domain in $\mathbb{R}^{N}$ with a $C^{1, \mathcal{A}}$ boundary portion $T \subset \partial G$. Let $u(x) \in W^{1}(G)$ be a weak solution of the problem ( $D L$ ) with $\varphi(x) \in C^{1, \mathcal{A}}(\partial G)$ Suppose the coefficients of the equation in $(D L)$ satisfy the conditions

$$
\begin{gathered}
a^{i j}(x) \xi_{i} \xi_{j} \geq \nu|\xi|^{2}, \quad \forall x \in \bar{G}, \xi \in \mathbb{R}^{N} ; \nu=\text { const }>0 ; \\
a^{i j}, a^{i}, f^{i} \in C^{0, \mathcal{A}}(\bar{G}) \quad(i, j=1, \ldots, N), \\
b^{i}, c \in L^{\infty}(G), \quad g \in L^{N /(1-\alpha)}(G) .
\end{gathered}
$$

Then $u \in C^{1, \mathcal{B}}(G \cup T)$ and for every $G^{\prime} \subset \subset G \cup T$

$$
\begin{align*}
\|u\|_{1, \mathcal{B} ; G^{\prime}} & \leq c\left(N, T, \nu, k, d^{\prime}\right)\left(|u|_{0 ; G}+\|g\|_{\frac{N}{1-\alpha} ; G}\right. \\
& \left.+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G}\right) \tag{5.2.1}
\end{align*}
$$

where $d^{\prime}=\operatorname{dist}\left(G^{\prime}, \partial G \backslash T\right)$ and $k=\max _{i, j=1, \ldots, N}\left\{\left\|a^{i j}, a^{i}\right\|_{0, A ; G},\left|b^{i}, c\right|_{0 ; G}\right\}$.

### 5.2 Dini continuity of the first derivatives of weak solutions

Proof. At first we flatten the boundary portion $T$. By the definition of a $C^{1, \mathcal{A}}$ domain, at each point $x_{0} \in T$ there is a neighborhood $B$ of $x_{0}$ and a $C^{1, \mathcal{A}}$ diffeomorphism $\psi$ that flatten the boundary in $B$. Let $B_{\varrho}\left(x_{0}\right) \subset \subset$ $B$ and set $\gamma=B_{\varrho}\left(x_{0}\right) \cap G, \quad \widetilde{\gamma}=\psi(\gamma) ; \quad \tau=B_{\varrho}\left(x_{0}\right) \cap T \subset \partial \gamma$ and $\widetilde{\tau}=\psi(\tau) \subset \partial \widetilde{\gamma}(\widetilde{\tau}$ is a hyperplane portion of $\partial \widetilde{\gamma})$. Under the mapping $y=$ $\psi(x)$, let $\widetilde{v}(y)=v(x), \widetilde{\eta}(y)=\eta(x)$. Since

$$
v_{x_{i}}=\frac{\partial \psi_{k}}{\partial x_{i}} v_{y_{k}}, \quad d x=|J| d y
$$

where $J=\frac{\mathcal{D}\left(\psi_{1}, \ldots, \psi_{N}\right)}{\mathcal{D}\left(x_{1}, \ldots, x_{N}\right)}$ is a jacobian of the transformation $\psi(x)$, it follows from $(I I)_{0}$ that

$$
\begin{aligned}
& \int_{\widetilde{\gamma}}\left\{\left\langle\widetilde{a}^{i j}(y) \widetilde{v}_{y_{j}}+\widetilde{a}^{i}(y) \widetilde{v}-\widetilde{\mathcal{F}}^{i}(y)\right\rangle \widetilde{\eta}_{y_{i}}+\right. \\
& \left.\quad+\left\langle\widetilde{\mathcal{G}}(y)-\widetilde{b}^{i}(y) \widetilde{v}_{y_{i}}-\widetilde{c}(y) \widetilde{v}(y)\right\rangle \widetilde{\eta}(y)\right\}|J| d y=0 \quad(\widetilde{I I})_{\mathbf{0}}
\end{aligned}
$$

for all $\widetilde{\eta}(y) \in W_{0}^{1,2}(\widetilde{\gamma})$, where

$$
\begin{array}{rlrl}
\widetilde{a}^{i j}(y) & =a^{k m}(x) \frac{\partial \psi_{i}}{\partial x_{k}} \frac{\partial \psi_{j}}{\partial x_{m}}, & \widetilde{a}^{i}(y)=a^{k}(x) \frac{\partial \psi_{i}}{\partial x_{k}}, \\
\widetilde{b}^{i}(y) & =b^{k}(x) \frac{\partial \psi_{i}}{\partial x_{k}}, & \widetilde{\mathcal{c}}(y) & =c(x), \\
\widetilde{\mathcal{F}}^{i}(y) & =\mathcal{F}^{k}(x) \frac{\partial \psi_{i}}{\partial x_{k}}, & \widetilde{\mathcal{G}}(y)=\mathcal{G}(x) .
\end{array}
$$

It is not difficult to observe that conditions on coefficients of the equation and on the portion $T$ are invariant under maps of class $C^{1, \mathcal{A}}$. Indeed, let us consider the diffeomorphism $\psi$ that is given in the following way

$$
\left\{\begin{array}{l}
y_{k}=x_{k}-x_{k}^{0} ; \quad k=1, \ldots, N-1 \\
y_{N}=x_{N}-h\left(x^{\prime}\right), \quad x^{\prime}=\left(x_{1}, \ldots, x_{N-1}\right)
\end{array}\right.
$$

where $x_{N}=h\left(x^{\prime}\right)$ is the equation of the surface $\tau$ and $h \in C^{1, \mathcal{A}}(\tau)$. In virtue of the property (iv) of $\psi$ it is easy to see that $|\nabla h| \leq K$. We have also that $|J|=1$. Further by the ellipticity condition

$$
\tilde{a}^{i j}(y) \xi_{i} \xi_{j}=a^{k m}(x) \frac{\partial\left(\xi_{i} y_{i}\right)}{\partial x_{k}} \frac{\partial\left(\xi_{j} y_{j}\right)}{\partial x_{m}} \geq \nu \sum_{k=1}^{N}\left(\frac{\partial}{\partial x_{k}}\left(\sum_{i=1}^{N} \xi_{i} y_{i}\right)\right)^{2}=
$$

$$
\begin{gathered}
=\nu \sum_{k=1}^{N}\left(\sum_{i=1}^{N} \xi_{i} \frac{\partial y_{i}}{\partial x_{k}}\right)^{2}=\nu \sum_{k=1}^{N}\left(\xi_{k}+\xi_{N} \frac{\partial y_{N}}{\partial x_{k}}\right)^{2}= \\
=\nu\left(\xi^{2}+2 \xi_{N}^{2}-2 \xi_{N} \sum_{k=1}^{N-1} \xi_{k} \frac{\partial h}{\partial x_{k}}+\xi_{N}^{2}\left[1+\sum_{k=1}^{N-1}\left(\frac{\partial h}{\partial x_{k}}\right)^{2}\right]\right) .
\end{gathered}
$$

But by the Cauchy inequality with $\forall \varepsilon>0$

$$
2 \xi_{N} \frac{\partial h}{\partial x_{k}} \xi_{k} \leq \varepsilon \xi_{N}^{2}\left(\frac{\partial h}{\partial x_{k}}\right)^{2}+\frac{1}{\varepsilon} \xi_{k}^{2}
$$

therefore from the previous inequality it follows

$$
\begin{align*}
\widetilde{a}^{i j}(y) \xi_{i} \xi_{j} & \geq \nu\left\{\left(1-\frac{1}{\varepsilon}\right){\xi^{\prime}}^{2}+(1-\varepsilon) \xi_{N}^{2} \sum_{k=1}^{N-1}\left(\frac{\partial h}{\partial x_{k}}\right)^{2}+4 \xi_{N}^{2}\right\}= \\
& =\nu\left\{\left(1-\frac{1}{\varepsilon}\right){\xi^{\prime}}^{2}+\xi_{N}^{2}\left[4+(1-\varepsilon)|\nabla h|^{2}\right]\right\} \geq  \tag{5.2.2}\\
& \geq \nu\left\{\left(1-\frac{1}{\varepsilon}\right){\xi^{\prime}}^{2}+\xi_{N}^{2}\left[4+(1-\varepsilon) K^{2}\right]\right\}, \quad \forall \varepsilon>1 .
\end{align*}
$$

Now we show that there is $\varepsilon>1$ such that

$$
1-\frac{1}{\varepsilon}=4+(1-\varepsilon) K^{2}
$$

For this we solve the equation

$$
K^{2} \varepsilon^{2}-\left(3+K^{2}\right) \varepsilon-1=0
$$

and obtain

$$
\varepsilon=\frac{1}{2}+\frac{3}{2 K^{2}}+\sqrt{\frac{1}{4}+\frac{10}{4 K^{2}}+\frac{9}{4 K^{4}}} .
$$

Hence we see that $\varepsilon>1$ and we have also

$$
1-\frac{1}{\varepsilon}=\frac{8}{K^{2}+5+\sqrt{K^{4}+10 K^{2}+9}}
$$

Thus from (5.2.2) follows finally

$$
\begin{equation*}
\tilde{a}^{i j}(y) \xi_{i} \xi_{j} \geq \nu c(K) \xi^{2} \tag{5.2.3}
\end{equation*}
$$

$$
c(K)=\frac{8}{K^{2}+5+\sqrt{K^{4}+10 K^{2}+9}}
$$

Therefore after the preliminary flattening of the portion $T$ by means of a diffeomorphism $\psi \in C^{1, \mathcal{A}}$ it is sufficient prove the theorem in the case $T \subset \Sigma$. We use the perturbation method. We freeze the leading coefficients $a^{i j}(x)$ at $x_{0} \in G \cup T$ by setting $a^{i j}\left(x_{0}\right)=a_{0}^{i j}$ and rewrite the equation ( $D L$ )
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in the form of the Poisson equation $(P E)$ for the function $v(x)=u(x)-\varphi(x)$ with

$$
\begin{align*}
& \mathcal{G}(x)=g(x)-b^{i}(x)\left(D_{i} v+D_{i} \varphi\right)-c(x)(v(x)+\varphi(x)),  \tag{5.2.4}\\
& \begin{aligned}
\mathcal{F}^{i}(x) & =\left(a^{i j}\left(x_{0}\right)-a^{i j}(x)\right) D_{j} v-a^{i j}(x) D_{j} \varphi \\
& -a^{i}(x)(v(x)+\varphi(x))+f^{i}(x), \quad(i=1, \ldots, N) .
\end{aligned} \tag{5.2.5}
\end{align*}
$$

Now we can apply Theorem 3.6 and thus we obtain the desired assertion of our theorem. In this connection we use following estimates for functions (5.2.4) and (5.2.5):

$$
\begin{align*}
& \|G\|_{\frac{N}{1-\alpha} ; B_{2}^{+}} \leq\|g\|_{\frac{N}{1-\alpha} ; B_{2}^{+}}+k\left(\sum_{i=1}^{N}\left|D_{i} v\right|_{0 ; B_{2}^{+}}+|v|_{0 ; B_{2}^{+}}+\right.  \tag{5.2.6}\\
& \left.\quad+\sum_{i=1}^{N}\left|D_{i} \varphi\right|_{0 ; B_{2}^{+}}+|\varphi|_{0 ; B_{2}^{+}}\right) \leq\|g\|_{\frac{1}{1-\alpha} ; B_{2}^{+}}+ \\
& +k\left(\varepsilon \sum_{i=1}^{N}\left|D_{i} v\right|_{0, \mathcal{A} ; B_{2}^{+}}+c_{\varepsilon}|v|_{0 ; B_{2}^{+}}+|\varphi|_{1 ; B_{2}^{+}}\right)(\text {by }(1.11 .6)), \\
& \begin{array}{l}
\sum_{i=1}^{N}\left\|\mathcal{F}^{i}\right\|_{0, \mathcal{A} ; B_{2}^{+}} \leq n k \mathcal{A}(2 R)\|\nabla v\|_{0, \mathcal{A} ; B_{2}^{+}}+k \sum_{i=1}^{N}\left|D_{i} v\right|_{0 ; B_{2}^{+}}+ \\
\quad+c(k)\left(|v|_{0 ; B_{2}^{+}}+\|\varphi\|_{1, \mathcal{A} ; B_{2}^{+}}\right)+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; B_{2}^{+}} .
\end{array} \tag{5.2.7}
\end{align*}
$$

Taking into account once more the interpolation inequality (Theorem 1.49) and the condition (1.8.5) that ensures the equivalence $[\ldots]_{\mathcal{A}} \sim[\ldots]_{\mathcal{B}}$, from (5.2.6) and (5.2.7) we finally obtain the inequality

$$
\begin{align*}
& \|G\|_{\frac{N}{1-\alpha} ; B_{2}^{+}}+\sum_{i=1}^{N}\left\|\mathcal{F}^{i}\right\|_{0, \mathcal{A} ; B_{2}^{+}} \leq  \tag{5.2.8}\\
& \leq k(\varepsilon+N \mathcal{A}(2 R))\|v\|_{1, \mathcal{B} ; B_{2}^{+}}+c_{\varepsilon}(k)\left(|v|_{0 ; B_{2}^{+}}+\|\varphi\|_{1, \mathcal{A} ; B_{2}^{+}}\right)+ \\
& \quad+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; B_{2}^{+}}+\|g\|_{\frac{N}{1-\alpha} ; B_{2}^{+}} \forall \varepsilon>0 .
\end{align*}
$$

Since $\mathcal{A}(t)$ is the continuous function, choosing $\varepsilon, R>0$ sufficiently small we obtain the desired assertion and the estimate (5.2.1) in a standard way from (3.2.3), and (5.2.7) and (5.2.8).
5.2.2. Dini-continuity near a conical point. We consider the problem ( $D L$ ) under the following assumptions:
(i) $\partial G$ is a Dini-Lyapunov surface and contains the conical point $\mathcal{O}$;
(ii) the uniform ellipticity holds

$$
\begin{gathered}
\nu \xi^{2} \leq a^{i j}(x) \xi_{i} \xi_{j} \leq \mu \xi^{2}, \quad \forall x \in G \text { and } \xi \mathbb{R}^{N}, \\
\nu, \mu=\text { const }>0 ; a^{i j}(0)=\delta_{i}^{j},(i, j=1, \ldots, N)
\end{gathered}
$$

(iii) $a^{i j}(x), a^{i}(x) \in C^{0, \mathcal{A}}(G),(i, j=1, \ldots, N)$, where $\mathcal{A}(t)$ is an $\alpha-$ Dini function on ( $0, d], \alpha \in(0,1)$, satisfying the conditions (1.8.5) and (1.8.6) and also

$$
\begin{gather*}
\sup _{0<\varrho<1} \frac{\varrho^{\lambda-1}}{\mathcal{A}(\varrho)} \leq \text { const }  \tag{5.2.9}\\
|x|\left(\sum_{i=1}^{N}\left|b^{i}(x)\right|^{2}\right)^{1 / 2}+|x|^{2}|c(x)| \leq \mathcal{A}(|x|)
\end{gather*}
$$

(iv) $g(x) \in L^{\frac{N}{1-\alpha}}(G), \varphi(x) \in C^{1, \mathcal{A}}(\partial G), f^{j}(x) \in C^{0, \mathcal{A}}(\bar{G})$, $j=1, \ldots, N$;
(v) $\int_{G} r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x) d x<\infty$;

$$
\int_{G} r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)\left(\sum_{i=1}^{N}\left|f^{i}\right|^{2}+|\nabla \Phi|^{2}+r^{-2} \Phi^{2}\right) d x<\infty
$$

where $\mathcal{H}(t)$ is a continuous monotone increasing function satisfying the Dini condition at $t=0$.

Theorem 5.13. Let $u(x)$ be the generalized solution of (DL) and suppose assumptions (i)-(v) are satisfied. Then there exist $d>0$ and a constant $c>0$ independent of $u(x)$ and defined only by parameters and norms of the given functions appearing in assumptions (i)-(v) such that

$$
\begin{align*}
& |u(x)| \leq c|x| \mathcal{A}(|x|)\left(\|g\|_{\frac{N}{1-\alpha} ; G}+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G}+\right.  \tag{5.2.10}\\
& +\left\{\int _ { G } \left(r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+\right.\right. \\
& \left.\left.\left.\quad+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}+|u|^{2}+|\nabla u|^{2}\right) d x\right\}^{1 / 2}\right), \forall x \in G_{0}^{d}
\end{align*}
$$

### 5.2 Dini continuity of the first derivatives

$$
\begin{equation*}
|\nabla u(x)| \leq c \mathcal{A}(|x|)\left(\|g\|_{\frac{N}{1-\alpha} ; G}+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G}+\right. \tag{5.2.11}
\end{equation*}
$$

$$
+\left\{\int _ { G } \left(r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+\right.\right.
$$

$$
\left.\left.\left.+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}+|u|^{2}+|\nabla u|^{2}\right) d x\right\}^{1 / 2}\right), \forall x \in G_{0}^{d}
$$

Proof. We use the method of layers, that is we move away from the conical point of $\varrho>0$ and work in $G_{\varrho / 4}^{2 \varrho}$. After the change of variables $x=\rho x^{\prime}$, the layer $G_{\varrho / 4}^{2 \varrho}$ takes the position of a fixed domain $G_{1 / 4}^{2}$ with smooth boundary.

Step 1. We consider a solution $u(x)$ in the domain $G_{0}^{2 d}$ with some positive $d \ll 1$; then $u(x)$ is a weak solution in $G_{0}^{2 d}$ of the problem

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{i}}\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u\right)+b^{i}(x) u_{x_{i}}+c(x) u= \\
=g(x)+\frac{\partial f^{j}(x)}{\partial x_{j}}, \quad x \in G_{0}^{2 d} \\
u(x)=\varphi(x), \quad x \in \Gamma_{0}^{2 d} \subset \partial G_{0}^{2 d}
\end{array}\right.
$$

We make the change of variables $x=\varrho x^{\prime}$ and $v\left(x^{\prime}\right)=\varrho^{-1} \mathcal{A}^{-1}(\varrho) u\left(\varrho x^{\prime}\right)$, $\varrho \in(0, d), 0<d \ll 1$. Then the function $v\left(x^{\prime}\right)$ satisfies in the domain $G_{1 / 4}^{2}$ the problem

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{i}^{\prime}}\left(a^{i j}\left(\varrho x^{\prime}\right) v_{x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) v\right)+\varrho b^{i}\left(\varrho x^{\prime}\right) v_{x_{i}^{\prime}}+\varrho^{2} c\left(\varrho x^{\prime}\right) v= \\
\quad=\varrho \mathcal{A}^{-1}(\varrho) g\left(\varrho x^{\prime}\right)+\mathcal{A}^{-1}(\varrho) \frac{\partial f^{j}\left(\varrho x^{\prime}\right)}{\partial x_{j}^{\prime}}, \quad x^{\prime} \in G_{1 / 4}^{2} ; \\
v\left(x^{\prime}\right)=\varrho^{-1} \mathcal{A}^{-1}(\varrho) \varphi\left(\varrho x^{\prime}\right), \quad x^{\prime} \in \Gamma_{1 / 4}^{2} .
\end{array}\right.
$$

To solve this problem we use Theorem 5.12 about the local Dini continuity of the first derivatives for weak solutions of the problem ( $D L$ ). We check the possibility of using this theorem. Since under assumption (ii), $\mathcal{A}(t)$ is monotone increasing function, $\varrho \in(0, d), 0<d \ll 1$, from the inequality $\varrho^{-1}|x-y| \geq|x-y|$ it follows that

$$
\mathcal{A}\left(\left|x^{\prime}-y^{\prime}\right|\right)=\mathcal{A}\left(\varrho^{-1}|x-y|\right) \geq \mathcal{A}(|x-y|)
$$

and by (iii) we have

$$
\begin{aligned}
& \sum_{i, j}\left\|a^{i, j}\left(\varrho x^{\prime}\right)\right\|_{0, \mathcal{A} ; G_{1 / 4}^{2}}+\varrho \sum_{i}\left\|a^{i}\left(\varrho x^{\prime}\right)\right\|_{0, \mathcal{A} ; G_{1 / 4}^{2}} \leq \\
& \leq \sum_{i, j}\left\|a^{i, j}(x)\right\|_{0, \mathcal{A} ; G_{e / 4}^{2 e}}+d \sum_{i}\left\|a^{i}(x)\right\|_{0, \mathcal{A} ; G_{e / 4}^{2 e}}<\infty .
\end{aligned}
$$

Further, let $\Phi(x)$ be a regularity preserving extension of the boundary function $\varphi(x)$ into a domain $G_{\varepsilon}^{d}$ with any $\varepsilon>0$. (Such an extension exists; see e.g. the Lemma $6.38[129]$.) Since $\varphi(x) \in C^{1, \mathcal{A}}(\partial G)$ we have

$$
\|\Phi\|_{1, \mathcal{A} ; G_{e / 4}^{2 e}} \leq c(G)\|\varphi\|_{1, \mathcal{A} ; \Gamma_{e / 4}^{2 e}} \leq \text { const } .
$$

By definition of the norm in $C^{1, \mathcal{A}}$ we obtain

$$
\begin{equation*}
\sup _{\substack{x, y \in G^{2 e} \\ x \neq y}} \frac{|\nabla \Phi(x)-\nabla \Phi(y)|}{\mathcal{A}(|x-y|)} \leq\|\Phi\|_{1, \mathcal{A} ; G_{e / 4}^{2 e}} \leq c(G)\|\varphi\|_{1, \mathcal{A} ; \Gamma_{e / 4}^{\Gamma^{2}}} \tag{5.2.12}
\end{equation*}
$$

Now we show that by (v) and by the smoothness of $\varphi(x)$

$$
\begin{equation*}
|\varphi(x)| \leq c|x| \mathcal{A}(|x|), \quad|\nabla \Phi(x)| \leq c \mathcal{A}(|x|), \quad \forall x \in G_{\varrho / 4}^{2 \varrho} . \tag{5.2.13}
\end{equation*}
$$

Indeed from the equality

$$
\varphi(x)-\varphi(0)=\int_{0}^{1} \frac{d}{d t} \Phi(\tau x) d \tau=x_{i} \int_{0}^{1} \frac{\partial \Phi(\tau x)}{\partial \tau x_{i}} d \tau
$$

by Hölder's inequality we have

$$
\begin{equation*}
|\varphi(x)-\varphi(0)| \leq r|\nabla \Phi| \tag{5.2.14}
\end{equation*}
$$

From (iv) it follows that

$$
\begin{align*}
& \int_{G_{0}^{o}}\left(r^{2-N}|\nabla \Phi|^{2}+r^{-N}|\varphi|^{2}\right) d x=\int_{G_{0}^{g}}\left(r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}+\right.  \tag{5.2.15}\\
& \quad+\left(r^{-N-2 \lambda} \mathcal{H}^{-1}(r)|\varphi|^{2}\right)\left(r^{2 \lambda} \mathcal{H}(r)\right) d x \leq \text { const } \cdot \varrho^{2 \lambda} \mathcal{H}(\varrho) .
\end{align*}
$$

Since $|\varphi(0)| \leq|\varphi(x)|+|\varphi(x)-\varphi(0)|$, by (5.2.14)we obtain

$$
|\varphi(0)| \leq|\varphi(x)|+r|\nabla \Phi| .
$$

Squaring both sides of last inequality, multiplying by $r^{-N}$ and integrating over $G_{0}^{Q}$ we obtain

$$
\begin{equation*}
|\varphi(0)|^{2} \int_{G_{0}^{g}}\left(r^{-N} d x \leq 2 \int_{G_{0}^{g}}\left(r^{2-N}|\nabla \Phi|^{2}+r^{-N}|\varphi|^{2}\right) d x<\infty\right. \tag{5.2.16}
\end{equation*}
$$

### 5.2 DINI CONTINUITY OF THE FIRST DERIVATIVES

 of WEAK SOLUTIONSby (5.2.15). Since $\int_{G_{0}^{e}} r^{-N} d x=m e s \Omega \int_{0}^{\varrho} \frac{d r}{r}=\infty$, the assumption $\varphi(0) \neq 0$ contradicts (5.2.16). Thus $\varphi(0)=0$. Then from (5.2.12) we have

$$
\begin{aligned}
|\nabla \Phi(x)-\nabla \Phi(y)| & \leq \operatorname{const} \mathcal{A}(|x-y|)\|\varphi\|_{1, \mathcal{A} ; \Gamma_{e / 4}^{2 \rho},} \forall x, y \in G_{\varrho / 4}^{2 \varrho}, \\
|\nabla \Phi(y)| & \leq|\nabla \Phi(x)-\nabla \Phi(y)|+|\nabla \Phi(x)| \leq \\
& \leq c \mathcal{A}(|x-y|)\|\varphi\|_{1, \mathcal{A} ; \Gamma_{e / 4}^{2 e}}+|\nabla \Phi(x)| .
\end{aligned}
$$

Hence considering $y$ to be fixed in $G_{\varrho / 4}^{2 \varrho}$ and $x$ as variable, we get

$$
\begin{aligned}
&|\nabla \Phi(y)|^{2} \int_{G_{\varepsilon / 4}^{2 e}} r^{2-N} d x \leq 2 c^{2}\|\varphi\|_{1, \mathcal{A} ; \Gamma_{e / 4}^{2 \rho}} \int_{G_{Q / 4}^{2 \rho}} r^{2-N} \mathcal{A}^{2}(|x-y|) d x+ \\
&+2 \int_{G_{e / 4}^{2 \rho}} r^{2-N}|\nabla \Phi(x)|^{2} d x
\end{aligned}
$$

or by (5.2.15)

$$
\varrho^{2}|\nabla \Phi(y)|^{2} \leq c\left(m e s \Omega, k_{1}\right)\left(\varrho^{2} \mathcal{A}^{2}(\varrho)+\varrho^{2 \lambda} \mathcal{H}(\varrho)\right), \quad \forall y \in G_{\varrho / 4}^{2 \varrho} .
$$

Hence the assumption (5.2.9) yields the second inequality of (10.2.85). Now the first inequality of (10.2.85) follows from (5.2.14) and $\varphi(0)=0$. Thus (10.2.85) is proved.

Now we obtain

$$
\begin{align*}
& (5.2 .17) \quad \varrho^{-1} \mathcal{A}^{-1}(\varrho)\left\|\varphi\left(\varrho x^{\prime}\right)\right\|_{1, \mathcal{A} ; \Gamma_{1 / 4}^{2}} \leq c \varrho^{-1} \mathcal{A}^{-1}(\varrho)\left\|\Phi\left(\varrho x^{\prime}\right)\right\|_{1, \mathcal{A} ; G_{1 / 4}^{2}}=  \tag{5.2.17}\\
& =c \varrho^{-1} \mathcal{A}^{-1}(\varrho)\left\{\sup _{x^{\prime} \in G_{1 / 4}^{2}}\left|\Phi\left(\varrho x^{\prime}\right)\right|+\sup _{x^{\prime} \in G_{1 / 4}^{2}}\left|\nabla^{\prime} \Phi\left(\varrho x^{\prime}\right)\right|+\right. \\
& \left.+\sup _{\substack{x^{\prime}, y^{\prime} \in G_{1 / 4}^{2} \\
x^{\prime} \neq y^{\prime}}} \frac{\left|\nabla^{\prime} \Phi\left(\varrho x^{\prime}\right)-\nabla^{\prime} \Phi\left(\varrho y^{\prime}\right)\right|}{\mathcal{A}\left(\left|x^{\prime}-y^{\prime}\right|\right)}\right\} \leq c \mathcal{A}^{-1}(\varrho) \sup _{\substack{x, y \in G^{2} \\
x \neq y}} \frac{|\nabla \Phi(x)-\nabla \Phi(y)|}{\mathcal{A}\left(\varrho^{-1}|x-y|\right)}+ \\
& +c_{1}=c_{1}+c \mathcal{A}^{-1}(\varrho) \sup _{0<t<4 \varrho} \frac{\mathcal{A}(t)}{\mathcal{A}\left(\varrho^{-1} t\right)} \cdot[\nabla \Phi]_{0, \mathcal{A} ; G_{\varrho / 4}^{2 \varrho}} \leq \text { const, } \forall \varrho \in(0, d),
\end{align*}
$$

by (10.2.85), since by (1.8.6)

$$
\sup _{0<t<4 \varrho} \frac{\mathcal{A}(t)}{\mathcal{A}\left(\varrho^{-1} t\right)}=\sup _{0<\tau<4} \frac{\mathcal{A}(\tau \varrho)}{\mathcal{A}(\tau)} \leq c \mathcal{A}(\varrho)
$$

In the same way we have

$$
\begin{align*}
\mathcal{A}^{-1}(\varrho)\left\|f^{j}\left(\varrho x^{\prime}\right)\right\|_{0, \mathcal{A} ; G_{1 / 4}^{2}}=\mathcal{A}^{-1}(\varrho) & \left(\left|f^{j}(x)\right|_{0, \mathcal{A} ; G_{Q / 4}^{2 \rho}}+\right.  \tag{5.2.18}\\
& \left.+\sup _{\substack{x, y \in G_{Q / 4}^{2 \rho} \\
x \neq y}} \frac{\left|f^{j}(x)-f^{j}(y)\right|}{\mathcal{A}\left(\varrho^{-1}|x-y|\right)}\right)
\end{align*}
$$

Since $f^{j} \in C^{0, \mathcal{A}}(\bar{G})$, we get

$$
\begin{equation*}
\left|f^{j}(x)-f^{j}(y)\right| \leq \widetilde{c}_{j} \mathcal{A}(|x-y|), \forall x, y \in G_{\varrho / 4}^{2 \varrho} \tag{5.2.19}
\end{equation*}
$$

and

$$
\begin{array}{r}
\int_{G_{0}^{\circ}} r^{2-N}\left|f^{j}(x)\right|^{2} d x=\int_{G_{0}^{\circ}}\left(r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)\left|f^{j}(x)\right|^{2}\right)\left(r^{2 \lambda} \mathcal{H}(r)\right) d x \leq  \tag{5.2.20}\\
\leq \operatorname{const} \cdot \varrho^{2 \lambda} \mathcal{H}(\varrho)
\end{array}
$$

by (v). Now let $y$ be fixed in $G_{\varrho / 4}^{2 \varrho}$. Then

$$
\left|f^{j}(y)\right| \leq\left|f^{j}(x)\right|+\left|f^{j}(x)-f^{j}(y)\right| \leq\left|f^{j}(x)\right|+\widetilde{c_{j}} \mathcal{A}(|x-y|)
$$

Hence

$$
\left|f^{j}(y)\right|^{2} \int_{G_{\varrho / 4}^{2 e}} r^{2-N} d x \leq 2 \widetilde{c}_{j}^{2} \int_{G_{\varrho / 4}^{2 e}} r^{2-N} \mathcal{A}^{2}(|x-y|) d x+2 \int_{G_{\varrho / 4}^{2 e}} r^{2-N}\left|f^{j}(x)\right|^{2} d x
$$

Calculations and (5.2.20) give

$$
\varrho^{2}\left|f^{j}(y)\right|^{2} \leq c\left(\widetilde{c}_{j}, k_{1}, m e s \Omega\right)\left(\varrho^{2} \mathcal{A}^{2}(\varrho)+\varrho^{2 \lambda} \mathcal{H}(\varrho)\right) \forall y \in G_{\varrho / 4}^{2 \varrho} .
$$

Hence by the assumption (5.2.9) it follows that

$$
\begin{equation*}
\left|f^{j}(x)\right| \leq c_{j} \mathcal{A}(\varrho) \forall x \in G_{\varrho / 4}^{2 \varrho}, \quad j=1, \ldots, N \tag{5.2.21}
\end{equation*}
$$

Further, in the same way as in the proof of (5.2.17),

$$
\begin{align*}
& \sup _{\substack{x, y \in G_{e / 4}^{2 e} \\
x \neq y}} \frac{\left|f^{j}(x)-f^{j}(y)\right|}{\mathcal{A}\left(\varrho^{-1}|x-y|\right)} \leq\left[f^{j}\right]_{0, \mathcal{A} ; G_{e / 4}^{2 e}} \sup _{0<t<4 \varrho} \frac{\mathcal{A}(t)}{\mathcal{A}\left(\varrho^{-1} t\right)} \leq  \tag{5.2.22}\\
& \leq c \mathcal{A}(\varrho)\left[f^{j}\right]_{0, \mathcal{A} ; G_{e / 4}^{2 \varrho}}
\end{align*}
$$

Now from (5.2.18), (5.2.21) and (5.2.22) we obtain

$$
\begin{equation*}
\mathcal{A}^{-1}(\varrho) \sum_{j=1}^{N}\left\|f^{j}\left(\varrho x^{\prime}\right)\right\|_{0, \mathcal{A} ; G_{1 / 4}^{2}} \leq \text { const } . \tag{5.2.23}
\end{equation*}
$$

It remains to verify the finiteness of $\varrho \mathcal{A}^{-1}(\varrho)\left\|g\left(\varrho x^{\prime}\right)\right\|_{\frac{N}{1-\alpha} ; G_{1 / 4}^{2}}$. We have

$$
\begin{aligned}
& \varrho \mathcal{A}^{-1}(\varrho)\left(\int_{G_{1 / 4}^{2}}\left|g\left(\varrho x^{\prime}\right)\right|^{\frac{N}{1-\alpha}} d x^{\prime}\right)^{\frac{1-\alpha}{N}}= \\
& \quad=\varrho^{\alpha} \mathcal{A}^{-1}(\varrho)\left(\int_{G_{\ell / 4}^{2 e}}|g(x)|^{\frac{N}{1-\alpha}} d x\right)^{\frac{1-\alpha}{N}} \leq \\
& \quad \leq d^{\alpha} \mathcal{A}^{-1}(d)\left(\int_{G_{\varrho / 4}^{2 e}}|g(x)|^{\frac{N}{1-\alpha}} d x\right)^{\frac{1-\alpha}{N}} \leq \text { const } \quad \forall \varrho \in(0, d)
\end{aligned}
$$

by the condition (1.8.1). Thus the conditions of Theorem 5.12 are satisfied.
By this theorem we have

$$
\begin{gather*}
\|v\|_{1, \mathcal{B} ; G_{1 / 2}^{1}} \leq\left(|v|_{0 ; G_{1 / 4}^{2}}+\varrho^{-1} \mathcal{A}^{-1}(\varrho)\left\|\varphi\left(\varrho x^{\prime}\right)\right\|_{1, \mathcal{A} ; \Gamma_{1 / 4}^{2}}+\right. \\
\left..2 .24) \quad+\varrho \mathcal{A}^{-1}(\varrho)\left\|g\left(\varrho x^{\prime}\right)\right\|_{\frac{N}{1-\alpha} ; G_{1 / 4}^{2}}+\mathcal{A}^{-1}(\varrho) \sum_{j=1}^{N}\left\|f^{j}\left(\varrho x^{\prime}\right)\right\|_{0, \mathcal{A} ; G_{1 / 4}^{2}}\right) \times  \tag{5.2.24}\\
\times c\left(N, \nu, G{\underset{i}{i, j=1, \ldots, N}}^{\left.\max \left(\left\|a^{i, j}\left(\varrho x^{\prime}\right)\right\|_{0, \mathcal{A} ; G_{1 / 4}^{2}}, \varrho\left\|a^{i}\left(\varrho x^{\prime}\right)\right\|_{0, \mathcal{A} ; G_{1 / 4}^{2}}\right), \mathcal{A}(2 \varrho)\right),} \begin{array}{|} 
& \in(0, d) .
\end{array} .\right.
\end{gather*}
$$

Step 2.
To estimate $|v|_{0 ; G_{1 / 4}^{2}}$ we use the local estimate at the boundary of the maximum of the modulus of a solution (Theorem 8.25 [129]). We check the assumptions of this theorem. To this end, we set

$$
z\left(x^{\prime}\right)=v\left(x^{\prime}\right)-\varrho^{-1} \mathcal{A}^{-1}(\varrho) \Phi\left(\varrho x^{\prime}\right)
$$

and write the problem for the function $z\left(x^{\prime}\right)$

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{i}^{\prime}}\left(a^{i j}\left(\varrho x^{\prime}\right) z_{x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) z\right)+\varrho b^{i}\left(\varrho x^{\prime}\right) z_{x_{i}^{\prime}}+\varrho^{2} c\left(\varrho x^{\prime}\right) z= \\
\quad=G\left(x^{\prime}\right)+\frac{\partial F^{j}\left(x^{\prime}\right)}{\partial x_{j}^{\prime}}, \quad x^{\prime} \in G_{1 / 4}^{2}, \\
z\left(x^{\prime}\right)=0, \quad x^{\prime} \in \Gamma_{1 / 4}^{2} .
\end{array}\right.
$$

where

$$
\begin{align*}
G\left(x^{\prime}\right) & \equiv \varrho \mathcal{A}^{-1}(\varrho) g\left(\varrho x^{\prime}\right)-\mathcal{A}^{-1}(\varrho) b^{i}\left(\varrho x^{\prime}\right) \Phi_{x_{i}^{\prime}}\left(\varrho x^{\prime}\right)- \\
& -\varrho \mathcal{A}^{-1}(\varrho) c\left(\varrho x^{\prime}\right) \Phi\left(\varrho x^{\prime}\right) \tag{5.2.25}
\end{align*}
$$

and

$$
\begin{align*}
F^{i}\left(x^{\prime}\right) & \equiv \mathcal{A}^{-1}(\varrho) f^{i}\left(\varrho x^{\prime}\right)-\varrho^{-1} \mathcal{A}^{-1}(\varrho) a^{i j}\left(\varrho x^{\prime}\right) \Phi_{x_{j}^{\prime}}\left(\varrho x^{\prime}\right)-  \tag{5.2.26}\\
& -\mathcal{A}^{-1}(\varrho) a^{i}\left(\varrho x^{\prime}\right) \Phi\left(\varrho x^{\prime}\right), \quad(i=1, \ldots, N) .
\end{align*}
$$

At first we verify the necessary smoothness of coefficients. (See the remark in the end of $\S 8.10$ [129].) Let $q>N$. We have:

$$
\begin{align*}
\int_{G_{1 / 4}^{2}}\left|\varrho a^{i}\left(\varrho x^{\prime}\right)\right|^{q} d x^{\prime} & =\varrho^{q-N} \int_{G_{Q / 4}^{2 o}}\left|a^{i}(x)\right|^{q} d x \leq  \tag{5.2.27}\\
& \leq c(G) d^{q}\left\|a^{i}\right\|_{0, \mathcal{A} ; G}^{q}, \quad \forall \varrho \in(0, d) .
\end{align*}
$$

By (iii) we also obtain

$$
\begin{align*}
& \int_{G_{1 / 4}^{2}}\left|\varrho b^{i}\left(\varrho x^{\prime}\right)\right|^{q} d x^{\prime}=\varrho^{q-N} \int_{G_{\rho / 4}^{2 e}}\left|b^{i}(x)\right|^{q} d x \leq 4^{q} \varrho^{-N} \int_{G_{Q / 4}^{2 e}}\left|r b^{i}(x)\right|^{q} d x \leq \\
& \leq 4^{q} \varrho^{-N} \int_{G_{e / 4}^{2 e}} \mathcal{A}^{q}(r) d x \leq 2^{N+2 q} \int_{G_{e / 4}^{2 Q}} r^{-N} \mathcal{A}^{q}(r) d x=  \tag{5.2.28}\\
& =2^{N+2 q} m e s \Omega \int_{\varrho / 4}^{2 \varrho} \frac{\mathcal{A}^{q}(r)}{r} d r \leq 2^{N+2 q} m e s \Omega \cdot \mathcal{A}^{q-1}(2 d) \int_{0}^{2 d} \frac{\mathcal{A}(r)}{r} d r, \\
& \int_{G_{1 / 4}^{2}}\left|\varrho^{2} c\left(\varrho x^{\prime}\right)\right|^{q / 2} d x^{\prime}=\varrho^{q-N} \int_{G_{\varrho / 4}^{2 e}}|c(x)|^{q / 2} d x \leq 4^{q} \varrho^{-N} \int_{G_{Q / 4}^{2 \rho}}\left|r^{2} c(x)\right|^{q / 2} d x \leq \\
& \leq 2^{N+2 q} \int_{G_{\bullet / 4}^{2 \rho}} r^{-N} \mathcal{A}^{q / 2}(r) d x \leq 2^{N+2 q} m e s \Omega \cdot \mathcal{A}^{\frac{q-2}{2}}(2 d) \int_{0}^{2 d} \frac{\mathcal{A}(r)}{r} d r,  \tag{5.2.29}\\
& \forall \varrho \in(0, d) .
\end{align*}
$$

In the same way from (5.2.25) we get

$$
\begin{align*}
& \varrho \mathcal{A}^{-1}(\varrho)\left\|G\left(x^{\prime}\right)\right\|_{q / 2 ; G_{1 / 4}^{2}}=\varrho \mathcal{A}^{-1}(\varrho)\left(\int _ { G _ { e / 4 } ^ { 2 D } } \left\{|g(x)|^{q / 2}+\right.\right. \\
& \left.\left.+\left(\sum_{i=1}^{N}\left|b^{i}(x)\right|\right)^{q / 2}|\nabla \Phi|^{q / 2}+|c(x)|^{q / 2}|\Phi(x)|^{q / 2}\right\} \varrho^{-N} d x\right)^{2 / q} . \tag{5.2.30}
\end{align*}
$$

### 5.2 Dini continuity of the first derivatives

 of weak solutionsBy (iv) setting $q=N /(1-\alpha)>N$ and applying Holder's inequality for the integrals we obtain

$$
\begin{gather*}
\varrho \mathcal{A}^{-1}(\varrho)\left(\int_{G_{Q / 4}^{2 o}} \varrho^{-N}|g(x)|^{q / 2} d x\right)^{2 / q} \leq \\
\leq c \rho^{\alpha} \mathcal{A}^{-1}(\varrho)\left(\int_{G_{\ell \rho / 4}^{2 e}} \varrho^{-N / 2}|g(x)|^{q / 2} d x\right)^{2 / q} \leq \tag{5.2.31}
\end{gather*}
$$

$$
\leq c \rho^{\alpha} \mathcal{A}^{-1}(\varrho)\|g\|_{q ; G_{e / 4}^{2 o}}^{2 \rho}(\operatorname{mes} \Omega \ln 8)^{1 / q} \leq c(d, \alpha, q, \text { mes } \Omega, \mathcal{A}(d))\|g\|_{q ; G_{e / 4}^{2}}^{2 \rho}
$$

since by (1.8.1), $\varrho^{\alpha} \mathcal{A}^{-1}(\varrho) \leq d^{\alpha} \mathcal{A}^{-1}(d) \quad \forall \varrho \in(0, d)$. Similarly

$$
\varrho \mathcal{A}^{-1}(\varrho)\left(\int_{G_{\ell / 4}^{2 \varrho}} r^{-N}\left\{\left(\sum_{i=1}^{N}\left|b^{i}(x)\right|\right)^{q / 2}|\nabla \Phi|^{q / 2}+|c(x)|^{q / 2}|\Phi(x)|^{q / 2}\right\} d x\right)^{2 / q} \leq
$$

$$
\begin{equation*}
\leq c(m e s \Omega)^{2 / q}\|\varphi\|_{1, \mathcal{A} ; \Gamma_{\Gamma / 4}^{2 \varrho}} \mathcal{A}^{\frac{q-2}{2}}(\varrho) \int_{\varrho / 4}^{2 \varrho} \frac{\mathcal{A}(r)}{r} d r \tag{5.2.32}
\end{equation*}
$$

From (5.2.30) and (5.2.32) we obtain

$$
\begin{array}{r}
\left\|G\left(x^{\prime}\right)\right\|_{q / 2 ; G_{1 / 4}^{2}} \leq c\left(d, \alpha, q, \text { mes } \Omega, \mathcal{A}(d), \int_{\varrho / 4}^{2 \varrho} \frac{\mathcal{A}(r)}{r} d r\right) \times \\
\quad \times\left(\|g\|_{q ; G_{e / 4}^{2 e}}+\|\varphi\|_{1, \mathcal{A} ; \Gamma_{e / 4}^{2 e}}\right), \quad q=\frac{N}{1-\alpha}>N . \tag{5.2.33}
\end{array}
$$

Finally, in the same way from (5.2.26) we have

$$
\sum_{i=1}^{N} \int_{G_{1 / 4}^{2}}\left|F^{i}\left(x^{\prime}\right)\right|^{q} d x^{\prime} \leq c\left(N, q, G, \max _{j=1, \ldots, N}\left(\sum_{i=1}^{N}\left\|a^{i, j}\right\|_{0, \mathcal{A} ; G}^{q}, \sum_{i=1}^{N}\left\|a^{i}\right\|_{0, \mathcal{A} ; G}^{q}\right)\right)
$$

$$
\begin{equation*}
\times \int_{G_{e / 4}^{2 \rho}} r^{-N} \mathcal{A}^{-q}(r)\left(\sum_{i=1}^{N}\left|f^{i}(x)\right|^{q}+|\nabla \Phi|^{q}+|\Phi(x)|^{q}\right) d x \tag{5.2.34}
\end{equation*}
$$

It follows from (10.2.85) as $\varrho \rightarrow+0$ that $|\nabla \Phi(0)|=0$. Therefore

$$
|\nabla \Phi(x)|=|\nabla \Phi(x)-\nabla \Phi(0)| \leq \mathcal{A}(|x|)\|\varphi\|_{1, \mathcal{A} ; \Gamma_{e / 4}^{2 \varrho},} \quad \forall x \in G_{\varrho / 4}^{2 \varrho},
$$

and hence we have

$$
|\Phi(x)| \leq r|\nabla \Phi(x)| \leq|x| \mathcal{A}(|x|)\|\varphi\|_{1, \mathcal{A} ; \Gamma_{e / 4}^{2 \varrho}} \quad \forall x \in G_{\varrho / 4}^{2 \varrho} .
$$

Similarly it follows from (5.2.21) as $\varrho \rightarrow+0$ that $f^{j}(0)=0, \forall j=1, \ldots, N$. Therefore we have $\forall x \in G_{\varrho / 4}^{2 \varrho}$

$$
\left|f^{j}(x)\right|=\left|f^{j}(x)-f^{j}(0)\right| \leq \mathcal{A}(r)\left[f^{j}\right]_{0, \mathcal{A} ; G_{\ell / 4}^{2 e}}
$$

Consequently, estimating the right side of (5.2.34) and taking into account the inequalities obtained, we have

$$
\begin{align*}
& \sum_{i=1}^{N}\left\|F^{i}\right\|_{q ; G_{1 / 4}^{2}} \leq c\left(N, q, G, \max _{j=1, \ldots, N}\left(\sum_{i=1}^{N}\left\|a^{i, j}\right\|_{0, \mathcal{A} ; G}, \sum_{i=1}^{N}\left\|a^{i}\right\|_{0, \mathcal{A} ; G}\right)\right) \times \\
& \quad \times \text { mes } \Omega \cdot\left(\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G_{\Omega / 4}^{2 e}}+\|\varphi\|_{1, \mathcal{A} ; \Gamma_{\Omega / 4}^{2 \varrho}}\right) \tag{5.2.35}
\end{align*}
$$

So all conditions of Theorem 8.25 [129] are satisfied. By this theorem we get

$$
\begin{gathered}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|z\left(x^{\prime}\right)\right| \leq c\left(\|z\|_{2 ; G_{1 / 4}^{2}}+\|G\|_{\frac{N}{2(1-\alpha)} ; G_{1 / 4}^{2}}+\sum_{i=1}^{N}\left\|F^{i}\right\|_{\frac{N}{1-\alpha} ; G_{1 / 4}^{2}}\right) \leq \\
(5.2 .36) \leq c\left(\|z\|_{2 ; G_{1 / 4}^{2}}+\|g\|_{\frac{N}{1-\alpha} ; G_{e / 4}^{2 e}}+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G_{e / 4}^{2 e}}+\|\varphi\|_{1, \mathcal{A} ; \Gamma_{e / 4}^{2 e}}\right) .
\end{gathered}
$$

Setting $w(x)=u(x)-\varphi(x)$ we have for $w(x)$ the problem

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{i}}\left(a^{i j}(x) w_{x_{j}}+a^{i}(x) w\right)+b^{i}(x) w_{x_{i}}+c(x) w= \\
\quad=G(x)+\frac{\partial F^{j}(x)}{\partial x_{j}}, \quad x \in G_{0}^{2 d} ; \\
w(x)=0, \quad x \in \Gamma_{0}^{2 d} \subset \partial G_{0}^{2 d}
\end{array}\right.
$$

where

$$
\begin{gathered}
G(x)=g(x)-b^{i}(x) \Phi_{x_{i}}-c(x) \Phi(x) \\
F^{i}(x)=f^{i}(x)-a^{i j}(x) \Phi_{x_{j}}-a^{i}(x) \Phi(x)
\end{gathered}
$$

Moreover by assumptions (i) and (ii)

$$
\left|a^{i j}(x)-\delta_{i}^{j}\right| \leq\left\|a^{i, j}\right\|_{0, \mathcal{A} ; G \mathcal{A}(|x|), \quad x \in G .} .
$$

### 5.2 Dini continuity of the first derivatives of weak solutions

In virtue of the estimate (5.1.22) of Theorem 5.4 there is a constant $c>0$ independent on $w, G, F^{i}$ such that

$$
\begin{align*}
& \text { (5.2.37) } \quad \int_{G_{0}^{o}} r^{2-N}|\nabla w|^{2} d x \leq c \varrho^{2 \lambda} \int_{G_{0}^{2} d}\left\{|w(x)|^{2}+|\nabla w|^{2}+G^{2}(x)+\right.  \tag{5.2.37}\\
& \left.+\sum_{i=1}^{N}\left|F^{i}(x)\right|^{2}+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) G^{2}(x)+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|F^{i}(x)\right|^{2}\right\} d x \\
& \rho \in(0, d)
\end{align*}
$$

Our assumptions guarantee that the integral on the right side is finite. Since $z\left(x^{\prime}\right)=\varrho^{-1} \mathcal{A}^{-1}(\varrho) w\left(\varrho x^{\prime}\right)$ we obtain from (5.2.37)

$$
\begin{equation*}
\int_{G_{1 / 4}^{2}}\left|\nabla^{\prime} z\right|^{2} d x^{\prime} \leq 2^{N-2} \varrho^{-2} \mathcal{A}^{-2}(\varrho) \int_{G_{e / 4}^{2 o}} r^{2-N}|\nabla w|^{2} d x \leq \tag{5.2.38}
\end{equation*}
$$

$$
\leq c \varrho^{2 \lambda-2} \mathcal{A}^{-2}(\varrho) \int_{G}\left\{|w(x)|^{2}+|\nabla w|^{2}+G^{2}(x)+\sum_{i=1}^{N}\left|F^{i}(x)\right|^{2}+\right.
$$

$$
\left.+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) G^{2}(x)+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|F^{i}(x)\right|^{2}\right\} d x, \rho \in(0, d)
$$

By assumptions (i)-(iv) we have

$$
\begin{align*}
|G(x)|^{2} \leq & c\left\{|g|^{2}+\mathcal{A}^{2}(r)\left(r^{-2}|\nabla \Phi|^{2}+r^{-4} \Phi^{2}\right)\right\} \\
\sum_{i=1}^{N}\left|F^{i}(x)\right|^{2} \leq & c\left\{\sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+\right.  \tag{5.2.39}\\
& \left.+\max _{i, j=1, \ldots, N}\left(\left\|a^{i, j}\right\|_{0, \mathcal{A} ; G},\left\|a^{i}\right\|_{0, \mathcal{A} ; G}\right)\left(|\nabla \Phi|^{2}+\Phi^{2}\right)\right\} .
\end{align*}
$$

Applying now the Friedrichs inequality and taking into account (5.2.9), we obtain from (5.2.38) and (5.2.39)

$$
\begin{align*}
& \|z\|_{2 ; G_{1 / 4}^{2}}^{2} \leq c\left\|\nabla^{\prime} z\right\|_{2 ; G_{1 / 4}^{2}}^{2} \leq c \varrho^{2 \lambda-2} \mathcal{A}^{-2}(\varrho) \int_{G}\left\{|w(x)|^{2}+\right.  \tag{5.2.40}\\
& +|\nabla w|^{2}+g^{2}(x)+\sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+|\nabla \Phi|^{2}+\Phi^{2}+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+
\end{align*}
$$

$$
\begin{aligned}
& +r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}+ \\
& \left.+r^{-2} \mathcal{A}^{2}(r)|\nabla \Phi|^{2}\right\} d x \leq \mathrm{const}\left\{| | g\left\|_{\frac{N}{1-\alpha} ; G}^{2}+\sum_{i=1}^{N}\right\| f^{i}\left\|_{0, \mathcal{A} ; G}^{2}+\right\| \varphi \|_{1, \mathcal{A} ; \partial G}^{2}+\right. \\
& \quad+\int_{G}\left(r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+\right. \\
& \left.\left.\quad+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}+|w|^{2}+|\nabla w|^{2}\right) d x\right\}
\end{aligned}
$$

by assumptions (iii)-(v). By the definition of $z\left(x^{\prime}\right)$, inequalities (5.2.36) and (5.2.40), and assumptions (i)-(v) we finally obtain

$$
\begin{gather*}
|v|_{0 ; G_{1 / 4}^{2}} \leq|z|_{0 ; G_{1 / 4}^{2}}+\varrho^{-1} \mathcal{A}^{-1}(\varrho)|\varphi|_{0 ; \Gamma_{1 / 4}^{2}} \leq  \tag{5.2.41}\\
\leq c\left(\|g\|_{\frac{N}{1-\alpha} ; G}+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G}+\right. \\
+\left\{\int _ { G } \left(r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+\right.\right. \\
\left.\left.\left.+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}+|w|^{2}+|\nabla w|^{2}\right) d x\right\}^{1 / 2}\right) .
\end{gather*}
$$

Step 3.
Returning to the variables $x, u(x)$, we now obtain from inequalities (5.2.24) and (5.2.41) the inequality

$$
\begin{equation*}
\varrho^{-1} \mathcal{A}^{-1}(\varrho) \sup _{x \in G_{\varrho / 2}^{e}}|u(x)|+\mathcal{A}^{-1}(\varrho) \sup _{x \in G_{\boldsymbol{e}}^{e} / 2}|\nabla u(x)|+ \tag{5.2.42}
\end{equation*}
$$

$$
\begin{gathered}
+\sup _{\substack{x, y \in G^{e}(2 / 2 \\
x \neq y}} \frac{|\nabla u(x)-\nabla u(y)|}{\mathcal{A}(\varrho) \mathcal{B}|x-y|)} \leq c\left(\|g\|_{\frac{N}{1-\alpha} ; G}+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G}+\right. \\
+\left\{\int _ { G } \left(r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+\right.\right. \\
\left.\left.\left.\quad+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}+|u|^{2}+|\nabla u|^{2}\right) d x\right\}^{1 / 2}\right)
\end{gathered}
$$

### 5.2 DINI CONTINUITY of the first derivatives OF WEAK SOLUTIONS

Setting $|x|=2 \varrho / 3$ we deduce from (5.2.42) the validity of (5.2.10), (5.2.11). This completes the proof of Theorem 5.13.

Remark 5.14. As an example of $\mathcal{A}(r)$, that satisfies all the conditions of Theorem 5.13, besides the function $r^{\alpha}$, one may take $\mathcal{A}(r)=r^{\alpha} \ln (1 / r)$, provided $\lambda \geq 1+\alpha$. In the case of $\mathcal{A}(r)=r^{\alpha}$ the result of [21] follows from Theorem 5.13 for a single equation and the estimate (5.2.10) coincides with (5.1.51).

### 5.2.3. Global regularity and solvability.

Theorem 5.15. Let $\mathcal{A}$ be an $\alpha$-Dini function $(0<\alpha<1)$ that satisfies the conditions (1.8.5), (1.8.6) and (5.2.9). Let $\bar{G} \backslash\{\mathcal{O}\}$ be a domain of class $C^{1, \mathcal{A}}$ and $\mathcal{O} \in \partial G$ be a conical point of $G$. Suppose that the assumptions (i)-(iv) are valid and

$$
\begin{equation*}
\int_{G}\left(c(x) \eta-a^{i}(x) D_{i} \eta\right) d x \leq 0, \quad \forall \eta \geq 0, \eta \in C_{0}^{1}(G) \tag{vi}
\end{equation*}
$$

Then the generalized problem (DL) has a unique solution $u \in C^{1, \mathcal{A}}(\bar{G})$ and we have the estimate

$$
\begin{array}{r}
\|u\|_{1, \mathcal{A} ; G} \leq c\left(\|g\|_{1, N}^{1-\alpha} ; G+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G+}+\right. \\
+\left\{\int _ { G } \left(r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+\right.\right.  \tag{5.2.43}\\
\left.\left.\left.+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}\right) d x\right\}^{1 / 2}\right)
\end{array}
$$

Proof. The inequality (5.2.42) implies that

$$
\begin{array}{r}
|\nabla u(x)-\nabla u(y)| \leq c \mathcal{B}(|x-y|)\left(\|g\|_{\frac{N}{1-\alpha} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G}+\right. \\
+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\left\{\int \left(|u|^{2}+|\nabla u|^{2}+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+\right.\right.  \tag{5.2.44}\\
\left.\left.\left.+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}\right) d x\right\}^{1 / 2}\right) \\
\forall x, y \in G_{\varrho / 2}^{\varrho}, \varrho \in(0, d) .
\end{array}
$$

From (5.2.42), (5.2.44) we now infer that $u \in C^{1, \mathcal{B}}\left(\overline{G_{0}^{d}}\right)$. Indeed, let $x, y \in$ $\overline{G_{0}^{d}}$ and $\varrho \in(0, d)$. If $x, y \in G_{\varrho / 2}^{\varrho}$ then (5.2.44) holds. If $|x-y|>\varrho=|x|$
then by (5.2.42) we obtain

$$
\begin{aligned}
& \frac{|\nabla u(x)-\nabla u(y)|}{\mathcal{B}(|x-y|)} \leq 2 c \mathcal{A}(|x|) \mathcal{B}^{-1}(|x|)\left(\|g\|_{\frac{N}{1-\alpha} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G}+\right. \\
& +\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\left\{\int _ { G } \left(|u|^{2}+|\nabla u|^{2}+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+\right.\right. \\
& \left.\left.\left.+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}\right) d x\right\}^{1 / 2}\right) \leq \\
& \leq 2 c \alpha\left(\|g\|_{\frac{N}{1-\alpha} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G}+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\right. \\
& \quad+\left\{\int _ { G } \left(|u|^{2}+|\nabla u|^{2}+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+\right.\right. \\
& \left.\left.\left.\quad+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}\right) d x\right\}^{1 / 2}\right)
\end{aligned}
$$

in view of (1.8.3). Because of the condition (1.8.5) for the equivalence of $\mathcal{A}$ and $\mathcal{B}$, we derive $u \in C^{1, \mathcal{B}}\left(\overline{G_{0}^{d}}\right)$ and the estimate

$$
\begin{array}{r}
\|u\|_{1, \mathcal{A} ; G_{0}^{d}} \leq c\left(\|g\|_{\frac{N}{1-\alpha} ; G}+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G}+\right. \\
+\left\{\int \left(|u|^{2}+|\nabla u|^{2}+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+\right.\right.  \tag{5.2.45}\\
\left.\left.\left.+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}\right) d x\right\}^{1 / 2}\right)
\end{array}
$$

following from the above arguments.
By means of a partition of unity, from the bounds (5.2.1) of Theorem 5.12 and (5.2.45), we derive

$$
\|u\|_{1, \mathcal{A} ; G} \leq c\left(\|g\|_{\frac{N}{1-\alpha} ; G}+\sum_{i=1}^{N}\left\|f^{i}\right\|_{0, \mathcal{A} ; G}+\|\varphi\|_{1, \mathcal{A} ; \partial G}+\right.
$$

$$
+|u|_{0 ; G}+\left\{\int _ { G } \left(|u|^{2}+|\nabla u|^{2}+r^{4-N-2 \lambda} \mathcal{H}^{-1}(r) g^{2}(x)+\right.\right.
$$

$$
\begin{equation*}
\left.\left.\left.+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r) \sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+r^{2-N-2 \lambda} \mathcal{H}^{-1}(r)|\nabla \Phi|^{2}\right) d x\right\}^{1 / 2}\right) \tag{5.2.46}
\end{equation*}
$$

By the assumption (vi) that guarantees the uniqueness of the solution for the problem ( $D L$ ), we have the bound (see Corollary 8.7 [129])

$$
\int_{G}\left(|u|^{2}+|\nabla u|^{2}\right) d x \leq C \int_{G}\left(g^{2}+\sum_{i=1}^{N}\left|f^{i}(x)\right|^{2}+|\nabla \Phi|^{2}+\Phi^{2}\right) d x
$$

which together with the global boundedness of weak solution (Theorem 8.16 [129]) and the bound (5.2.46), leads to the desired estimate (5.2.43).

Finally, the global estimate (5.2.43) leads to the assertion on the unique solvability in $C^{1, \mathcal{A}}(\bar{G})$. This is proved by an approximation argument (see e.g. the proof of Theorem 8.34 [129]).

Remark 5.16. The conclusion of Theorem 5.15 is best possible. This is shown for the function $\mathcal{A}(r)=r^{\alpha}, \lambda \geq 1+\alpha, \alpha \in(0,1)$ in [171]. (See also examples in Section 4.7 of the Chapter 4.)

### 5.3. Notes

The best possible Hölder exponents for weak solutions was first obtained in $[\mathbf{1 7 0}, \mathbf{1 7 1}]$. There the method of non-smooth domain approximation by the sequence of smooth domains was used. We apply here the quasi-distance function $r_{\varepsilon}(x)$. The introduction of such function allows us to work in the given domain, and then to provide the passage to the limit over $\varepsilon \rightarrow+0$ (where $r_{\varepsilon}(x) \rightarrow r=|x|$ ).

The $L^{p}$-regularity of the ( $D L$ ) in the cone was studied in [84], and in the domains with angles - in [249]. Finally, let us point out two further works. In [8] Alkhutov and Kondrat'ev proved the single-valued solvability in the space $W_{0}^{1, p}(G)$ of the $(D L)$ in arbitrary convex bounded domain $G$ assuming only the continuity in $G$ of the leading coefficients .

Hölder estimates for the first derivatives of generalized solutions to the problem ( $D L$ ) are well known in the case, if the leading coefficients $a^{i j}(x)$ of the equation are Hölder continuous (see e.g. 8.11 [129] for smooth domains and [21] for the domain with angular point). Here we derive Dini estimates for the first derivatives of generalized solutions of the problem ( $D L$ ) in a domain with conical boundary point under minimal condition
on the smoothness of the leading coefficients (Dini continuity). The presentation of Section 5.2 follows [64]. It should be noted that the interior Dini-continuity of the first and second derivatives of generalized solutions to the problem (DL) was investigated in [74] and [224] under the condition of Dini continuity of the first derivatives of the leading coefficients.

Recently, V. Kozlov and V. Maz'ya [195, 196] derived an asymptotic formula near a point $\mathcal{O}$ at the smooth boundary of a new type for weak solutions of the Dirichlet problem for elliptic equations of arbitrary order. We formulate an idea of their results for the linear uniformly elliptic second order equation

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial x_{i}}\left(a^{i j}(x) u_{x_{j}}=g(x), \quad x \in G ;\right. \\
u(x)=0, \quad x \in \partial G
\end{array}\right.
$$

where $G \subset \mathbb{R}^{N}$ is a bounded domain with smooth boundary $\partial G$. It is assumed that $a^{i j}(x)$ are measurable and bounded complex-valued functions, $u(x)$ has a finite Dirichlet integral and $g=0$ in a certain neighborhood $G_{0}^{d}$ of the origin $\mathcal{O}$. In addition, let there exist a constant symmetric matrix $A_{0}=\left(a_{0}^{i j}\right)$ with positive definite real part such that the function

$$
\mathcal{A}(r):=\sup _{x \in G_{0}^{r}}\left\|A(x)-A_{0}\right\|
$$

is sufficiently small for $r<d$, where $A=\left(a^{i j}\right)$. Let us define the function

$$
\begin{aligned}
Q(x) & =\frac{<(A(x)-A) n, n>}{\sigma_{N}(\operatorname{det} A)^{1 / 2}<A^{-1} x, x>N / 2}- \\
& -\frac{N<A^{-1}(A(x)-A) n, x><n, x><A^{-1} x, x>^{-1}}{\sigma_{N}(\operatorname{det} A)^{1 / 2}<A^{-1} x, x>^{N / 2}}
\end{aligned}
$$

where $\langle a, b\rangle=\sum_{k=1}^{N} a_{k} b_{k}$ and $n$ is the exterior unit normal at $\mathcal{O}$. The following asymptotic formula holds

$$
\begin{align*}
u(x) & =\exp \left(-\int_{G_{0}^{d} \backslash G_{0}^{|x|}} Q(y) d y+O\left(\int_{|x|}^{d} \frac{\mathcal{A}^{2}(r)}{r} d r\right)\right) \times  \tag{5.3.1}\\
& \times\left(C d(x)+O\left(|x|^{2-\varepsilon} \int_{|x|}^{d} \frac{\mathcal{A}(r)}{r^{2-\varepsilon}} d r\right)\right)+O\left(|x|^{2-\varepsilon}\right),
\end{align*}
$$

where $C=$ const and $\varepsilon$ is a small positive number. The sharp two-sided estimate for the Hölder exponent of $u$ at the origin may be derived from (5.3.1).

They establish also the following criterion. Under the condition $\int_{0}^{d} \frac{\mathcal{A}^{2}(r)}{r} d r<\infty$, all solutions $u$ are Lipschitz at the origin if and only if

$$
\begin{equation*}
\liminf _{r \rightarrow+0} \int_{G_{0}^{d} \backslash G_{0}^{r}} \Re Q(x) d x>-\infty \tag{5.3.2}
\end{equation*}
$$

Needless to say, this new one-sided restriction (5.3.2) is weaker that the classical Dini condition at the origin.

We point also to the work [262]. This work investigates $L^{q}$-regularity of weak solutions of the Dirichlet problem for linear elliptic second order equation in the divergent form with piecewise constant leading coefficients in a Lipschitz polyhedron.

Other boundary value problems (the Neumann problem, mixed problem) for elliptic variational equations in smooth, convex, or nonsmooth domains have been studied by V. Adolfsson and D. Jerison [2, 3]. They have investigated $L^{p}$-integrability of the second order derivatives for the Neumann problem in convex domains. J. Banasiak [27] - [29], J. Banasiak and G.F. Roach [31, 32] have considered the mixed boundary value problem of Dirichlet oblique-derivative type in plane domains with piecewise differentiable boundary. K. Gröger [136] has established a $W^{1, p}$-estimate for solutions to mixed boundary value problems, P. Shi and S. Wright [358] have investigated the higher integrability of the gradient in linear elasticity, M.K.V. Murthy and G. Stampacchia [317] have considered a variational inequality with mixed boundary conditions, W. Zajgczkowski and V. Solonnikov [409] have investigated the Neumann problem in a domain with edges.
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## CHAPTER 6

## The Dirichlet problem for semilinear equations in a conical domain

### 6.1. The behavior of strong solutions for nondivergent equations near a conical point

In this section we study the properties of strong solutions of the Dirichlet problem for nondivergent semilinear uniformly elliptic second order equations in a neighborhood of a conical boundary point

$$
\left\{\begin{align*}
L u & :=a^{i j}(x) D_{i j} u(x)+a^{i}(x) D_{i} u(x)+a(x) u(x)=  \tag{SL}\\
& =g(u)+f(x) \text { in } G \\
g(u) & =a_{0}(x) u|u|^{q-1}, q>0 \\
u(x) & =0 \text { on } \partial G \backslash \mathcal{O} .
\end{align*}\right.
$$

Let $G \subset \mathbb{R}^{N}$ be a bounded domain with a conical point in $\mathcal{O}$ as described in Section 1.3 of chapter 1. We shall assume that $G_{0}^{d}$ is a convex cone for small $d>0$.

Definition 6.1. By a strong solution of the Dirichlet problem (SL) in $G$ we mean a function $u \in W^{2}(G) \cap C^{0}(\bar{G} \backslash \mathcal{O})$ which satisfies the equation of ( $S L$ ) for almost all $x \in G$ and the boundary condition for all $x \in \partial G \backslash \mathcal{O}$.

In the following we will always use these assumptions
a) the uniform ellipticity condition

$$
\nu|\xi|^{2} \leq a^{i j}(x) \xi_{i} \xi_{j} \leq \mu|\xi|^{2} \quad \forall \xi \in \mathbb{R}^{n}, x \in \bar{G}
$$

with some $\nu, \mu>0 ; \quad a^{i j}(0)=\delta_{i}^{j} ;$
aa) $a^{i j} \in C^{0}(\bar{G}), a^{i} \in L^{p}(G)$ and $a \in L^{p / 2}(G)$ with some $p>N$;
aaa) there exists a monotonically increasing nonnegative continuous at zero function $\mathcal{A}(r), \quad \mathcal{A}(0)=0$ such that for $x, y \in \bar{G}$

$$
\begin{aligned}
& \left(\sum_{i, j=1}^{N}\left|a^{i j}(x)-a^{i j}(y)\right|^{2}\right)^{1 / 2} \leq \mathcal{A}(|x-y|), \\
& |x|\left(\sum_{i=1}^{N}{\left.a^{i^{2}}(x)\right)^{1 / 2}+|x|^{2}|a(x)| \leq \mathcal{A}(|x|)}^{2}\right.
\end{aligned}
$$

b) $a_{0}(x)$ is a nonnegative measurable in $G$ function;
c) there exist real numbers $k_{1} \geq 0$ and $\beta>-1$ such that

$$
|f(x)| \leq k_{1}|x|^{\beta} .
$$

6.1.1. The weighted integral estimates $(0<q \leq 1)$. Now we prove certain weighted integral estimates of strong solutions of ( $S L$ ). Here the function $a_{0}(x)$ can be unbounded.

Theorem 6.2. Let $u$ be a strong solution of (SL) and the conditions a), aa), aaa) and b) are satisfied. Suppose that $a_{0}(x) \in V_{\frac{2}{1-q} ; \frac{4}{1-q}-N}(G)$, $f(x) \in \mathscr{W}_{4-N}^{0}(G), 0<q<1$.

Then $u(x) \in \dot{W}_{4-N}^{2}(G)$ and there is a positive constant $c$, determined by $\nu, \mu, q, N, \max _{x \in \bar{G}} \mathcal{A}(|x|), G$ such that

$$
\begin{align*}
& \int_{G}\left(r^{4-N}\left|D^{2} u\right|^{2}+r^{2-N}|D u|^{2}+r^{-N}|u|^{2}+a_{0}(x) r^{2-N}|u|^{1+q}\right) d x \leq  \tag{6.1.1}\\
& \\
& \quad \leq c \int_{G}\left(u^{2}+r^{4-N} f^{2}(x)+2+a_{0}^{2 /(1-q)}(x) r^{4 /(1-q)-N}\right) d x .
\end{align*}
$$

Proof. We multiply both parts of the equation of (SL) by $r_{\varepsilon}^{2-N} u(x)$ and integrate over the domain ( $G$ ). Similar to the theorem 4.13 proof from

Chapter 4 we have

$$
\begin{gather*}
\int_{G} r_{\varepsilon}^{2-N}|\nabla u|^{2} d x+\int_{G} a_{0}(x) r_{\varepsilon}^{2-N}|u|^{1+q} d x \leq \\
\leq c(h) \mathcal{A}(d) \int_{G_{0}^{d}}\left(r_{\varepsilon}^{2-N} r^{2}\left|D^{2} u\right|^{2}+r_{\varepsilon}^{2-N}|\nabla u|^{2}+r_{\varepsilon}^{2-N} r^{-2} u^{2}\right) d x+  \tag{6.1.2}\\
+c(d) \int_{G_{d}}\left(\left|D^{2} u\right|^{2}+u^{2}\right) d x+\frac{1}{2} \int_{G} r_{\varepsilon}^{4-N} f^{2}(x) d x, \quad \forall \varepsilon>0, d>0 .
\end{gather*}
$$

By the layers method based on the local $L^{2}$-estimate, we derive the inequality (see the derivation of (4.2.23)

$$
\begin{align*}
\int_{G_{0}^{d}} r_{\varepsilon}^{2-N} r^{2}\left|D^{2} u\right|^{2} d x \leq c \int_{G_{0}^{2 d}}( & r_{\varepsilon}^{2-N} r^{-2}|u|^{2}+r_{\varepsilon}^{4-N} a_{0}^{2}(x)|u|^{2 q}+  \tag{6.1.3}\\
& \left.+r_{\varepsilon}^{4-N} f^{2}(x)\right) d x, \quad \forall \varepsilon>0, d>0
\end{align*}
$$

where $c$ is a constant depending only on $\nu, \mu, q, N, \max _{x \in \bar{G}} \mathcal{A}(|x|), G$. Taking into account that $q<1$ by Young's inequality we have

$$
\begin{align*}
& r_{\varepsilon}^{4-N} a_{0}^{2}(x)|u|^{2 q}=\left(r_{\varepsilon}^{-N q}|u|^{2 q}\right)\left(r_{\varepsilon}^{4-N+N q} a_{0}^{2}(x)\right) \leq \sigma r_{\varepsilon}^{-N}|u|^{2}+  \tag{6.1.4}\\
&+c(\sigma, q) a_{0}^{2 /(1-q)}(x) r_{\varepsilon}^{4 /(1-q)-N}, \quad \forall \sigma>0
\end{align*}
$$

The estimate (6.1.1) we seek follows from (6.1.2) - (6.1.4) under proper small $d>0$ with the help of the same arguments as during the completion of the Theorem 4.13 proof.

Theorem 6.3. Let u be a strong solution of (SL) and the conditions a)-c) with $\mathcal{A}(r)$ that is Dini-continuous at zero are satisfied. In addition, suppose $f(x) \in L_{N}(G) \cap \mathfrak{W}_{4-N}^{0}(G), a_{0}(x) \in V_{\frac{2}{1-q} ; \frac{4}{1-q}-N}^{0}(G)$ and there is a constant $k_{2} \geq 0$ such that

$$
\begin{equation*}
\left\|a_{0}\right\|_{V_{2 /(1-q), 4 /(1-q)-N}}^{1 /(1-q)}\left(G_{0}^{p}\right) \leq k_{2} \varrho^{2+\beta}, \quad \varrho \in(0, d) . \tag{6.1.5}
\end{equation*}
$$

Then there are positive constants $c$ and $d \in\left(0, e^{-1}\right)$ such that for $\varrho \in$ $(0, d)$

$$
\begin{align*}
& \|u\|_{\dot{W}_{4-N}^{2}\left(G_{0}^{\rho}\right)} \leq c\left(\|u\|_{L^{2}(G)}+\|f\|_{\dot{W}_{4-N}^{0}(G)}+\left\|a_{0}\right\|_{V_{\frac{2}{1-q} ; T_{1-q}^{0}}^{1 /(1-q)}}^{(G)}+k_{1}+\right. \\
& \text { 5.1.6) } \left.\quad+k_{2}\right) \begin{cases}\varrho^{\lambda}, & \text { if } \beta+2>\lambda, \\
\varrho^{\lambda} \ln ^{3 / 2}\left(\frac{1}{\varrho}\right), & \text { if } \beta+2=\lambda, \\
\varrho^{\beta+2}, & \text { if } \beta+2<\lambda .\end{cases} \tag{6.1.6}
\end{align*}
$$

Proof. At first, because of Theorem 6.2, we have $u(x) \in \stackrel{ذ}{W}_{4-N}^{2}(G)$. Now we introduce the function

$$
U(\varrho)=\int_{G_{0}^{\mathrm{Q}}} r^{2-N}|D u|^{2} d x, \quad \varrho \in(0, d)
$$

and multiply both parts of $(S L)$ by $r^{2-N} u(x)$ and integrate the obtained equality over the domain $G_{0}^{\varrho}, \quad \varrho \in(0, d)$. As a result, similarly to Theorem 4.18, we obtain

$$
\begin{align*}
& U(\varrho)+\int_{G_{0}^{\varrho}} a_{0}(x) r^{2-N}|u|^{1+q} d x \leq \frac{\varrho}{2 \lambda} U^{\prime}(\varrho)+c \mathcal{A}(\varrho) U(2 \varrho)+ \\
& \quad+c \mathcal{A}(\varrho) \int_{G_{0}^{2 \varrho}}\left(a_{0}^{2 /(1-q)}(x) r^{4 /(1-q)-N}+r^{4-N} f^{2}(x)\right) d x+  \tag{6.1.7}\\
& \quad+c \mathcal{A}(\varrho) U(\varrho)+\int_{G_{0}^{o}} r^{2-N}|u||f(x)| d x .
\end{align*}
$$

For this we used the inequalities (6.1.3), (6.1.4) with $\varepsilon=0, \sigma=1$.
From hypothesis (c) we have

$$
\begin{equation*}
\int_{G_{0}^{2 \rho}} r^{4-N} f^{2}(x) d x \leq \frac{k_{1}^{2} m e a s \Omega}{2(\beta+2)}(2 \varrho)^{4+2 \beta} \tag{6.1.8}
\end{equation*}
$$

and apply as well the Cauchy and Poincaré inequalities

$$
\begin{align*}
& \int_{G_{0}^{g}} r^{2-N}|u||f(x)| d x \leq k_{1} \int_{G_{O}^{g}} r^{\beta+2-N}|u| d x=  \tag{6.1.9}\\
& \quad+k_{1} \int_{G_{0}^{g}}\left(r^{-N / 2}|u|\right) r^{\beta+2-N / 2} d x \leq c \delta U(\varrho)+c \delta^{-1} k_{1}^{2} \varrho^{2 \beta+4} .
\end{align*}
$$

### 6.1 Strong solutions for nondivergent

 EQUATIONSFrom (6.1.5) and (6.1.7)-(6.1.9) finally we obtain the differential inequality

$$
\begin{align*}
U(\varrho) \leq \frac{\varrho}{2 \lambda} U^{\prime}(\varrho)+ & c_{1} \mathcal{A}(\varrho) U(2 \varrho)+c_{2}(\mathcal{A}(\varrho)+\delta) U(\varrho)+  \tag{6.1.10}\\
& +c_{3} \delta^{-1}\left(k_{1}^{2}+k_{2}^{2}\right) \varrho^{2 \beta+4}, \forall \delta>0,0<\varrho<d .
\end{align*}
$$

Moreover, by Theorem 6.2, we have the initial condition

$$
\left.\begin{array}{rl}
U_{0} \equiv U(d) & =\int_{G_{0}^{d}} r^{2-N}|\nabla u|^{2} d x \leq  \tag{6.1.11}\\
& \leq c\left(\|u\|_{L^{2}(G)}^{2}+\|f\|_{W_{4-N}^{0}(G)}^{2}+\left\|a_{0}\right\|_{V_{\frac{2}{1-q} ; 1}^{0} \frac{1}{1-q}-N}^{2 /(1-q)}(G)\right.
\end{array}\right) .
$$

The differential inequality (6.1.10) with initial condition is the same type as (4.2.47) with $s=\beta+2$ or (4.2.51), if $\beta+2=\lambda$. Repeating verbatim the investigation of these inequalities in the proof of Theorem 4.18 we obtain

$$
U(\varrho) \leq c\left(\|u\|_{L^{2}(G)}^{2}+\|f\|_{\dot{W}_{4-N}^{0}(G)}^{2}+\left\|a_{0}\right\|_{\frac{2}{1-q} ; \frac{1}{1-q}-N}^{2 /(1-q)}(G)+k_{1}^{2}+k_{2}^{2}\right) \times
$$

$$
\times \begin{cases}\varrho^{2 \lambda}, & \text { if } \beta+2>\lambda  \tag{6.1.12}\\ \varrho^{\lambda} \ln ^{3}\left(\frac{1}{\varrho}\right), & \text { if } \beta+2=\lambda \\ \varrho^{2(\beta+2)}, & \text { if } \beta+2<\lambda\end{cases}
$$

From (6.1.3) and (6.1.4) passing to the limits as $\varepsilon \rightarrow 0$, we obtain

$$
\begin{align*}
& \int_{G_{0}^{e}} r^{4-N}\left|D^{2} u\right|^{2} d x \leq c \int_{G_{0}^{2 e}}\left(r^{-N}|u|^{2}+a_{0}^{2 /(1-q)}(x) r^{4 /(1-q)-N}+\right.  \tag{6.1.13}\\
&+\left.r^{4-N} f^{2}(x)\right) d x, \quad 0<\varrho<d .
\end{align*}
$$

Now taking into account the inequality ( $\mathrm{H}-\mathrm{W}$ ) from (6.1.12) and (6.1.13) the desired (6.1.6) follows.

Theorem 6.4. Let $u \in W^{2, N}(G)$ be a strong solution of (SL) and the conditions a)-c) with $\mathcal{A}(r)$ that is Dini continuous at zero are satisfied. In addition, suppose

$$
a(x) \leq 0, f(x) \in L_{N}(G) \cap \mathscr{W}_{4-N}^{0}(G), a_{0}(x) \in V_{N /(1-q) ; 2 q N /(1-q)}^{0}(G)
$$

Then there is a positive constant $c$ such that

$$
\begin{equation*}
\|u\|_{V_{N, 0}^{2}(G)} \leq c\left(\left\|a_{0}\right\|_{V_{N /(1-q) ; 2 q N /(1-q)}^{0}}^{1 /(1-q)}+\|f\|_{L^{N}(G)}\right) . \tag{6.1.14}
\end{equation*}
$$

Proof. By Theorem 4.48, there exists the unique solution $u \in V_{N, 0}^{2}(G)$ of the linear problem

$$
\left\{\begin{array}{l}
L u=F(x), \quad x \in G \\
u(x)=0, \quad x \in \partial G \backslash \mathcal{O}
\end{array}\right.
$$

provided $\lambda>1, F \in L_{N}(G)$ and

$$
\begin{equation*}
\|u\|_{V_{N, 0}^{2}(G)} \leq c\|F\|_{N, G} \tag{6.1.15}
\end{equation*}
$$

where $c>0$ depends only on $\nu, \mu, N, \max _{x \in \bar{G}} \mathcal{A}(|x|),\left\|a^{i}\right\|_{p, G},\|a\|_{p / 2, G}, p>N$ and the domain $G$. The condition $\lambda>1$ is fulfilled by the convexity of $G_{0}^{d}$. From (6.1.15) with $F(x)=f(x)+a_{0}(x) u|u|^{q-1}$ using the inequality (1.2.5) we obtain:

$$
\begin{align*}
& \int_{G}\left(\left|D^{2} u\right|^{N}+r^{-N}|D u|^{N}+r^{-2 N}|u|^{N}\right) d x \leq  \tag{6.1.16}\\
& \leq 2^{N-1} \int_{G}\left(\left|a_{0}(x)\right|^{N}|u|^{q N}+|f(x)|^{N}\right) d x .
\end{align*}
$$

Using Young's inequality and taking into account $q \in(0,1)$, we have

$$
\begin{align*}
& \left|a_{0}(x)\right|^{N}|u|^{q N}=\left(r^{-2 q N}|u|^{q N}\right)\left(r^{2 q N}\left|a_{0}(x)\right|^{N}\right) \leq  \tag{6.1.17}\\
& \quad \leq \varepsilon r^{-2 N}|u|^{N}+\varepsilon^{q /(q-1)} r^{2 q N /(1-q)}\left|a_{0}(x)\right|^{N /(1-q)}, \forall \varepsilon>0 .
\end{align*}
$$

By the choice $\varepsilon=2^{-N}$ from (6.1.16) and (6.1.17) the desired (6.1.14) follows.
6.1.2. The estimate of the solution modulus $(0<q \leq 1)$. Now we want to deduce the estimate of our solution modulus in the case ( $0<q \leq 1$ ). To that end we introduce the function

$$
\psi(\varrho)=\left\{\begin{array}{lll}
\varrho^{\lambda} & \text { if, } & \lambda<\beta+2  \tag{6.1.18}\\
\varrho^{\lambda} \ln ^{3 / 2} \frac{1}{\varrho} & \text { if, } & \lambda=\beta+2 \\
\varrho^{\beta+2} & \text { if, } & \lambda>\beta+2
\end{array}\right.
$$

Theorem 6.5. Let $u(x) \in W^{2, N}(G)$ be a strong solution of (SL) and the conditions $a)-c$ ) with $\mathcal{A}(r)$ that is Dini continuous at zero are satisfied. In addition, suppose $a(x) \leq 0, a(x) \in L^{N}(G), f(x) \in L_{N}(G) \cap \mathfrak{W}_{4-N}^{0}(G)$, $a_{0}(x) \in L^{N /(1-q)}(G) \cap V_{\frac{2}{1}-q}^{0} \frac{4}{1-q}-N(G)$ together with (6.1.5) and there exists a nonnegative constant $k_{0}$ such that

$$
\begin{equation*}
\left\|a_{0}(x)\right\|_{L^{\frac{N}{1-q}}\left(G_{e / 4}^{2 \varrho}\right)} \leq k_{0} \varrho^{1-2 q} \psi^{q}(\varrho) \tag{6.1.19}
\end{equation*}
$$

Then there are positive constants $c_{0}, d$ independent of $u$ such that the following estimates are held:

1) $|u(x)| \leq c_{0}|x|^{\frac{2}{1-q}}, \quad x \in G_{0}^{d}, \quad$ if $\quad \lambda>\beta+2, \quad 0<q<1-\frac{2}{\lambda}$;
2) $|u(x)| \leq c_{0}|x|^{\lambda}, \quad x \in G_{0}^{d}, \quad$ if $\quad \lambda<\beta+2, \quad 1-\frac{2}{\lambda} \leq q \leq 1$;
3) $|u(x)| \leq c_{0}|x|^{\beta+2}, \quad x \in G_{0}^{d}, \quad$ if $\quad \lambda>\beta+2, \quad 1-\frac{2}{\lambda} \leq q \leq 1$;
4) $\quad|u(x)| \leq c_{0}|x|^{\lambda} \ln \frac{1}{|x|}, \quad x \in G_{0}^{d}, \quad i f \quad \lambda>\beta+2, \quad 1-\frac{2}{\lambda} \leq q \leq 1$.

Proof. Let us perform the variables substitution $x=\varrho x^{\prime}, \quad u\left(\varrho x^{\prime}\right)=$ $\psi(\varrho) v\left(x^{\prime}\right)$ in the problem (SL). Let $G^{\prime}$ be the image of the domain $G$ under transformation of coordinates $x_{i}=\varrho x_{i}^{\prime} ; \quad i=1, \cdots, N$. As a result we infer that $v\left(x^{\prime}\right)$ is a solution of the problem
$(S L)^{\prime} \quad\left\{\begin{array}{c}a^{i j}\left(\varrho x^{\prime}\right) v_{x_{i}^{\prime} x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) v_{x_{i}^{\prime}}+\varrho^{2} a\left(\varrho x^{\prime}\right) v=\frac{\varrho^{2}}{\psi(\varrho)} f\left(\varrho x^{\prime}\right)+ \\ \quad+\varrho^{2} \psi^{q-1}(\varrho) a_{0}\left(\varrho x^{\prime}\right) v|v|^{q-1}, x^{\prime} \in G^{\prime}, \\ v\left(x^{\prime}\right)=0, \quad x^{\prime} \in \partial G^{\prime} .\end{array}\right.$

We apply now Theorem 4.5 (Local Maximum Principle)

$$
\begin{align*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right| \leq & c\left\{\left.\left(\int_{G_{1 / 4}^{2}} v^{2}\left(x^{\prime}\right) d x^{\prime}\right)^{1 / 2}+\frac{\varrho^{2}}{\psi(\varrho)} \right\rvert\, f \|_{L^{N}\left(G_{1 / 4}^{2}\right)}+\right.  \tag{6.1.20}\\
& \left.\left.+\varrho^{2} \psi^{q-1}(\varrho)\left(\int_{G_{1 / 4}^{2}}\left|a_{0}\left(\varrho x^{\prime}\right)\right|^{N}|v|^{q N}\right) d x^{\prime}\right)^{1 / N}\right\} .
\end{align*}
$$

By the inequality (6.1.17), we have

$$
\begin{align*}
&\left|a_{0}(x)\right|^{N}|v|^{q N} \leq \varepsilon^{q N /(q-1)}\left|x^{\prime}\right|^{2 q N /(1-q)}\left|a_{0}(x)\right|^{N /(1-q)}+  \tag{6.1.21}\\
&+\varepsilon^{N}\left|x^{\prime}\right|^{-2 N}|v|^{N}, \forall \varepsilon>0 .
\end{align*}
$$

From (6.1.20) and (6.1.21), we get

$$
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right| \leq c\left(\int_{G_{1 / 4}^{2}} v^{2}\left(x^{\prime}\right) d x^{\prime}\right)^{1 / 2}+c \frac{\varrho^{2}}{\psi(\varrho)}\|f\|_{L^{N}\left(G_{1 / 4}^{2}\right)}+
$$

$$
\begin{align*}
& +\varrho^{2} \psi^{q-1}(\varrho)\left\{\varepsilon\left(\int_{G_{1 / 4}^{2}}\left|x^{\prime}\right|^{-2 N}|v|^{N} d x^{\prime}\right)^{1 / N}+\right.  \tag{6.1.22}\\
& \left.+c \varepsilon^{\frac{q}{q-1}}\left(\int_{G_{1 / 4}^{2}}\left|x^{\prime}\right|^{\frac{2 Q N}{1-q}}\left|a_{0}\right|^{\frac{N}{1-q}} d x^{\prime}\right)^{1 / N}\right\}, \quad \forall \varepsilon>0 .
\end{align*}
$$

Now we estimate each term on the right in (6.1.22)
$\bullet\left(\int_{G_{1 / 4}^{2}} v^{2}\left(x^{\prime}\right) d x^{\prime}\right)^{1 / 2} \leq 2^{n / 2} \psi^{-1}(\varrho)\left(\int_{G_{\varrho / 4}^{2 \rho}} r^{-N} u^{2}(x) d x\right)^{1 / 2} \leq C$,
in virtue of (6.1.6);

- $\varrho^{2} \psi^{-1}(\varrho)\|f\|_{L^{N}\left(G_{1 / 4}^{2}\right)} \leq 2 \varrho \psi^{-1}(\varrho)\left(\int_{G_{e / 4}^{2 e}}|f|^{N} d x\right)^{1 / N}$
$\leq c k_{1} \varrho^{\beta+2} \psi^{-1}(\varrho) \leq$ const; here we apply hypothesis $\left.c\right)$ and the definition (6.1.18) of $\psi(\varrho)$;
- $\left(\int_{G_{1 / 4}^{2}}\left|x^{\prime}\right|^{-2 N}|v|^{N} d x^{\prime}\right)^{1 / N} \leq 2^{4}\left(\int_{G_{e / 4}^{2}} \varrho^{-N}|v|^{N} d x\right)^{1 / N} \leq$
$\leq 2^{6} \varrho\left(\int_{G_{\varrho / 4}^{2}} r^{-2 N}|v|^{N} d x\right)^{1 / N} \leq 2^{6} \frac{e}{\psi(\varrho)}\left(\int_{G} r^{-2 N}|u|^{N} d x\right)^{1 / N} ;$
$\cdot\left(\int_{G_{1 / 4}^{2}}\left|x^{\prime}\right|^{\frac{2 q N}{1-q}}\left|a_{0}\right|^{\frac{N}{1-q}} d x^{\prime}\right)^{1 / N} \leq c(q, N) \varrho^{-1}\left(\int_{G_{\Omega / 4}^{2 e}}\left|a_{0}\right|^{\frac{N}{1-q}} d x\right)^{1 / N}$.


### 6.1 STRONG SOLUTIONS FOR NONDIVERGENT EQUATIONS

In (6.1.22) we choose $\varepsilon=\frac{\psi(\rho)}{\varrho}$; then, because of (6.1.16) from two latter estimates, we obtain

$$
\begin{equation*}
\varepsilon\left(\int_{G_{1 / 4}^{2}}\left|x^{\prime}\right|^{-2 N}|v|^{N} d x^{\prime}\right)^{1 / N} \leq \mathrm{const} \tag{6.1.23}
\end{equation*}
$$

and

$$
\begin{align*}
& \varepsilon^{\frac{q}{q-1}}\left(\int_{G_{1 / 4}^{2}}\left|x^{\prime}\right|^{\frac{2 q N}{1-q}}\left|a_{0}\right|^{\frac{N}{1-q}} d x^{\prime}\right)^{1 / N} \leq  \tag{6.1.24}\\
& \quad \leq c\left(\frac{\varrho}{\psi(\varrho)}\right)^{\frac{q}{1-q}} \frac{1}{\varrho}\left(\int_{G_{\Omega / 4}^{2 \varrho}}\left|a_{0}\right|^{\frac{N}{1-q}} d x\right)^{1 / N} \leq \text { const },
\end{align*}
$$

in virtue of hypothesis (6.1.19). The obtained estimates result for (6.1.22)

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right| \leq c\left(1+\varrho^{2} \psi^{q-1}(\varrho)\right) \tag{6.1.25}
\end{equation*}
$$

Now we show that for all interesting cases of our theorem,

$$
\begin{equation*}
\varrho^{2} \psi^{q-1}(\varrho)<\infty, \forall \varrho>0 \tag{6.1.26}
\end{equation*}
$$

is true.


$$
\varrho^{2} \psi^{q-1}(\varrho)=\varrho^{q(\beta+2)-\beta}<\infty, \forall \varrho>0
$$

if $\beta+2 \leq \frac{2}{1-q}$. Choosing the best exponent $\beta+2=\frac{2}{1-q}<\lambda$ we get the first statement of our theorem. In fact, from (6.1.25) and (6.1.26) we have

$$
\left|v\left(x^{\prime}\right)\right| \leq M_{0}^{\prime}=\text { const } \quad \forall x^{\prime} \in G_{1 / 2}^{1}
$$

Returning to former variables hence it follows

$$
|u(x)| \leq M_{0}^{\prime} \psi(\varrho)=M_{0}^{\prime} \varrho^{\frac{2}{1-q}}, \quad \forall x \in G_{\varrho / 2}^{\varrho}, \quad \varrho \in(0, d) .
$$

Setting $|x|=\frac{2}{3} \varrho$ hence follows the required assertion.


$$
\varrho^{2} \psi^{q-1}(\varrho)=\varrho^{2+\lambda(q-1)}<\infty, \forall \varrho>0,
$$

if $1-\frac{2}{\lambda} \leq q \leq 1$. Repeating verbatim above stated arguments as in the first case, we get the second statement of our theorem.


$$
\varrho^{2} \psi^{q-1}(\varrho)=\varrho^{q(\beta+2)-\beta}=\varrho^{2 q} \varrho^{\beta(q-1)} \leq \varrho^{2 q} \varrho^{(\lambda-2)(q-1)}<\infty, \forall \varrho>0,
$$

if $1-\frac{2}{\lambda} \leq q \leq 1$. Repeating verbatim above stated arguments as in the first case we get the third statement of our theorem.
4) $\beta+2=\lambda \quad \Rightarrow \quad \psi(\varrho)=\varrho^{\lambda} \ln ^{3 / 2} \frac{1}{\varrho}$. In this case we have

$$
\varrho^{2} \psi^{q-1}(\varrho)=\varrho^{2+\lambda(q-1) \ln \frac{3}{2}(q-1) \frac{1}{a}}<\infty, \forall \varrho>0,
$$

if $1-\frac{2}{\lambda} \leq q \leq 1$. Repeating verbatim above stated arguments as in the first case, we get the fourth statement of our theorem.

Now we go on to the deduce some corollaries from Theorem 6.5.
Lemma 6.6. Let $a_{( }(x) \geq a_{0}=$ const $>0$. and hypotheses a) and aaa) are satisfied. There are positive numbers $\eta, \varrho$, determined only by $\nu, \mu, q$, $a_{0}, N$ such that, if $u(x)$ is a strong solution of the equation or $(S L)$ with $f(x) \equiv 0$ and $0<q<1$ in the ball $B_{\varrho}(0)$ and $|u(x)|<\eta, x \in \partial B_{\varrho}(0)$, then $u(0)=0$.

Proof. Let $s>\frac{2}{1-q}$. We set $R(x)=|x|^{s}$. Then

$$
\begin{aligned}
L R(x)-a_{0}(x) R^{q}(x) & =s r^{s-2}\left\{\sum_{i} a^{i i}(x)+(s-2) \frac{a^{i j}(x) x_{i} x_{j}}{r^{2}}+x_{i} a^{i}(x)+\right. \\
& \left.+\frac{1}{s} a(x) r^{2}\right\}-a_{0}(x) r^{s q} \leq \\
& \leq s r^{s-2}(\mu(s+N-2)+\mathcal{A}(r))-a_{0} r^{s q} .
\end{aligned}
$$

By the continuity of $\mathcal{A}(r)$ at zero, there exists $d>0$ such that $\mathcal{A}(r)<1$ as soon as $r<d$. Therefore we obtain

$$
L R(x)-a_{0}(x) R^{q}(x) \leq s r^{s-2}(\mu(s+N-2)+1)-a_{0} r^{s q}<0
$$

provided $r<d$ and $r^{s-2-s q}<\frac{a_{0}}{s(1+\mu(s+N-2))}$. So
$L R(x)-a_{0}(x) R^{q}(x)<0$ provided $\quad \varrho=\min \left\{d ; \frac{a_{0}}{s(1+\mu(s+N-2))}\right\}$.
By the Maximum Principle (see below Theorem 6.8), $|u|<R$ provided that $\eta<\varrho^{s}$, hence $u(0)=0$.

Theorem 6.7. Let $u(x) \in W^{2, N}(G)$ be a strong solution of (SL) and the conditions a)-c) with $\mathcal{A}(r)$ that is Dini continuous at zero are satisfied. Let $\lambda>\beta+2, \quad 0<q<1-\frac{2}{\lambda}$. In addition, suppose that $f(x) \equiv 0$, $a_{0}(x) \in L^{N /(1-q)}(G) \cap V_{\frac{2}{1-q} ; \frac{4}{1-q}-N}^{0}(G)$ together with (6.1.5), $a(x) \leq 0, a(x) \in L^{N}(G), a_{0}(x) \geq a_{0}=$ const $>0$, and there exists a nonnegative constant $k_{0}$ such that

$$
\begin{equation*}
\left\|a_{0}(x)\right\|_{L^{\frac{N}{1-q}}\left(G_{e / 4}^{2 \rho}\right)} \leq k_{0} \varrho^{1+\beta q} . \tag{6.1.27}
\end{equation*}
$$

Then there is a positive constant $d$ independent of $u$ such that $u(x) \equiv 0, x \in G_{0}^{d}$.

Proof. Let $c_{0}, d>0$ are chosen according to Theorem 6.4 and such that $G_{0}^{d} \subset G$. Let $x_{0} \in G_{0}^{d}$. We make the transform $x-x_{0}=\varrho x^{\prime}$, $u(x)=\varrho^{\frac{2}{1-q}} v\left(x^{\prime}\right)$. The function $v\left(x^{\prime}\right)$ is a solution of $(S L)^{\prime}$ with $f \equiv 0$ and, by Lemma 6.6, we have $v(0)=0$ provided $\left|v\left(x^{\prime}\right)\right|<\eta$ for $\left|x^{\prime}\right|=R$ with some positive $R, \eta$. Hence $u\left(x_{0}\right)=0$ provided $|u(x)|<\eta \varrho^{\frac{2}{1-q}}$ for $\left|x-x_{0}\right|=R \varrho$. But the latter condition is satisfied in virtue of assertion 1) of Theorem 6.5 , if we set $\eta=c_{0}, R=2$. Thus we get $u\left(x_{0}\right)=0$. Since any $x_{0} \in G_{0}^{d}$ we obtain the assertion of our Theorem.
6.1.3. The estimate of the solution modulus $(q>1)$. Let us recall the well known Comparison Principle.

Theorem 6.8. (Comparison Principle) Suppose $D \in \mathbb{R}^{N}$ is a bounded domain, $L$ is elliptic in $D, a(x) \leq 0$ in $D$. Let us define the function $g(x, u)$ with the properties

$$
g\left(x, u_{1}\right) \geq g\left(x, u_{2}\right) \text { for } u_{1} \geq u_{2}
$$

Let $u, v \in W_{\text {loc }}^{2, N}(D) \cap C^{0}(\bar{D})$ satisfy the inequalities

$$
L u \leq g(x, u), \quad L v \geq g(x, v) \text { in } D .
$$

Then

$$
u \geq v \text { on } \partial D \Rightarrow u \geq v \text { throughout } D .
$$

Proof. Let $w=u-v$. We have

$$
L w=L u-L v \leq g(x, u)-g(x, v) \leq 0
$$

on $D^{-}=\{x \in D \mid w(x)<0\}$ and $w \geq 0$ on $\partial D$. From the Alexandrov maximum principle (Theorem 4.2) we get

$$
w(x) \geq \inf _{D^{-}} w(x)=\inf _{\partial D^{-}} w(x)=0, \forall x \in D
$$

Now we consider the case $q>1$. For this at first we study the $C^{0} \cap$ $W_{l o c}^{2, N}$ - solutions of differential inequality in $\mathbb{R}^{N}$

$$
\begin{equation*}
\operatorname{sign} u \cdot L u-a_{0}(x)|u|^{q} \geq-k \tag{DI}
\end{equation*}
$$

In this connection we suppose
$\left.{ }^{*}\right) L$ is the uniformly elliptic operator with the ellipticity constants $\nu, \mu$,
( $\nu \leq \mu$ ) and with bounded coefficients

$$
\begin{gathered}
\left(\sum_{i=1}^{N}\left|a^{i}(x)\right|^{2}\right)^{1 / 2}+|a(x)| \leq m, \quad a(x) \leq 0 \\
a_{0}(x) \geq a_{0}>k N^{q-1}, \forall x \in G
\end{gathered}
$$

where $m, a_{0}, k$ are nonnegative constants.
We derive as a preliminary the next statements.
Lemma 6.9. Let $L$ satisfy (*). There are a bounded domain $D \subset \mathbb{R}^{N}$ containing the origin $\mathcal{O}$ and a positive function $U(x)$ defined in $D$ such that

$$
\left\{\begin{array}{l}
L U-a_{0} U^{q} \leq-k, x \in D  \tag{6.1.28}\\
U(0)=1, \quad \lim _{x \rightarrow \partial D} U(x)=\infty
\end{array}\right.
$$

Proof. We first set $U(x)=\sum_{i=1}^{N} y\left(x_{i}\right)$, where $y(t)$ is a positive solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\mu y^{\prime \prime}(t)+m\left|y^{\prime}(t)\right|-a_{0} y^{q}=-\frac{k}{N}  \tag{6.1.29}\\
y(0)=\frac{1}{N}, y^{\prime}(0)=0
\end{array}\right.
$$

By setting $y^{\prime}=p(y)$ we get

$$
\begin{equation*}
t=\int_{1 / N}^{y} \frac{d \eta}{p(\eta)} \tag{6.1.30}
\end{equation*}
$$

### 6.1 Strong solutions for nondivergent EQUATIONS

The function $p(y)$ is a solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\mu p p^{\prime}+m|p|-a_{0} y^{q}=-\frac{k}{N}  \tag{6.1.31}\\
p\left(\frac{1}{N}\right)=0
\end{array}\right.
$$

Now we apply the Hardy theorem (see, for example, Theorem $3 \S 5$, chapter V [38]). By virtue of this theorem, any positive solution of (6.1.31) fulfills the asymptotic relation

$$
\begin{equation*}
p(\eta) \sim \eta^{\kappa} \quad \text { as } \eta \rightarrow+\infty, \kappa \in \mathbb{R} . \tag{6.1.32}
\end{equation*}
$$

Now we calculate the quantity $\kappa$. From (6.1.31) we infer $\mu \eta^{\kappa} p^{\prime}(\eta)+m \eta^{\kappa} \sim a_{0} \eta^{q}$ as $\eta \rightarrow+\infty$ or

$$
\begin{equation*}
p^{\prime}(\eta) \sim \frac{1}{\mu}\left(a_{0} \eta^{q-\kappa}-m\right) \quad \text { as } \eta \rightarrow+\infty \tag{6.1.33}
\end{equation*}
$$

Integrating the relation (6.1.33) with regard to (6.1.32) we find

$$
\begin{equation*}
p(\eta) \sim \frac{1}{\mu}\left(a_{0} \frac{\eta^{q-\kappa+1}}{q-\kappa+1}-m \eta\right) \quad \text { as } \eta \rightarrow+\infty . \tag{6.1.34}
\end{equation*}
$$

From (6.1.32) and (6.1.34) it follows that $\kappa=q-\kappa+1 \geq 1$, or $\kappa=\frac{q+1}{2}, q \geq 1 \Rightarrow$

$$
\begin{equation*}
\int_{1 / N}^{\infty} \frac{d \eta}{p(\eta)} \sim \int_{1 / N}^{\infty} \frac{d \eta}{\eta^{\frac{q+1}{2}}}<\infty, \text { if } q>1 \tag{6.1.35}
\end{equation*}
$$

From (6.1.30) and (6.1.35) it follows that

$$
y(t) \rightarrow \infty \text { as } t \rightarrow \int_{1 / N}^{\infty} \frac{d \eta}{p(\eta)}<\infty .
$$

Now we remark that because of (*)

$$
y^{\prime \prime}(0)=\frac{1}{\mu}\left(\frac{a_{0}}{N^{q}}-\frac{k}{N}\right)>0
$$

and, consequently, by the continuity of $y^{\prime \prime}$, we have $y^{\prime \prime}(t)>0$ in a certain neighborhood of zero. Therefore, returning now to $U(x)$ we have

$$
\begin{gathered}
U_{x_{i}}=y^{\prime}\left(x_{i}\right), \quad U_{x_{i} x_{j}}=\delta_{i}^{j} y^{\prime \prime}\left(x_{i}\right), \\
L U \equiv \sum_{i=1}^{N} a^{i i}(x) y^{\prime \prime}\left(x_{i}\right)+\sum_{i=1}^{N} a^{i}(x) y^{\prime}\left(x_{i}\right)+a(x) \sum_{i=1}^{N} y\left(x_{i}\right) \leq \\
\leq \mu \sum_{i=1}^{N} y^{\prime \prime}\left(x_{i}\right)+m \sum_{i=1}^{N}\left|y^{\prime}\left(x_{i}\right)\right|=\sum_{i=1}^{N}\left(a_{0} y^{q}\left(x_{i}\right)-\frac{k}{N}\right) \leq a_{0} U^{q}-k,
\end{gathered}
$$

if we recall (6.1.29) and use the Jensen inequality (1.2.5). Thus we proved (6.1.28) as well as our Lemma.

Lemma 6.10. There exists $R_{0}>0$ such that in the ball $B_{R_{0}}(0)$ there is no solution of the inequality ( $D I$ ), satisfying the condition $|u(0)|>1$.

Proof. For $R_{0}$ we take any number $R$ such that $B_{R}(0) \supset \supset D$, where $D$ is the domain constructed in Lemma 6.9. Let $u$ be a positive solution of $(D I)$ in $B_{R_{0}}(0)$ with $u(0)>1$. We define in $D$ the function $w=u-U$, where $U$ is the function constructed in Lemma 6.9. By Lemma 6.9, the function $w$ has the following properties: $\lim _{x \rightarrow \partial D} w(x)=-\infty, \quad w(0)>0$. We set $D_{+}=\{x \in D \mid w(x)>0\}$. Since $\mathcal{O} \in D_{+}$we have $D_{+} \neq \emptyset$. Now we apply the comparison principle (Theorem 6.8) to $w$ in $D$

$$
\begin{cases}L u \geq a_{0} u^{q}-k \equiv g(u) & \text { in } D \\ L U \leq a_{0} U^{q}-k=g(U) & \text { in } D \\ u<U & \text { on } \partial D\end{cases}
$$

From the comparison principle it follows that $w<0$ in $D$, and hence $w<0$ in $D_{+}$. We get a contradiction with the definition of $D_{+}$.

Lemma 6.11. If $u(x)$ is a strong solution of the inequality (DI) in $B_{R}\left(x_{0}\right)$ such that $\left|u\left(x_{0}\right)\right|>h$, then

$$
\begin{equation*}
R \leq R_{0} h^{\frac{1-q}{2}} \tag{6.1.36}
\end{equation*}
$$

where $R_{0}$ depends only on $\nu, \mu, q, a_{0}, N$.
Proof. We make the change of variables $x-x_{0}=h^{\frac{1-q}{2}} x^{\prime}$ and $u=$ $h v$. The function $v$ satisfies ( $D I$ ), and $|v(0)|>1$. Hence, by Lemma 6.10, $v\left(x^{\prime}\right)$ is defined in a ball of radius not exceeding $R_{0}$, that is in the ball $\left|x^{\prime}\right|<R h^{\frac{q-1}{2}} \leq R_{0} \quad \Rightarrow \quad R \leq R_{0} h^{\frac{1-q}{2}}$.

Corollary 6.12. Let $G$ be a bounded domain containing the origin $\mathcal{O}$. Let $u(x)$ be a strong solution of inequality $(D I)$ in $G \backslash \mathcal{O}$. Then

$$
\begin{equation*}
|u(x)| \leq c|x|^{\frac{2}{1-q}}, \tag{6.1.37}
\end{equation*}
$$

where $c>0$ is a constant depending on $\nu, \mu, q, a_{0}, N$.
Now we are estimating the modulus of a strong solution of (SL). At first we derive an auxiliary estimate.

Lemma 6.13. Let $u(x)$ be a strong solution of (SL) and the conditions a)-c) are satisfied. In addition, suppose $a_{0}(x) \geq a_{0}=$ const $>0$. Then there are $d>0, c_{0}>0$ such that the inequality

$$
\begin{equation*}
|u(x)| \leq c_{0}|x|^{\frac{2}{1-q}}, \quad x \in G_{0}^{d} \tag{6.1.38}
\end{equation*}
$$

### 6.1 Strong solutions for nondivergent EQUATIONS

holds.
Proof. Let us perform the substitution of variables $x=\varrho x^{\prime}, u\left(\varrho x^{\prime}\right)=$ $h v\left(x^{\prime}\right), h>0$ in the problem (SL). The function $v\left(x^{\prime}\right)$ is a solution in the domain $G_{1 / 2}^{1}$ of the problem

$$
\left\{\begin{array}{l}
L^{\prime} v \equiv a^{i j}\left(\varrho x^{\prime}\right) v_{x_{i}^{\prime} x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) v_{x_{i}^{\prime}}+\varrho^{2} a\left(\varrho x^{\prime}\right) v=  \tag{6.1.39}\\
\quad=\varrho^{2} h^{q-1} a_{0}\left(\varrho x^{\prime}\right) v|v|^{q-1}+\varrho^{2} h^{-1} f\left(\varrho x^{\prime}\right), x^{\prime} \in G_{1 / 2}^{1} \\
v\left(x^{\prime}\right)=0, \quad x^{\prime} \in \Gamma_{1 / 2}^{1}
\end{array}\right.
$$

Now we choose $h>0$ so

$$
\begin{equation*}
\varrho^{2} h^{q-1}=1 \tag{6.1.40}
\end{equation*}
$$

Because of $a_{0}(x) \geq a_{0}>0$ and the assumption c), from (6.1.39) and (6.1.40) it follows that

$$
\begin{equation*}
\operatorname{sign} v \cdot L^{\prime} v-a_{0}|v|^{q} \geq \varrho^{\frac{2 \varrho}{q-1}} f\left(\varrho x^{\prime}\right) \operatorname{sign} v \geq-k_{1} \varrho^{\beta+\frac{2 q}{q-1}} \tag{6.1.41}
\end{equation*}
$$

But $\beta>-1, q>1$, therefore $\beta+\frac{2 q}{q-1}>\frac{q+1}{q-1}>0$. Hence for $0<\varrho \leq d<1$, we have $\varrho^{\beta+\frac{2 q}{q-1}} \leq \varrho^{\frac{q+1}{q-1}} \leq d^{\frac{q-1}{q-1}}$. Now from (6.1.41) we obtain

$$
\begin{equation*}
\operatorname{sign} v \cdot L^{\prime} v-a_{0}|v|^{q} \geq-k_{1} d^{\frac{q+1}{q-1}} \tag{6.1.42}
\end{equation*}
$$

By setting $k=k_{1} d^{\frac{q+1}{q-1}}$, we see from (6.1.42) that for a small positive $d$, namely

$$
\begin{equation*}
0<d<\left(\frac{a_{0}}{k_{1} N^{q-1}}\right)^{\frac{q-1}{q+1}} \tag{6.1.43}
\end{equation*}
$$

the following inequalities

$$
\begin{equation*}
\operatorname{sign} v \cdot L^{\prime} v-a_{0}|v|^{q} \geq-k, \quad a_{0}>k N^{q-1} \tag{6.1.44}
\end{equation*}
$$

hold. This allows us to apply Corollary 6.12 and we obtain

$$
\left|v\left(x^{\prime}\right)\right| \leq M_{0}^{\prime}, \quad x^{\prime} \in G_{1 / 2}^{1}
$$

where $M_{0}^{\prime}>0$ is a constant depending only on $\nu, \mu, q, a_{0}, N, \sup _{x \in G} \mathcal{A}(|x|)$.
Returning to the former variables we get

$$
\begin{equation*}
|u(x)| \leq M_{0}^{\prime} \varrho^{\frac{2}{1-q}}, \quad x \in G_{\varrho / 2}^{\varrho}, \quad \varrho \in(0, d) \tag{6.1.45}
\end{equation*}
$$

Taking $|x|=\frac{2 \varrho}{3}$ finally we arrive to the desired inequality (6.1.38).

Lemma 6.14. Let $L$ be a linear elliptic operator with the conditions a)aaa). Then for $\forall \gamma \in(-\lambda-N+1, \lambda-1)$ there exist a number $d>0$ and the function $w \in C^{0}\left(\overline{G_{0}^{d}}\right) \cap C^{2}\left(G_{0}^{d}\right)$ with the following properties

$$
\begin{gather*}
L w \leq-\frac{(\lambda+N+\gamma-1)(\lambda-\gamma-1)}{2 \lambda(\lambda+N-2)} r^{\gamma-1}, \quad x \in G_{0}^{d}  \tag{6.1.46}\\
0 \leq w(x) \leq c|x|^{1+\gamma}, \quad x \in G_{0}^{d}  \tag{6.1.47}\\
\left\{\begin{array}{l}
w(x)>0, \\
w(x) \geq \frac{\rho^{\gamma+1}}{\lambda(\lambda+N-2)},
\end{array} \quad x \in \Omega_{\varrho}, \quad 0<\varrho \leq d,\right. \tag{6.1.48}
\end{gather*}
$$

where $c$ depends only on $\lambda, \gamma, N, \Omega$.
Proof. Let us consider in the domain $\Omega \subset S^{N-1}$ the auxiliary Dirichlet problem for the Beltrami-Laplace operator

$$
\begin{cases}\triangle_{\omega} \psi+(1+\gamma)(N-1+\gamma) \psi=-1, & \omega \in \Omega \\ \psi(\omega)=0, & \omega \in \partial \Omega\end{cases}
$$

It is well known (see Subsection $3 \S 2$, chapter 7 [203]) that this problem has the unique solution having the properties

$$
\psi \in C^{2}(\Omega) \cap C^{0}(\bar{\Omega}), \psi>0 \text { in } \Omega,\|\psi\|_{C^{2}(\Omega)} \leq c(\gamma, N, \Omega)
$$

provided the inequality

$$
\begin{equation*}
(1+\gamma)(N-1+\gamma)<\lambda(\lambda+N-2) \tag{6.1.49}
\end{equation*}
$$

is satisfied. The solutions of the latter inequality are the numbers

$$
\gamma \in(-\lambda-N+1, \lambda-1)
$$

Now we define the function

$$
\begin{equation*}
w(x)=|x|^{1+\gamma}\left(\psi(\omega)+\frac{1}{\lambda(\lambda+N-2)}\right) \tag{6.1.50}
\end{equation*}
$$

By direct calculation we get

$$
\begin{equation*}
\Delta w=-\frac{(\lambda+N+\gamma-1)(\lambda-\gamma-1)}{\lambda(\lambda+N-2)}|x|^{\gamma-1} . \tag{6.1.51}
\end{equation*}
$$

Now, by the assumptions a)-aaa), we have

$$
\begin{aligned}
L w=\Delta w+ & \left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} w(x)+a^{i}(x) D_{i} w(x)+a(x) w(x) \leq \\
& \leq \Delta w+c \mathcal{A}(r)\left(\left|D^{2} w\right|+r^{-1}|D w|+r^{-2}|w|\right) \leq \\
\leq & r^{\gamma-1}\left(c \mathcal{A}(r)-\frac{(\lambda+N+\gamma-1)(\lambda-\gamma-1)}{\lambda(\lambda+N-2)}\right),
\end{aligned}
$$

where $c>0$ depend only on $\lambda, \gamma, N, \Omega$. By the continuity of $\mathcal{A}(r)$ at zero, we find $d>0$ such that

$$
\mathcal{A}(r) \leq \frac{(\lambda+N+\gamma-1)(\lambda-\gamma-1)}{2 c \lambda(\lambda+N-2)}, \quad r \in(0, d) .
$$

By this (6.1.46) is proved. The other properties of $w$ are trivial.
Definition 6.15. The above constructed function $w$ we shall call the barrier function.

Theorem 6.16. Let $u(x)$ be a strong solution of $(S L)$ and the conditions a)-c) are satisfied. In addition, suppose $0<a_{0} \leq a(x) \leq a_{1}$, where $a_{0}, a_{1}$ are positive constants.

Then for $\forall \varepsilon>0$ there are positive constants $c_{\varepsilon}, d$ independent of $u$ such that the following estimate holds

$$
\begin{gather*}
|u(x)| \leq c_{\varepsilon}|x|^{\lambda-\varepsilon}, \quad x \in G_{0}^{d}  \tag{6.1.52}\\
\text { if } \quad \beta+2 \geq \lambda>1, \quad q>1+\frac{2}{\lambda+N-2} .
\end{gather*}
$$

Proof. Since $\left|a_{0}(x)\right| \leq a_{1}$ then from (SL), in virtue of (6.1.38) and the assumption c ), it follows

$$
\begin{equation*}
L u \geq-a_{1}|u|^{q}-k_{1} r^{\beta} \geq-c_{0}^{q} a_{1} r^{\frac{2 q}{1-q}}-k_{1} r^{\beta} . \tag{6.1.53}
\end{equation*}
$$

Set

$$
\begin{equation*}
\gamma-1=\frac{2 q}{1-q} \in(-\lambda-N, \lambda-2) \tag{6.1.54}
\end{equation*}
$$

It is easily seen that such a number $\gamma$ satisfies Lemma 6.14 about the barrier function. Let

$$
\begin{equation*}
B \geq \frac{2 \lambda(\lambda+N-2)\left(k_{1}+a_{1} c_{0}^{q}\right)}{(\lambda+N-1+\gamma)(\lambda-1-\gamma)} \tag{6.1.55}
\end{equation*}
$$

Now from (6.1.53), (6.1.46), (6.1.54) taking into account $\beta \geq \lambda-2>\frac{2 q}{1-q}$ it follows that

$$
\begin{equation*}
L(B w) \leq L u, \quad x \in G_{\varepsilon}^{d}, \quad \forall \varepsilon>0 . \tag{6.1.56}
\end{equation*}
$$

Moreover, from the properties of the barrier function it follows that

$$
\begin{gather*}
u(x)=0<w(x), \quad x \in \Gamma_{\varepsilon}^{d}, \quad \forall \varepsilon>0  \tag{6.1.57}\\
B w(x) \geq \frac{B}{\lambda(\lambda+N-2)}|x|^{\frac{2}{1-q}} \geq c_{0}|x|^{\frac{2}{1-q}} \geq u(x)  \tag{6.1.58}\\
x \in \Omega_{\varrho}, 0<\varrho \leq d, \text { if } B \geq c_{0} \lambda(\lambda+N-2)
\end{gather*}
$$

Thus, if the number $B>0$ satisfies (6.1.55), (6.1.58), then it is proved that

$$
\begin{cases}L(B w) \leq L u & \text { in } G_{\varepsilon}^{d} \\ u(x) \leq B w(x) & \text { on } \partial G_{\varepsilon}^{d}\end{cases}
$$

By the comparison principle (Theorem 4.4), hence we obtain

$$
u(x) \leq B w(x), \quad x \in \overline{G_{\varepsilon}^{d}}, \forall \varepsilon \in(0, d)
$$

Similarly $u(x)$ is estimated from below. Thus we get

$$
|u(x)| \leq c|x|^{1+\gamma}, \quad x \in \overline{G_{0}^{d}} \backslash \mathcal{O}
$$

where $\gamma$ satisfies (6.1.54). In particular, we can choose $1+\gamma=\lambda-\varepsilon$, $\forall \varepsilon>0$, which gives us the estimate sought for. Our theorem is proved.

### 6.2. The behavior of weak solutions for divergence equations near a conical point

Here we study the properties of weak solutions of the Dirichlet problem for the divergence semilinear uniformly elliptic second order equation in a neighborhood of conical boundary point
$(D S L) \quad\left\{\begin{aligned} \mathcal{L} u & :=\frac{\partial}{\partial x_{i}}\left(a^{i j}(x) u_{x_{j}}+a^{i}(x) u\right)+b^{i}(x) u_{x_{i}}+c(x) u= \\ & =a_{0}(x) u|u|^{q-1}, q>0, \quad x \in G_{\varepsilon} ; \\ u(x) & =0 \text { on } \Gamma_{\varepsilon}, \forall \varepsilon>0 .\end{aligned}\right.$
Definition 6.17. The function $u(x) \in W^{1}\left(G_{\varepsilon}\right) \cap L^{\infty}\left(G_{\varepsilon}\right)$ is called a weak solution of the problem ( $D S L$ ) provided that it satisfies the integral identity

$$
\begin{gather*}
\int_{G}\left\{a^{i j}(x) u_{x_{j}} \eta_{x_{i}}+a^{i}(x) u \eta_{x_{i}}-b^{i}(x) u_{x_{i}} \eta-c(x) u \eta+\right. \\
\left.+a_{0}(x) u|u|^{q-1} \eta\right\} d x=0 \tag{III}
\end{gather*}
$$

for all $\eta(x) \in W^{1}(G)$, which has a support compact in $G$.
In the following we will always make the following assumptions
i) $G \subset K$ is a bounded domain;
a) the uniform ellipticity condition

$$
\nu|\xi|^{2} \leq a^{i j}(x) \xi_{i} \xi_{j} \leq \mu|\xi|^{2} \quad \forall \xi \in \mathbb{R}^{n}, x \in \bar{G}
$$

with some $\nu, \mu>0 ; \quad a^{i j}(0)=\delta_{i}^{j} ;$
aa) $a^{i j}(x) \in C^{0}(\bar{G}), \quad(i, j=1, \ldots, N) ; \quad a^{i}(x), b^{i}(x) \in L_{p}(G)$, $(i=1, \ldots, N) ; c(x) \in L_{p / 2}(G), p>N ;$
6.2 Weak solutions for divergence EQUATIONS
aaa) there exists a monotonically increasing nonnegative continuous at zero function $\mathcal{A}(r), \quad \mathcal{A}(0)=0$ such that for all $x \in \bar{G}$
$\left(\sum_{i, j=1}^{N}\left|a^{i j}(x)-a^{i j}(0)\right|^{2}\right)^{1 / 2}+|x|\left(\sum_{i=1}^{N} a^{i^{2}}(x)\right)^{1 / 2}+|x|^{2}|a(x)| \leq A(|x|) ;$
b) $0 \leq a_{0}(x) \leq a_{0}=$ const is a nonnegative measurable in $G$ function;
c) for all $\eta(x) \in W^{1}(G)$ which has a support compact in $G$

$$
\int_{G}\left(c(x) \eta-a^{i}(x) D_{i} \eta\right) d x \leq 0 .
$$

Now we derive a bound of the weak solution of ( $D S L$ ) modulus. Let $\lambda$ be the smallest positive eigenvalue of ( $E V P I$ ) with (2.5.11).

Theorem 6.18. Let $u$ be a weak solution of (DSL) and the conditions i) and a)-c) are satisfied. Suppose that

$$
\int_{G} r^{\alpha}|D u|^{2} d x<\infty \text { at some } \alpha \in[2,2 \lambda+N)
$$

Then $\forall \varepsilon>0$, there is a positive constant $c_{\varepsilon}$, determined only by $\nu, \mu, q, N$, $\max _{x \in \bar{G}} \mathcal{A}(|x|), G$ such that

$$
\begin{equation*}
|u(x)| \leq c_{\varepsilon}|x|^{\lambda-\varepsilon} \tag{6.2.1}
\end{equation*}
$$

Proof. Let $v \in W^{1}\left(G_{0}^{d}\right)$ be a weak solution of the linear problem

$$
\left\{\begin{array}{l}
\mathcal{L} v=0 \\
\left.v\right|_{\Omega_{d}}=u_{+},\left.\quad v\right|_{\Gamma_{0}^{d}}=0,
\end{array} \quad \text { in } G_{0}^{d},\right.
$$

where $u_{+}$is the positive part of $u$. The constant $d>0$ we choose so that $G_{0}^{d} \subset G$. Such $v$ exists and is unique. By Theorem 5.8, we obtain

$$
\begin{equation*}
|v(x)| \leq c_{\varepsilon}|x|^{\lambda-\varepsilon} \tag{6.2.2}
\end{equation*}
$$

Let us show that

$$
\begin{equation*}
u(x) \leq v(x) \tag{6.2.3}
\end{equation*}
$$

Suppose the contrary is true, that is we have $u(x)>v(x)$ in a domain $D \subset G_{0}^{d}$. Then

$$
\begin{cases}\mathcal{L}(u-v) \geq 0 & \text { in } D  \tag{6.2.4}\\ \int_{G} r^{\alpha}|D(u-v)|^{2} d x<\infty \forall \alpha \in[2,2 \lambda+N) & \end{cases}
$$

is satisfied. In fact, in $D$ we obtain

$$
\mathcal{L}(u-v)=a_{0}(x) u|u|^{q-1}>a_{0}(x) v|v|^{q-1} \geq 0
$$

since, by weak maximum principle, $v \geq 0$ in $G_{0}^{d}$. Moreover, by Theorem 5.5 , it is easily seen that

$$
\int_{G_{0}^{d}} r^{\alpha}|D v|^{2} d x<\infty \forall \alpha \in[2,2 \lambda+N)
$$

and therefore (6.2.4) is verified. From (6.2.4) and Theorem 5.11 it follows that $u=v$. Thus, $u$ satisfies (6.2.1) too.

Theorem 6.18 is a simple extension of well known results of the linear equation theory to $(D L)$. It should be noted that we cannot take $u>0$ in (6.2.1) without additional restrictions. The following theorem is only valid for solutions of nonlinear equations. Note that the behavior of $u(x)$ in the neighborhood of the vertex of the cone is not restricted a priori in the theorem, which is mandatory in the theory of linear problems. It is usually required in linear problems that either the Dirichlet integral be limited or the solution be continuous.

Theorem 6.19. If $a_{0}(x) \geq a_{0}=$ const $>0, x \in G, q>1$,

$$
\begin{equation*}
\frac{2}{1-q}>2-N-\lambda \tag{6.2.5}
\end{equation*}
$$

then inequality (6.2.1) is satisfied.
Proof. We state the assertion established in [172]. Let $q>1, a_{0}(x) \geq$ $a_{0}>0$, and $u(x)$ be a solution of $(D S L)$ in some domain $G \ni \mathcal{O}$, which is inside the unit sphere $|\mathrm{x}|<1$ and vanishes in that part of $\partial G$ which is strictly inside the sphere. Then

$$
\begin{equation*}
|u(0)| \leq C_{1}, \int_{|x|<1 / 2, x \in G}|\nabla u|^{2} d x \leq C_{2} \tag{6.2.6}
\end{equation*}
$$

where the constants $C_{1}$ and $C_{2}$ are only dependent on the elliptic constants of ( $D S L$ ) [assumption a)] and on $a_{0}$ and $q$. If we change the variables so that $x=\rho x^{\prime}, u=h v$, and $\rho^{-2}=h^{q-1}$, which retains the structure of ( $D S L$ ), then we obtain the following assertion from (6.2.6).

Let $u(x)$ be a solution of ( $D S L$ ) in domain $G_{\rho / 2}^{2 \varrho}$ and vanishes in $\Gamma_{\varrho / 2}^{2 \varrho}$. Then

$$
\begin{equation*}
\int_{G_{3 e / 4}^{3 \rho / 2}}|\nabla u|^{2} d x \leq C_{2} \varrho^{2 \cdot \frac{1+q}{1-q}+N} . \tag{6.2.7}
\end{equation*}
$$

### 6.2 Weak solutions for divergence

According to (6.2.7)

$$
\begin{equation*}
\int_{G} r^{\alpha}|\nabla u|^{2} d x<\infty \tag{6.2.8}
\end{equation*}
$$

whenever

$$
\begin{equation*}
\alpha+2 \cdot \frac{1+q}{1-q}+N>0 \tag{6.2.9}
\end{equation*}
$$

Since, in view of the condition of Theorem 6.19,

$$
2 \cdot \frac{1+q}{1-q}+N=2\left(\frac{2}{1-q}-1+N\right)>2-N-2 \lambda
$$

we can choose an $\alpha<2 \lambda+N-2$ which satisfies (6.2.9). In this case (6.2.8) is satisfied and we can use Theorem 6.18. This is the proof of the inequality (6.2.1).

ThEOREM 6.20. If $0<q<1, \quad a_{0}(x) \geq a_{0}=$ const $>0$, $\frac{2}{1-q}<\lambda, u(x) \in W_{2}^{1}(G)$, then $u(x) \equiv 0$ in some neighborhood of the vertex of the cone $K$.

Proof. The following statement was proved in [173]. Let $G \ni \mathcal{O}$ be in the unit sphere, let $u(x)$ be the solution of (DSL), and let $u(x)=0$ in that part of $\partial G$ which is strictly inside the unit sphere. There exists a $B=$ const $>0$ which depends only on $q, \nu, \mu$ and on $a_{0}$. If $|u(x)| \leq B$ at $|x|=1, x \in \bar{G}$, then $u(0)=0$. The constant $B$ does not depend on either $u$ or the structure of domain $G$. Thus, using the transform $x=\varrho x^{\prime}, u=$ $h v, \varrho^{-2}=h^{q-1}$, we readily obtain the following statement.

Let $u(x)$ be the solution of ( $D S L$ ) in the part of the domain $G \ni \mathcal{O}$ lying inside the sphere $|x|<2 \varrho$, and vanishes in that part of $\partial G$, inside the sphere. If

$$
\begin{equation*}
|u(x)| \leq B \varrho^{\frac{2}{1-q}} \tag{6.2.10}
\end{equation*}
$$

for $|x|=2 \varrho, x \in \bar{G}$, then $u(x) \equiv 0$ for $|x|<\varrho$.
If the conditions of Theorem 6.20 are satisfied, we will obtain (6.2.1), by applying Theorem 6.18. Inequality (6.2.1) yields (6.2.10) at small $\varrho$. Hence, $u(x) \equiv 0$ if $|x|<\varrho$.

Note that if the condition (6.2.5) of Theorem 6.19 is not satisfied, then ( $D S L$ ) has unbounded solutions in the neighborhood of $x=0$. We will now prove this fact under the assumption $a^{i}(x)=b^{i}(x)=c(x) \equiv 0$. We state some assertions about the characteristics of the solutions of linear elliptic equations in conic domains for which we shall use [161].

1. Let $K$ be a cone in $\mathbb{R}^{n}$. We consider the boundary value problem

$$
\begin{cases}\sum_{i, j=1}^{N} \frac{\partial}{\partial x_{i}} a_{i j}(x) \frac{\partial u}{\partial x_{j}}=\sum_{i=1}^{N} \frac{\partial f^{i}}{\partial x_{i}}+f_{0}(x), & x \in K  \tag{6.2.11}\\ u(x)=0, & x \in \partial K\end{cases}
$$

Let $\beta$ be such that $\frac{\beta^{2}-(N-2)^{2}}{4}$ is not an eigenvalue of $(E V D)$. There exists a $\delta>0$, which depends on $K$ and $\beta$ such that if

$$
\left|a^{i j}(x)-\delta_{i}^{j}\right| \leq \delta, x \in K
$$

$$
\begin{equation*}
\int_{K}|x|^{\beta+2} f_{0}^{2} d x+\int_{K} \sum_{i=1}^{N}|x|^{\beta}\left|f^{i}\right|^{2} d x<\infty \tag{6.2.12}
\end{equation*}
$$

then there exists a unique solution of (6.2.11) such that

$$
\begin{align*}
& \int_{K}|x|^{\beta}|\nabla u|^{2} d x+\int_{K}|x|^{\beta-2} u^{2} d x \leq C \int_{K}|x|^{\beta+2} f_{0}^{2} d x+  \tag{6.2.13}\\
& \quad+C \int_{K} \sum_{i=1}^{N}|x|^{\beta}\left|f^{i}\right|^{2} d x .
\end{align*}
$$

This statement is proved for $a^{i j}(x) \equiv \delta_{i}^{j}$ in [161]. It follows from the Banach theorem on the invertibility of the sum of an invertible operator and the operator which is small by the norm.
2. (See [161]). Suppose that $K$ is a cone in $\mathbb{R}^{N}, \lim _{x \rightarrow 0} a^{i j}(x)=\delta_{i}^{j}$, the numbers $\beta_{1}$ and $\beta_{2}$ are such that the interval

$$
\left[\frac{\beta_{1}^{2}-(N-2)^{2}}{4}, \frac{\beta_{2}^{2}-(N-2)^{2}}{4}\right]
$$

has no points from spectrum of $(E V D)$, and $u(x)$ is a solution of (6.2.11),

$$
\begin{aligned}
& \sum_{i=1}^{N} \int_{K}|x|^{\beta_{1}}\left|f^{i}\right|^{2} d x+\sum_{i=1}^{N} \int_{K}|x|^{\beta_{2}}\left|f^{i}\right|^{2} d x+ \\
& +\int_{K}|x|^{\beta_{1}+2} f_{0}^{2} d x+\int_{K}|x|^{\beta_{2}+2} f_{0}^{2} d x<\infty \\
& \int_{K}|x|^{\beta_{2}}|\nabla u|^{2} d x+\int_{K}|x|^{\beta_{2}-2} u^{2} d x<\infty .
\end{aligned}
$$

### 6.2 Weak solutions for divergence

Then

$$
\begin{equation*}
\int_{K_{0}^{1}}|x|^{\beta_{1}}|\nabla u|^{2} d x+\int_{K_{0}^{1}}|x|^{\beta_{1}-2} u^{2} d x<\infty . \tag{6.2.14}
\end{equation*}
$$

Let us consider (6.2.11) where $f^{i} \equiv 0, i=0,1, \ldots, N$. We will show that if $\delta$ in (6.2.12) is small, $a^{i j}(x) \equiv \delta_{i}^{j}$ at $|x|>R_{1}$, then (6.2.11) has a nontrivial solution. Let $\Gamma_{0}(x)=|x|^{2-N-\lambda} \Phi(\omega)$, where $\Phi(\omega)>0$ in $K$ is the eigenfunction of (EVD) corresponding to $\vartheta$. We seek $\Gamma(x)$, the solution of (6.2.11), in the form of $\Gamma(x)=\Gamma_{0}(x)-V(x)$, where $V(x)$ is a solution of

$$
\begin{cases}\sum_{i, j=1}^{N} \frac{\partial}{\partial x_{i}}\left(a^{i j}(x) \frac{\partial V}{\partial x_{j}}\right)=\sum_{i, j=1}^{N} \frac{\partial}{\partial x_{i}}\left(a^{i j}(x)-\delta_{i}^{j}\right) \frac{\partial \Gamma_{0}}{\partial x_{j}}= &  \tag{6.2.15}\\ V(x)=0, & =\sum_{i=1}^{N} \frac{\partial}{\partial x_{i}} F^{i}(x), \\ & x \in K \\ & x \in \partial K .\end{cases}
$$

Note that

$$
\begin{equation*}
\sum_{i=1}^{N} \int_{K}\left|F^{i}\right|^{2}|x|^{\beta} d x<\infty \tag{6.2.16}
\end{equation*}
$$

if $\beta>N-2+2 \lambda$. We fix $\beta$ so that $N-2+2 \lambda<\beta<-N+2-2 \lambda_{-}^{1}(K)$, where $\lambda_{-}^{1}(K)=\frac{1}{2}\left(2-N-\sqrt{(N-2)^{2}+4 \vartheta_{2}}\right), \vartheta_{2}$ is the smallest eigenvalue of (EVD) which is larger than $\vartheta$. It follows from (6.2.13) that according to the condition of (6.2.12) there exists a $V(x)$, a solution of (6.2.15) such that

$$
\begin{equation*}
\int_{K}|x|^{\beta-2} V^{2} d x+\int_{K}|x|^{\beta}|\nabla V|^{2} d x \leq \sum_{i=1}^{N} \int_{K}|x|^{\beta}\left|F^{i}\right|^{2} d x . \tag{6.2.17}
\end{equation*}
$$

We will now discuss some characteristics of $V(x)$ and $\Gamma(x)$. It follows from the classical estimates of the solutions of the elliptic differential equations that

$$
\begin{equation*}
V^{2}(x) \leq C \lambda^{-N} \int_{K_{\lambda / 2}^{2 \lambda}} V^{2} d x, \quad \text { if }|x|=\lambda \tag{6.2.18}
\end{equation*}
$$

From this and (6.2.17) we have

$$
V^{2}(x) \leq C_{1}|x|^{-N+2-\beta}=o\left(|x|^{4-N-2 \lambda}\right) \text { as } x \rightarrow \infty .
$$

Besides, $\left|\Gamma_{0}(x)\right| \leq C|x|^{2-N-\lambda} \rightarrow 0$ as $|x| \rightarrow \infty$. Hence, $\Gamma \rightarrow 0$ as $x \rightarrow \infty$. Since $\Gamma_{0}(x)=\Phi(\omega)|x|^{2-N-\lambda}$ and $V(x)=o\left(|x|^{2-N-\lambda}\right)$, then $\Gamma \not \equiv 0$. Note
that

$$
\begin{equation*}
\int_{K_{0}^{1}}|x|^{\alpha}|\nabla \Gamma|^{2} d x+\int_{K_{0}^{1}}|x|^{\alpha-2} \Gamma^{2} d x=\infty \tag{6.2.19}
\end{equation*}
$$

at any $\alpha$ such that $\alpha<N-2+2 \lambda$. Otherwise we would have $|\Gamma(x)| \leq C_{\varepsilon}|x|^{\lambda-\varepsilon}$, that is, $\Gamma(x) \rightarrow 0$ as $x \rightarrow 0$. This is impossible, in view of the maximum principle. Finally, from (6.2.14) we have

$$
\begin{equation*}
\int_{K_{0}^{1}} \Gamma^{2}|x|^{s-2} d x+\int_{K_{0}^{1}}|x|^{s}|\nabla \Gamma|^{2} d x<\infty \tag{6.2.20}
\end{equation*}
$$

regardless of $s>N-2+2 \lambda$. According to (6.2.20) and (6.2.18) we also have that $|\Gamma(x)| \leq C_{\varepsilon}|x|^{2-N-\lambda-\varepsilon}$ for any $\varepsilon>0$.

Using $\Gamma(x)$, we construct an unbounded solution of ( $D S L$ ) provided $a^{i}(x)=b^{i}(x)=c(x) \equiv 0$. Suppose that $d_{1}$ is so small that for $x \in K_{0}^{d_{1}}$ (6.2.12) is satisfied for some $\beta>N-2+2 \lambda$. We change $a^{i j}(x)$ at $|x|>d_{1}$, making them equal to $\delta_{i}^{j}$. We constructed $\Gamma(x)$, a solution of (6.2.11) at $f^{i} \equiv 0$, that is unbounded in the neighborhood of $x=0$ and satisfies (6.2.20). Suppose that $\Gamma(x) \rightarrow+\infty$ along a sequence $x_{m} \rightarrow 0$.

Let $\Gamma_{k}(x)$ be a solution of ( $D S L$ ) in the domain $G_{k}: x \in K, 2^{-k}<$ $|x|<d_{k}, k=1,2, \ldots$ such that

$$
\begin{equation*}
\left.u\right|_{\partial K \cap \bar{G}_{k}}=0,\left.\quad u\right|_{|x|=d_{1}}=\Gamma,\left.\quad u\right|_{|x|=2^{-k}}=\Gamma . \tag{6.2.21}
\end{equation*}
$$

Then ( $D S L$ ) has a solution satisfying (6.2.21) and it is unique. It can be constructed by the variational method. Let us consider $z(x)=-\Gamma(x)+$ $\Gamma_{k}(x)$. This function is a solution of

$$
\begin{cases}L(z)=a_{0}(x)\left|\Gamma_{k}\right|^{q-1} \Gamma_{k}=a_{0}(x) \frac{\left|\Gamma_{k}\right|^{q-1} \Gamma_{k}-\left|\Gamma_{k}\right|^{q-1} \Gamma}{\Gamma_{k}-\Gamma}\left(\Gamma_{k}-\Gamma\right)+  \tag{6.2.22}\\ \left.z\right|_{\partial K_{2-k}^{d_{1}}}=0 . & +a_{0}(x)\left|\Gamma_{k}\right|^{q-1} \Gamma, \\ & x \in K_{2^{-k}}^{d_{1}},\end{cases}
$$

It follows from Theorem 5.11 that for any $\alpha<2 \lambda+N-2$,

$$
\int_{K_{2-k}^{d_{1}}}|x|^{\alpha}|\nabla z|^{2} d x+\int_{K_{2-k}^{d_{1}}}|x|^{\alpha-2} z^{2} d x \leq
$$

$$
\begin{equation*}
\leq C \int_{K_{0}^{d_{1}}}|x|^{\alpha+2}|\Gamma(x)|^{2 q} d x \leq C C_{\varepsilon} \int_{K_{0}^{d_{1}}}|x|^{\alpha+2 q(2-N-\lambda)+2-\varepsilon} d x \leq A \tag{6.2.23}
\end{equation*}
$$

### 6.2 WEAK SOLUTIONS FOR DIVERGENCE EQUATIONS

if

$$
\begin{equation*}
\alpha+2+2 q(2-N-\lambda)-\varepsilon+N>0 \tag{6.2.24}
\end{equation*}
$$

We can choose $\alpha$ such that (6.2.24) is valid and $\alpha<N-2+2 \lambda$ since in this case $2>(1-q)(2-N-\lambda)$. The constant $A$ on the right-hand side of (6.2.23) is not dependent on $k$. Let us consider the boundary value problem in $K$

$$
\begin{cases}L(Z)=\left|a_{0}^{*}(x)\right||\Gamma(x)|^{q}=f_{0}(x), & x \in K,  \tag{6.2.25}\\ Z=0, & x \in \partial K,\end{cases}
$$

where

$$
a_{0}^{*}(x)= \begin{cases}a_{0}(x) & \text { at }|x|<d_{1} \\ 0 & \text { for }|x|>d_{1}\end{cases}
$$

If $\alpha$ satisfied (6.2.24) and $\alpha<N-2+2 \lambda$, then (6.2.22) has a solution such that (6.2.25) holds and

$$
\begin{equation*}
\int_{K}|x|^{\alpha}|\nabla Z|^{2} d x+\int_{K}|x|^{\alpha-2} Z^{2} d x<\infty \tag{6.2.26}
\end{equation*}
$$

It follows from (6.2.26) and (6.2.18) that $Z(x) \rightarrow 0$ as $|x| \rightarrow \infty$. In view of Theorem 5.11, $Z(x)<0$ in $K$. From this and (6.2.22) we have

$$
\begin{equation*}
|Z(x)| \leq|Z(x)| . \tag{6.2.27}
\end{equation*}
$$

This implies that $q_{k}(x)=a_{0}(x) \frac{\left|\Gamma_{k}\right|^{q-1} \Gamma_{k}-|\Gamma|^{q-1} \Gamma}{\Gamma_{k}-\Gamma}$ is uniformly bounded with respect to $k$ in each domain $K_{d_{0}}^{d_{1}}, d_{0}>0$. Hence, the functions $Z(x)$ form a sequence which contains a subsequence compact in the sense of the topology of inform convergence in each subdomain $K_{d_{0}}^{d_{1}}$. Let $Z_{0}(x)$ be its limit. It follows from (6.2.24) that $Z_{0}(x)$ satisfies (6.2.26). Thus, $u(x)=\Gamma(x)-z_{0}(x)$ is the solution of $(D S L)$ with $a^{i}(x)=b^{i}(x)=c(x) \equiv 0$ in $K_{d_{1}}$. According to (6.2.19) and (6.2.23)

$$
\int_{K}|x|^{q-2} u^{2} d x=\infty \text { for any } \alpha<N-2+2 \lambda,
$$

satisfying (6.2.24). It implies that $u(x)$ is the solution of ( $D S L$ ) with $a^{i}(x)=b^{i}(x)=c(x) \equiv 0$ which is unbounded in any neighborhood of the origin.

### 6.3. Notes

The properties of the ( $S L$ ) solutions in a neighborhood of an isolated singular point were studied in $[172,173]$. Positive solutions of singular value problems for the semilinear equations in smooth domains were investigated also in $[\mathbf{1 7 4}, \mathbf{1 7 5}, \mathbf{1 7 6}]$. The solutions smoothness of some superlinear elliptic equations was investigated by S. Pohozhaev [337, 339, 340].

The results of Section 6.1 was established in [62] and of Section 6.2 - in [165].

We point out other problems which are not investigated here. M. Marcus and L. Veron have studied $[\mathbf{2 4 5}, \mathbf{2 4 6}, \mathbf{2 4 7}]$ the uniqueness and expansion properties of the positive solutions of the equation $\triangle u+h u-k u^{p}=$ 0 in nonsmooth domain $G$, subject to the condition $u(x) \rightarrow \infty$, when $\operatorname{dist}(x, \partial G) \rightarrow 0$, where $h, k$ are continuous functions in $\bar{G}, k>0$ and $p>1$. They have proved that the solution is unique, when $\partial G$ has the local graph property. They have obtained the asymptotic behavior of solutions, when $\partial G$ has a singularity of conical or wedge-like type; if $\partial G$ has a re-entrant cuspidal singularity then the rate of blow-up may not be of the same order as in the previous and more regular cases.

Many other problems for elliptic semilinear equations was studied by L. Veron together with colleagues in works $[45,46,119,120,130,181$, $342,392,394,397,343]$ as well as by other authors $[33,36,51,107$, $110,111,180,330,370]$.

Semilinear degenerate elliptic equations and axially symmetric problems were considered by J. Below and H. Kaul [39].

## CHAPTER 7

## Strong solutions of the Dirichlet problem for nondivergence quasilinear equations

### 7.1. The Dirichlet problem in smooth domains

Let $G \subset R^{N}$ be a bounded domain with a smooth boundary $\partial G$. We consider the Dirichlet problem

$$
\left\{\begin{array}{l}
a_{i j}\left(x, u, u_{x}\right) u_{x_{i}, x_{j}}+a\left(x, u, u_{x}\right)=0, \quad a_{i j}=a_{j i}, \quad x \in G ;  \tag{QL}\\
u(x)=\varphi(x), \quad x \in \partial G
\end{array}\right.
$$

(Summation from 1 to N is assumed over repeated indices.) The value $M_{0}=\max _{x \in \bar{G}}|u(x)|$ is assumed to be known.

Remark 7.1. For the finding of $M_{0}$ see for example $\S 10.2$ [129].
Let us define the set $\mathfrak{M}=\left\{(x, u, z) \mid x \in \bar{G}, u \in \mathbb{R}, z \in \mathbb{R}^{N}\right\}$. With regard to the equation of the problem $(Q L)$ we assume that on the set $\mathfrak{M}$ the following conditions are satisfied
(A) Caratheodory for the functions $a(x, u, z), a_{i j}(x, u, z) \in C A R$, $(i, j=1, \ldots, N)$; that is
(i) for $\forall u, z$ the functions $a(x, u, z), a_{i j}(x, u, z)(i, j=1, \ldots, N)$ are measurable on $G$ as the functions of variable $x$,
(ii) for almost all $x \in G$ functions $a(x, u, z), a_{i j}(x, u, z)$ $(i, j=1, \ldots, N)$ are continuous with respect to $u, z$;
(B) the uniform ellipticity ; that is there exist positive constants $\nu, \mu$ independent of $u, z$ and such that

$$
\nu \xi^{2} \leq a_{i j}(x, u, z) \xi_{i} \xi_{j} \leq \mu \xi^{2}, \quad \forall \xi \in \mathbb{R}^{N} ;
$$

(C) there exist a number $\mu_{1}$ and functions $b(x), f(x) \in L_{q, l o c}(\bar{G}), q \geq$ $N$ independent of $u, z$ such that

$$
|a(x, u, z)| \leq \mu_{1}|z|^{2}+b(x)|z|+f(x)
$$

Let us recall some well known facts about $W^{2, p}(G), p \geq N$ solutions of this problem.

Definition 7.2. A bounded open set $T \subset \partial G$ is said to be of type (A) if there exist two positive constants $\varrho_{0}$ and $\theta_{0}$ such that for every ball $B_{r}\left(x_{0}\right), x_{0} \in T$ with radius $r \leq \varrho_{0}$ and every connected component $G_{r, i}$ of the intersection $B_{r}\left(x_{0}\right) \cap G$ the inequality meas $G_{r, i} \leq\left(1-\theta_{0}\right)$ meas $B_{r}$ holds.

Theorem 7.3. (See §2 [217].) Let $u \in W_{l o c}^{2, N}(\bar{G}) \cap C^{0}(\bar{G})$ be a strong solution of $(Q L)$ and suppose that assumptions ( $A$ )-(C) are satisfied. Let $G$ be of type $(A)$ and $\varphi \in C^{\beta}(\bar{G}), \beta \in(0,1)$. Then $u \in C^{\alpha}(\bar{G}), \alpha \in(0,1)$ and $|u(x)-\varphi(x)|_{\alpha, \bar{G}} \leq M_{\alpha}$, where $\alpha$ is determined by $N, \nu, \mu, \beta, \theta_{0}, G$ and $M_{\alpha}$ depends on the same values and also on $\mu_{1}, M_{0},\|b\|_{N},\|f\|_{N},|\varphi|_{\beta, \partial G}$.

Theorem 7.4. (See Theorem 2.1 [219].) Let $u \in W_{l o c}^{2, N}(\bar{G}) \cap C^{0}(\bar{G})$ be a strong solution of $(Q L)$ and suppose that assumptions $(A)-(C)$ are satisfied. Let $T \subset \partial G$ be a piece of class $W^{2, q}, q>N$. Then there is a constant $c>0$ depending only on $N, \nu, \mu, \mu_{1}, q,\|b\|_{q}, M_{0}$ and the domain $G$ such that, if $\left.\varphi\right|_{T}=0$, then $|\nabla u|_{0, T} \leq c\left(1+\|f\|_{q}\right)$.

Yet let us introduce a set:

$$
\mathfrak{M}^{(u)} \equiv\{(x, u, z) \mid x \in G, u=u(x), z=\nabla u(x)\}
$$

We assume, in addition, that in the neighborhood of the set $\mathfrak{M}^{(u)}$ the following condition is fulfilled
(D) the functions $a_{i j}(x, u, z),(i, j=1, \ldots, N)$ have weak first order derivatives over all its own arguments and there exist the nonnegative constants $\mu_{0}, \mu_{2}, \mu_{3}, k_{2}$ and the functions $g(x), h(x) \in$ $L_{q, l o c}(\bar{G} \backslash \mathcal{O}), q>N$ independent of $u, z$ such that

$$
\begin{gathered}
\sum_{i, j, k=1}^{N}\left|\frac{\partial a_{i j}(x, u, z)}{\partial z_{k}}-\frac{\partial a_{i k}(x, u, z)}{\partial z_{j}}\right| \leq \mu_{0}\left(1+|z|^{2}\right)^{-1 / 2} ; \\
\sum_{i, j=1}^{N} \left\lvert\, \sum_{k=1}^{N}\left(\frac{\partial a_{i j}(x, u, z)}{\partial u} z_{k}^{2}-\frac{\partial a_{k j}(x, u, z)}{\partial u} z_{k} z_{i}+\right.\right. \\
\left.+\frac{\partial a_{i j}(x, u, z)}{\partial x_{k}} z_{k}-\frac{\partial a_{k j}(x, u, z)}{\partial x_{k}} z_{i}\right) \mid \leq\left(1+|z|^{2}\right)^{1 / 2}\left(\mu_{2}|z|+g(x)\right) ; \\
\|g(x)\|_{q, G_{e / 2}^{e}} \leq k_{2} \varrho^{N / q-1+\gamma}, \quad \varrho \in\left(0, d^{*}\right)
\end{gathered}
$$

$$
\begin{gathered}
\left\{\sum_{i, j=1}^{N}\left(\left|\frac{\partial a_{i j}(x, u, z)}{\partial u}\right|^{2}+\sum_{k=1}^{N}\left|\frac{\partial a_{i j}(x, u, z)}{\partial x_{k}}\right|^{2}\right)\right\}^{1 / 2} \leq h(x) ; \\
\left\{\sum_{i, j, k=1}^{N}\left|\frac{\partial a_{i j}(x, u, z)}{\partial z_{k}}\right|^{2}\right\}^{1 / 2} \leq \mu_{3},
\end{gathered}
$$

where $\gamma$ is a number from the estimate (7.3.1).
Theorem 7.5. (See Theorems 4.1, 4.3 [217].) Let $G$ be a bounded domain in $\mathbb{R}^{N}$ with a $W^{2, q}-$ boundary portion $T \subset \partial G$. Let $u \in C^{0}(\bar{G}) \cap$ $C^{1}\left(G^{\prime}\right) \cap W_{l o c}^{2, q}(\bar{G} \backslash \mathcal{O}), q>N$ be a strong solution of $(Q L)$ and suppose that assumptions $(A)-(D)$ are satisfied. Let $\varphi \in C^{1+\alpha}(\partial G), \alpha \in$ $(0,1)$. Then there are the constants $M_{1}>0, \gamma \in(0,1)$ depending only on $N, \nu, \mu, \mu_{0}, \mu_{1}, \mu_{2}, \mu_{3}, q, \alpha,\|f\|_{q},\|b\|_{q},\|g\|_{q},\|h\|_{q},\|\varphi\|_{C^{1+\alpha}(\partial G)}, M_{0}$ and the domain $G$ such that for $\forall G^{\prime} \subset \subset(G \cup T)$ the inequality

$$
\|u\|_{C^{1+\gamma}\left(\overline{G^{\prime}}\right)} \leq M_{1}
$$

holds.

### 7.2. The estimate of the Nirenberg type

7.2.1. Introduction. Until recently the problem of the solution smoothness to the boundary value problems for the second order quasilinear elliptic equations of nondivergence form remained open. An exception is Nirenberg's paper [329], in which this problem was investigated for equations with two independent variables in a bounded plane domain with a smooth boundary. In the last decade, thanks to the efforts of many mathematicians, first of all O.A. Ladyzhenskaya and N.N.Ural'tseva (see their survey [217], 1986), this problem has arrived at a definitive solution for equations in multidimensional domains bounded by a sufficiently smooth boundary. As concerns the equations in domains with a piecewise smooth boundary, only the investigation [90] of I. I. Danilyuk is known. (We emphasize that here we are talking of elliptic nonlinear and nondivergence equations.) There the solvability of the Dirichlet problem is proved for a two-dimensional equation in the Sobolev space $W^{2, p}$ for $p>2$ and sufficiently close to 2 .

In the present section we investigate the behavior of solutions of the Dirichlet problem for a uniformly elliptic quasilinear equation of second order of nondivergence form near a corner point of the boundary of a bounded
plane domain. It is here assumed that the coefficients of the equation satisfy minimal conditions of smoothness and coordinated growth (no higher than quadratic) modulo the gradient of the unknown function. We first extend to domains whose boundaries contain a corner point and to equations with an unbounded right side the method of Nirenberg [329] for estimating the Hölder constant of the first derivatives of solutions. The weighted $L_{2}$-estimate of the second derivatives of a solution obtained in this manner (we call it the Nirenberg estimate) and the Sobolev imbedding theorems make it possible to estimate the maximum of the modulus of a solution and its gradient and thus establish a power rate of decay (temporarily with a small positive exponent) of a solution in a neighborhood of a corner point. Using the "weak" smoothness of a solution established in §7.2.4, in §7.2.5 we refine the Nirenberg estimate and obtain a weighted integral estimate with best-possible exponent of the weight. While for the Nirenberg estimate boundedness of the leading coefficients of the equation is sufficient, it is now necessary to require their continuity. The estimate of $\S 7.2 .5$ makes it possible to obtain sharp estimates of the modulus of a solution and of its gradient as well as weighted $L^{p}$-estimates of the second derivatives, and to prove Hölder continuity of the first derivatives of a solution with the bestpossible Hölder exponent.
7.2.2. Formulation of the problem and the main result. Let $G \subset R^{2}$ be a bounded domain with boundary $\partial G$ which is assumed to be a Jordan curve smooth everywhere except at a point $\mathcal{O} \in \partial G$; in some neighborhood of the point $\mathcal{O}$ the boundary $\partial G$ consists of two segments intersecting at an angle $\omega_{0} \in(0, \pi)$. We place the origin of a rectangular coordinate system $\left(x_{1}, x_{2}\right)$ at the point $\mathcal{O}$. Let $(r, \omega)$ be a polar coordinate system with pole at $\mathcal{O}$. We direct the abscissa of the rectangular coordinate system along the ray $\omega=0$ on which one the segments of $\partial G$ lies, and we situate the ordinate axis so that the second segment of $\partial G$ lying on the ray $\omega=\omega_{0}$ lies in the upper half-plane $x_{2}>0$. For any numbers $d>a \geq 0$ we set

$$
G_{a}^{d}=G \cap\left\{(r, \omega) \mid a<r<d, 0<\omega<\omega_{0}\right\}
$$

(we henceforth assume that $d$ is a sufficiently small positive number);

$$
\begin{aligned}
\Gamma_{1, a}^{d}=\{(r, 0) \mid a<r<d\} ; & \Gamma_{2, a}^{d}=\left\{\left(r, \omega_{0}\right) \mid a<r<d\right\} \\
\Gamma_{a}^{d}=\Gamma_{1, a}^{d} \cup \Gamma_{d, a}^{d} ; & S_{d}=\left\{(d, \omega) \mid 0 \leq \omega \leq \omega_{0}\right\}
\end{aligned}
$$

Definition 7.6. A strong solution of problem ( $Q L$ ) is a function $u \in$ $W^{2}(G)$ satisfying the equation of the problem for almost all $x \in G$ and the boundary condition $u-\Phi \in W_{0}^{2}(G)$ with any $\Phi \in W^{2}(G)$ such that $\Phi(x)=\varphi(x), x \in \partial G$.

The main result of this section is the proof of the following theorem.
Theorem 7.7. Suppose $u \in W^{2}(G)$ is a solution of problem $(Q L)$ with $a_{i j}(0,0,0)=\delta_{i}^{j}=$ the Kronecker symbol $(i, j,=1,2)$, conditions $(A)-(C)$ are satisfied, and the following quantities are known

$$
\begin{equation*}
M_{0}=\max _{x \in \bar{G}}|u(x)| \quad \text { and } \quad M_{1}=\underset{x \in G}{\operatorname{ess} \sup }|\nabla u(x)| . \tag{7.2.1}
\end{equation*}
$$

Suppose the functions $a_{i j}\left(x, u, u_{x}\right) \quad(i, j=1,2)$ are Dini continuous at the point ( $0,0,0$ ),

$$
\begin{gathered}
b^{2}, f \in V_{p, \alpha}^{0}(G), \quad \varphi \in C^{\pi / \omega_{0}}(\partial G) \cap{क_{0}^{3 / 2}(\partial G) \cap V_{p, \alpha}^{2-1 / p}(\partial G)}_{p>2} \quad \alpha>p\left(2-\pi / \omega_{0}\right)-2, \quad 0<\omega_{0}<\pi
\end{gathered}
$$

and there exist numbers $k_{1}, k_{2}>0$ and $s>\pi / \omega_{0}$ such that for all $\rho \in(0, d)$ the following inequalities hold

$$
\begin{gather*}
\left\|b^{2}\right\|_{2, G_{0}^{\rho}}+\|f\|_{2, G_{0}^{\rho}}+\|\varphi\|_{W_{0}^{3 / 2}}\left(\Gamma_{0}^{\rho}\right) \leq k_{1} \rho^{s-1}  \tag{7.2.2}\\
\left\|b^{2}\right\|_{V_{p, \alpha}^{0}\left(G_{\rho / 2}^{p}\right)}+\|f\|_{V_{p, \alpha}^{0}\left(G_{\rho / 2}^{p}\right)}+\|\varphi\|_{V_{p, \alpha}^{2-1 / \rho}\left(\Gamma_{\rho / 2}^{\rho}\right)} \leq k_{2} \rho^{\pi / \omega_{0}-2+\frac{\alpha+2}{p}} . \tag{7.2.3}
\end{gather*}
$$

Then the following assertions are true

1) $u \in \grave{W}_{2}^{2}(G)$, and

$$
\begin{equation*}
\|u\|_{\dot{W}_{2}^{2}\left(G_{0}^{\rho}\right)} \leq c \rho^{\pi / \omega_{0}}, \quad 0<\rho<d \tag{7.2.4}
\end{equation*}
$$

2) for $0<\rho<d$

$$
\begin{gather*}
|u(x)| \leq c_{1}|x|^{\pi / \omega_{0}}, \quad x \in G_{0}^{\rho}  \tag{7.2.5}\\
|\nabla u(x)| \leq c_{2}|x|^{\pi / \omega_{0}-1}, \quad x \in G_{0}^{\rho} \tag{7.2.6}
\end{gather*}
$$

3) $u \in V_{p, \alpha}^{2}(G)$, and

$$
\begin{equation*}
\|u\|_{V_{p, \alpha}^{2}\left(G_{0}^{\rho}\right)} \leq c_{3} \rho^{\pi / \omega_{0}-2+\frac{\alpha+2}{p}}, \quad 0<\rho<d \tag{7.2.7}
\end{equation*}
$$

4) if $p \geq \frac{2}{2-\pi / \omega_{0}}$ with $\pi / 2<\omega_{0}<\pi$, then $u \in C^{\pi / \omega_{0}}(\bar{G})$.
7.2.3. The Nirenberg estimate. Let $\Phi(x)$ be any extension of the boundary function $\varphi(x)$ into the domain $G$. The change of function $v(x)=$ $u(x)-\Phi(x)$ reduces the inhomogeneous problem (QL) to the homogenous problem
$(Q L)_{0} \quad\left\{\begin{array}{l}a_{i j}\left(x, v+\Phi, v_{x}+\Phi(x)\right) \cdot v_{x_{i} x_{j}}=F\left(x, v, v_{x}\right), \quad x \in G, \\ v(x)=0, \quad x \in \partial G,\end{array}\right.$

$$
\begin{align*}
F\left(x, v, v_{x}\right) \equiv-a_{i j}\left(x, v+\Phi, v_{x}+\Phi(x)\right. & \cdot \Phi_{x_{i} x_{j}}-  \tag{7.2.8}\\
& -a\left(x, v+\Phi, v_{x}+\Phi(x)\right)
\end{align*}
$$

where by assumptions (b) and (c) the following condition is satisfied

$$
\begin{align*}
|F(x, v, p)| \leq 2 \mu_{1}|p|^{2}+b(x) & |p|+2 \mu\left|\Phi_{x x}\right|  \tag{7.2.9}\\
& +2 \mu_{1} \cdot|\nabla \Phi|^{2}+b(x) \cdot|\nabla \Phi|+f(x)
\end{align*}
$$

By a solution of problem $(Q L)_{0}$ we mean a function $v \in \mathscr{W}_{0}^{2}(G)$ satisfying the equation of the problem almost everywhere in $G$. By Theorem 7.3, such solution is Hölder continuous in $G$, and there exists $\gamma_{0} \in(0,1)$, depending on $\nu^{-1}, \mu$, and $\omega_{0}$ such that

$$
\begin{equation*}
|v(x)| \leq c_{0} \cdot|x|^{\gamma_{0}} \tag{7.2.10}
\end{equation*}
$$

with a positive constant $c_{0}$ depending on $\nu^{-1}, \mu, \mu_{1}, \omega_{0}, M_{0},\left\|b^{2}\right\|_{2, G},\|f\|_{2, G}$, and $\|\varphi\|_{W^{3 / 2}}(\partial G)$.

Theorem 7.8. (cf. [329]; see also Chapter IX, §6 [215]). Suppose $u(x) \in W^{2}(G)$ is a solution of problem $(Q L)$, assumptions $(A)-(C)$ are satisfied, and the quantities (7.2.1) are known. Then there exists a constant $\gamma$, determined by the quantities $\gamma, \mu, \mu_{1}, \omega_{0}, c_{0}, \gamma_{0}, d$, and satisfying the inequality

$$
\begin{equation*}
0<\gamma<2 \min \left(\gamma_{0} ; \pi / \omega_{0}-1\right)=\gamma^{*} \tag{7.2.11}
\end{equation*}
$$

such that if $f, b^{2} \in \mathfrak{W}_{-\gamma^{*}}^{0}(G)$ and $\varphi \in C^{1}(\partial G) \cap \mathfrak{W}_{-\gamma^{*}}^{3 / 2}(\partial G)$, then $u \in$ $\stackrel{\circ}{W}_{-\gamma}^{2}(G)$, and

$$
\begin{equation*}
\|u\|_{\mathfrak{W}_{-\gamma}^{2}\left(G_{0}^{p / 2}\right)} \leq c(d), \quad 0<\rho \leq d \tag{7.2.12}
\end{equation*}
$$

Proof. First of all, we consider the expression

$$
\mathfrak{V} \equiv a_{i j} v_{x_{i}, x_{j}}\left(\frac{v_{x_{1} x_{1}}}{a_{22}}+\frac{v_{x_{2} x_{2}}}{a_{11}}\right)
$$

and write it in the form

$$
\begin{aligned}
\mathfrak{V} & =\left(\frac{a_{11}}{a_{22}} v_{x_{1} x_{1}}^{2}+\frac{2 a_{12}}{a_{22}} v_{x_{1} x_{1}} v_{x_{1} x_{2}}+v_{x_{1} x_{2}}^{2}\right)+ \\
& +\left(\frac{a_{22}}{a_{11}} v_{x_{2} x_{2}}^{2}+\frac{2 a_{12}}{a_{11}} v_{x_{2} x_{2}} v_{x_{1} x_{2}}+v_{x_{1} x_{2}}^{2}\right)+ \\
& +2\left(v_{x_{1} x_{1}} v_{x_{2} x_{2}}-v_{x_{1} x_{2}}^{2}\right) .
\end{aligned}
$$

Because of $(Q L)_{0}$, the uniform ellipticity condition $(B)$, hence it follows

$$
\begin{align*}
& \frac{\nu}{\mu}\left(v_{x_{1} x_{1}}^{2}+2 v_{x_{1} x_{2}}^{2}+v_{x_{2} x_{2}}^{2}\right) \leq  \tag{7.2.13}\\
& \quad \leq 2\left(v_{x_{1} x_{2}}^{2}-v_{x_{1} x_{1}} v_{x_{2} x_{2}}\right)+F\left(\frac{v_{x_{1} x_{1}}}{a_{22}}+\frac{v_{x_{2} x_{2}}}{a_{11}}\right) .
\end{align*}
$$

Now, let $\zeta(r)$ be a cut-off function for the domain $G_{0}^{\varrho}, \varrho \in(0, d)$

$$
\begin{gather*}
\zeta(r)= \begin{cases}1 & 0 \leq r \leq \varrho / 2, \\
0 & r \geq \varrho\end{cases}  \tag{7.2.14}\\
0 \leq \zeta(r) \leq 1, \quad\left|\zeta^{\prime}(r)\right| \leq c \varrho^{-1}, 0 \leq r \leq \varrho .
\end{gather*}
$$

Multiplying both sides of (7.2.13) by $r_{\varepsilon}^{-\gamma} \zeta^{2}(r)$ and integrating over $G_{0}^{\varrho}$, we have

$$
\begin{equation*}
\frac{\nu}{2 \mu} \cdot \int_{G_{0}^{p}} r_{\varepsilon}^{-\gamma} v_{x x}^{2} \zeta^{2}(r) d x \leq J_{\varepsilon}^{(1)}(\rho)+J_{\varepsilon}^{(2)}(\rho) \tag{7.2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{\varepsilon}^{(1)}(\rho)=\int_{G_{0}^{o}} r_{\varepsilon}^{-\gamma} \zeta^{2}(r)\left(v_{x_{1} x_{2}}^{2}-v_{x_{1} x_{2}} v_{x_{1} x_{2}}\right) d x \tag{7.2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{\varepsilon}^{(2)}(\rho)=\frac{1}{2 \nu} \int_{G_{0}^{\rho}} r_{\varepsilon}^{-\gamma} \zeta^{2}(r)\left(\left|v_{x_{1} x_{1}}\right|+\left|v_{x_{2} x_{2}}\right|\right) \cdot\left|F\left(x, v, v_{x}\right)\right| d x \tag{7.2.17}
\end{equation*}
$$

Repeating the computations made in the proof of Lemma 2.41, we obtain

$$
\begin{align*}
& J_{\varepsilon}^{(1)}(\rho)=J_{\varepsilon}^{(11)}(\rho)+J_{\varepsilon}^{(12)}(\rho)+J_{\varepsilon}^{(13)}(\rho),  \tag{7.2.18}\\
& J_{\varepsilon}^{(11)}(\rho)=\frac{\gamma}{2} \int_{G_{0}^{o}} r_{\varepsilon}^{-\gamma-2} \cdot \zeta^{2}(r) x_{i} w_{i}(x) d x  \tag{7.2.19}\\
& J_{\varepsilon}^{(12)}(\rho)=\varepsilon \frac{\gamma}{2} \cdot \int_{G_{0}^{o}} r_{\varepsilon}^{-\gamma-2} \cdot \zeta^{2}(r) w_{2}(x) d x \tag{7.2.20}
\end{align*}
$$

and

$$
\begin{equation*}
J_{\varepsilon}^{(13)}(\rho)=-\int_{G_{0}^{p}} r^{-\gamma} \cdot \zeta \zeta^{\prime}(r) \frac{x_{i}}{r} w_{i}(x) d x \tag{7.2.21}
\end{equation*}
$$

## $7 \quad$ Strong solutions of the Dirichlet problem

where the $w_{i}(x)$ are defined by (2.6.1), by virtue of which

$$
\begin{equation*}
x_{i} w_{i}(x)=v_{x_{2}} \cdot \frac{\partial v_{x_{1}}}{\partial \omega}-v_{x_{1}} \cdot \frac{\partial v_{x_{2}}}{\partial \omega}, \tag{7.2.22}
\end{equation*}
$$

and therefore (7.2.19) can be rewritten in the form

$$
\begin{equation*}
J_{\varepsilon}^{(11)}(\rho)=\frac{\gamma}{2} \cdot \int_{0}^{\rho} r_{\varepsilon}^{-\gamma-2} \cdot r \zeta^{2}(r) d r \int_{0}^{\omega_{0}}\left(v_{x_{2}} \cdot \frac{\partial v_{x_{1}}}{\partial \omega}-v_{x_{1}} \cdot \frac{\partial v_{x_{2}}}{\partial \omega}\right) d \omega . \tag{7.2.23}
\end{equation*}
$$

To estimate the integral $J_{\varepsilon}^{11}$ we perform the transformation of coordinates. From the rectangular system ( $x_{1}, x_{2}$ ) we go over to an affine system ( $y_{1}, y_{2}$ ) namely we place the axis $\mathcal{O} Y_{1}$ along the axis $\mathcal{O} X_{1}$ (along the ray $\omega=0$,) and we direct the axis $\mathcal{O} Y_{2}$ along the ray $\omega=\omega_{0}$. We then have

$$
v_{x_{2}} \frac{\partial v_{x_{1}}}{\partial \omega}-v_{x_{1}} \frac{\partial v_{x_{2}}}{\partial \omega}=\frac{1}{\sin \omega_{0}}\left(v_{y_{2}} \frac{\partial v_{y_{1}}}{\partial \omega}-v_{y_{1}} \frac{\partial v_{y_{2}}}{\partial \omega}\right)
$$

Further, by the boundary condition $v(x)=0, x \in \partial G$, we have

$$
v_{y_{1}}(r, 0)=0, \quad v_{y_{2}}\left(r, \omega_{0}\right)=0
$$

and hence

$$
\begin{align*}
J_{\varepsilon}^{(11)}(\rho)= & \frac{\gamma}{2 \sin \omega_{0}} \cdot \int_{0}^{\rho} r_{\varepsilon}^{-\gamma-2} r \zeta^{2}(r) d r \cdot \int_{0}^{\omega_{0}}\left\{\left[v_{y_{2}}(r, \omega)-\right.\right.  \tag{7.2.24}\\
& \left.\left.-v_{y_{2}}\left(r, \omega_{0}\right)\right] \frac{\partial v_{y_{1}}}{\partial \omega}-\left[v_{y_{1}}(r, \omega)-v_{y_{1}}(r, 0)\right] \cdot \frac{\partial v_{y_{2}}}{\partial \omega}\right\} d \omega .
\end{align*}
$$

By the Hölder inequality for integrals

$$
\begin{align*}
& \left|v_{y_{1}}(r, \omega)-v_{y_{1}}(r, 0)\right|^{2}=\left|\int_{0}^{\omega} \frac{\partial v_{y_{1}}(r, \theta)}{\partial \theta} d \theta\right|^{2} \leq \\
\leq \omega \cdot & \int_{0}^{\omega}\left|\frac{\partial v_{y_{1}}(r, \theta)}{\partial \theta}\right|^{2} d \theta \leq \omega r^{2} \cdot \int_{0}^{\omega}\left|\nabla v_{y_{1}}(r, \theta)\right|^{2} d \theta \tag{7.2.25}
\end{align*}
$$

and, similarly,

$$
\begin{equation*}
\left|v_{y_{2}}\left(r, \omega_{0}\right)-v_{y_{2}}(r, \omega)\right|^{2} \leq\left(\omega_{0}-\omega\right) \cdot r^{2} \cdot \int_{0}^{\omega_{0}}\left|\nabla v_{y_{2}}(r, \theta)\right|^{2} d \theta \tag{7.2.26}
\end{equation*}
$$

We estimate the integrals in (7.2.24) by Cauchy's inequality and consider the estimates (7.2.25) and (7.2.26). As a result, we obtain

$$
\begin{align*}
& \quad J_{\varepsilon}^{(11)}(\rho) \leq \frac{\gamma}{4 \sin \omega_{0}} \cdot \int_{0}^{\rho} r_{\varepsilon}^{-\gamma-2} r \zeta^{2}(r)\left\{\int_{0}^{\omega_{0}}\left[\left(\frac{\partial v_{y_{1}}}{\partial \omega}\right)^{2}+\left(\frac{\partial v_{y_{2}}}{\partial \omega}\right)^{2}\right] d \omega+\right. \\
& \left.+r^{2} \cdot \int_{0}^{\omega_{0}}\left[\omega \cdot \int_{0}^{\omega}\left|\nabla v_{y_{1}}(r, \theta)\right|^{2} d \theta+\left(\omega_{0}-\omega\right) \int_{\omega}^{\omega_{0}}\left|\nabla v_{y_{2}}(r, \theta)\right|^{2} d \theta\right] d \omega\right\} d r \leq \\
& \quad \leq \frac{2+\omega_{0}^{2}}{8 \sin \omega_{0}} \gamma \cdot \int_{G_{0}^{\rho}} r_{\varepsilon}^{-\gamma} \zeta^{2}(r) v_{x x}^{2} d x \tag{7.2.27}
\end{align*}
$$

by property 2 ) of the function $r_{\varepsilon}(x)$. By property 3 ) of this function and Cauchy's inequality we can estimate the integral (7.2.20) as follows

$$
\begin{equation*}
J_{\varepsilon}^{(12)}(\rho) \leq \frac{\gamma}{2} \int_{G_{0}^{\rho}}\left[r_{\varepsilon}^{-\gamma} \zeta^{2}(r) v_{x x}^{2}+r_{\varepsilon}^{-\gamma-2} \cdot \zeta^{2}(r)|\nabla v|^{2}\right] d x \tag{7.2.28}
\end{equation*}
$$

Finally, applying Cauchy's inequality with $\forall \delta>0$ and considering (2.6.1), we estimate the integral (7.2.21)

$$
\begin{equation*}
J_{\varepsilon}^{(13)}(\rho) \leq \int_{G_{0}^{p}}\left[4 \delta r_{\varepsilon}^{-\gamma} \cdot \zeta^{2}(r) v_{x x}^{2}+\frac{1}{\delta} r_{\varepsilon}^{-\gamma}{\zeta^{\prime}}^{2}(r) \cdot|\nabla v|^{2}\right] d x \tag{7.2.29}
\end{equation*}
$$

Thus, from the representation (7.2.18) and estimates (7.2.27)-(7.2.29), we obtain

$$
\begin{align*}
& J_{\varepsilon}^{(1)}(\rho) \leq\left(4 \delta+\frac{\gamma}{2}+\gamma \frac{2+\omega_{0}^{2}}{8 \sin \omega_{0}}\right) \int_{G_{0}^{p}} r_{\varepsilon}^{-\gamma} \zeta^{2}(r) v_{x x}^{2} d x+  \tag{7.2.30}\\
& +\frac{\gamma}{2} \int_{G_{0}^{p}} r_{\varepsilon}^{-\gamma-2} \zeta^{2}(r)|\nabla v|^{2} d x+\frac{1}{\delta} \int_{G_{0}^{p}} r_{\varepsilon}^{-\gamma} \zeta^{\prime 2}(r)|\nabla v|^{2} d x, \quad \forall \delta>0
\end{align*}
$$

## $7 \quad$ Strong solutions of the Dirichlet problem

We now turn to the estimation of the integral (7.2.17). Using Cauchy's inequality, considering the condition (7.2.9), and applying Lemma 2.39 together with the inequality (7.2.10), we obtain

$$
\begin{array}{r}
J_{\varepsilon}^{(2)}(\rho) \leq \frac{1}{2 \mu}\left[\delta+c \delta^{-1}\left(1+8 \mu_{1}^{2}\right) c_{0}^{2} d^{2 \gamma_{0}}\right] \int_{G_{0}^{\rho}} r_{\varepsilon}^{-\gamma} \zeta^{2}(r) v_{x x}^{2} d x+ \\
+\frac{c}{\delta \mu}\left(4 \mu_{1}^{2}+\frac{1}{2}\right) c_{0}^{2} d^{2 \gamma_{0}} \int_{G_{0}^{\rho}}\left(r_{\varepsilon}^{-\gamma-2} \cdot \zeta^{2}(r)+r_{\varepsilon}^{-\gamma} \cdot \zeta^{\prime 2}(r)\right)|\nabla v|^{2} d x+  \tag{7.2.31}\\
+c\left(\delta^{-1}, \mu, \mu_{1}, M_{0}\right) \int_{G_{0}^{\rho}}\left[r_{\varepsilon}^{-\gamma} \zeta^{2}(r)\left(b^{4}(x)+f^{2}(x)+\Phi_{x x}^{2}\right)+\right. \\
\left.+\left(r_{\varepsilon}^{-\gamma-2} \cdot \zeta^{2}(r)+r_{\varepsilon}^{-\gamma} \cdot \zeta^{\prime 2}(r)\right)|\nabla \Phi|^{2}\right] d x, \quad \forall \delta>0,0<\rho \leq d .
\end{array}
$$

Lemma 7.9. Under the conditions of Theorem 7.8 we have

$$
\begin{array}{r}
\int_{G_{0}^{p}} r_{\varepsilon}^{-\gamma-2} \cdot \zeta^{2}(r)|\nabla v|^{2} d x \leq c\left(\mu, \mu_{1}, c_{0}, \gamma_{0}, \gamma, \omega_{0}, d\right) \times \\
\times\left\{\rho^{2 \gamma_{0}-\gamma-2}+\int_{G_{0}^{g}} r_{\varepsilon}^{-\gamma} \zeta^{2}(r) v_{x x}^{2} d x+\int_{G_{0}^{o}}\left[r _ { \varepsilon } ^ { - \gamma } \zeta ^ { 2 } ( r ) \left(b^{4}(x)+f^{2}(x)+\right.\right.\right.  \tag{7.2.32}\\
\left.\left.\left.+\Phi_{x x}^{2}\right)+r_{\varepsilon}^{-\gamma-2} \cdot \zeta^{2}(r)|\nabla \Phi|^{2}\right] d x,\right\} \quad 0<\rho \leq d .
\end{array}
$$

Proof. We multiply the equality $(Q L)_{0}$ by $r_{\varepsilon}^{-\gamma-2} \zeta^{2}(r) v(x)$ and integrate it over the domain $G_{0}^{\rho}$. Integrating by parts, we have

$$
\begin{gather*}
\int_{G_{0}^{o}} r_{\varepsilon}^{-\gamma-2} \zeta^{2}(r)|\nabla v|^{2} d x=\frac{(2+\gamma)^{2}}{2} \int_{G_{0}^{o}} r_{\varepsilon}^{-\gamma-4} \cdot \zeta^{2}(r) v^{2} d x- \\
-(\gamma+2) \int_{G_{0}^{o}} r_{\varepsilon}^{-\gamma-4} \cdot \zeta \zeta^{\prime}(r) \frac{x_{i}}{r}\left(x_{i}-\varepsilon l_{i}\right) v^{2} d x-2 \int_{G_{0}^{o}} r_{\varepsilon}^{-\gamma-2} \cdot \zeta \zeta^{\prime}(r) \frac{x_{i}}{r} v v_{x_{i}} d x+ \\
+\int_{G_{0}^{o}}\left[a_{i j}\left(x, v+\Phi, v_{x}+\Phi_{x}\right)-a_{i j}(0,0,0)\right] v_{x_{i} x_{j}} v r_{\varepsilon}^{-\gamma-2} \zeta^{2}(r) d x+ \\
(7.2 .33) \quad+\int_{G_{0}^{o}}\left[a_{i j}\left(x, v+\Phi, v_{x}+\Phi_{x}\right) \Phi_{x_{i} x_{j}}+\right.  \tag{7.2.33}\\
\left.+a\left(x, v+\Phi, v_{x}+\Phi_{x}\right)\right] r_{\varepsilon}^{-\gamma-2} \zeta^{2}(r) v(x) d x .
\end{gather*}
$$

We estimate the integrals on the right using Cauchy's inequality, assumptions $(B),(C)$, and the estimate (7.2.10) for the Hölder continuity of $v(x)$. As a result, from (7.2.33) we obtain

$$
\begin{aligned}
& {\left[\left(\frac{\pi}{\omega_{0}}\right)^{2}-\left(\frac{2+\gamma}{2}\right)^{2}\right] \cdot \int_{G_{0}^{\rho}} r_{\varepsilon}^{-\gamma-2} \zeta^{2}(r)|\nabla v|^{2} d x \leq c_{1}\left(c_{0}, \gamma, \mu_{1}\right)\left(\delta+d^{\gamma_{0}}\right) \times} \\
& \quad \times \int_{G_{0}^{\rho}} r_{\varepsilon}^{-\gamma-2} \zeta^{2}(r)|\nabla v|^{2} d x+c_{2}\left(\mu, \gamma, \omega_{0}, \delta^{-1}\right) \cdot \int_{G_{0}^{\rho}}\left[r_{\varepsilon}^{-\gamma} \cdot \zeta^{2}(r) v_{x x}^{2}+\right. \\
& \left.7.2 .34) \quad+r_{\varepsilon}^{-\gamma-2}{\zeta^{\prime}}^{2}(r) v^{2}\right] d x+c_{3}\left(\mu, \mu_{1}, \gamma_{0}, \omega_{0}, d, \gamma, \delta^{-1}\right) \times \\
& \times \int_{G_{0}^{p}}\left[r_{\varepsilon}^{-\gamma} \cdot \zeta^{2}(r)\left(\Phi_{x x}^{2}+b^{4}(x)+f^{2}(x)\right)+r_{\varepsilon}^{-\gamma-2} \cdot \zeta^{2}(r) \cdot|\nabla \Phi|^{2}\right] d x \\
& \quad 0<\rho \leq d, \quad \forall \delta>0 .
\end{aligned}
$$

Further, by property 2) of the function $r_{\varepsilon}(x)$ and the properties of the function $\zeta(r)$ with consideration of the inequality (7.2.11), we have

$$
\begin{align*}
\int_{G_{0}^{\rho}} r_{\varepsilon}^{-\gamma-2} \zeta^{\prime 2}(r) v^{2} d x & \leq\left(c c_{0}\right)^{2} \cdot \rho^{-2} \cdot \int_{G_{0}^{\rho}} r^{2 \gamma_{0}-\gamma-2} d x=  \tag{7.2.35}\\
& =\frac{\omega_{0} \cdot\left(c c_{0}\right)^{2}}{2 \gamma_{0}-\gamma} \cdot \rho^{2 \gamma_{0}-\gamma-2}
\end{align*}
$$

Since by (7.2.11) the left side of the (7.2.34) contains a strictly positive constant factor, choosing the quantities $\delta, d>0$ sufficiently small, we obtain the desired inequality (7.2.32).

Returning to the inequality (7.2.15), on the basis of (7.2.30)-(7.2.32) and the choice of the quantities $\gamma, \delta, d>0$ as sufficiently small, we obtain

$$
\begin{align*}
& \int_{G_{0}^{p}} r_{\varepsilon}^{-\gamma} \zeta^{2}(r) v_{x x}^{2} d x \leq c\left(\nu, \mu, \mu_{1}, \gamma_{0}, \gamma, c_{0}, \omega_{0}, M_{0}, d\right)\left\{\rho^{2 \gamma_{0}-\gamma-2}+\right.  \tag{7.2.36}\\
& +\int_{G_{0}^{p}} r_{\varepsilon}^{-\gamma} \zeta^{\prime 2}(r)|\nabla v|^{2} d x+\int_{G_{0}^{\rho}}\left[r_{\varepsilon}^{-\gamma} \zeta^{2}(r)\left(b^{4}(x)+f^{2}(x)+\Phi_{x x}^{2}\right)+\right. \\
& \left.\left.\quad+\left(r_{\varepsilon}^{-\gamma-2} \zeta^{2}(r)+r_{\varepsilon}^{-\gamma} \zeta^{\prime 2}(r)\right) \cdot|\nabla \Phi|^{2}\right] d x\right\}, \quad 0<\rho \leq d .
\end{align*}
$$

## 7 Strong solutions of the Dirichlet problem FOR NONDIVERGENCE QUASILINEAR EQUATIONS

Finally, noting that by the hypotheses of theorem the quantities (7.2.1) are known, in analogy to (7.2.35) we have

$$
\int_{G_{0}^{\rho}} r_{\varepsilon}^{-\gamma}{\zeta^{\prime}}^{2}(r)|\nabla u|^{2} d x \leq c^{2} M_{1}^{2} \rho^{-2} \cdot \int_{G_{0}^{\rho}} r^{-\gamma} d x=\frac{\omega_{0}^{2} c^{2} M_{1}^{2}}{2-\gamma} \varrho^{-\gamma}
$$

Therefore, by the properties of the functions $r_{\varepsilon}$ and $\zeta(r)$, the inequality (7.2.36) gives

$$
\begin{aligned}
& \int_{G_{0}^{p}} r_{\varepsilon}^{-\gamma} \zeta^{2}(r) u_{x x}^{2} d x \leq c\left(\nu, \mu, \mu_{1}, M_{0}, \gamma_{0}, \gamma, c_{0}, d, \omega_{0}\right) \times \\
& \quad \times\left\{M_{1}^{2} \rho^{-\gamma}+\rho^{2 \gamma_{0}-\gamma-2}+\int_{G_{0}^{p}}\left[r^{-\gamma^{*}} \zeta^{2}(r)\left(b^{4}(x)+f^{2}(x)+\Phi_{x x}^{2}\right)+\right.\right. \\
& \left.\left.\quad+r^{-\gamma^{*}-2} \cdot \zeta^{2}(r)|\nabla \Phi|^{2}\right] d x\right\}
\end{aligned}
$$

where $0<\rho \leq d$. Since the right side does not depend on $\varepsilon$, passing to the limit as $\varepsilon \rightarrow+0$, we finally obtain

$$
\begin{aligned}
& \int_{G_{0}^{\rho / 2}} r^{-\gamma} u_{x x}^{2} d x \leq \int_{G_{0}^{d}} r^{-\gamma} \zeta^{2}(r) u_{x x}^{2} d x \leq c\left(\nu, \mu, \mu_{1}, M_{0}, M_{1}, \gamma_{0}, \gamma, c_{0}, d, \omega_{0}\right) \times \\
& \times\left\{d^{-\gamma}+d^{2 \gamma_{0}-\gamma-2}+\left\|b^{2}\right\|_{\mathscr{W}_{-\gamma^{*}}^{0}\left(G_{0}^{d}\right)}^{2}+\|f\|_{\mathscr{W}_{-\gamma^{*}}\left(G_{0}^{d}\right)}^{2}+\|\varphi\|_{\mathscr{W}_{-\gamma^{*}}^{3 / 2}}^{2}\right\} .
\end{aligned}
$$

The assertion of the theorem and the estimate (7.2.12) follow from this estimate.

Corollary 7.10. Suppose the hypotheses of Theorem 7.8 are satisfied except for the finiteness of $M_{1}$. Then

$$
\begin{array}{r}
\int_{G_{0}^{\rho / 2}} u_{x x}^{2} d x \leq c\left(\nu, \mu, \mu_{1}, M_{0}, \gamma_{0}, \gamma, c_{0}, d, \omega_{0}\right) \times \\
\times\left\{\rho^{-2} \int_{G_{0}^{o}}|\nabla u|^{2} d x+\int_{G_{0}^{o}}\left[b^{4}(x)+f^{2}(x)\right] d x+\|\varphi\|_{\mathscr{W}_{0}^{3 / 2}\left(\Gamma_{0}^{\rho}\right)}^{2}\right\} . \tag{7.2.37}
\end{array}
$$

Proof. This follows from (7.2.15), the Hardy-Wirtinger inequality, and estimates (7.2.30), (7.2.31), and (7.2.34) for $\gamma=0$ and sufficiently small $\delta, d>0$ with consideration of the properties of the functions $r_{\varepsilon}$ and $\xi(r)$.

### 7.2.4. The behavior of the solution near a corner point

 (weak smoothness). In this Subsection we establish power decay of a solution of the homogeneous problem $(Q L)_{0}$ near a corner point.Theorem 7.11. Suppose the conditions of Theorem 7.8 are satisfied, and let $\gamma>0$ be the number determined by this theorem. Suppose, moreover, that

$$
f, b^{2} \in V_{\rho,-\gamma}^{0}(G), \quad \varphi \in C^{1}(\partial G) \cap V_{p,-\gamma}^{2-1 / \rho}(\partial G), \quad p>2
$$

and

$$
\begin{equation*}
\|f\|_{V_{p,-\gamma}^{0}\left(G_{\rho / 2}^{\rho}\right)}^{\rho}+\left\|b^{2}\right\|_{V_{p, \gamma}^{0}\left(G_{\rho / 2}^{\rho}\right)}+\|\varphi\|_{V_{p,-\gamma}^{2-1 / \rho}\left(\Gamma_{\rho / 2}^{\rho}\right)} \leq k_{1} \rho^{2 / \rho-1} \tag{7.2.38}
\end{equation*}
$$

Then

$$
\begin{align*}
& |v(x)| \leq c_{1} \cdot|x|^{1+\gamma / 2}  \tag{7.2.39}\\
& |\nabla v(x)| \leq c_{2} \cdot|x|^{\gamma / 2} \tag{7.2.40}
\end{align*}
$$

Proof. The inequality (7.2.39) follows from the imbedding theorem (Lemma 1.38) because of Theorem 7.8.

To estimate the modulus of the gradient of the solution in the ring $G_{1 / 2}^{1}$ we consider the function

$$
\begin{equation*}
z\left(x^{\prime}\right)=v\left(\rho x^{\prime}\right) \cdot \rho^{-1-\gamma / 2} \tag{7.2.41}
\end{equation*}
$$

assuming that $v \equiv 0$ outside of $G$. In $G_{1 / 2}^{1}$ this function satisfies

$$
\begin{gather*}
\tilde{a}_{i j}\left(x^{\prime}\right) z_{x_{j}^{i} x_{j}^{i}}=\widetilde{F}\left(x^{\prime}\right) \\
(7.2 .42) \quad \hat{a}_{i j}\left(x^{\prime}\right) \equiv a_{i j}\left(\rho x^{\prime}, u\left(\rho x^{\prime}\right), \rho^{-1} u_{x^{\prime}}\left(\rho x^{\prime}\right)\right),  \tag{7.2.42}\\
\widetilde{F}\left(x^{\prime}\right) \equiv-\rho^{1-\gamma / 2} \cdot a\left(\rho x^{\prime}, u\left(\rho x^{\prime}\right), \rho^{-1} u_{x^{\prime}}\left(\rho x^{\prime}\right)\right)-\rho^{-1-\gamma / 2} \tilde{a}_{i j}\left(x^{\prime}\right) \Phi_{x_{j}^{\prime} x_{j}^{\prime}}\left(\rho x^{\prime}\right),
\end{gather*}
$$

where by assumptions $(B),(C)$

$$
\begin{align*}
\left|\widetilde{F}\left(x^{\prime}\right)\right| \leq\left(\mu_{1}+\frac{1}{2}\right) \rho^{-1-\gamma / 2} \cdot\left|\nabla^{\prime} u\right|^{2}+\rho^{1-\gamma / 2} & \left(f+b^{2}\right)+  \tag{7.2.43}\\
& +\mu \rho^{-1-\gamma / 2}\left|\Phi_{x^{\prime} x^{\prime}}\right|
\end{align*}
$$

To the equation (7.2.42) we apply Theorem 4.10 regarding the boundedness of the modulus of the gradient of a solution inside the domain and near a smooth portion of the boundary

$$
\begin{equation*}
\underset{G_{1 / 2}^{1 / 2}}{\operatorname{ess} \sup }\left|\nabla^{\prime} z\right| \leq M_{1}^{\prime} \tag{7.2.44}
\end{equation*}
$$

where $M_{1}^{\prime}$ is determined only by $\nu, \mu, \mu_{1}, \omega_{0}$, and the integrals

$$
\int_{G_{1 / 2}^{1}} z^{2} d x^{\prime}, \quad\left(\int_{G_{1 / 2}^{1}}\left|\widetilde{F}\left(x^{\prime}\right)\right|^{p} d x^{\prime}\right)^{1 / p}, \quad p>2 .
$$

To verify the finiteness of these integrals, we have

$$
\int_{G_{1 / 2}^{1}} z^{2} d x^{\prime} \leq \int_{G_{\rho / 2}^{\rho}} r^{-\gamma-4} \cdot v^{2} d x \leq \int_{G_{0}^{d}} r^{-\gamma-4} v^{2} d x \leq c(d)
$$

by Theorem 7.8. Further, by (7.2.43) and the assumption (7.2.38) of the theorem we have

$$
\begin{aligned}
& \left(\int_{G_{1 / 2}^{1}}\left|\tilde{F}\left(x^{\prime}\right)\right|^{\rho} d x^{\prime}\right)^{1 / p} \leq c\left(\mu, \mu_{1}, p\right)\left\{\int _ { G _ { p / 2 } ^ { \rho } } r ^ { p ( 1 - \frac { \gamma } { 2 } ) - 2 } \cdot \left[|\nabla u|^{2 p}+\left|\Phi_{x x}\right|^{p}+\right.\right. \\
& \left.\left.+b^{2 p}+f^{p}\right] \dot{d x}\right\}^{1 / p} \leq c\left(\mu, \mu_{1}, p\right)\left\{\frac{\omega_{0} M_{1}^{2} d^{1-\gamma / 2}}{[p \cdot(1-\gamma / 2)]^{1 / p}}+k_{1}\right\} .
\end{aligned}
$$

Returning to the function $v(x)$, from (7.2.41) and (7.2.44), we obtain

$$
|\nabla v(x)| \leq M_{1}^{\prime} \rho^{\gamma / 2}, \quad x \in G_{\frac{\rho}{2}}^{\rho} \cap G_{0}^{d} .
$$

Setting $|x|=2 \rho / 3$, from this we obtain (7.2.40). Theorem 7.11 is proved.
7.2.5. The weighted integral estimate. We can refine the Nirenberg estimate on the basis of the weak smoothness of a solution established in Subsection 7.2.4. This refinement is possible due to the requirement of continuity of the leading coefficients of the equation.

Theorem 7.12. Suppose $u \in W^{2}(G)$ is a solution of problem $(Q L)$ and the assumptions of Theorem 7.11 are satisfied. Suppose the functions $a_{i j}(x, u, z)(i, j=1,2)$ are continuous at the point $(0,0,0)$. If, in addition, $b^{2}, f \in \dot{W}_{\alpha}^{0}(G), \varphi \in \dot{W}_{\alpha}^{3 / 2}(\partial G)$, and

$$
\begin{equation*}
2-2 \pi / \omega_{0}<\alpha \leq 2 \tag{K}
\end{equation*}
$$

then $u \in \stackrel{\leftrightarrow}{W}_{\alpha}^{2}(G)$, and

$$
\begin{align*}
\|u\|_{\mathscr{W}_{\alpha}^{2}(G)} \leq c \cdot\left(\|u\|_{2, G}+\|f\|_{\dot{W}_{\alpha}^{0}(G)}+\left\|b^{2}\right\|_{\dot{W}_{\alpha}^{0}(G)}\right. & +  \tag{7.2.45}\\
& \left.+\|\varphi\|_{\dot{W}_{\alpha}^{3 / 2}(\partial G)}\right)
\end{align*}
$$

where $c>0$ is a constant depending only on $\nu^{-1}, \mu, \mu_{1}, \alpha, \omega_{0}, M_{0}, M_{1}, \gamma_{0}, c_{0}$, meas $G$ and diam $G$ and also on $k_{1}, p, c_{1}$ and $c_{2}$ of (7.2.38)-(7.2.40).

Proof. Let $r_{\varepsilon}(x)$ be the function defined in $\S 1.4$ of Chapter 1. We multiply both sides of $(Q L)_{0}$ by $r_{\varepsilon}^{\alpha-2}(x) v(x)$ and integrate over the domain $G$, using the condition $(B)$ and integration by parts

$$
\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x=\frac{(2-\alpha)^{2}}{2} \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x+
$$

$$
\begin{equation*}
+\int_{G} r_{\varepsilon}^{\alpha-2}(x) v(x)\left\{\left[a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right] v_{x_{i} x_{j}}-F\left(x, v, v_{x}\right)\right\} d x \tag{7.2.46}
\end{equation*}
$$

We decompose $G$ into two subdomains $G_{0}^{d}$ and $G_{d}$, in each of which we obtain an upper bound for integral on the right side of (7.2.46).

Estimates in $G_{0}^{d}$. By the continuity of $a_{i j}(x, u, z)$ at the point $(0,0,0)$ assumed in the theorem, for any $\delta>0$ there exists $d_{0}(\delta)>0$ such that

$$
\begin{equation*}
\left(\sum_{i, j=1}^{2}\left|a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right|^{2}\right)^{1 / 2}<\delta \tag{7.2.47}
\end{equation*}
$$

provided that

$$
\begin{equation*}
|x|+|u(x)|+|\nabla u(x)|<d_{0} \tag{7.2.48}
\end{equation*}
$$

The smoothness of the boundary function $\varphi(x)$ assumed in Theorem 7.11 makes it possible to conclude by Lemma 1.38 that $\varphi(0)=0$ and $|\nabla \Phi(0)|=0$. Therefore, by (7.2.39) and (7.2.40) of Theorem 7.11 we have, for any $x \in G_{0}^{d}$,

$$
\begin{gathered}
|x|+|u(x)|+|\nabla u(x)| \leq|x|+|v(x)|+|\nabla v(x)|+|\Phi(x)-\varphi(0)|+ \\
\quad+|\nabla \Phi(x)-\nabla \Phi(0)| \leq d+c_{1} d^{1+\gamma / 2}+c_{2} d^{\gamma / 2}+\frac{1}{2} d_{0}
\end{gathered}
$$

and hence (7.2.48) is ensured because of the sufficient smallness of $d>0$. With the Cauchy inequality we now estimate the integral

$$
\int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2}(x) v(x)\left[a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right] v_{x_{i} x_{j}} d x \leq
$$

$$
\begin{equation*}
\leq \frac{\delta}{2} \int_{G_{0}^{d}}\left(r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2}+r_{\varepsilon}^{\alpha-2} \frac{v^{2}}{r^{2}}\right) d x, \forall \delta>0 \tag{7.2.49}
\end{equation*}
$$

## 7 Strong solutions of the Dirichlet problem FOR NONDIVERGENCE QUASILINEAR EQUATIONS

Further, by the condition (7.2.9) with the help of Cauchy's inequality and (7.2.39) we obtain

$$
\begin{align*}
& \int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2}(x) v(x) F\left(x, v, v_{x}\right) d x \leq\left(\frac{1}{2}+2 \mu_{1}\right) c_{1} d^{1+\gamma / 2} \int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+ \\
& +\left(\frac{1}{2}+2 \mu_{1}\right) M_{0} d^{\alpha-2} \int_{G_{d}}|\nabla v|^{2} d x+\frac{3}{2} \delta \int_{G} r_{\varepsilon}^{\alpha-2} \frac{v^{2}}{r^{2}} d x+ \\
& .2 .50)  \tag{7.2.50}\\
& \quad+\frac{1}{2 \delta} \int_{G} r^{2} r_{\varepsilon}^{\alpha-2}\left(b^{4}(x)+f^{2}(x)\right) d x+ \\
& +c\left(\mu, \mu_{1}, M_{0}, \delta^{-1}\right) \int_{G}\left(r^{2} r_{\varepsilon}^{\alpha-2} \Phi_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla \Phi|^{2}\right) d x, \forall \delta>0 .
\end{align*}
$$

Estimates in $G_{d}$. By condition $(B)$ and properties of the function $r_{\varepsilon}(x)$ we have

$$
\begin{align*}
\int_{G_{d}} r_{\varepsilon}^{\alpha-2} v(x)\left[a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right] v_{x_{i} x_{j}} d x &  \tag{7.2.51}\\
& \leq \frac{\mu+1}{2} d^{\alpha-2} \int_{G_{d}}\left(v_{x x}^{2}+v^{2}\right) d x .
\end{align*}
$$

On the basis of (7.2.49)-(7.2.51) and the inequality (2.5.8) from (7.2.46) we now obtain for $\forall \delta>0$

$$
\begin{align*}
& \text { (7.2.52) } \frac{\left(\pi / \omega_{0}\right)^{2}-((2-\alpha) / 2)^{2}}{\left(\pi / \omega_{0}\right)^{2}+((2-\alpha) / 2)^{2}} \cdot \int_{G} r_{\varepsilon}^{\alpha-2} \cdot|\nabla v|^{2} d x \leq  \tag{7.2.52}\\
& \quad \leq\left[2 \delta \cdot H\left(\alpha, \omega_{0}\right)+\left(\frac{1}{2}+2 \mu_{1}\right) c_{1} d^{1+\gamma / 2}\right] \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+ \\
& +\frac{\delta}{2} \cdot \int_{G_{0}^{d}} r^{2} r_{\varepsilon}^{\alpha-2} \cdot v_{x x}^{2} d x+c\left(\mu, \mu_{1}, M_{0}, \delta^{-1}\right) \cdot \int_{G}\left(r_{\varepsilon}^{\alpha-2} r^{2} \Phi_{x x}^{2}+r_{\varepsilon}^{\alpha-2} \cdot|\nabla \Phi|^{2}\right) d x+ \\
& +\frac{1}{2 \delta} \int_{G} r^{2} r_{\varepsilon}^{\alpha-2}\left(b^{4}(x)+f^{2}(x)\right) d x+c\left(\mu, \mu_{1}, M_{0}\right) d^{\alpha-2} \int_{G_{d}}\left(v_{x x}^{2}+v^{2}\right) d x .
\end{align*}
$$

To estimate the integral with second derivatives in (7.2.52) we apply the method of S. N. Bernstein (see, for example, [216], Chapter III, §19).

We rewrite the problem $(Q L)_{0}$ in the form

$$
\begin{cases}\Delta v=\mathcal{F}, & x \in G  \tag{7.2.53}\\ v(x)=0, & x \in \partial G\end{cases}
$$

where

$$
\begin{equation*}
\mathcal{F} \equiv-\left[a_{i j}\left(x, v+\Phi, v_{x}+\Phi_{x}\right)-a_{i j}(0,0,0)\right] v_{x_{i} x_{j}}+F\left(x, v, v_{x}\right) \tag{7.2.54}
\end{equation*}
$$

We multiply (7.2.53) first by $r^{2} r_{\varepsilon}^{\alpha-2} \cdot v_{x_{1} x_{1}}$ and next by $r^{2} r_{\varepsilon}^{\alpha-2} \cdot v_{x_{2} x_{2}}$, and add the equalities thus obtained. Next we integrate the result over $G$

$$
\begin{equation*}
\int_{G} r^{2} r_{\varepsilon}^{\alpha-2} \cdot v_{x x}^{2} d x=\int_{G} r^{2} r_{\varepsilon}^{\alpha-2} \cdot \Delta v \cdot \mathcal{F} d x+2 J_{\alpha, \varepsilon}[v] \tag{7.2.55}
\end{equation*}
$$

where the last term is defined by (2.6.3) and Lemma 2.42 holds for it. We estimate the first term on the right in (7.2.55) on the basis of (7.2.53), (7.2.47) and conditions ( $B$ ), (7.2.9)

$$
\begin{align*}
& \int_{G} r^{2} r_{\varepsilon}^{\alpha-2} \cdot \Delta v \cdot \mathcal{F} d x \leq \delta_{1} \int_{G} r^{2} r_{\varepsilon}^{\alpha-2} \cdot v_{x x}^{2} d x+  \tag{7.2.56}\\
& +c_{1} \int_{G} r^{2} r_{\varepsilon}^{\alpha-2}\left(|\nabla v|^{4}+b^{4}(x)+f^{2}(x)+\Phi_{x x}^{2}+|\nabla \Phi|^{4}\right)+ \\
& \quad+c(d, \alpha)(1+\mu) \int_{G_{d}} v_{x x}^{2} d x, \forall \delta_{1}>0 .
\end{align*}
$$

From (7.2.55), (7.2.56) on the basis of Lemmas 2.39, 2.40, 2.42 and with consideration of (7.2.10) and since $d, \delta_{1}>0$ were chosen sufficiently small, we obtain

$$
\begin{align*}
\int_{G} r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2} d x & \leq c\left(\alpha, M_{0}, \mu, \text { meas } G, \operatorname{diam} G\right) \int_{G_{d}}\left(v_{x x}^{2}+v^{2}\right) d x+ \\
& +c\left(M_{0}, \mu, \mu_{1}\right) \int_{G}\left[r^{\alpha}\left(b^{4}(x)+f^{2}(x)+\Phi_{x x}^{2}\right)+\right.  \tag{7.2.57}\\
& \left.+r^{\alpha-2}|\nabla \Phi|^{2}\right] d x+c\left(\alpha, M_{0}\right) \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x .
\end{align*}
$$

The next lemma follows from Theorem 4.9 and Lemma 2.39 with $\alpha=0$.
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Lemma 7.13.

$$
\begin{align*}
\int_{G_{d}} v_{x x}^{2} d x \leq & c\left(\nu^{-1}, \mu, \mu_{1}, c_{0}, \gamma_{0}\right) \times  \tag{7.2.58}\\
& \times \int_{G_{d}}\left[v^{2}(x)+b^{4}(x)+f^{2}(x)+\Phi_{x x}^{2}+|\nabla \Phi|^{2}+\Phi^{2}\right] d x .
\end{align*}
$$

From (7.2.52), (7.2.57), (7.2.58), and the condition $(K)$ of the theorem, by choosing $\delta$, and $d$ sufficiently small we finally obtain

$$
\begin{gathered}
\int_{G}\left(r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2}+r_{\varepsilon}^{\alpha-2} \cdot|\nabla u|^{2}+r_{\varepsilon}^{\alpha-4} \cdot u^{2}\right) d x \leq \\
\leq c\left(\alpha, \omega_{0}, \nu^{-1}, \mu, \mu_{1}, M_{0}, c_{0}, c_{1}, \gamma_{0}, \gamma, \operatorname{diam} G, \operatorname{meas} G\right) \times \\
\times \int_{G}\left[u^{2}+r^{\alpha}\left(b^{4}(x)+f^{2}(x)+\Phi_{x x}^{2}\right)+r^{\alpha-2} \cdot|\nabla \Phi|^{2}+r^{\alpha-4} \cdot \Phi^{2}\right] d x \quad \forall \varepsilon>0 .
\end{gathered}
$$

Passing to the limit as $\varepsilon \rightarrow+0$, we establish Theorem 7.12 and (7.2.45).

### 7.2.6. Proof of Theorem 7.7.

Proof. That $u$ belongs to the space $\mathfrak{W}_{2}^{2}(G)$ follows from Theorem 7.12 for $\alpha=2$ so that to prove assertion 1) we need to prove (7.2.4). For this we multiply both sides of $(Q L)_{0}$ by $v(x)$ and integrate over the domain $G_{0}^{\rho}$, $0<\rho<d$. Setting

$$
\begin{equation*}
V(\rho)=\int_{G_{0}^{g}}|\nabla v|^{2} d x \tag{7.2.59}
\end{equation*}
$$

we obtain

$$
\begin{align*}
V(\rho) & =\rho \int_{0}^{\omega_{0}} v \frac{\partial v}{\partial r} d \omega+\int_{G_{0}^{o}}\left\{v(x)\left[a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right] v_{x_{i} x_{j}}-\right.  \tag{7.2.60}\\
& \left.-v(x) \cdot F\left(x, v, v_{x}\right)\right\} d x .
\end{align*}
$$

We shall obtain an upper bound for each integral on the right. For the first integral we have Corollary 2.29

$$
\begin{equation*}
\rho \int_{0}^{\omega_{0}} v \frac{\partial v}{\partial r} d \omega \leq \frac{\rho \omega_{0}}{2 \pi} \cdot V^{\prime}(\rho) \tag{7.2.61}
\end{equation*}
$$

Condition (7.2.3) of the theorem ensures that (7.2.38) is satisfied, and hence estimates (7.2.39) and (7.2.3) of Theorem 7.11 are valid. On the basis of these estimates and the assumed Dini continuity of the functions
$a_{i j}\left(x, u, u_{x}\right)$ at $(0,0,0)$ and the smoothness of the boundary function $\varphi(x)$ it is not hard to establish the existence of a positive, monotonically increasing function $\delta(r)$, continuous on $[0, d]$, which satisfies a Dini condition at zero and is such that

$$
\left(\sum_{i, j=1}^{2}\left|a_{i j}\left(x, u(x), u_{x}(x)\right)-a_{i j}(0,0,0)\right|^{2}\right)^{1 / 2} \leq \delta(\rho), \quad|x|<\rho
$$

In fact, by Dini continuity, we have

$$
\left(\sum_{i, j=1}^{2}\left|a_{i j}\left(x, u(x), u_{x}(x)\right)-a_{i j}(0,0,0)\right|^{2}\right)^{1 / 2} \leq \mathcal{A}(|x|+|u(x)|+|\nabla u(x)|)
$$

where $\mathcal{A}(t)$ satisfies the Dini condition at zero, that is $\int_{0}^{d} \frac{\mathcal{A}(t)}{t}<\infty$. But from estimates (7.2.39) and (7.2.3) it follows

$$
|x|+|u(x)|+|\nabla u(x)| \leq|x|+c_{1}|x|^{1+\gamma / 2}+c_{2}|x|^{\gamma / 2} \leq c|x|^{\gamma / 2}
$$

Hence we obtain

$$
\mathcal{A}(|x|+|u(x)|+|\nabla u(x)|) \leq \mathcal{A}\left(c r^{\gamma / 2}\right) \equiv \delta(r)
$$

where

$$
\int_{0}^{1} \frac{\delta(r)}{r} d r=\int_{0}^{1} \frac{\mathcal{A}\left(c r^{\gamma / 2}\right)}{r} d r=\frac{2}{\gamma} \int_{0}^{c} \frac{\mathcal{A}(t)}{t} d t<\infty
$$

Therefore, by the Cauchy inequality we obtain

$$
\int_{G_{0}^{o}} v(x) \cdot\left[a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right] v_{x_{i} x_{j}} d x \leq
$$

$$
\begin{equation*}
\leq \frac{1}{2} \delta(\rho) \cdot \int_{g_{0}^{g}}\left(r^{2} \cdot v_{x x}^{2}+r^{-2} \cdot v^{2}\right) d x \tag{7.2.62}
\end{equation*}
$$

Finally, on the basis of (7.2.8) and by the condition (7.2.9) and the Hölder continuity of the function $v$ (inequality(7.2.10)), we obtain

$$
\begin{gather*}
\int_{G_{0}^{P}} v(x) \cdot F\left(x, v, x_{x}\right) d x \leq \\
\leq\left(\frac{1}{2}+2 \mu_{1}\right) c_{0} \rho^{\gamma_{0}} V(\rho)+(1+\mu) \rho^{\delta} \cdot \int_{G_{0}^{p}} r^{-2} v^{2} d x  \tag{7.2.63}\\
+c\left(\mu, \mu_{1}, M_{0}\right) \rho^{-\delta} \cdot \int_{G_{0}^{p}}\left[r^{2}\left(\Phi_{x x}^{2}+b^{4}(x)+f^{2}(x)\right)+|\nabla \Phi|^{2}\right] d x, \quad \forall \delta>0 .
\end{gather*}
$$

From (7.2.60) on the basis of (7.2.61)-(7.2.63), the Hardy-Wirtinger inequality for $\alpha=2$, and the estimate (7.2.37) of Corollary 7.10 it now follows that the function $V(\rho)$ satisfies the differential inequality $(C P)$ from $\S 1.10$ of the Preliminaries, in which

$$
\begin{gathered}
\mathcal{P}(\rho)=\frac{2 \pi}{\omega_{0} \rho}-2 c_{0} \frac{\pi}{\omega_{0}}\left(\frac{1}{2}+2 \mu_{1}\right) \rho^{\gamma_{0}-1}+\frac{\omega_{0}}{\pi} \rho^{-1} \delta(\rho)+2 \frac{\omega_{0}}{\pi}(1+\mu) \rho^{\delta-1}, \\
\mathcal{N}(\rho)=\frac{\pi}{\omega_{0}} \rho^{-1} \delta(\rho) c\left(\nu, \mu, \mu_{1}, M_{0}, c_{0}, \gamma_{0}, \omega_{0}\right) \\
\mathcal{Q}(\rho)=\frac{2 \pi}{\omega_{0}} k \rho^{2 s-1-\delta} k=k_{1}^{2} \cdot c\left(\mu, \mu_{1}, M_{0}\right) \cdot\left(1+2^{2 s}\right) \\
V_{0}=V(d) \leq M_{1}^{2} \cdot \operatorname{meas} G \\
\forall \delta \in\left(0,2 s-2 \frac{\pi}{\omega_{0}}\right)
\end{gathered}
$$

(Here $k_{1}$ and $s$ are defined in condition (7.2.2).) According to Theorem 1.57 the estimate (1.10.1) holds, which together with (7.2.37) leads to the desired estimate (7.2.4).

The estimate (7.2.5) now follows from the imbedding theorem (Lemma 1.38) and from (7.2.4).

To prove the remaining assertions of Theorem 7.7 we apply the method of rings and arguments analogous to those in the proof of Theorem 7.11. We perform the coordinate transformation $x=\rho x^{\prime}$. In $G_{1 / 2}^{1}$ the function $z\left(x^{\prime}\right)=\rho^{-\lambda} v\left(\rho x^{\prime}\right)$ satisfies (7.2.42) and (7.2.43) with $\gamma$ replaced by $2(\lambda-1)$.

By the Sobolev-Kondrashov theorems on imbedding of function spaces we have

$$
\begin{equation*}
\left(\int_{G_{1 / 2}}\left|\nabla^{\prime} z\right|^{p} d x^{\prime}\right)^{1 / p} \leq c \cdot\left[\int_{G_{1 / 2}^{1}}\left(z_{x^{\prime} x^{\prime}}^{2}+z^{2}\right) d x^{\prime}\right]^{1 / 2}, \quad \forall p>2 \tag{7.2.65}
\end{equation*}
$$

and

$$
\begin{align*}
\sup _{x^{\prime} \in G_{5 / 8}^{7 / 8}}\left|\nabla^{\prime} z\right|+\sup _{\substack{x^{\prime}, y^{\prime} \in G_{5 / 8}^{7 / 8} \\
x \neq y^{\prime}}} \frac{\left|\nabla^{\prime} z\left(x^{\prime}\right)-\nabla^{\prime} z\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|^{1-2 / p}} & \leq  \tag{7.2.66}\\
& \leq c\|z\|_{W^{2, p}\left(G_{5 / 8}^{7 / 8}\right)}, \forall p>2 .
\end{align*}
$$

We consider (7.2.42) as a linear equation whose leading coefficients are Dini continuous. By Theorem 10.17- the $L^{p}$-estimates for the solution inside the domain and near a smooth portion of the boundary, we have

$$
\begin{array}{r}
\|z\|_{W^{2, p}\left(G_{5 / 8}^{7 / 8}\right)} \leq c(\nu, \mu, \delta(1))\left[\int_{G_{1 / 2}^{1}}\left(\left|\widetilde{F}\left(x^{\prime}\right)\right|^{p}+|z|^{p}\right) d x^{\prime}\right]^{1 / p},  \tag{7.2.67}\\
\forall p>1, \quad G_{5 / 8}^{7 / 8} \subset G_{1 / 2}^{1} .
\end{array}
$$

Returning to the variable $x$ and the function $v(x)$, from (7.2.64)-(7.2.66) by (7.2.43) and (7.2.4) we obtain

$$
\begin{equation*}
\left(\int_{G_{\rho / 2}^{\rho}}|\nabla v|^{p} d x\right)^{1 / p} \leq c \cdot \rho^{\pi / \omega_{0}+2 / p-1}, \quad \forall p \geq 2 \tag{7.2.68}
\end{equation*}
$$

and also, considering the smoothness of the boundary function,

$$
\sup _{x \in G_{5 \rho / 8}^{7 \rho / 8}}|\nabla v(x)|+\rho^{1-2 / p} \cdot \sup _{\substack{x, y \in G_{5 \rho / 8}^{7 \rho / 8} \\ x \neq y}} \frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{1-2 / p}} \leq
$$

$$
\begin{align*}
& \leq c\left(\nu, \mu, \mu_{1}, p, \delta(\rho)\right)\left\{\rho^{1-2 / p}\left(\int_{G_{\rho / 2}^{\rho}}|\nabla v|^{2 p} d x\right)^{1 / p}+\right.  \tag{7.2.69}\\
& +\left(\int_{G_{\rho / 2}^{\rho}} r^{-p-2}|v|^{p} d x\right)^{1 / p}+ \\
& \left.+\rho^{1-\frac{2+\alpha}{p}} \cdot\left\langle\int_{G_{\rho / 2}^{\rho}}\left[r^{\alpha}\left(f^{p}+b^{2 p}+\left|\Phi_{x x}\right|^{p}\right)+r^{\alpha-p}|\nabla \Phi|^{p}\right] d x\right\rangle^{1 / p}\right\}
\end{align*}
$$
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and

$$
\begin{align*}
\|v\|_{V_{p, \alpha}^{2}\left(G_{5 \rho / 8}^{7 \rho / 8}\right)} \leq c\left(\nu, \mu, \mu_{1}, \delta(\rho)\right) & \left\{\left[\int _ { G _ { \rho / 2 } ^ { \rho } } \left(r^{\alpha}|\nabla v|^{2 p}+\right.\right.\right.  \tag{7.2.70}\\
\left.\left.+r^{\alpha-2 p}|v|^{p}\right) d x\right]^{1 / p} & +\left\langle\int _ { G _ { \rho / 2 } ^ { \rho } } \left[r ^ { \alpha } \cdot \left( f^{p}+b^{2 p}+\right.\right.\right. \\
& \left.\left.\left.\left.+\left|\Phi_{x x}\right|^{p}\right)+r^{\alpha-p} \cdot|\nabla \Phi|^{p}\right] d x\right\rangle^{1 / p}\right\}
\end{align*}
$$

We now note that by the estimate (7.2.5)

$$
\begin{align*}
\int_{G_{0}^{o}} r^{-p-2}|v|^{p} d x \leq c_{1}^{p} \cdot \int_{G_{0}^{p}} r^{(\lambda-1) p-2} d x & =  \tag{7.2.71}\\
& =\omega_{0} c_{1}^{p} \cdot \frac{\rho^{(\lambda-1) p}}{(\lambda-1) p}, \quad \lambda=\pi / \omega_{0}>1
\end{align*}
$$

and

$$
\begin{equation*}
\int_{G_{0}^{p}} r^{\alpha-2 p}|v|^{p} d x \leq c_{1}^{p} \cdot \int_{G_{0}^{p}} r^{\alpha+(\lambda-2) p} d x=\frac{c_{1}^{p} \omega_{0}}{2+p(\lambda-2)} \rho^{2+\alpha+p(\lambda-2)} \tag{7.2.72}
\end{equation*}
$$

if $\lambda-2+\frac{2+\alpha}{p}>0$. In addition, we also have

$$
\begin{equation*}
\rho^{1-2 / p}\left(\int_{G_{\rho / 2}^{\rho}}|\nabla v|^{2 p} d x\right)^{1 / p} \leq \varrho M_{1}^{2} \leq M_{1}^{2} \varrho^{\lambda-1} \tag{7.2.73}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\int_{G_{\rho / 2}^{\rho}} r^{\alpha}|\nabla v|^{2 p} d x\right)^{1 / p} \leq c M_{1}^{2} \varrho^{\frac{\alpha+2}{p}} \leq c M_{1}^{2} \varrho^{\lambda-2+\frac{\alpha+2}{p}} \tag{7.2.74}
\end{equation*}
$$

since $1<\lambda<2$.
From (7.2.69), on the basis of (7.2.71), (7.2.73) and (7.2.3), we obtain (7.2.6). This concludes the proof of assertion 2) of Theorem 7.7. The assertion 3) and (7.2.7) follow in exactly the same way from (7.2.70) on the basis of (7.2.72), (7.2.74), and assumption (7.2.3). Finally, suppose the conditions of assertion 4) are satisfied. Returning to (7.2.69), by (7.2.71),
(7.2.73), and (7.2.3) we have

$$
\begin{gather*}
|\nabla v(x)-\nabla v(y)| \leq c \rho^{\varkappa}|x-y|^{\pi / \omega_{0}-1-\varkappa} \\
\forall x, y \in G_{5 \rho / 8}^{7 \rho / 8}, \quad \varkappa=\frac{\pi}{\omega_{0}}-2+\frac{2}{p} \leq 0 \tag{7.2.75}
\end{gather*}
$$

By the definition of the sets $G_{5 \rho / 8}^{7 \rho / 8}$ we have $|x-y|^{\varkappa} \geq\left(\frac{7}{4} \rho\right)^{\varkappa}$, since $\varkappa \leq 0$. Therefore, from (7.2.75) we obtain

$$
|\nabla v(x)-\nabla v(y)| \leq c \cdot|x-y|^{\pi / \omega_{0}-1}, \quad \forall x, y \in G_{5 \rho / 8}^{7 \rho / 8}
$$

whence assertion 4) follows. Theorem 7.7 is proved.

### 7.3. Estimates near a conical point

7.3.1. Introduction. In $\S 7.2$ we have investigated the behavior of strong solutions to the Dirichlet problem for uniform elliptic quasi-linear second order equation of non-divergent form near an angular point of the boundary of a plane bounded domain. There in particular it is proved that the first order derivatives of the strong solution are Hölder continuous with the exponent $\frac{\pi}{\omega_{0}}-1$, if $\frac{\pi}{2}<\omega_{0}<\pi$ and this exponent is the best possible. ( $\omega_{0}$ is an angle of intersection of segments of the domain boundary in the angular point.) Two-dimensionality of the domain is stipulated by Nirenberg's method which we have applied to obtain the estimate

$$
\begin{equation*}
|u(x)| \leq c_{0}|x|^{1+\gamma} \tag{7.3.1}
\end{equation*}
$$

with a certain $\gamma \in(0,1)$ in the neighborhood of an angular point. Other results of $\S 7.2$ do not depend upon two-dimensionality of the domain and may be obtained by the methods presented in $\S 7.2$ in the multidimensional case. First we build the barrier function and with the aid of the Comparison Principle establish the estimate (7.3.1) with a certain now small $\gamma>0$. Then, by the layers method, using the results of Ladyzhenskaya-Uraltseva-Lieberman [217, 219, 224] and the estimate (7.3.1), we establish the estimate

$$
\begin{equation*}
|\nabla u(x)| \leq c_{1}|x|^{\gamma} . \tag{7.3.2}
\end{equation*}
$$

On the basis of (7.3.1), (7.3.2) we prove the integral weight estimates for the second generalized derivatives of the solution with the best weight exponent. These estimates allow us to obtain exact estimates of the solution's moduli and its gradient and weight $L^{q}$-estimates of the second generalized derivatives of the solution and also to prove the Hölder continuity of the first derivatives of the solution with the best Hölder exponent.

Definition 7.14. A strong solution of the problem $(Q L)$ is the function

$$
u(x) \in W_{l o c}^{2, q}(\bar{G} \backslash \mathcal{O}) \cap C^{0}(\bar{G}), \quad q \geq N
$$

satisfying the equation of the problem for almost all $x \in G$ and the boundary condition of the problem for all $x \in \partial G$. The value $M_{0}=\max _{x \in \bar{G}}|u(x)|$ is assumed to be known.

We shall further assume throughout that the below conditions are satisfied
(S) for $\forall \varepsilon_{0}>0$ there exists $d_{0}>0$ such that

$$
G_{0}^{d_{0}}=\left\{x \in G \left\lvert\, \arccos \left(\frac{x_{N}}{r}\right)<\frac{\pi}{2}-\varepsilon_{0}\right.\right\} \Leftrightarrow G_{0}^{d_{0}} \subset\left\{x_{N} \geq 0\right\} \Rightarrow \lambda>1 ;
$$

(J) $\varphi(x) \in W^{2-\frac{1}{q}, q}(\partial G), q \geq N ; a_{i j}(x, u, z) \in W^{1, q}(\mathfrak{M}), q>N$; there exist a number $\beta>-1$ and nonnegative number $k_{1}$ such that

$$
\begin{equation*}
b(x)+f(x) \leq k_{1}|x|^{\beta}, \tag{7.3.3}
\end{equation*}
$$

where functions $b(x), f(x)$ are from the condition (C).
7.3.2. The barrier function. Let $G_{0}=G_{0}^{\infty}$ be an infinite cone, where $G_{0} \subset\left\{x_{N} \geq 0\right\}$ and $\Gamma_{0}$ is a lateral surface. We consider the second order linear operator

$$
\begin{array}{r}
L_{0}=a^{i j}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} ; \quad a^{i j}(x)=a^{j i}(x), x \in G_{0}, \\
\nu \xi^{2} \leq a^{i j}(x) \xi_{i} \xi_{j} \leq \mu \xi^{2} \quad \forall x \in G_{0}, \forall \xi \in \mathbb{R}^{N} ; \nu, \mu=\text { const }>0 .
\end{array}
$$

Lemma 7.15. (About the existence of the barrier function). There exist a number $h>0$, determined only by $G_{0}$, a number $\gamma_{0}$ and a function $w(x) \in C^{1}\left(\overline{G_{0}}\right) \cap C^{2}\left(G_{0}\right)$ depending only on $G_{0}$ and ellipticity constants $\nu, \mu$ of the operator $L_{0}$ such that $\forall \gamma \in\left(0, \gamma_{0}\right]$

$$
\begin{gather*}
L_{0} w(x) \leq-\nu h^{2}|x|^{\gamma-1}, \quad x \in G_{0}  \tag{7.3.4}\\
0 \leq w(x) \leq|x|^{1+\gamma} \quad \text { and } \quad|\nabla w(x)| \leq 2\left(1+h^{2}\right)^{1 / 2}|x|^{\gamma}, \quad x \in \overline{G_{0}} . \tag{7.3.5}
\end{gather*}
$$

Proof. We set $x^{\prime}=\left(x_{1}, . . x_{N-2}\right), \quad x=x_{N-1}, \quad y=x_{N}$. In the halfspace $y \geq 0$ we consider a cone $K$ with the vertex $\mathcal{O}$ such that $K \supset G_{0}$ which it is possible since $G_{0} \subset\{y \geq 0\}$. Let $\partial K$ be the lateral surface of $K$ and the equation of $\partial K \cap(x \mathcal{O} y)$ is $y= \pm h x$ so that inside $K$ the inequality $y>h|x|$ is true. We consider the function

$$
\begin{equation*}
w\left(x^{\prime} ; x, y\right)=\left(y^{2}-h^{2} x^{2}\right) y^{\gamma-1}, \quad \gamma \in \mathbb{R} . \tag{7.3.6}
\end{equation*}
$$

Renaming the operator $L_{0}$ coefficients: $a^{N-1, N-1}=a$, $a^{N-1, N}=b, a^{N, N}=c$ we get

$$
\begin{gather*}
L_{0} w=a w_{x x}+2 b w_{x y}+c w_{y y} \\
\nu \eta^{2} \leq a \eta_{1}^{2}+2 b \eta_{1} \eta_{2}+c \eta_{2}^{2} \leq \mu \eta^{2} \tag{7.3.7}
\end{gather*}
$$

where $\eta^{2}=\eta_{1}^{2}+\eta_{2}^{2} \quad \forall \eta_{1}, \eta_{2} \in \mathbb{R}$.
We calculate the operator $L_{0}$ on the function (7.3.6)

$$
\begin{equation*}
\varphi(\gamma)=2\left(a-2 b t+c t^{2}\right)-\left(3 c t^{2}-4 b t+c h^{-2}\right) \gamma-c\left(h^{-2}-t^{2}\right) \gamma^{2} \tag{7.3.8}
\end{equation*}
$$

Since, by (7.3.7), $\varphi(0)=2\left(a-2 b t+c t^{2}\right)>2 \nu$ and $\varphi(\gamma)$ is the square function, then it is obvious that there is a number $\gamma_{0}>0$, depending only on $\nu, \mu, h$ such that $\varphi(\gamma)>\nu$ for $\gamma \in\left[0, \gamma_{0}\right]$. From (7.3.6) and (7.3.8) we now obtain all the statements of our Lemma.
7.3.3. The weak smoothness of solutions. The above constructed function and the Comparison Principle (see Theorem 4.4) allow us to estimate $u(x)$ in the neighborhood of conical point. Without loss of generality we assume $\varphi(x) \equiv 0$.

Theorem 7.16. Let $u(x)$ be a solution of (QL) and satisfy the conditions $(S),(A),(B),(C)$ on the set $\mathfrak{M}^{(u)}$. Then there exist nonnegative numbers $d<d_{0}, \gamma$ defined only by values $\nu, \mu, N, k_{1}, \beta, \gamma_{0}, d_{0}, M_{0}$ and the domain $G$ such that in $G_{0}^{d}$ the estimate (7.3.1) holds with a constant $c_{0}$, independent of $u(x)$ and defined only by the values $\nu, \mu, N, k_{1}, \beta, \gamma_{0}, d_{0}, M_{0}$ and the domain $G$.

Proof. We consider the linear elliptic operator

$$
\begin{gathered}
\widetilde{L}=a^{i j}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+a^{i}(x) \frac{\partial}{\partial x_{i}}, \quad x \in G ; \\
a^{i j}(x)=a_{i j}\left(x, u(x), u_{x}(x)\right) ; \text { and } a^{i}(x)=b(x)|\nabla u(x)|^{-1} u_{x_{i}}(x),
\end{gathered}
$$

where we assume $a^{i}(x)=0, \quad i=1, \ldots, N$ in such points $x$, for which $|\nabla u(x)|=0$. Let us introduce the auxiliary function

$$
\begin{equation*}
v(x)=-1+\exp \left(\nu^{-1} \mu_{1} u(x)\right) \tag{7.3.9}
\end{equation*}
$$

Then we get

$$
\begin{aligned}
& \widetilde{L} v(x) \equiv \nu^{-1} \mu_{1}\left(a^{i j}(x) u_{x_{i} x_{j}}+\nu^{-1} \mu_{1} a^{i j}(x) u_{x_{i}} u_{x_{j}}+b(x)|\nabla u(x)|\right) \times \\
& \quad \times \exp \left(\nu^{-1} \mu_{1} u(x)\right)=\nu^{-1} \mu_{1}\left\{\left(b(x)|\nabla u(x)|-a\left(x, u(x), u_{x}(x)\right)+\right.\right. \\
& \left.+\nu^{-1} \mu_{1} a^{i j}(x) u_{x_{i}} u_{x_{j}}\right\} \exp \left(\nu^{-1} \mu_{1} u(x)\right) \geq-\nu^{-1} \mu_{1} f(x) \exp \left(\nu^{-1} \mu_{1} M_{0}\right)
\end{aligned}
$$

in virtue of the assumptions $(B),(C)$. By the condition (7.3.3), now we obtain

$$
\begin{equation*}
\tilde{L} v(x) \geq-\nu^{-1} \mu_{1} k_{1} r^{\beta} \exp \left(\nu^{-1} \mu_{1} M_{0}\right), \quad x \in G_{0}^{d} . \tag{7.3.10}
\end{equation*}
$$

Let $\gamma_{0}$ be the number defined by the barrier function Lemma and the number $\gamma$ satisfies the inequality

$$
\begin{equation*}
0<\gamma \leq \min \left(\gamma_{0}, \beta+1\right) \tag{7.3.11}
\end{equation*}
$$

We calculate the operator $\widetilde{L}$ for the barrier function (7.3.6) thusly

$$
\begin{gathered}
\widetilde{L} w\left(x^{\prime} ; x, y\right)=-h^{2} y^{\gamma-1} \varphi(\gamma)+|\nabla u|^{-1} b\left(\left(h^{2}(1-\gamma) x^{2} y^{\gamma-2}+(1+\gamma) y^{\gamma}\right) \frac{\partial u}{\partial y}-\right. \\
\left.\left.-2 h^{2} x y^{\gamma-1}\right) \frac{\partial u}{\partial x}\right) \leq-\nu h^{2} y^{\gamma-1}+2(1+h) b y^{\gamma}, \quad \forall\left(x^{\prime} ; x, y\right) \in G_{0} .
\end{gathered}
$$

Returning to the previous denotations and considering the inequality (7.3.3), we get

$$
\widetilde{L} w(x) \leq\left(-\nu h^{2}+2(1+h) k_{1} d^{1+\beta}\right) r^{\gamma-1}, \quad x \in G_{0}^{d}
$$

Now let the number $d \in\left(0, d_{0}\right)$ satisfy the inequality

$$
\begin{equation*}
d \leq\left(\frac{\nu h^{2}}{4 k_{1}(1+h)}\right)^{1 /(1+\beta)} \tag{7.3.12}
\end{equation*}
$$

Then finally we have

$$
\begin{equation*}
\widetilde{L} w(x) \leq-\frac{1}{2} \nu h^{2} r^{\gamma-1}, \quad x \in G_{0}^{d} . \tag{7.3.13}
\end{equation*}
$$

Now let us define a number $\mathcal{A}$

$$
\begin{equation*}
\mathcal{A} \geq 2 k_{1} \mu_{1} \nu^{-2} h^{-2} \exp \left(M_{0} \mu_{1} / \nu\right) . \tag{7.3.14}
\end{equation*}
$$

Then from (7.3.10) and (7.3.13) with regard to (7.3.11) it follows

$$
\begin{equation*}
\widetilde{L}(\mathcal{A} w(x)) \leq \widetilde{L} v(x), \quad x \in G_{0}^{d} . \tag{7.3.15}
\end{equation*}
$$

In addition, from (7.3.5) and (7.3.9) it follows

$$
\begin{equation*}
\mathcal{A} w(x) \geq 0=v(x), \quad x \in \Gamma_{0}^{d} . \tag{7.3.16}
\end{equation*}
$$

Now we compare the functions $v$ and $w$ on $\Omega_{d}$. In virtue of the assumption (S) we have on the set $G \cap\{r=d\} \cap\left\{x_{N-1} \mathcal{O} x_{N}\right\}$ that

$$
x_{N-1}=d \sin \vartheta, x_{N}=d \cos \vartheta,|\vartheta|<\pi / 2-\varepsilon_{0}, \text { where } d \leq d_{0}
$$

and there is a cone $K \supset G_{0}$ such that $0<h<\tan \varepsilon_{0}$ (see the proof of the barrier function Lemma). From (7.3.6) it follows

$$
\begin{equation*}
\left.w\right|_{r=d} \geq d^{1+\gamma}\left(\sin \varepsilon_{0}\right)^{\gamma-1}\left(\sin ^{2} \varepsilon_{0}-h^{2} \cos ^{2} \varepsilon_{0}\right)>0 \tag{7.3.17}
\end{equation*}
$$

On the other hand, by Theorem 7.3 we have $|u(x)| \leq M_{\alpha}|x|^{\alpha}$, where $\alpha \in$ $(0,1)$ is determined by $\nu^{-1}, \mu, N$ and the domain $G$, but $M_{\alpha}$ is determined by the same values and $M_{0}, k_{1}, \beta, d_{0}$. Therefore, by the well-known inequality $e^{t}-1 \leq 2 t$, if $0<t<1$, we have

$$
\begin{equation*}
\left.v(x)\right|_{r=d} \leq-1+\exp \left(\nu^{-1} \mu_{1} M_{\alpha} d^{\alpha}\right) \leq 2 \nu^{-1} \mu_{1} M_{\alpha} d^{\alpha} \tag{7.3.18}
\end{equation*}
$$

if $d$ is so small that

$$
\begin{equation*}
d \leq\left(2 \mu_{1} M_{\alpha} \nu^{-1}\right)^{-1 / \alpha} \tag{7.3.19}
\end{equation*}
$$

holds. Choosing a number $\mathcal{A}$ so large that the following inequality

$$
\begin{equation*}
\mathcal{A} \geq 2 \nu^{-1} \mu_{1} M_{\alpha} d^{\alpha-1-\gamma}\left(\sin \varepsilon_{0}\right)^{1-\gamma}\left(\sin ^{2} \varepsilon_{0}-h^{2} \cos ^{2} \varepsilon_{0}\right)^{-1} \tag{7.3.20}
\end{equation*}
$$

would be satisfied, from (7.3.17) and(7.3.18) it follows that

$$
\begin{equation*}
\mathcal{A} w(x) \geq v(x), \quad x \in \Omega_{d} \tag{7.3.21}
\end{equation*}
$$

Thus, if $d \in\left(0, d_{0}\right)$ is chosen according to (7.3.12), (7.3.19), the number $\gamma$ is chosen according to (7.3.11), and $\mathcal{A}$ is chosen according to (7.3.14), (7.3.20), then from (7.3.15), (7.3.16), (7.3.21) we obtain

$$
\widetilde{L} v(x) \geq \widetilde{L}(\mathcal{A} w(x)), x \in G_{0}^{d} \quad \text { and } \quad v(x) \leq \mathcal{A} w(x), \quad x \in \partial G_{0}^{d}
$$

In this case and because of the Comparison Principle (see Theorem 4.4), we have $v(x) \leq \mathcal{A} w(x), x \in \overline{G_{0}^{d}}$. Returning to the function $u(x)$, from (7.3.9) we obtain

$$
u(x)=\nu \mu_{1}^{-1} \ln (1+v(x)) \leq \nu \mu_{1}^{-1} \ln (1+\mathcal{A} w(x)) \leq \mathcal{A} \nu \mu_{1}^{-1} w(x), \quad x \in \overline{G_{0}^{d}}
$$

In the analogous way the inequality $u(x) \geq-\mathcal{A} \nu \mu_{1}^{-1} w(x), x \in \overline{G_{0}^{d}}$ is proved, if we consider $v(x)=1-\exp \left(-\nu^{-1} \mu_{1} u(x)\right)$ as an auxiliary function. By (7.3.5), the proof of our Theorem is complete.

Basing on the layer method and the assumption ( $D$ ), we can now prove a gradient bound for solutions near a conical point.

Theorem 7.17. Let $u(x)$ be a strong solution of the problem ( $Q L$ ), $q>N$ and the assumptions $(S),(A)-(J)$ on the set $\mathfrak{M}^{(u)}$ are fulfilled. Then in the domain $G_{0}^{d}, 0<d \leq \min \left(d_{0}, \bar{d}\right)$ the estimate (7.3.2) is true with a constant $c_{1}$, depending only on $\nu^{-1}, \mu, \mu_{0}, \mu_{1}, \mu_{2}, u, q, \beta, \gamma, \kappa_{1}, \kappa_{2}, M_{0}$ and the domain $G$.

Proof. Let us consider in the layer $G_{1 / 2}^{1}$ the function $v\left(x^{\prime}\right)=\rho^{-1-\gamma} u\left(\rho x^{\prime}\right)$, taking $u \equiv 0$ outside $G$. Let us perform the change of variables $x=\rho x^{\prime}$ in the equation ( $Q L$ ). The function $v\left(x^{\prime}\right)$ satisfies the equation
$(Q L)^{\prime}$

$$
a^{i j}\left(x^{\prime}\right) v_{x_{i}^{\prime} x_{j}^{\prime}}=F\left(x^{\prime}\right), \quad x^{\prime} \in G_{1 / 2}^{1}
$$

where

$$
\begin{gathered}
a^{i j}\left(x^{\prime}\right) \equiv a_{i j}\left(\rho x^{\prime}, \rho^{1+\gamma} v\left(x^{\prime}\right), \rho^{\gamma} v_{x^{\prime}}\left(x^{\prime}\right)\right) \\
F\left(x^{\prime}\right) \equiv-\rho^{1-\gamma} a\left(\rho x^{\prime}, \rho^{1+\gamma} v\left(x^{\prime}\right), \rho^{\gamma} v_{x^{\prime}}\left(x^{\prime}\right)\right)
\end{gathered}
$$

By Theorem 7.5 with regard to assumptions $(A)-(D)$

$$
\begin{equation*}
\operatorname{vrai} \max _{G_{1 / 2}^{1}}\left|\nabla^{\prime} v\right| \leq M_{1}^{\prime} \tag{7.3.22}
\end{equation*}
$$

where $M_{1}^{\prime}$ is determined only by $\nu, \mu, \mu_{1}, k_{1}, c_{0}, M_{0}, \beta, \gamma, N, q$. Returning to former variables from (7.3.22) we obtain

$$
|\nabla u(x)| \leq M_{1}^{\prime} \rho^{\gamma}, \quad x \in G_{\rho / 2}^{\rho}
$$

Taking $|x|=2 \rho / 3$, we arrive to the sought estimate (7.3.2). The Theorem is proved.

Let us now establish a "weak" solution smoothness of the problem ( $Q L$ ) in the neighborhood of a conical point.

Theorem 7.18. Let $u(x)$ be a strong solution of $(Q L), q>N$ and the assumptions $(S),(A)-(J)$ are fulfilled. Let $\gamma_{0}$ be the number defined by the barrier function Lemma. Then $u(x) \in G^{1+\gamma}\left(\overline{G_{0}^{d}}\right)$ for some $d \in$ $\left(0, \min \left(d_{0}, \bar{d}\right)\right)$ and $\forall \gamma \in\left(0, \gamma^{*}\right]$, where $\gamma^{*}=\min \left(\gamma_{0} ; \beta+1 ; 1-N / q\right)$.

Proof. Let a number $d \in\left(0, \min \left(d_{0}, \bar{d}\right)\right)$ be fixed so that the estimates (7.3.1), (7.3.2) are satisfied according to Theorems 7.16, 7.17. Let us consider in the layer $G_{1 / 2}^{1}$ the equation of $(Q L)^{\prime}$ for the function $v\left(x^{\prime}\right)=$ $\rho^{-1-\gamma} u\left(\rho x^{\prime}\right)$. By the Sobolev-Kondrashov imbedding Theorem 1.33

$$
\begin{equation*}
\sup _{\substack{x^{\prime}, y^{\prime} \in G_{1 / 2}^{1} \\ x^{\prime} \neq y^{\prime}}} \frac{\left|\nabla^{\prime} v\left(x^{\prime}\right)-\nabla^{\prime} v\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|^{1-N / q}} \leq c(N, q, G)\|v\|_{2, q ; G_{1 / 2}^{1}}, \quad q>N . \tag{7.3.23}
\end{equation*}
$$

Let us verify that for the solution $v\left(x^{\prime}\right)$ we can apply Theorem 4.6 about $L^{q}$-estimate inside a domain and near a smooth boundary portion. In fact, by the assumption $(A)-(J)$ and the imbedding theorem, the functions $a_{i j}(x, u, z)$ are continuous on the set $\mathfrak{M}^{(u)}$, that is for $\forall \varepsilon>0$ there exists such $\eta(\varepsilon)$ that

$$
\left|a_{i j}\left(x, u(x), u_{x}(x)\right)-a_{i j}\left(y, u(y), u_{x}(y)\right)\right|<\varepsilon
$$

as soon as

$$
|x-y|+|u(x)-u(y)|+\left|u_{x}(x)-u_{x}(y)\right|<\eta(\varepsilon), \quad \forall x, y \in G_{\rho / 2}^{\rho}, \rho \in(0, \bar{d}) .
$$

The assumption ( $D$ ) guarantees the existence of the local a priori estimate inside the domain $G_{\rho / 2}^{\rho}$ and near a smooth portion of the boundary $\Gamma_{\rho / 2}^{\rho}$, namely there exist the number $\tilde{\varkappa}>0$ and the number $M_{1}>0$ such that

$$
|u(x)-u(y)|+|\nabla u(x)-\nabla u(y)| \leq M_{1}|x-y|^{\tilde{x}}, \forall x, y \in G_{\rho / 2}^{\rho}, \rho \in(0, d)
$$

Then the functions $a^{i j}\left(x^{\prime}\right)$ are continuous in $\overline{G_{1 / 2}^{1}}$ and consequently are uniform continuous. It means that for any $\varepsilon>0$ there exists $\delta>0$ (we choose the number $\delta$ such that $\left.\delta d+M_{1}(\delta d)^{\tilde{x}}<\eta\right)$ such that $\mid a^{i j}\left(x^{\prime}\right)-$ $a^{i j}\left(y^{\prime}\right) \mid<\varepsilon$, if only $\left|x^{\prime}-y^{\prime}\right|<\delta, \forall x^{\prime}, y^{\prime} \in \overline{G_{1 / 2}^{1}}$. We see that the assumptions of the theorem about the local $L^{q}$ a priori estimate for the $(Q L)^{\prime}$ are satisfied. By this theorem, we have

$$
\begin{equation*}
\|v\|_{2, q: G_{1 / 2}^{1}}^{q} \leq c_{4} \int_{G_{1 / 4}^{2}}\left(|v|^{q}+\rho^{q(1-\gamma)}\left|a\left(\rho x^{\prime}, \rho^{1+\gamma} v, \rho^{\gamma} u_{x^{\prime}}\right)\right|^{q}\right) d x^{\prime} \tag{7.3.24}
\end{equation*}
$$

with a constant $c_{4}$, independent of $v$ and $a$, and being determined only by $N, \nu, \mu, \mu_{1}, \gamma, \beta, k_{1}, q, M_{0}, M_{1}, d_{0}, \bar{d}$. The estimate (7.3.1) gives rise to

$$
\begin{array}{r}
\int_{G_{1 / 4}^{2}}|v|^{q} d x^{\prime}=\int_{G_{\mathrm{e} / 4}^{2}} \varrho^{-q(1+\gamma)}|u(x)|^{q} \varrho^{-N} d x \leq c_{q, \gamma} m e s \Omega \int_{\rho / 4}^{2 \rho} \frac{d r}{r} \leq  \tag{7.3.25}\\
\leq c_{q, \gamma} m e s \Omega \ln 8 .
\end{array}
$$

## 7 Strong solutions of the Dirichlet problem FOR NONDIVERGENCE QUASILINEAR EQUATIONS

In the analogous way, by the assumption $(C)$ together with the inequality (7.3.3) and the estimate (7.3.2), we obtain

$$
\begin{align*}
& \int_{G_{1 / 4}^{2}} \rho^{q(1-\gamma)}\left|a\left(\rho x^{\prime}, \rho^{1+\gamma} v, \rho^{\gamma} v_{x^{\prime}}\right)\right|^{q} d x^{\prime} \leq \rho^{q(1-\gamma)-N} \int_{G_{\rho / 4}^{2 \rho}}\left(\mu_{1}|\nabla u|^{2}+\right. \\
& +b(x)|\nabla u|+f(x))^{q} d x \leq 2^{N} 3^{q-1} \rho^{q(1-\gamma)} \operatorname{mes} \Omega \int_{G_{\rho / 4}}^{2 \rho}\left(\mu_{1}^{q} c_{1}^{2 q} r^{2 q \gamma-1}+\right. \\
& \left..26) \quad+\left(k_{1} c_{1}\right)^{q} r^{q(\beta+\gamma)-1}+k_{1}^{q} r^{q \beta-1}\right) d r \leq c\left(N, q, \gamma, \beta, \mu_{1}, c_{1}, k_{1}\right), \tag{7.3.26}
\end{align*}
$$

since $0<\gamma \leq 1+\beta$. From(7.3.24)-(7.3.26) it follows

$$
\begin{equation*}
\|v\|_{2, q ; G_{1 / 2}^{1}} \leq c\left(N, \nu, \mu, \mu_{1}, \gamma, \beta, k_{1}, q, M_{0}, M_{1}, c_{0}, c_{1}\right) \tag{7.3.27}
\end{equation*}
$$

Now from (7.3.23) and (7.3.27) we obtain

$$
\begin{equation*}
\sup _{\substack{x^{\prime}, y^{\prime} \in G_{1 / 2}^{1} \\ x^{\prime} \neq y^{\prime}}} \frac{\left|\nabla^{\prime} v\left(x^{\prime}\right)-\nabla^{\prime} v\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|^{1-N / q}} \leq c_{5}, \quad q>N \tag{7.3.28}
\end{equation*}
$$

where $c_{5}=c\left(N, \nu, \mu, \mu_{1}, \gamma, \beta, k_{1}, q, M_{0}, M_{1}, c_{0}, c_{1}, G\right)$.
Returning to the variables $x, u$, we get

$$
\begin{equation*}
\sup _{\substack{x, y \in G_{\rho}^{p} \\ x \neq y}} \frac{|\nabla u(x)-\nabla u(y)|}{|x-y|^{1-N / q}} \leq c_{5} \rho^{\gamma-1+N / q}, \quad q>N, \rho \in(0, d) . \tag{7.3.29}
\end{equation*}
$$

Now let us recall that by the assumptions of our theorem $q \geq N /(1-\gamma)$. Let us put $\tau=\gamma-1+N / q \leq 0$, then from (7.3.29) it follows

$$
|\nabla u(x)-\nabla u(y)| \leq c_{5} \rho^{\tau}|x-y|^{\gamma-\tau} \quad \forall x, y \in G_{\rho / 2}^{\rho}, \rho \in(0, d)
$$

By the definition of the set $G_{\rho / 2}^{\rho}, \quad|x-y| \leq 2 \rho$ and consequently $|x-y|^{\tau} \geq(2 \rho)^{\tau}$, since $\tau \leq 0$. Therefore

$$
\begin{equation*}
\sup _{\substack{x, y \in G_{\rho / 2}^{o} \\ x \neq y}} \frac{|\nabla v(x)-\nabla v(y)|}{|x-y|^{\gamma}} \leq 2^{-\gamma} c_{5}, \quad \rho \in(0, d) . \tag{7.3.30}
\end{equation*}
$$

Now, let $x, y \in \overline{G_{0}^{d}}$ and $\forall \rho \in(0, d)$. If $x, y \in G_{\rho / 2}^{\rho}$, then (7.3.30) is fulfilled. If $|x-y|>\rho=|x|$, then, by the estimate (7.3.2), we have

$$
\frac{|\nabla u(x)-\nabla u(y)|}{|x-y|^{\gamma}} \leq 2 \rho^{-\gamma}|\nabla u(x)| \leq 2 c_{1} .
$$

From here and (7.3.30) we conclude that

$$
\sup _{\substack{x, y \in G_{0}^{d} \\ x \neq y}} \frac{|\nabla u(x)-\nabla u(y)|}{|x-y|^{\gamma}} \leq \text { const. }
$$

This inequality together with the estimates (7.3.1), (7.3.2) means $u(x) \in$ $C^{1+\gamma}\left(\overline{G_{0}^{d}}\right)$. Our theorem is proved.
7.3.4. Estimates in weighted spaces. On the basis of the estimates of §7.3.3 let us now derive the weighted integral estimates of the weak second order derivatives of strong solutions and establish the best-possible weighted exponent. For the simplicity, we take $\varphi(x) \equiv 0$.

Theorem 7.19. Let $u(x)$ be a strong solution of the problem ( $Q L$ ), $q>N$ and the assumptions $(S),(A)-(J)$ on the set $\mathfrak{M}^{(u)}$ are fulfilled. In addition, suppose

$$
a_{i j}(0,0,0)=\delta_{i}^{j},(i, j=1 . . N)
$$

Then there exist positive numbers $d, c_{2}$, independent of $u(x)$ such that if $b(x), f(x) \in V_{2, \alpha}^{0}(G)$ and

$$
\begin{equation*}
4-N-2 \lambda<\alpha \leq 2 \tag{7.3.31}
\end{equation*}
$$

then $u(x) \in V_{2, \alpha}^{2}\left(G_{0}^{d / 2}\right)$ and the estimate

$$
\begin{align*}
\int_{G_{o}^{d / 2}}\left(r^{\alpha} u_{x x}^{2}+r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x & \leq c_{2} \int_{G_{0}^{2 / d}}\left(u^{2}+|\nabla u|^{2}+\right.  \tag{7.3.32}\\
& \left.+r^{\alpha}\left(b^{2}(x)+f^{2}(x)\right)\right) d x
\end{align*}
$$

is true, where $d$ and $c_{2}$ are defined by the values $N, \nu, \mu, \mu_{1}, \gamma, \beta, k_{1}, q, d_{0}, \bar{d}$, $M_{0}, M_{1}, \lambda, \alpha$ and the domain $G$.

Proof. 1. $2-N \leq a \leq 2$.

In this case, by the estimates (7.3.1), (7.3.2),

$$
\begin{equation*}
\int_{G_{0}^{d}}\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x \leq c(\alpha, N, \gamma) d^{\alpha+N-2+2 \gamma} \tag{7.3.33}
\end{equation*}
$$

Now we obtain the weighted estimate of the second order weak derivatives of the solution in the following manner. Let us fix $d \in\left(0, \min \left(\bar{d}, d_{0}\right)\right]$ and consider the sets $G^{(k)}, k=0,1,2, \ldots$. Let us perform the change of variables

$$
x=\left(2^{-k} d\right) x^{\prime}, u\left(\left(2^{-k} d\right) x^{\prime}\right)=v\left(x^{\prime}\right)
$$

## 7 Strong solutions of the Dirichlet problem FOR NONDIVERGENCE QUASILINEAR EQUATIONS

in the equation of the problem $(Q L)$. As a result the domain $G^{(k)}$ of the space $\left(x_{1}, \ldots, x_{N}\right)$ transforms at the domain $G_{1 / 2}^{1}$ of the space ( $x_{1}^{\prime}, \ldots, x_{N}^{\prime}$ ), and the equation takes the form

$$
\begin{gathered}
a^{i j}\left(x^{\prime}\right) v_{x_{i}^{\prime} x_{j}^{\prime}}=F\left(x^{\prime}\right), a^{i j}\left(x^{\prime}\right) \equiv a_{i j}\left(\left(2^{-k} d\right) x^{\prime}, v\left(x^{\prime}\right), d^{-1} 2^{k} v_{x^{\prime}}\right), \\
F\left(x^{\prime}\right) \equiv-\left(2^{-k} d\right)^{2} a\left(\left(2^{-k} d\right) x^{\prime}, v\left(x^{\prime}\right), d^{-1} 2^{k} v_{x^{\prime}}\right) .
\end{gathered}
$$

To its solution let us apply the $L^{2}$-estimate inside the domain and near a smooth boundary portion. (To us the possibility this estimate is substantiated under the proof of Theorem 7.18. See the inequality (7.3.24).)

$$
\begin{equation*}
\int_{G_{1 / 2}^{1}} v_{x^{\prime} x^{\prime}}^{2} d x^{\prime} \leq c_{4} \int_{G_{1 / 4}^{2}}\left(v^{2}\left(x^{\prime}\right)+F^{2}\left(x^{\prime}\right)\right) d x^{\prime} \tag{7.3.34}
\end{equation*}
$$

where the constant $c_{4}$ is independent of $v$ and $F$ and is determined only by the quantities pointed in (7.3.24). In the inequality (7.3.34) we return to former variables and taking into account the definition of the sets $G^{(k)}$ we arrive at

$$
\begin{equation*}
\int_{G^{(k)}} r^{\alpha} u_{x x}^{2} d x \leq c_{4} \int_{G^{(k-1)} \cup G^{(k)} \cup G^{(k+1)}}\left(r^{\alpha-4} u^{2}+r^{\alpha} a^{2}\left(x, u, u_{x}\right)\right) d x . \tag{7.3.35}
\end{equation*}
$$

We sum the inequalities(7.3.35) over $k=0,1, \ldots,\left[\log _{2}(d / \varepsilon)\right] \quad \forall \varepsilon \in(0, d)$ and we get

$$
\begin{equation*}
\int_{G_{\varepsilon}^{d}} r^{\alpha} u_{x x}^{2} d x \leq c_{4} \int_{G_{\varepsilon / 4}^{2 d}}\left(r^{\alpha-4} u^{2}+r^{\alpha} a^{2}\left(x, u, u_{x}\right)\right) d x \tag{7.3.36}
\end{equation*}
$$

Taking into consideration the finiteness of the integral (7.3.33) and because of the assumption ( $C$ ) and the estimate (7.3.2) from (7.3.36) it follows that

$$
\begin{align*}
& \int_{G_{\varepsilon}^{d}} r^{\alpha} u_{x x}^{2} d x \leq c_{4} c\left(\gamma, d, c_{1}\right) \int_{G_{0}^{2 d}}\left(r^{\alpha-4} u^{2}+r^{\alpha} f^{2}(x)+r^{\alpha} b^{2}(x)+\right.  \tag{7.3.37}\\
&+\left.r^{\alpha-2}|\nabla u|^{2}\right) d x \quad \forall \varepsilon>0
\end{align*}
$$

where $c_{4}$ is independent of $\varepsilon$. Therefore, by the Fatou Theorem, in (7.3.37) one can perform the passage to the limit over $\varepsilon \rightarrow+0$ and as a result we
get

$$
\begin{align*}
& \int_{G_{0}^{d}} r^{\alpha} u_{x x}^{2} d x \leq  \tag{7.3.38}\\
& \quad \leq c_{4} \int_{G_{0}^{2 d}}\left(r^{\alpha-4} u^{2}+r^{\alpha} f^{2}(x)+r^{\alpha} b^{2}(x)+r^{\alpha-2}|\nabla u|^{2}\right) d x
\end{align*}
$$

The inequality (7.3.38) together with (7.3.33) means that $u(x) \in V_{2, \alpha}^{2}\left(G_{0}^{d}\right)$.
We are coming now to the derivation of the estimate (7.3.32).
Let $\zeta(r) \in C^{2}[0, d]$ be the cut-off function on the segment $[0, d]$

$$
\begin{cases}\zeta(r) \equiv 1, & \text { if } r \in[0, d / 2] \\ 0 \leq \zeta(r) \leq 1, & \text { if } r \in[d / 2, d] \\ \zeta \equiv 0, & \text { if } r \geq d \\ \zeta(d)=\zeta^{\prime}(d)=0 & \end{cases}
$$

We multiply both parts of the problem ( $Q L$ ) equation by $\zeta^{2}(r) r^{\alpha-2} u(x)$ and integrate over the domain $G_{0}^{d}$. Taking into account the assumption $a_{i j}(0,0,0)=\delta_{i}^{j}$, twice integrating by parts we obtain

$$
\begin{align*}
& \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2}|\nabla u|^{2} d x+\frac{2-\alpha}{2}(N+\alpha-4) \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-4} u^{2}(x) d x= \\
& 7.3 .39)=\int_{G_{d / 2}^{d}}\left((N+2 \alpha-5) \zeta \zeta^{\prime} r^{\alpha-3}+\zeta \zeta^{\prime \prime} r^{\alpha-2}+{\zeta^{\prime}}^{2} r^{\alpha-2}\right) u^{2}(x) d x+  \tag{7.3.39}\\
& +\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u(x)\left(\left\{a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right\} u_{x_{i} x_{j}}+a\left(x, u, u_{x}\right)\right) d x
\end{align*}
$$

From the assumptions $(A),(D),(J)$, by the Sobolev Imbedding Theorem, it follows that $a_{i j}(x, u, z)$ are continuous at any point $(x, u, z) \in \mathfrak{M}^{(u)}$ $(i, j=1, \ldots, N)$ and in particular at the point ( $0,0,0$ ). This means that for $\forall \delta>0$ there exists $d_{\delta}>0$ such that

$$
\begin{equation*}
\left|a_{i j}\left(x, u(x), u_{x}(x)\right)-a_{i j}(0,0,0)\right|<\delta \tag{7.3.40}
\end{equation*}
$$

as soon as

$$
\begin{equation*}
|x|+|u(x)|+|\nabla u(x)|<d_{\delta} . \tag{7.3.41}
\end{equation*}
$$

By the estimates (7.3.1), (7.3.2),

$$
\begin{equation*}
|x|+|u(x)|+|\nabla u(x)| \leq d+c_{0} d^{1+\gamma}+c_{1} d^{\gamma} \quad \forall x \in G_{0}^{d} . \tag{7.3.42}
\end{equation*}
$$

Let us now choose $d>0$, maybe more smaller than before such that the inequality

$$
\begin{equation*}
d+c_{0} d^{1+\gamma}+c_{1} d^{\gamma} \leq d_{\delta} \tag{7.3.43}
\end{equation*}
$$

would be fulfilled. Then the inequality (7.3.40) is fulfilled and therefore, by the Cauchy inequality and the (7.3.38), we get

$$
\begin{gather*}
\text {.3.44) } \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2}\left\{a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right\} u u_{x_{i} x_{j}} d x \leq \delta \int_{G_{o}^{d}} \zeta^{2}(r) \times  \tag{7.3.44}\\
\times r^{\alpha-2}|u|\left|u_{x x}\right| d x \leq \frac{\delta}{2} \int_{G_{o}^{d}}\left(r^{\alpha} u_{x x}^{2}+r^{\alpha-4} u^{2}\right) d x \leq \\
\leq \frac{\delta}{2}\left(1+c_{4}\right) \int_{G_{0}^{2 d}}\left(r^{\alpha-4} u^{2}+r^{\alpha} f^{2}(x)+r^{\alpha} b^{2}(x)+r^{\alpha-2}|\nabla u|^{2}\right) d x \quad \forall \delta>0 .
\end{gather*}
$$

Further, by the assumption ( $C$ ), the estimates (7.3.1), (7.3.2) and the Cauchy inequality, we have

$$
\begin{aligned}
& \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u(x) a\left(x, u, u_{x}\right) d x \leq \mu_{1} c_{0} d^{1+\gamma} \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2}|\nabla u|^{2} d x+ \\
& +\frac{1}{2}\left(c_{1} d^{\gamma}+\delta\right) \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-4} u^{2}(x) d x+\frac{1}{2} c_{1} d^{\gamma} \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha} b^{2}(x) d x+ \\
& \quad+\frac{1}{2 \delta} \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha} f^{2}(x) d x, \quad \forall \delta>0 .
\end{aligned}
$$

From (7.3.39), (7.3.44), (7.3.45) it follows that

$$
\begin{align*}
& \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2}|\nabla u|^{2} d x+\frac{2-\alpha}{2}(N+\alpha-4) \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-4} u^{2}(x) d x \leq \\
& \leq c_{\delta}\left(\delta+d^{\gamma}\right) \int_{G_{0}^{2 d}}\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x+c_{8} \int_{G_{0}^{2 d}} r^{\alpha}\left(b^{2}+f^{2}\right) d x+ \\
& \quad+c_{7} \int_{G_{d / 2}^{2 d}}\left(|\nabla u|^{2}+u^{2}\right) d x \quad \forall \delta>0, \quad \text { where } \tag{7.3.46}
\end{align*}
$$

$$
c_{6}=c\left(\mu_{1}, c_{0}, c_{1}, c_{4}\right), c_{7}=c\left(\mu_{1}, c_{0}, c_{1}, c_{4}, N, \alpha, \gamma, d\right), \quad c_{8}=c\left(\delta, \gamma, c_{1}, c_{4}, d\right)
$$

If $N+\alpha-4 \leq 0$, then let us also use the inequality (2.5.3). As a result we have

$$
\begin{align*}
& C(\lambda, N, \alpha) \int_{G_{0}^{d / 2}} r^{\alpha-2}|\nabla u|^{2} d x \leq c_{9}\left(\delta+d^{\gamma}\right) \int_{G_{0}^{2 d}} r^{\alpha-2}|\nabla u|^{2} d x+  \tag{7.3.47}\\
& \quad+c_{10} \int_{G_{0}^{2 d}}\left(|\nabla u|^{2}+u^{2}+r^{\alpha}\left(b^{2}+f^{2}\right)\right) d x \quad \forall \delta>0
\end{align*}
$$

where

$$
\begin{gathered}
C(\lambda, N, \alpha)=1-\frac{2-\alpha}{2}(4-N-\alpha) H(\lambda, \alpha, N)>0 \quad(\text { by }(7.3 .31)), \\
\quad c_{9}=c\left(\mu_{1}, c_{0}, c_{1}, c_{4}, N, \alpha, \lambda\right), c_{10}=c\left(\mu_{1}, c_{0}, c_{1}, c_{4}, N, \alpha, \gamma, d, \delta\right) .
\end{gathered}
$$

Now we choose the numbers $\delta$ and $d$ such that

$$
\begin{align*}
& \delta=\frac{1}{4} c_{9}^{-1} C(\lambda, N, \alpha),  \tag{7.3.48}\\
& c_{9} d^{\gamma} \leq \frac{1}{4} C(\lambda, N, \alpha) \tag{7.3.49}
\end{align*}
$$

Then from (7.3.47) we finally obtain the inequality

$$
\begin{equation*}
\int_{G_{0}^{d / 2}} r^{\alpha-2}|\nabla u|^{2} d x \leq \frac{2 c_{10}}{C(\lambda, \alpha, N)} \int_{G_{0}^{2 d}}\left(|\nabla u|^{2}+u^{2}+r^{\alpha}\left(b^{2}+f^{2}\right)\right) d x \tag{7.3.50}
\end{equation*}
$$

being true only for a $d \in\left(0, \min d_{0}, \bar{d}\right)$ such that (7.3.49) and (7.3.43) are fulfilled with $d_{\delta}$ being determined by the continuity of $a_{i j}(x, u, z)$ at $(0,0,0)$ for a $\delta$ from the equality (7.3.48). The inequality (7.3.50) together with (7.3.38) and (2.5.3) leads us to the desired (7.3.32).
2. $4-N-2 \lambda<\alpha<2-N$.

By the assumption $(J)$, we have $b(x), f(x) \in{\stackrel{\circ}{W_{2-N}}}_{0}^{0}\left(G_{0}^{d}\right)$, consequently, $u(x) \in \mathscr{W}_{2-N}^{2}\left(G_{0}^{d / 2}\right)$, that is

$$
\begin{equation*}
\int_{G_{0}^{d / 2}}\left(r^{2-N} u_{x x}^{2}+r^{-N}|\nabla u|^{2}+r^{-N-2} u^{2}\right) d x<\infty \tag{7.3.51}
\end{equation*}
$$

which was proved in the case 1 ).
Now we use the function $r_{\varepsilon}(x)$ defined in $\S 1.4$. We consider again the inequality (7.3.34). We multiply both parts of this inequality by
$\left(2^{-k} d+\varepsilon\right)^{\alpha-2}$ with any $\varepsilon>0$ and take into account that in $G^{(k)}$ we have $2^{-k-1} d+\varepsilon<r+\varepsilon<2^{-k} d+\varepsilon$. Then returning to former variables we get

$$
\begin{aligned}
\int_{G^{(k)}} r^{2}(r+\varepsilon)^{\alpha-2} u_{x x}^{2} d x \leq c_{4} \int_{G^{(k-1)} \cup G^{(k)} \cup G^{(k+1)}} & \left(r^{-2}(r+\varepsilon)^{\alpha-2} u^{2}+\right. \\
+ & \left.(r+\varepsilon)^{\alpha} a^{2}\left(x, u, u_{x}\right)\right) d x .
\end{aligned}
$$

Hence, by the Corollary 1.12, it follows that

$$
\int_{G^{(k)}} r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2} d x \leq c_{4} \int_{G^{(k-1)} \cup G^{(k)} \cup G^{(k+1)}}\left(r^{-2} r_{\varepsilon}^{\alpha-2} u^{2}+r_{\varepsilon}^{\alpha} a^{2}\left(x, u, u_{x}\right)\right) d x
$$

Summing this inequalities over all $k=0,1,2 \ldots$, we obtain

$$
\begin{equation*}
\int_{G_{0}^{d}} r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2} d x \leq c_{4} \int_{G_{0}^{2 d}}\left(r^{-2} r_{\varepsilon}^{\alpha-2} u^{2}+r_{\varepsilon}^{\alpha} a^{2}\left(x, u, u_{x}\right)\right) d x \tag{7.3.52}
\end{equation*}
$$

Let us now multiply both parts of the problem ( $Q L$ ) equation by $\zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u(x)$ and integrate over $G_{0}^{d}$; twice having applied the formula of integration by parts. As a result we have

$$
\begin{aligned}
& \quad \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x=\frac{2-\alpha}{2}(4-N-\alpha) \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-4} u^{2}(x) d x+ \\
& +\int_{G_{d / 2}^{d}} u^{2}(x)\left(2(\alpha-2) \zeta \zeta^{\prime}\left(x_{i}-\varepsilon l_{i}\right) \frac{x_{i}}{r} r_{\varepsilon}^{\alpha-4}+N \zeta \zeta^{\prime} r^{-1} r_{\varepsilon}^{\alpha-2}+{\zeta^{\prime}}^{2} r_{\varepsilon}^{\alpha-2}+\right. \\
& \left.\quad+\zeta \zeta^{\prime \prime} r_{\varepsilon}^{\alpha-2}\right) d x+\int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u(x)\left(\left(a_{i j}\left(x, u, u_{x}\right)-\right.\right. \\
& \left.\left..3 .53) \quad-a_{i j}(0,0,0)\right) u_{x_{i} x_{j}}+a\left(x, u, u_{x}\right)\right) d x .
\end{aligned}
$$

Let $d \in\left(0, \min \left(\bar{d}, d_{0}\right)\right]$ be so small that (7.3.43) is fulfilled, and consequently (7.3.40) is fulfilled too. Then, by the Cauchy inequality,

$$
\begin{gather*}
\int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right) u u_{x_{i} x_{j}} d x \leq \\
\quad \leq \delta \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}\left(r\left|u_{x x}\right|\right)\left(r^{-1}|u|\right) d x \leq  \tag{7.3.54}\\
\leq \frac{\delta}{2} \int_{G_{0}^{d}}\left(\zeta^{2}(r) r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2}+\zeta^{2}(r) r^{-2} r_{\varepsilon}^{\alpha-2} u^{2}\right) d x, \quad \forall \delta>0 .
\end{gather*}
$$

Similarly, by the assumption ( $C$ ) in view of the estimates (7.3.1), (7.3.2),

$$
\begin{aligned}
\leq & c_{10} \mu_{1} d^{1+\gamma} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+\frac{1}{2}\left(c_{1} d^{\gamma}+\delta\right) \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-4} u^{2} d x+ \\
& +\frac{1}{2} c_{1} d^{\gamma} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha} b^{2}(x) d x+\frac{1}{2 \delta} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha} f^{2}(x) d x, \quad \forall \delta>0 .
\end{aligned}
$$

From (7.3.52) - (7.3.55) with regard to the properties of $r_{\varepsilon}(x)$ (see §1.4) and $\zeta(r)$ it follows

$$
\begin{gather*}
\int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x \leq c_{12}\left(\mu_{1}, c_{1}, c_{4}, \gamma, d, \delta\right) \int_{G_{0}^{2 d}} r_{\varepsilon}^{\alpha}(x)\left(b^{2}+f^{2}\right) d x+ \\
56) \quad+\frac{1}{2}\left(\delta+c_{1} d^{\gamma}+(2-\alpha)(4-N-\alpha)\right) \int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-4} u^{2} d x+  \tag{7.3.56}\\
+c_{11}\left(\mu_{1}, c_{0}, c_{1}, c_{4}, \gamma\right) d^{2 \gamma}(d+\varepsilon)^{2} \int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+ \\
+\frac{\delta}{2}\left(1+c_{4}\right) \int_{G_{0}^{2 d}} r^{-2} r_{\varepsilon}^{\alpha-2} u^{2} d x .
\end{gather*}
$$

The second integral on the right we estimate with the aid of (2.5.8), but for the bound of the latter integral on the right we use Lemma 2.32. As a
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result from (7.3.56) we obtain

$$
\begin{align*}
& C(\lambda, N, \alpha) \int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x \leq\left(\frac{1}{2}\left(\delta+c_{1} d^{\gamma}\right) H(\lambda, \alpha, N)+\right. \\
& \left.\quad+c_{11} d^{2 \gamma+2}+\frac{\delta\left(1+c_{4}\right) 3^{2-\alpha}}{2 \lambda(\lambda+N-2)}\right) \int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+  \tag{7.3.57}\\
& +c_{14} \int_{G_{0}^{2 d}}\left(u^{2}+|\nabla u|^{2}+r^{\alpha} f^{2}(x)+r^{\alpha} b^{2}(x)\right) d x, \quad \forall \delta>0
\end{align*}
$$

with $C(N, \lambda, \alpha)$ being the same as in (7.3.47). Let us now choose $\delta$ and $d$ as the following

$$
\begin{align*}
& \delta=\frac{1}{2} C(\lambda, \alpha, N)\left(H(\lambda, \alpha, N)+\frac{1+c_{4}}{\lambda(\lambda+N-2)}\right)^{-1}  \tag{7.3.58}\\
& \frac{1}{2} c_{1} d^{\gamma} H(\lambda, \alpha, N)+c_{11} d^{2 \gamma+2} \leq \frac{1}{4} C(\lambda, \alpha, N) \tag{7.3.59}
\end{align*}
$$

Then from (7.3.57) it follows

$$
\begin{align*}
\int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x \leq \frac{2 c_{14}}{C(\lambda, \alpha, N)} \int_{G_{0}^{2 d}}\left(u^{2}\right. & +|\nabla u|^{2}+r^{\alpha} f^{2}(x)+  \tag{7.3.60}\\
& \left.+r^{\alpha} b^{2}(x)\right) d x, \quad \forall \varepsilon>0 .
\end{align*}
$$

Finally, from (7.3.52) and (2.5.8) with regard to the assumption ( $C$ ) and the estimates (7.3.1), (7.3.2), because of (7.3.60), we have

$$
\begin{align*}
& \int_{G_{0}^{d / 2}}\left(r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}+r_{\varepsilon}^{\alpha-4} u^{2}\right) d x \leq  \tag{7.3.61}\\
& \leq c_{2} \int_{G_{0}^{2 d}}\left(u^{2}+|\nabla u|^{2}+r^{\alpha} f^{2}(x)+r^{\alpha} b^{2}(x)\right) d x
\end{align*}
$$

for any $\varepsilon>0$, where $c_{2}=c\left(N, \lambda, \alpha, \nu, \mu, \mu_{1}, \gamma, \beta, k_{1}, q, M_{0}, d_{0}, \bar{d}\right)$ and independent of $\varepsilon$. The inequality (7.3.61) holds for a $d \in\left(0, \min \left(d_{0}, \bar{d}\right)\right]$ for which (7.3.59) and (7.3.43) are fulfilled with $d_{\delta}$, being determined by the continuity of $a_{i j}(x, u, z)$ at $(0,0,0)$ for $\delta$, being assigned by (7.3.58). Taking the limit $\varepsilon \rightarrow+0$ in the inequality (7.3.61), we get the desired estimate (7.3.32) by the Fatou Theorem.

REmark 7.20. By the continuity of the equation leading coefficients at the point $(0,0,0)$ and in virtue of estimates (7.3.1) and (7.3.2), the condition $a_{i j}(0,0,0)=\delta_{i}^{j},(i, j=1, \ldots, N)$ of our theorem is not implied to be restrictive. In fact, there exists the orthogonal transformation of coordinates, which transforms an elliptic equation with leading coefficients which are frozen at the point to canonical form. Main part of this canonical form is Laplacian.

Theorem 7.21. Let $u(x)$ be a strong solution of the problem ( $Q L$ ), $q>N$ and the hypotheses of Theorem 7.19 are satisfied. In addition, suppose that $\beta>\lambda-2$. Then there exist positive numbers $d$ and $c_{15}$ independent of $u(x)$ and being defined only by the quantities from hypotheses $(B)-(J)$ and by $G$ such that $u(x) \in \grave{W}_{4-N}^{2}\left(G_{0}^{d / 2}\right)$ and the inequality

$$
\begin{equation*}
|u|_{W_{4-N}\left(G_{0}^{p}\right)} \leq c_{15} \rho^{\lambda}, \quad \rho \in\left(0, \frac{d}{2}\right) \tag{7.3.62}
\end{equation*}
$$

holds.
Proof. The belonging of $u(x)$ to $W_{4-N}^{2}\left(G_{0}^{d / 2}\right)$ follows from Theorem 7.19, therefore it is required to prove only the estimate (7.3.62). We set

$$
\begin{equation*}
U(\rho) \equiv \int_{G_{0}^{g}} r^{2-N}|\nabla u|^{2} d x \tag{7.3.63}
\end{equation*}
$$

Let us multiply both parts of the ( $Q L$ ) equation by $r^{2-N} u(x)$ and integrate over the domain $G_{0}^{\rho}, \quad \rho \in\left(0, \frac{d}{2}\right)$

$$
\begin{align*}
& U(\rho)=\int_{\Omega}\left(\left.\rho u(\rho, \omega) \frac{\partial u}{\partial r}\right|_{r=\rho}+\frac{N-2}{2} u^{2}(\rho, \omega)\right) d \omega+  \tag{7.3.64}\\
& +\int_{G_{0}^{\rho}} u(x) r^{2-N}\left(\left\{a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right\} u_{x_{i} x_{j}}+a\left(x, u, u_{x}\right)\right) d x .
\end{align*}
$$

Let us use an upper estimate for every integral on the right. The first integral is estimated by Corollary 2.29. By the assumption ( $C$ ) and the Cauchy inequality with
$\delta=\rho^{\varepsilon}, \forall \varepsilon>0$ with regard to (7.3.1) and (7.3.2), we have

$$
\begin{array}{rl}
\int_{G_{0}^{\rho}} r^{2-N} & u(x) a\left(x, u, u_{x}\right) d x \leq \mu_{1} c_{0} \rho^{1+\gamma} U(\rho)+\frac{1}{2} c_{1} \rho^{\gamma} \int_{G_{0}^{\rho}}\left(r^{-N} u^{2}+\right.  \tag{7.3.65}\\
& \left.+r^{4-N} b^{2}(x)\right) d x+\frac{1}{2} \int_{G_{0}^{\rho}}\left(\rho^{\varepsilon} r^{-N} u^{2}+\rho^{-\varepsilon} r^{4-N} f^{2}(x)\right) d x .
\end{array}
$$
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Let us also apply the inequality (2.5.3) with $\alpha=4-N$ and also (7.3.3). Thusly

$$
\begin{align*}
& \text { (7.3.66) } \int_{G_{0}^{\rho}} r^{2-N} u(x) a\left(x, u, u_{x}\right) d x \leq\left(\mu_{1} c_{0} \rho^{1+\gamma}+\frac{1}{2} H(\lambda, N, 4-N) \times\right.  \tag{7.3.66}\\
& \left.\times\left(\rho^{\varepsilon}+c_{1} \rho^{\gamma}\right)\right) U(\rho)+(4 \lambda)^{-1}\left(1+c_{1}\right) k_{1}^{2} \operatorname{meas} \Omega \rho^{2 s-\varepsilon}, \forall \varepsilon>0, s=\beta+2>\lambda .
\end{align*}
$$

Further

$$
\begin{aligned}
a_{i j}(x, u, z)-a_{i j}(0,0,0)=\left(a_{i j}(0,0, z)-\right. & \left.a_{i j}(0,0,0)\right)+ \\
& +\left(a_{i j}(x, u, z)-a_{i j}(0,0, z)\right) .
\end{aligned}
$$

From the assumption $(J)$, by the Sobolev imbedding Theorem, taking into account the estimates (7.3.1) and (7.3.2), we have

$$
\begin{gathered}
\left(\sum_{i, j=1}^{N}\left|a_{i j}\left(x, u(x), u_{x}(x)\right)-a_{i j}(0,0,0)\right|^{2}\right)^{1 / 2} \leq \delta(\rho),|x|<\rho \\
\delta(\rho)=c\left(N, q, c_{0}, c_{1}, \gamma, d\right) \rho^{\gamma}, \quad \rho \in\left(0, \frac{d}{2}\right),
\end{gathered}
$$

where $0<\gamma \leq \gamma^{*}=\min \left(\gamma_{0} ; 1+\beta ; 1-\frac{N}{q}\right)$.
Therefore applying the Cauchy inequality, the (7.3.38), the inequality (2.5.3) with $\alpha=4-N$, and the condition (7.3.3) we get

$$
\begin{gathered}
\int_{G_{o}^{o}} r^{2-N} u(x)\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0,0,0)\right) u_{x_{i} x_{j}} d x \leq \\
\leq \frac{1}{2} \delta(\rho) \int_{G_{0}^{o}}\left(r^{4-N} u_{x x}^{2}+r^{-N} u^{2}\right) d x \leq \frac{1}{2} H(\lambda, N, 4-N) \delta(\rho) U(\rho)+
\end{gathered}
$$

$$
\begin{equation*}
+\frac{c_{4}}{2}(H(\lambda, N, 4-N)+1) \delta(\rho) U(2 \rho)+\frac{k_{1}^{2} c_{4}}{4 \lambda} \operatorname{meas} \Omega \delta(\rho)(2 \rho)^{2 s} \tag{7.3.67}
\end{equation*}
$$

From (7.3.64) basing upon Corollary 2.29, (7.3.66)-(7.3.67) we conclude that $U(\rho)$ satisfies the inequality for the Cauchy problem ( $C P$ ) with

$$
\begin{gathered}
\mathcal{P}(\varrho)=\frac{2 \lambda}{\varrho}-c\left(\varrho^{\gamma-1}+\varrho^{\varepsilon-1}\right) ; \quad \mathcal{N}(\varrho)=c \varrho^{\gamma-1} ; \\
\mathcal{Q}(\varrho)=c k_{1}^{2}\left(\varrho^{2 s+\gamma-1}+\varrho^{2 s-\varepsilon-1}\right), s>\lambda, \forall \varepsilon \in(0,2(s-\lambda)) \text { and } \\
V_{0}=\int_{G_{0}^{d}} r^{4-N}|\nabla u|^{2} d x \leq \frac{c_{1}^{2} \operatorname{meas} \Omega}{2(2+\gamma)} d^{2(\gamma+2)}
\end{gathered}
$$

According to the Theorem 1.57 the estimate (1.10.1) holds, which leads to the estimate $U(\rho) \leq c \rho^{2 \lambda}$. (See the proof of Theorem 4.18 in case 1).) This estimate together with (7.3.37) and (2.5.3) gives the desired estimate (7.3.62).

### 7.3.5. $L^{p}$ and pointwise estimates of the solution

and its gradient. Let us make precise the exponent $\gamma$ (in the estimates (7.3.1) and (7.3.2)) and the Hölder exponent for the first order weak derivatives of the strong solution in the neighborhood of conical point $\mathcal{O}$. We recall that $\varphi(x) \equiv 0$.

Theorem 7.22. Let $u(x)$ be a strong solution of the problem ( $Q L$ ), $q>N$ and it is known the value $M_{0}=\max _{x \in \bar{G}}|u(x)|$. Let the assumptions ( $S$ ), $(A)-(J)$ be fulfilled with $\beta>\lambda-2>-1$. Then there exist nonnegative numbers $d \leq d^{*}=\min (d, \bar{d})$ and $\overline{c_{0}}, \overline{c_{1}}, \overline{c_{2}}, \overline{c_{3}}$, independent of $u(x)$ and being defined only by quantities $N, \lambda, \nu, \mu, \mu_{1}, \beta, k_{1}, q, M_{0}, M_{1}, d_{0}, \bar{d}$, and $G$ such that the following assertions hold
(1) $|u(x)| \leq \overline{c_{0}}|x|^{\lambda}$ and $|\nabla u(x)| \leq \overline{c_{1}}|x|^{\lambda-1}, \quad x \in G_{0}^{d / 2} ;$
(2) $u(x) \in \mathscr{W}_{4-N}^{2}\left(G_{0}^{d / 2}\right)$ and $\|u\|_{\mathscr{W}_{4-N}^{2}\left(G_{0}^{\rho}\right)} \leq \overline{c_{2}} \rho^{\lambda}, 0<\rho<d / 2$;
(3) if $\alpha+q(\lambda-2)+N>0$, then $u(x) \in V_{q, \alpha}^{2}\left(G_{0}^{d / 2}\right)$ and

$$
\|u\|_{V_{q, \alpha}^{2}\left(G_{0}^{\rho}\right)} \leq \overline{C_{3}} \rho^{\lambda-2+\frac{\alpha+N}{q}}, 0<\rho<d / 2
$$

(4) if $1<\lambda<2, q \geq \frac{N}{2-\lambda}$, then $u(x) \in C^{\lambda}\left(\overline{G_{0}^{d / 2}}\right)$.

Proof. Assertion 2) is proved in Theorem 7.21. To prove the remaining assertions we consider the sets $G_{\rho / 2}^{\rho}$ and $G_{\rho / 4}^{2 \rho} \supset G_{\rho / 2}^{\rho}$. Let us perform the transformation of coordinates $x=\rho x^{\prime}$ in the equation of $(Q L)$. The function $v\left(x^{\prime}\right)=\rho^{-\lambda} u\left(\rho x^{\prime}\right)$ satisfies in $G_{1 / 4}^{2}$ the equation $(Q L)^{\prime}$ for $\gamma=\lambda-1$. For the local boundary $L^{q}$-estimate, Theorem 4.6 seems to be applicable to the solution $v\left(x^{\prime}\right)$. (For the justification of the possibility of its application
see the proof of Theorem 7.18.)

$$
\begin{equation*}
\mid v v_{2, q ; G_{1 / 2}^{1}}^{q} \leq c_{4} \int_{G_{1 / 4}^{2}}\left(|v|^{q}+\rho^{(2-\lambda) q}\left|a\left(\rho x^{\prime}, \rho^{\lambda} v, \rho^{\lambda-1} v_{x}\right)\right|^{q}\right) d x^{\prime} \tag{7.3.68}
\end{equation*}
$$

with the constant $c_{4}$ independent of $v$ and $a$.
Let at first $2 \leq N<4$. By the estimate (7.3.62) we have

$$
\|v\|_{2,2 ; G_{1 / 2}^{1}}^{2} \leq c(N) \rho^{-2 \lambda} \int_{G_{\rho / 2}^{\rho}}\left(r^{4-N} u_{x x}^{2}+r^{2-N}|\nabla u|^{2}+r^{-N} u^{2}\right) d x \leq c(N) c_{15}^{2}
$$

Therefore from the Sobolev imbedding theorem it follows

$$
\begin{gathered}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right| \leq c(N, q)\|v\|_{2,2 ; G_{1 / 2}^{1}} \leq c(N, q) c_{15}=\overline{c_{0}} \quad \text { or } \\
|u(x)| \leq \overline{c_{0}} \rho^{\lambda}, x \in G_{\rho / 2}^{\rho} .
\end{gathered}
$$

Putting $|x|=\frac{3}{4} \rho$ hence we obtain the first bound of statement 1) of our theorem. The second bound of that assertion follows from Theorem 7.17 having been considered under $\gamma=\lambda-1$.

Let now $N \geq 4$. In this case let us apply the local maximum principle (see Theorem 4.5)

$$
\begin{align*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right| \leq c\left(N, \nu^{-1}, \mu\right) & \left(\|v\|_{2, G_{1 / 4}^{2}}+\right.  \tag{7.3.69}\\
& \left.+\rho^{2-\lambda}\left\|a\left(\rho x^{\prime}, \rho^{\lambda} v, \rho^{\lambda-1} v_{x^{\prime}}\right)\right\|_{N, G_{1 / 4}^{2}}\right)
\end{align*}
$$

Let us estimate from above the summands of the right part of (7.3.69). The first summand is estimated as well as above (see (7.3.62))

$$
\begin{equation*}
\|v\|_{2, G_{1 / 4}^{2}}^{2} \leq 2^{N} \rho^{-2 \lambda} \int_{G_{\rho / 4}^{2 \rho}} r^{-N} u^{2} d x \leq 2^{N} c_{15}^{2} \tag{7.3.70}
\end{equation*}
$$

By the assumption ( $C$ ) in view of (7.3.2), we have

$$
\int_{G_{1 / 4}^{2}}\left|a\left(\rho x^{\prime}, \rho^{\lambda} v, \rho^{\lambda-1} v_{x^{\prime}}\right)\right|^{N} d x^{\prime} \leq \frac{1}{3} 6^{N} \int_{G_{\rho / 4}^{2 \rho}}\left(\mu_{1}^{N}|\nabla u|^{2 N}+f^{N}(x)+\right.
$$

$$
\begin{align*}
& \left.\quad+b^{N}(x)|\nabla u|^{N}\right) r^{-N} d x \leq \frac{1}{3} 6^{N} \int_{G_{\rho / 4}^{2 \rho}}\left(\mu_{1}^{N}\left(r^{2-N}|\nabla u|^{2}\right)\left(r^{-2}|\nabla u|^{2 N-2}\right)+\right. \\
& \left.\quad+\left(r^{2-N}|\nabla u|^{2}\right)\left(k_{1}^{N} r^{\beta N-2}|\nabla u|^{N-2}\right)+k_{1}^{N} r^{\beta N-N}\right) d x \leq \\
& \leq \frac{1}{3} 6^{N}\left(\mu_{1}^{N} c_{1}^{2 N-2} \rho^{2 \gamma(N-1)-2}+k_{1}^{N} c_{1}^{N-2} \rho^{\gamma(N-2)+\beta N-2}\right) \int_{G_{\rho / 4}^{2 \rho}} r^{2-N}|\nabla u|^{2} d x+ \\
& (7.3 .71) \quad \quad+(3 \beta N)^{-1}(6 k)^{N} \operatorname{meas} \Omega\left(2^{\beta N}-2^{-\beta N}\right) \rho^{\beta N}, \rho \in\left(0, \frac{d}{2}\right) . \tag{7.3.71}
\end{align*}
$$

Hence with regard to (7.3.62) we obtain

$$
\begin{align*}
& \rho^{2-\lambda}\left\|a\left(\rho x^{\prime}, \rho^{\lambda} v, \rho^{\lambda-1} v_{x^{\prime}}\right)\right\|_{N, G_{1 / 4}^{2}} \leq c_{16} \rho^{2-\lambda+2 \gamma+\frac{2(\lambda-1-\gamma)}{N}}+  \tag{7.3.72}\\
& \quad+c_{17} \rho^{2-\lambda+\beta+\gamma+\frac{2(\lambda-1-\gamma)}{N}}+c_{18} \rho^{\beta+2-\lambda}, \forall \rho \in\left(0, \frac{d}{2}\right) .
\end{align*}
$$

From (7.3.69), (7.3.70), and (7.3.72) with regard to $\beta \geq \lambda-2$ we get

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right| \leq c_{19}+c_{20} \rho^{2-\lambda+2 \gamma+\frac{2(\lambda-1-\gamma)}{N}} . \tag{7.3.73}
\end{equation*}
$$

Let us recall that $\lambda>1$ and $\gamma>0$ which is determined by Theorem 7.16.
Also in the case $2 \leq N<4$ for the validity of assertion 1) of our theorem, it is sufficient to derive the bound

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right| \leq M_{0}^{\prime}=\text { const. } \tag{7.3.74}
\end{equation*}
$$

Let us show that repeating a finite number of times the procedure of deriving of (7.3.73) with different exponents $\gamma$, it is possible to deduce the estimate (7.3.74). So let the exponent of $\rho$ in (7.3.73) be negative. Otherwise (7.3.73) means (7.3.74). From (7.3.73) we have

$$
\begin{equation*}
|u(x)| \leq c_{21}|x|^{2+2(\lambda-1) / N} \tag{7.3.75}
\end{equation*}
$$

and from here, by Theorem 7.17 with $\gamma=\gamma_{1}$

$$
\begin{equation*}
\gamma_{1}=1+\frac{2}{N}(\lambda-1) \tag{7.3.76}
\end{equation*}
$$

we get also the inequality

$$
\begin{equation*}
|\nabla u(x)| \leq c_{22}|x|^{\gamma_{1}} . \tag{7.3.77}
\end{equation*}
$$

Let us repeat the procedure of the deduction of (7.3.71) and (7.3.72) having applied the inequality (7.3.77) instead of (7.3.2), that is replacing $\gamma$ on $\gamma_{1}$.
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As a result we get

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right| \leq c_{19}+c_{20} \rho^{2-\lambda+2(\lambda-1) / N+2 \gamma_{1}(N-1) / N} \tag{7.3.78}
\end{equation*}
$$

If the exponent of $\rho$ in this inequality is negative, then putting

$$
\begin{equation*}
\gamma_{2}=1+\frac{2}{N}(\lambda-1)+\frac{2(N-1)}{N} \gamma_{1}, \tag{7.3.79}
\end{equation*}
$$

we first obtain by Theorem 7.17 the inequality

$$
\begin{equation*}
|\nabla u(x)| \leq c_{22}|x|^{\gamma_{2}} . \tag{7.3.80}
\end{equation*}
$$

Next repeating the procedure described above, we get also the bound

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right| \leq c_{19}+c_{20} \rho^{2-\lambda+2(\lambda-1) / N+2 \gamma_{2}(N-1) / N} . \tag{7.3.81}
\end{equation*}
$$

Let us set

$$
\begin{equation*}
t=\frac{2(N-1)}{N} \geq \frac{3}{2}, \quad \forall N \geq 4 \tag{7.3.82}
\end{equation*}
$$

and consider the numerical sequence $\gamma_{k}$
$\gamma_{1}$ is determined by the equality (7.3.76),
$\gamma_{2}=(1+t) \gamma_{1}$,
$\gamma_{3}=\left(1+t+t^{2}\right) \gamma_{2}$,
$\gamma_{k+1}=\left(1+t+\cdots+t^{k}\right) \gamma_{1}=\frac{t^{k+1}-1}{t-1}, \quad k=0,1, \cdots$.
Repeating the expounded procedure $k$ times we get

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|v\left(x^{\prime}\right)\right| \leq c_{19}+c_{20} \rho^{1-\lambda+\gamma_{k+1}}, \rho \in(0, d / 2) . \tag{7.3.83}
\end{equation*}
$$

Let us show that for $\forall N \geq 4$ we can find such an integer $k$ that

$$
\begin{equation*}
1-\lambda+\gamma_{k+1} \geq 0 \tag{7.3.84}
\end{equation*}
$$

In fact, from the definition of the numerical sequence $\gamma_{k}$ and (7.3.76) it follows

$$
1-\lambda+\gamma_{k+1}=\frac{t^{k+1}-1}{t-1}+\frac{\lambda-1}{N(t-1)}\left(2 t^{k+1}-2-N t+N\right) .
$$

The first addend on the right is positive. For the second addend from (7.3.82) it follows

$$
2 t^{k+1}-2-N t+N=2^{k+2}\left(1-\frac{1}{N}\right)^{k+1}-N \geq 0
$$

if

$$
\left(\frac{2 N-2}{N}\right)^{k+1} \geq \frac{N}{2} \quad \text { or } \quad k+1 \geq \frac{\ln \frac{N}{2}}{\ln \frac{2 N-2}{N}} .
$$

Hence we obtain the validity of (7.3.84) for

$$
k=\left[\frac{\ln \frac{N}{2}}{\ln \frac{2 N-2}{N}}\right], \forall N \geq 4
$$

where $[a]$ is the integral part of $a$. Thus statement 1) is proved.
Now let us refer to the proof of statement 3) of our theorem. Multiplying both sides of the inequality (7.3.68) by $\varrho^{\alpha-2 q}$ and returning to the variables $x, u$ we rewrite the inequality obtained in such way replacing $\rho$ by $2^{-k} \rho$ and next sum all inequalities over $k=0,1, \ldots$. As result we have

$$
\begin{equation*}
\|u\|_{V_{q, \alpha}^{2}\left(G_{0}^{\rho}\right)}^{q} \leq c_{4} \int_{G_{0}^{2 \rho}}\left(r^{\alpha}\left|a\left(x, u, u_{x}\right)\right|^{q}+r^{\alpha-2 q}|u|^{q}\right) d x, \quad q>1 . \tag{7.3.85}
\end{equation*}
$$

Taking into account the assumption ( $C$ ) and the bounds from assertion 1) proved above, we obtain

$$
\begin{aligned}
&\left|a\left(x, u, u_{x}\right)\right|^{q} \leq C\left(\mu_{1}, k_{1}, q, N\right)\left(|\nabla u|^{2 q}+r^{\beta q}|\nabla u|^{q}+r^{\beta q}\right) \leq \\
& \leq C\left(r^{2 q(\lambda-1)}+r^{q(\beta+\lambda-1)}+r^{\beta q}\right) .
\end{aligned}
$$

Hence and from (7.3.85) it follows

$$
\begin{aligned}
\|u\|_{V_{q, \alpha}^{2}\left(G_{0}^{\rho}\right)}^{q} \leq C \operatorname{meas} \Omega \int_{0}^{2 \varrho}\left(r^{\alpha+q(\lambda-2)}+r^{\alpha+2 q(\lambda-1)}+\right. & r^{\alpha+q(\beta+\lambda-1)}+ \\
& \left.+r^{\alpha+\beta q}\right) r^{N-1} d r
\end{aligned}
$$

Since $\beta>\lambda-2$ and therefore $r^{q \beta}<r^{q(\lambda-2)}$, finally we establish

$$
\begin{equation*}
\|u\|_{V_{q, \alpha}^{2}\left(G_{0}^{\rho}\right)}^{q} \leq C \varrho^{\alpha+N+q(\lambda-2)}, \tag{7.3.86}
\end{equation*}
$$

provided $\alpha+N+q(\lambda-2)>0$. The latter means the required statement 3 ).
Finally, let us prove statement 4). By the Sobolev-Kondrashov Imbedding Theorem 1.33

$$
\sup _{\substack{x^{\prime}, y^{\prime} \in G_{1 / 2}^{1} \\ x^{\prime} \neq y^{\prime}}} \frac{\left|\nabla^{\prime} v\left(x^{\prime}\right)-\nabla^{\prime} v\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|^{1-N / q}} \leq c(N, q, G)\|v\|_{W^{2, q}\left(G_{1 / 2}^{1}\right), \quad q>N . .} . \quad .
$$

Returning to the variables $x, u$, we get

$$
\sup _{\substack{x, y \in G_{\rho / 2}^{p} \\ x \neq y}} \frac{|\nabla u(x)-\nabla u(y)|}{|x-y|^{1-N / q}} \leq C\|u\|_{V_{q, 0}^{2}\left(G_{2 e}^{e / 4}\right)} \leq C \rho^{\lambda-2+N / q}
$$

$$
q>N, \rho \in(0, d)
$$

in virtue of (7.3.86). Repeating the proof of Theorem 7.18 with $\gamma=\lambda-1$, provided $N+q(\lambda-2) \leq 0$, we get the validity of statement 4).
7.3.6. Higher regularity results. In this subsection we examine the question of a smoothness rise of the Dirichlet problem solutions for the elliptic second order non-divergence quasi-linear equations near the conical boundary point. Let us consider the strong solution from $W^{2, q}(G) \cap$ $C^{1+\gamma}(\bar{G})$ of $(Q L)$. As well as in the linear case the solution smoothness in the quasilinear case depends upon the quantity $\lambda$ determining value of the cone solid angle in a neighborhood of the point $\mathcal{O}$.

Let us define the set

$$
\mathfrak{M}_{M_{0}, M_{1}}=\left\{(x, u, z)\left|x \in \bar{G},|u| \leq M_{0},|z| \leq M_{1}\right\} .\right.
$$

As for the equation of the problem $(Q L)$ we assume that the following conditions are satisfied on the set $\mathfrak{M}_{M_{0}, M_{1}}$
$(E)$ for the uniform ellipticity that is there exist the positive constants $\nu, \mu$ such that for $\forall(x, y, z) \in \mathfrak{M}_{M_{0}, M_{1}}, \forall \xi \in \mathbb{R}^{N}$

$$
\nu \xi^{2} \leq a_{i j}(x, u, z) \xi_{i} \xi_{j}<\mu \xi^{2} ; \quad a_{i j}(0,0,0)=\delta_{i}^{j}, i, j=1, \ldots, N
$$

(F) $a_{i j}(x, u, z) \in C^{m}\left(\mathfrak{M}_{M_{0}, M_{1}}\right)(i, j=1, \ldots, N)$ for some integer $m \geq 1$ and the partial derivatives of the functions $a_{i j}(x, u, z)$ over all their arguments up to the order $m$ are bounded on $\mathfrak{M}_{M_{0}, M_{1}}$;
$(G)$ there exist generalized partial derivatives of the function $a(x, u, z)$ over all their arguments up to the order $m \geq 1$, nonnegative functions $f_{l}(x)$ and the numbers $\widetilde{\mu}_{l}, \widetilde{k}_{l}(l=1, \ldots, m)$ such that the following inequalities

$$
\begin{gathered}
\left|D_{u}^{l_{1}} D_{x}^{l_{2}} a(x, u, z)\right| \leq \mu_{1}|z|^{2}+f_{l}(x) ; 1 \leq l_{1}+l_{2} \leq m, \\
\left|D_{u}^{l_{1}} D_{x}^{l_{2}} D_{z}^{l_{3}} a(x, u, z)\right| \leq \mu_{1}|z|+f_{l}(x) ; 0 \leq l_{1}+l_{2} \leq m-1, \\
\quad\left|D_{u}^{l_{1}} D_{x}^{l_{2}} D_{z}^{l_{3}} a(x, u, z)\right| \leq \widetilde{\mu}_{l} ; 2 \leq l_{1}+l_{2}+l_{3} \leq m,
\end{gathered}
$$

where

$$
f_{l}(x) \leq \widetilde{k}_{l}|x|^{\lambda-2-l}, f_{0} \leq \widetilde{k}_{0}|x|^{\beta}, \beta>\lambda-2,
$$

are fulfilled.

Theorem 7.23. Let $\lambda>1, p>N$ be given and let the integer $m$ satisfy the condition

$$
\begin{equation*}
1 \leq m<\lambda-2+N / p \tag{7.3.91}
\end{equation*}
$$

Let the assumptions $(A)-(G)$ be satisfied and let the function $u(x) \in V_{p, 0}^{2}(G)$ be a solution of the problem $(Q L)$ with

$$
M_{0}=\max _{x \in \bar{G}}|u(x)| \text { and } M_{1}=\max _{x \in \bar{G}}|\nabla u(x)| .
$$

Moreover, let $\varphi(x) \in V_{p, 0}^{m+2-1 / p}(\partial G) \cap V_{2,4-N}^{3 / 2}(\partial G)$ and there exist the nonnegative numbers $\widetilde{k}_{0}^{\prime}, \widetilde{k}_{1}^{\prime}, \ldots, \widetilde{k}_{m}^{\prime}$ and $s>l$ such that the inequalities

$$
\begin{array}{r}
\|\varphi\|_{V_{2,4-N}^{3 / 2} \Gamma_{0}^{\rho}} \leq \widetilde{k}_{0}^{\prime} \rho^{s} \text { and }\|\varphi\|_{V_{p, 0}^{2-1 / p+m} \Gamma_{\rho / 2}^{\rho}} \leq \widetilde{k}_{m}^{\prime} \rho^{\lambda-2-m+N / p},  \tag{7.3.92}\\
\rho \in(0, d)
\end{array}
$$

hold. Then $u(x) \in V_{p, 0}^{m+2}(G)$, and there exist the numbers $\tilde{d} \in(0, d)$ and $C_{m}>0$ such that

$$
\begin{equation*}
\|u\|_{V_{p, 0}^{m+2} G_{0}^{\rho}} \leq C_{m} \rho^{\lambda-2-m+N / p}, \rho \in(0, \widetilde{d}) \tag{7.3.93}
\end{equation*}
$$

where $C_{m}$ is determined only by the quantities taking part in the assumptions of the theorem and by $G$.

Proof. We apply the usual iteration procedure over $m$. Let $m=1$. Let us consider the equation of $(Q L)$ in the domain $G_{\rho / 2}^{\rho}, \rho \in(0, d)$. The lateral surface $\Gamma_{\rho / 2}^{\rho}$ of $G_{\rho / 2}^{\rho}$ is unboundedly smooth, because $G_{0}^{d}$ is a convex cone. By definition of smooth domains, for every point $x_{0} \in \Gamma_{\rho / 2}^{\rho}$ there exists a neighborhood $\Gamma \subset \Gamma_{\rho / 2}^{\rho}$ of this point and a diffeomorphism $\chi$ from $C^{2+m}$ rectifying the boundary in $\Gamma$. Let $\mathfrak{D} \subset G_{\rho / 2}^{\rho}$ be such that $\Gamma \subset \mathfrak{D}$. Let us perform the transformation $y=\chi(x)=\left(\chi_{1}(x), \ldots, \chi(x)\right)$ and let $\chi(\mathfrak{D})=$ $\mathfrak{D}^{\prime}, \chi(\Gamma)=\Gamma^{\prime} \subset \partial \mathfrak{D}^{\prime},\left(\Gamma^{\prime}\right.$ is a plane portion of the boundary $\mathfrak{D}^{\prime}$ ), $v(y)=$ $u\left(\chi^{-1}(y)\right)$. In this case $\chi, \chi^{-1} \in C^{2+m}$ and Jacobian $|\nabla \chi| \neq 0$. Besides, one can suppose the norms in $C^{2+m}$ of transformations $\chi$ determining the local representation of the boundary $\Gamma_{\rho / 2}^{\rho}$ to be uniformly bounded with respect to $x_{0} \in \Gamma_{\rho / 2}^{\rho}$. In the new variables the equation of $(Q L)$ takes the form
$(Q L)^{\prime}$

$$
A_{i j}\left(y, v, v_{y}\right) v_{y_{i} y_{j}}+A\left(y, v, v_{y}\right)=0, y \in \mathfrak{D}^{\prime}
$$

where

$$
\begin{gather*}
A\left(y, v, v_{y}\right)=a\left(x, u, u_{x}\right)+a_{i j}\left(x, u, u_{x}\right) v_{y_{k}} \frac{\partial^{2} \chi_{k}}{\partial_{x_{i}} \partial_{x_{j}}}  \tag{7.3.94}\\
A_{i j}\left(y, v, v_{y}\right)=a_{k l}\left(x, u, u_{x}\right) \frac{\partial \chi_{i}}{\partial x_{k}} \frac{\partial \chi_{j}}{\partial x_{l}},
\end{gather*}
$$

Let us notice that in $\mathfrak{D}^{\prime}$ by condition $(E)$

$$
\begin{equation*}
\varkappa_{1} \nu \xi^{2} \leq A_{i j} \xi_{i} \xi_{j} \leq \varkappa_{2} \mu \xi^{2} \tag{7.3.95}
\end{equation*}
$$

where

$$
\varkappa_{1}=\inf _{x \in \mathfrak{D}^{\prime}}|\nabla \chi(x)|^{2}>0 \text { and } \varkappa_{2}=\sup _{x \in \mathfrak{D}^{\prime}}|\nabla \chi(x)|^{2}>0
$$

. The coordinate system can be chosen such that the positive axis $y_{N}$ would be parallel to the normal toward $\Gamma^{\prime}$ and the axes $y_{1}, \ldots, y_{N-1}$ parallel the rays at plane $\Gamma^{\prime}$. Let $\mathbf{e}_{k}$ be the fixed coordinate vectors ( $k=1, \ldots, N-1$ ). For sufficiently small $|h|$ we define the difference quotients

$$
v_{k}(y ; h)=\frac{1}{h}\left\{v(y)-v\left(y_{1}, \ldots, y_{k-1}, y_{k}-h, y_{k+1}, \ldots, y_{N}\right)\right\}, k=1, \ldots, N-1
$$

We set

$$
y^{t}=t y+(1-t)\left(y-h \mathbf{e}_{k}\right) ; v^{t}(y)=t v(y)+(1-t) v\left(y-h \mathbf{e}_{k}\right) .
$$

Then the function $w(y) \equiv v_{k}(y, h)$ satisfies the linear equation

$$
\begin{equation*}
a^{i j}(y) w_{y_{i} y_{j}}+a^{i}(y) w_{y_{\mathrm{i}}}+a(y) w=f(y), y \in \mathfrak{D}^{\prime} \tag{L}
\end{equation*}
$$

where

$$
\begin{gathered}
a^{i j}(y)=A_{i j}\left(y, v(y), v_{y}(y)\right), \\
a^{i}(y)=v_{y_{p} y_{l}}(y-h) \int_{0}^{1} \frac{\partial A_{p l}\left(y^{t}, v^{t}, v_{y}^{t}\right)}{\partial v_{y_{i}}^{t}} d t+\int_{0}^{1} \frac{\partial A\left(y^{t}, v^{t}, v_{y}^{t}\right)}{\partial v_{y_{i}}^{t}} d t, \\
a(y)=v_{y_{p} y_{l}}(y-h) \int_{0}^{1} \frac{\partial A_{p l}\left(y^{t}, v^{t}, v_{y}^{t}\right)}{\partial v^{t}} d t+\int_{0}^{1} \frac{\partial A\left(y^{t}, v^{t}, v_{y}^{t}\right)}{\partial v^{t}} d t, \\
-f(y)=v_{y_{p} y_{l}}(y-h) \int_{0}^{1} \frac{\partial A_{p l}\left(y^{t}, v^{t}, v_{y}^{t}\right)}{\partial y_{k}^{t}} d t+\int_{0}^{1} \frac{\partial A\left(y^{t}, v^{t}, v_{y}^{t}\right)}{\partial y_{k}^{t}} d t,
\end{gathered}
$$

$k=1, \ldots, N-1$. Since the directories $\mathbf{e}_{k}(k=1, \ldots N-1)$ are parallel to the tangent plane to $\Gamma$, we have $\left.w\right|_{\Gamma^{\prime}}=\psi_{k}(y, h), y \in \Gamma^{\prime}, \psi(y)=\varphi\left(\chi^{-1} y\right)$. Let us apply the local $L^{p}$ - estimate near smooth boundary portion (Theorem 4.6 ) to the solution $w(y)$. Let us verify the fulfillment of all conditions of the above estimate. (7.3.95) implies the fulfillment of the uniform ellipticity condition for the ( $L$ ) equation. Since our solution $u(x) \in C^{1+\gamma}(\bar{G})$, the hypothesis ( $E$ ) guarantees continuity of the coefficients $a^{i j}(y)$ in $\mathfrak{D}^{\prime}$. Since,
by the assumptions of our theorem $u_{x x} \in L_{p}\left(\mathfrak{D}^{\prime}\right), p>N$, then by assertions 1) and 3 ) of Theorem 7.22 in view of the assumptions $(F),(G)$ we have

$$
\begin{aligned}
& \left\|\left(\sum_{i=1}^{N}\left|a^{i}(y)\right|^{2}\right)^{\frac{1}{2}}\right\|_{N, \mathfrak{D}^{\prime}} \leq C\left(|\chi|_{2, \mathfrak{D}^{\prime}}\right)\left(\bar{\mu}_{1}\left|u_{x x}\right|_{N, G_{0}^{3 \rho / 2}}+\right. \\
& \left.\quad+\left\|\mu+\left(\bar{\mu}_{1}+\widetilde{\mu}_{1}\right)|\nabla u|+f_{0}(x)\right\|_{N, G_{\rho / 2}^{\rho}}^{\rho}\right) \leq \\
& \quad \leq C\left(|\chi|_{2, \mathfrak{D}^{\prime}}, N, p, \widetilde{k_{0}}, \mu, \bar{\mu}_{1}, \widetilde{\mu}_{1}\right)\left(\rho+\rho^{\lambda}+\rho^{\lambda-2+N / p}+\rho^{\lambda-1}\right) \leq \mathrm{const}
\end{aligned}
$$

by the inequality (7.3.91). Similarly

$$
\begin{aligned}
\|a\|_{p, \mathfrak{D}^{\prime}} & \leq C\left(|\chi|_{2, \mathfrak{D}^{\prime}}\right)\left(\left\|\mu_{1}|\nabla u|^{2}+\bar{\mu}_{1}|\nabla u|+f_{0}(x)\right\|_{p, G_{\rho / 2}^{\rho}}+\bar{\mu}_{1}\left\|u_{x x}\right\|_{p, G_{0}^{3 \rho / 2}}\right) \\
& \leq C\left(|\chi|_{2, \mathfrak{D}^{\prime}}, N, p, \widetilde{k_{0}}, \mu_{1}, \bar{\mu}_{1}\right)\left(\rho^{2(\lambda-1)+N / p}+\rho^{\lambda-2+N / p}+\right. \\
& \left.+\rho^{\lambda-1+N / p}\right) \leq \mathrm{const} ; \\
\|f\|_{p, \mathfrak{D}^{\prime}} & \leq C\left(|\chi|_{3, \mathfrak{D}^{\prime}}\right)\left(\left\|\mu_{1}|\nabla u|^{2}+\bar{\mu}_{1}|\nabla u|+f_{1}(x)\right\|_{p, G_{\rho / 2}^{\rho}}+\bar{\mu}_{1}\left\|u_{x x}\right\|_{p, G_{0}^{3 \rho / 2}}\right) \\
& \leq C\left(|\chi|_{2, \mathfrak{D}^{\prime}}, N, p, \widetilde{k_{0}}, \mu_{1}, \bar{\mu}_{1}\right) \varrho^{\lambda-3+N / p} .
\end{aligned}
$$

So the local $L^{p}$-estimate for the solutions of $(L)^{\prime}$ gives us the inequality

$$
\begin{gather*}
\|w\|_{2, p ; \mathfrak{D}^{\prime \prime}} \leq \operatorname{const}\left(\|w\|_{p, \mathfrak{D}^{\prime}}+\|f\|_{p ; \mathfrak{D}}+\left\|\varphi_{k}(y-h)\right\|_{2-1 / p, p ; \boldsymbol{\Gamma}^{\prime}}\right),  \tag{7.3.96}\\
\forall \mathfrak{D}^{\prime \prime} \Subset \mathfrak{D}^{\prime} \cup \Gamma^{\prime},
\end{gather*}
$$

where const is independent of $w, f,, \varphi_{k}, h$ and depends only on $k, p, \nu$, $\mu, \varkappa_{1}, \varkappa_{2}$ and the moduli of continuity of the coefficients $a^{i j}(y)$ on $\mathfrak{D}^{\prime}$. The latter are estimated in the following way:

$$
\begin{gathered}
\left|a^{i j}\left(y_{1}\right)-a^{i j}\left(y_{2}\right)\right|_{\mathfrak{D}^{\prime}}=\left|A_{i j}\left(y_{1}, v\left(y_{1}\right), v_{y}\left(y_{1}\right)\right)-A_{i j}\left(y_{2}, v\left(y_{2}\right), v_{y}\left(y_{2}\right)\right)\right|= \\
=\left\lvert\, a_{k l}\left(x_{1}, u\left(x_{1}\right), u_{x}\left(x_{1}\right)\right) \frac{\partial \chi_{i}\left(x_{1}\right)}{\partial x_{k}} \frac{\partial \chi_{j}\left(x_{1}\right)}{\partial x_{l}}-\right. \\
\left.-a_{k l}\left(x_{2}, u\left(x_{2}\right), u_{x}\left(x_{2}\right)\right) \frac{\partial \chi_{i}\left(x_{2}\right)}{\partial x_{k}} \frac{\partial \chi_{j}\left(x_{2}\right)}{\partial x_{l}} \right\rvert\, \leq \\
\leq\left|a_{k l}\left(x_{1}, u\left(x_{1}\right), u_{x}\left(x_{1}\right)\right)-a_{k l}\left(x_{2}, u\left(x_{2}\right), u_{x}\left(x_{2}\right)\right)\right| \cdot|\nabla \chi|^{2}+ \\
+\mu\left|\frac{\partial \chi_{i}\left(x_{1}\right)}{\partial x_{k}} \frac{\partial \chi_{j}\left(x_{1}\right)}{\partial x_{l}}-\frac{\partial \chi_{i}\left(x_{2}\right)}{\partial x_{k}} \frac{\partial \chi_{j}\left(x_{2}\right)}{\partial x_{l}}\right| \leq \mu \varkappa_{2}^{1 / 2}|\chi|_{2, \mathfrak{D}}\left|x_{1}-x_{2}\right|+ \\
+\varkappa_{2} \bar{\mu}_{1}\left(\left|x_{1}-x_{2}\right|+\left|u\left(x_{1}\right)-u\left(x_{2}\right)\right|+\left|\nabla u\left(x_{1}\right)-\nabla u\left(x_{2}\right)\right|\right) \leq \\
\leq 2 \rho\left(\varkappa_{2} \bar{\mu}_{1}+\mu \varkappa_{2}^{1 / 2}|\chi|_{2, \mathfrak{D}}+\bar{c}_{1} \rho^{\gamma}\right)+C(2 \rho)^{\gamma}
\end{gathered}
$$

by $u(x) \in C^{1+\gamma}(\bar{G})$. Further, we have by the definition of $w(y)$

$$
\begin{equation*}
\|w\|_{p, \mathfrak{D}^{\prime}}=\left\|\frac{v(y)-v\left(y-h \mathbf{e}_{k}\right)}{h}\right\|_{p, \mathfrak{D}^{\prime}} \leq C\left(\left|\chi^{-1}\right|_{1}\right)\|\nabla u(x)\|_{p, G_{\rho / 2}} \tag{7.3.97}
\end{equation*}
$$

Analogously we obtain

$$
\begin{equation*}
\left\|\varphi_{k}(y, h)\right\|_{2-1 / p, p ; \Gamma^{\prime}} \leq C\left(\left|\chi^{-1}\right|_{1}\right)\|\varphi(x)\|_{3-1 / p, p ; \Gamma_{\rho / 2}^{\rho}}^{\rho} \tag{7.3.98}
\end{equation*}
$$

and finally

$$
\begin{align*}
\|f\|_{p, \mathfrak{D}^{\prime}} \leq C\left(|\chi|_{2, \mathfrak{D}^{\prime}}\right)\left(\| \mu_{1}|\nabla u|^{2}+\bar{\mu}_{1}|\nabla u|+\right. & f_{1}(x) \|_{p, G_{\rho / 2}^{\rho}}+  \tag{7.3.99}\\
& \left.+\bar{\mu}_{1}\left\|u_{x x}\right\|_{p, G_{0}^{3 \rho / 2}}\right)
\end{align*}
$$

Now from (7.3.96)-(7.3.99) we obtain the inequality

$$
\begin{array}{r}
\left\|\frac{v(y)-v\left(y-h \mathbf{e}_{k}\right)}{h}\right\|_{2, p ; \mathfrak{D}^{\prime}} \leq \operatorname{const}\left(\|\varphi(x)\|_{3-1 / p, p ; \Gamma_{\rho / 2}^{\rho}}+\right. \\
\left.+\left\||\nabla u|^{2}\right\|_{p, G_{\rho / 2}^{\rho}}+\|\nabla u(x)\|_{p, G_{\rho / 2}^{\rho}}+\left\|f_{1}(x)\right\|_{p, G_{\rho / 2}^{p}}+\left\|u_{x x}\right\|_{p, G_{0}^{3 \rho / 2}}\right) \leq \\
\leq \text { const }^{\lambda-3+N / p}
\end{array}
$$

where const on the right is independent of $h$. This fact allows us to conclude on the basis of Fatou's theorem that there exists a $v_{y_{h}} \in W^{2, p}\left(\mathfrak{D}^{\prime \prime}\right)$ and perform passage to the limit $h \rightarrow 0$

$$
\begin{align*}
& \left\|\frac{\partial v}{\partial y_{k}}\right\|_{2, p ; \mathfrak{D}^{\prime \prime}} \leq \operatorname{const}\left(\|\varphi(x)\|_{3-1 / p, p ; \Gamma_{\rho / 2}^{\rho}}+\left\|u_{x x}\right\|_{p, G_{o}^{3 \rho / 2}}+\right.  \tag{7.3.100}\\
& \left.+\left\||\nabla u(x)|^{2}\right\|_{p, G_{\rho / 2}^{\rho}}+\|\nabla u(x)\|_{p, G_{\rho / 2}^{\rho}}+\left\|f_{1}(x)\right\|_{p, G_{\rho / 2}}^{\rho}\right) \leq \\
& \quad \leq \text { conste }^{\lambda-3+N / p}, k=1, \ldots, N-1 .
\end{align*}
$$

We consider again the equation $(Q L)^{\prime}$ and differentiate it over $y_{N}$ thusly
(7.3.101) $\quad A_{N N}\left(y, v, v_{y}\right) v_{y_{N} y_{N} y_{N}}=-\left\{\sum_{k=1}^{N-1} A_{k N} v_{y_{k} y_{N} y_{N}}+\right.$

$$
\begin{array}{r}
+\sum_{i, j=1}^{N-1} A_{i j} v_{y_{i} y_{i} y_{N}}+\frac{\partial A_{i j}}{\partial v_{y_{l}}} v_{y_{i} y_{j}} v_{y_{l} y_{N}}+\frac{\partial A_{i j}}{\partial v} v_{y_{i} y_{j}} v_{y_{N}}+\frac{\partial A_{i j}}{\partial y_{N}} v_{y_{i} y_{j}}+ \\
\left.+\frac{\partial A_{i j}}{\partial v_{y_{l}}} v_{y_{l} y_{N}}+\frac{\partial A}{\partial y_{N}}+\frac{\partial A}{\partial v} v_{y_{N}}\right\}, y \in \mathfrak{D}^{\prime}
\end{array}
$$

where

$$
A_{N N}=a_{k l}\left(y, v, v_{y}\right) \frac{\partial \chi_{N}}{\partial x_{k}} \frac{\partial \chi_{N}}{\partial x_{l}} \geq \nu\left|\nabla \chi_{N}(x)\right|^{2} \geq \varkappa_{1} \nu
$$

Since $u(x) \in W^{2, p}\left(G_{\rho / 2}^{\rho}\right), v_{y_{k}} \in W^{2, p}\left(\mathfrak{D}^{\prime \prime}\right), 1 \leq k \leq N-1$ then from (7.3.101) we obtain $v(y) \in W^{3, p}\left(\mathfrak{D}^{\prime \prime}\right)$, by the assumptions $(F),(G)$. Then by Sobolev's Imbedding theorems $1.32,1.34$ we can derive

1) if $p>2 N$ then $v(y) \in C^{2}\left(\mathfrak{D}^{\prime \prime}\right)$ and in this case

$$
|v|_{2 ; \mathfrak{D}^{\prime \prime}} \leq c|\| v|_{3, p / 2 ; \mathfrak{D}^{\prime \prime}}
$$

2) if $N<p \leq 2 N$ then $v(y) \in W^{2, q_{1}}\left(\mathfrak{D}^{\prime \prime}\right)$ with $q_{1}=\frac{N p}{2 N-p}>p$ and in particular $v(y) \in W^{2,2 p}\left(\mathfrak{D}^{\prime \prime}\right)$ for $p \geq 3 N / 2$.
By the above statements and equation (7.3.101), we obtain $v(y) \in W^{3, p}\left(\mathfrak{D}^{\prime \prime}\right)$ and therefore $u(x) \in W^{3, p}\left(G_{5 p / 8}^{7 p / 8}\right)$, if $p \geq 3 N / 2$. Now we need to examine only $p \in(N, 3 N / 2)$. From above we have $v(y) \in W^{2, q_{1}}\left(\mathfrak{D}^{\prime \prime}\right)$ and by (7.3.101) $v(y) \in W^{3, q_{1} / 2}\left(\mathfrak{D}^{\prime \prime}\right)$. Let us use again the following imbedding

$$
W^{3, q} \subset W^{2, q *}, \text { where } q *=\frac{N q}{N-q} \text { and } q<N
$$

As a result, we obtain

$$
v(y) \in W^{2, q_{2}}\left(\mathfrak{D}^{\prime \prime}\right), q_{2}=N q_{1} /\left(2 N-q_{1}\right)=N p /(4 N-3 p)
$$

if $N<p<4 N / 3$ and

$$
v(y) \in C^{2}\left(\mathfrak{D}^{\prime \prime}\right)
$$

if $p \geq 4 N / 3$.
We repeat that procedure $s$ times

$$
\begin{equation*}
v(y) \in W^{3, q_{s} / 2}\left(\mathfrak{D}^{\prime \prime}\right) \cap W^{2, q_{s}}\left(\mathfrak{D}^{\prime \prime}\right), q_{s}=\frac{N p}{N 2^{s}-\left(2^{s}-1\right) p}, \tag{7.3.102}
\end{equation*}
$$

if $N<p<N /\left(1-2^{-s}\right)$. We choose an integer number $s \geq 1$ in such way that $q_{s} \geq 2 p$. Solving that inequality we obtain $s=\left[\log _{2}((2 p-N) /(p-N))\right]$, where $[a]$ is the integral part of $a$. Thus from (7.3.102) we find

$$
u(x) \in W^{3, \rho}\left(G_{5 \rho / 8}^{7 \rho / 8}\right) \cap W^{2,2 p}\left(G_{5 \rho / 8}^{7 \rho / 8}\right), \forall \rho \in(0, d)
$$

We proceed to a derivation of the estimate (7.3.93) under $m=1$. From (7.3.101), by (7.3.100), we have

$$
\begin{align*}
& \quad\left(\int_{\mathfrak{D}^{\prime \prime}} \int\left|v_{y_{N} y_{N} y_{N}}\right|^{p} d y\right)^{1 / p} \leq\left(\nu \chi_{1}\right)^{-1}\left\{\mu \chi_{2} \sum_{k=1}^{N-1}\left\|\frac{\partial v}{\partial y_{k}}\right\|_{2, p ; \mathfrak{D}^{\prime \prime}}+\right.  \tag{7.3.103}\\
& +\left(\mu+\left(\mu_{1}+\bar{\mu}_{1}\right)\left|\nabla_{y} v\right|_{\mathfrak{D}^{\prime \prime}}+\left|f_{0}(y)\right|_{\mathfrak{D}^{\prime \prime}}\right)\left\|v_{y y}\right\|_{p, \mathfrak{D}^{\prime \prime}}+ \\
& +\| \mu_{1}\left|\nabla_{y} v\right|^{3}+\left(\bar{\mu}_{1}+\mu_{1}\right)\left|\nabla_{y} v\right|^{2}+\left(\bar{\mu}_{1}+f_{0}(y)\right)\left|\nabla_{y} v\right|+\left.f_{1}(y)\right|_{p, \mathfrak{D}^{\prime \prime}}+ \\
& \left.\quad+\bar{\mu}_{1}| | v_{y y}\left\|_{p, \mathfrak{D}^{\prime \prime}}^{2}+\bar{\mu}_{1}\right\| v_{y y} \|_{p, \mathfrak{D}^{\prime \prime}}\left(1+\left|\nabla_{y} v\right|_{\mathfrak{D}^{\prime \prime}}\right)\right\} C\left(|\chi|_{2, \mathfrak{D}^{\prime \prime}}\right) .
\end{align*}
$$

From (7.3.100) and (7.3.103) in the variables $x, u(x)$ taking into account the hypothesis $(G)$, we obtain

From here basing on Theorem 7.22 for $\rho \in(0, d)$

$$
\begin{gather*}
\|u\|_{3, p ; G_{5 \rho / 8}^{7 \rho / 8}} \leq C \rho^{\lambda-3+N / p}  \tag{7.3.104}\\
C=C\left(|\chi|_{3, G_{\rho / 2}^{p}}^{p}, \nu, \mu, p, \varkappa_{1}, \varkappa_{2}, \mu_{1}, \bar{\mu}_{1}, \lambda, \widetilde{k}_{0}, \widetilde{k}_{1}, d, \bar{c}, \bar{c}_{3}\right) .
\end{gather*}
$$

Replacing in (7.3.104) $\rho$ by $2^{-k} \rho$, summing the inequalities obtained over all $k=0,1,2, \ldots$, and taking into account (7.3.91) under $m=1$, we come to the desired estimate (7.3.93) under $m=1$.

Repeating such procedure by induction we conclude the validity of the assertions of Theorem 7.23.

Theorem 7.24. Let all assumptions of Theorem 7.23 excepting of (7.3.91) be fulfilled. If $m \geq 0$ is the integer and

$$
\begin{equation*}
m+1<\lambda \leq m+2-\frac{N}{p}, \quad p>N \tag{7.3.105}
\end{equation*}
$$

then $u(x) \in C^{\lambda}(\bar{G})$. In addition, there exist constants $\widetilde{c}_{k},(k=0, \ldots, m+1)$ independent of $u(x)$ such that

$$
\begin{equation*}
\left|\nabla^{k} u(x)\right| \leq \widetilde{C}_{k}|x|^{\lambda-k}, x \in \overline{G_{0}^{d}}, k=0, \ldots, m+1 \tag{7.3.106}
\end{equation*}
$$

If $\lambda=m+1, p \geq N$ then $u \in C^{\lambda-\varepsilon}(\bar{G}), \forall \varepsilon>0$.
Proof. Let the function $v\left(x^{\prime}\right)=\rho^{-\lambda} u\left(\rho x^{\prime}\right)$ be a solution in the layer $G_{1 / 2}^{1}$ of $(Q L)^{\prime}$. Verbally repeating the proof of Theorem 7.22 and using the results of Theorem 7.23 we obtain all assertions of Theorem 7.24.

### 7.4. Solvability results

Let us include the problem ( $Q L$ ) to a family of one-parametric problems for $t \in[0,1]$
$(Q L)_{t} \quad\left\{\begin{array}{l}a_{i j}\left(x, u, u_{x}\right) u_{x_{i}, x_{j}}+t a\left(x, u, u_{x}\right)=0, \quad x \in G \\ u(x)=t \varphi(x), \quad x \in \partial G .\end{array}\right.$
With regard to the problem ( $Q L$ ) we assume the hypotheses $(S)$ and $(A)$ $(J)$ to be satisfied. In addition, suppose
(M) for every solution $u_{t}(x)$ of the problem $(Q L)_{t}$ the value $M_{0}=\sup _{x \in G}\left|u_{t}(x)\right|, \forall t \in[0,1]$ is known,
(K) $\varphi(x) \in \mathscr{W}_{4-N}^{\frac{3}{2}}(\partial G) \cap V_{q, 0}^{2-\frac{1}{q}}(\partial G), q \geq N$, there exist nonnegative numbers $k_{3}, k_{4}, k_{5}$ and $s>\lambda$ such that

$$
\begin{gathered}
b(x)+f(x)+\left|\Phi_{x x}(x)\right| \leq k_{3} d^{\lambda-2}(x), \quad x \in G_{\varepsilon}, \forall \varepsilon>0 \\
\|\varphi\|_{W_{4-N}^{\frac{3}{2}}\left(\Gamma_{0}^{g}\right)} \leq k_{4} \varrho^{s}, \quad\|\varphi\|_{V_{q, 0}^{2-\frac{1}{q}}\left(\Gamma_{e / 2}^{e}\right)} \leq k_{5} \varrho^{\lambda-2+\frac{N}{q}}, \varrho \in(0, d) .
\end{gathered}
$$

Theorem 7.25. Let $\Gamma_{d} \in W^{2, p}$ and the assumptions $(S),(A)-(J)$, $(M),(K)$ under $q=p>N$ be fulfilled. If either $\lambda \geq 2$ or $1<\lambda<2$, $N<p<\frac{N}{2-\lambda}$, then the problem $(Q L)_{t}$ has at least one solution $u_{t}(x) \in$ $V_{p, 0}^{2}(G)$ for $\forall t \in[0,1]$.

Theorem 7.26. Let $\lambda \in(1,2), p \in\left(N, \frac{N}{2-\lambda}\right), \beta>\lambda-2, q>\frac{N}{2-\lambda}$ be given numbers, and let $\Gamma_{d} \in W^{2, p}$. Suppose the hypotheses $(S),(A)-(J)$, $(M),(K)$ are fulfilled. Then the problem $(Q L)_{t}$ has at least one solution

$$
u_{t}(x) \in W_{l o c}^{2, q}(G) \cap V_{p, 0}^{2}(G) \cap C^{\lambda}(\bar{G})
$$

for $\forall t \in[0,1]$.
Proof. We first shall establish that for some $\gamma \in(0,1)$ and all $t \in[0,1]$ every solution $u_{t}(x) \in W_{l o c}^{2, q}(G) \cap C^{0}(\bar{G})$ satisfies the inequality

$$
\begin{equation*}
\left|u_{t}(x)\right|_{1+\gamma, \bar{G}} \leq K \tag{7.4.1}
\end{equation*}
$$

with a constant $K$ being independent of $u_{t}(x)$ and $t$. Let us represent $G=G_{0}^{d} \cup G_{d}$ with some positive sufficiently small $d$. From Theorem 7.18 we conclude that under given assumptions there exist the positive $d$ and $\gamma_{0}$ such that a $u_{t}(x) \in C^{1+\gamma}\left(\overline{G_{0}^{d}}\right)$ and the estimate (7.4.1) holds with $\forall \gamma \in\left(0, \gamma^{*}\right]$, where $\gamma^{*}=\min \left(\gamma_{0} ; \beta+1 ; 1-N / q\right)$. The membership $u_{t}(x) \in C^{1+\gamma}\left(\overline{G_{d}}\right)$ and corresponding a priori estimate follow from the assumption ( $D$ ) (local estimates near a smooth boundary portion have been established in [217, 219, 224]), but in strictly contained subdomain follows, by the Sobolev-Kondrashov Imbedding theorem 1.33. In such a way the membership $u_{t}(x) \in C^{1+\gamma}(\bar{G})$ and the a priori estimate (7.4.1) are established.

The bound (7.4.1) allows to apply the Leray-Schauder Fixed Point Theorem 1.56. To apply this theorem we fix $\gamma \in(0,1)$ and consider the Banach space $\mathfrak{B}=C^{1+\gamma}(\bar{G})$ for Theorem 7.25 or $\mathfrak{B}=C_{0}^{1+\gamma}(\bar{G})=$ $=\left\{v \in C^{1+\gamma}(\bar{G})|v(0)=|\nabla v(0)|=0\}\right.$ for Theorem 7.26. Let us define the operator $\mathfrak{T}$, by letting $u_{t}=t \mathfrak{T} v$, as the unique solution from the space $V_{p, 0}^{2}(G)$ (Theorem 7.25) or $W_{l o c}^{2, q}(G) \cap V_{p, 0}^{2}(G) \cap C^{\lambda}(\bar{G})$ (Theorem 7.26) for
any $v \in \mathfrak{B}$ of the linear problem
$(L)_{t}$

$$
\begin{cases}a^{i j}(x) u_{x_{i} x_{j}}=A_{t}(x), & x \in G \\ u(x)=t \varphi(x), & x \in \partial G\end{cases}
$$

where $a^{i j}(x)=a_{i j}\left(x, v(x), v_{x}(x)\right), A_{t}(x)=-t a\left(x, v(x), v_{x}(x)\right)$. It exists by Theorem 4.48 (Theorem 4.49). In fact, it is not difficult to verify that all hypotheses of these theorems are fulfilled. In particular, by the assumption $(A), a_{i j}\left(x, v(x), v_{x}(x)\right) \in W^{1, p}(\mathfrak{M}), p>N$ and therefore by the imbedding theorem $a^{i j}(x) \in C^{1-N / p}(\bar{G})$. In addition, for $u_{t}(x)$ the bound (4.4.9) holds. In virtue of the assumption $(C)$ it has the form

$$
\begin{align*}
\left\|u_{t}\right\|_{V_{p, 0}^{2}(G)} \leq c\left(\mu_{1}|\nabla v|^{2}\right. & +|\nabla v|\|b(x)\|_{p, G}+  \tag{7.4.2}\\
& \left.+\|f\|_{p, G}+\|\varphi\|_{V_{p, 0}^{2,1 / p}(\partial G)}\right), \quad \forall t \in[0,1]
\end{align*}
$$

It is clear that the solvability of the problem $(Q L)_{t}$ in the corresponding space is equivalent to the solvability of the equation $u_{t}=t \mathfrak{T} v$ in the Banach space $\mathfrak{B}$. Now we verify that all hypotheses of the Leray-Schauder Fixed Point Theorem 1.56 are fulfilled. This theorem guarantees the existence of a fix point of the map $\mathfrak{T}$.

At first, we verify that $\mathfrak{T}$ is the compact mapping of the space $\mathfrak{B}$ onto itself. From the bound (7.4.2) it follows that the operator $\mathfrak{T}$ maps sets that are bounded in $\mathfrak{B}$ into bounded sets of the space $V_{p, 0}^{2}(G)$, and they are precompact sets in $C^{1+\gamma}(\bar{G})$, if $\gamma<1-\frac{N}{p}$. Thus $\mathfrak{T}$ is the compact mapping. Now we verify that $\mathfrak{T}$ is the continuous mapping onto $\mathfrak{B}$. Let the sequence $\left\{v_{k}(x) \subset \mathfrak{B}\right\}$ converge to $v(x) \in \mathfrak{B}$. We set $u_{k}(x)=\mathfrak{T} v_{k}(x)$. As stated above, $u_{k}(x) \subset V_{p, 0}^{2}(G)$. It is well known that in the space $V_{p, 0}^{2}(G)$ every bounded set is weakly compact. We leave the notation $u_{k}(x)$ for a weak convergent subsequence and denote the weakly limit by $\lim _{k \rightarrow \infty} u_{k}(x)=u(x) \in V_{p, 0}^{2}(G)$. The last statement means

$$
\begin{gather*}
\lim _{k \rightarrow \infty} \int_{G} g(x) D^{\alpha} u_{k}(x) d x=\int_{G} g(x) D^{\alpha} u(x) d x,|\alpha| \leq 2,  \tag{7.4.3}\\
\forall g(x) \in L^{p^{\prime}}(G) \text { with } \frac{1}{p}+\frac{1}{p^{\prime}}=1 .
\end{gather*}
$$

Since now it is obvious that

$$
a_{k}^{i j}(x)\left(u_{k}\right)_{x_{i} x_{j}}-A_{k}(x) \in L^{p}(G)
$$

where

$$
a_{k}^{i j}(x)=a_{i j}\left(x, v_{k}(x), v_{k x}(x)\right), A_{k}(x)=-a\left(x, v_{k}(x), v_{k x}(x)\right)
$$

then we prove that

$$
\begin{gather*}
\lim _{k \rightarrow \infty} \int_{G} g(x)\left(a_{k}^{i j}(x)\left(u_{k}\right)_{x_{i} x_{j}}-A_{k}(x)\right) d x=  \tag{7.4.4}\\
=\int_{G} g(x)\left(a^{i j}(x) u_{x_{i} x_{j}}-A(x)\right) d x, \forall g(x) \in L^{p^{\prime}}(G) .
\end{gather*}
$$

In fact, by the continuity of $a_{i j}\left(x, v(x), v_{x}(x)\right)$ on $\mathfrak{M}$ and because of $v_{k}(x) \rightarrow v(x)$ in $C^{1+\gamma}(\bar{G})$, we have

$$
\begin{align*}
\lim _{k \rightarrow \infty} a_{k}^{i j}(x)=\lim _{k \rightarrow \infty} & a_{i j}\left(x, v_{k}(x), v_{k x}(x)\right)=  \tag{7.4.5}\\
& =a_{i j}\left(x, \lim _{k \rightarrow \infty} v_{k}(x), \lim _{k \rightarrow \infty} v_{k x}(x)\right)=a^{i j}(x)
\end{align*}
$$

Similarly we verify that $\lim _{k \rightarrow \infty} A_{k}(x)=A(x)$. Now for $\forall g(x) \in L^{p^{\prime}}(G)$ we obtain

$$
\begin{align*}
& \int_{G} g(x)\left(a_{k}^{i j}(x)\left(u_{k}\right)_{x_{i} x_{j}}-a^{i j}(x) u_{x_{i} x_{j}}\right) d x \leq \\
& \leq \sup _{x \in G}\left|a_{k}^{i j}(x)-a^{i j}(x)\right| \cdot\left\|u_{k x x}\right\|_{p, G}\|g\|_{p^{\prime}, G}+  \tag{7.4.6}\\
& \quad+\int_{G}\left(u_{k x_{i} x_{j}}-u_{x_{i} x_{j}}\right) a^{i j}(x) g(x) d x .
\end{align*}
$$

Since the equation of the problem $(Q L)$ is uniformly elliptic then $a^{i j}(x) g(x) \in L^{p^{\prime}}(G)$ and by (7.4.3) we get that the last summand in (7.4.6) tends to zero as $k \rightarrow \infty$. By the proven above $a_{k}^{i j}(x) \in C^{1-\frac{N}{p}}(G)$ therefore, by the Arzela Theorem, the limit (7.4.5) is uniform and, consequently,

$$
\lim _{k \rightarrow \infty} \sup _{x \in G}\left|a_{k}^{i j}(x)-a^{i j}(x)\right|=0 .
$$

In addition, $\left\{v_{k}(x)\right\}$ is uniformly bounded in $\mathfrak{B}$, hence by the bound (7.4.2) we obtain that $\left\|u_{k x x}\right\|_{p, G} \leq$ const for $\forall k$. Hence, the first summand in (7.4.6) tends to zero as $k \rightarrow \infty$ too. Thus

$$
\lim _{k \rightarrow \infty} \int_{G} g(x)\left(a_{k}^{i j}(x)\left(u_{k}\right)_{x_{i} x_{j}}-a^{i j}(x) u_{x_{i} x_{j}}\right) d x=0
$$

In the same way we verify that

$$
\lim _{k \rightarrow \infty} \int_{G} g(x)\left(A_{k}(x)-A(x)\right) d x=0
$$

## 7 Strong solutions of the Dirichlet problem

Thus the equality (7.4.4) is proved. Since $u_{k}=\mathfrak{T} v_{k}$, then the left side of (7.4.4) is equal to zero and hence

$$
\int_{G} g(x)\left(a^{i j}(x) u_{x_{i} x_{j}}-A(x)\right) d x=0, \forall g(x) \in L^{p^{\prime}}(G) .
$$

Hence it follows that $a^{i j}(x) u_{x_{i} x_{j}}=A(x)$ for almost all $x \in G$. Further, $u_{k}(x)=\varphi(x), x \in \partial G$ and, by $u_{k}(x) \subset V_{p, 0}^{2}(G)$ because of the imbedding theorem $u_{k}(x) \subset C^{1+\gamma} \overline{(G)}, 0<\gamma \leq 1-\frac{N}{p}$. Therefore

$$
\left.u(x)\right|_{\partial G}=\left.\lim _{k \rightarrow \infty} u_{k}(x)\right|_{\partial G}=\varphi(x) .
$$

Thus we proved the equality $u=\mathfrak{T} v$. But then we have

$$
\lim _{k \rightarrow \infty} \mathfrak{T} v_{k}(x)=\lim _{k \rightarrow \infty} u_{k}(x)=u(x)=\mathfrak{T} v(x)=\mathfrak{T}\left(\lim _{k \rightarrow \infty} v_{k}(x)\right),
$$

that is $\mathfrak{T}$ is the continuous mapping. All hypotheses of the Leray-Schauder Theorem are verified and Theorem 7.25 is proved.

Theorem 7.26 is proved in the same way. Let us turn our attention to some details only. We consider in the space $\mathfrak{B}$ the bounded set

$$
V_{K}=\left\{\left.v \in C_{0}^{1+\gamma}(\bar{G})| | v(x)\right|_{1+\gamma, \bar{G}} \leq K\right\} .
$$

In this case we apply Theorem 4.49 with $\alpha=0$ for the solvability of the linear problem $(L)_{t}$. We must verify only the assumption A7) of Theorem 4.49. For this point and by our assumption $(J)$ we get

$$
\begin{aligned}
& \int_{G_{0}^{o}} r^{4-N} A_{t}^{2}(x) d x \leq \int_{G_{0}^{e}} r^{4-N} a^{2}\left(x, v, v_{x}\right) d x \leq c \int_{G_{0}^{o}} r^{4-N}\left(\mu_{1}^{2} K^{4}+\right. \\
& \left.\quad+K^{2} b^{2}(x)+f^{2}(x)\right) d x \leq c \int_{G_{0}^{e}}\left(r^{4-N}+r^{4-N+2 \beta}\right) d x \leq \\
& \leq c \operatorname{meas} \Omega\left(\frac{1}{4} \varrho^{4}+\frac{1}{4+2 \beta} \varrho^{\varrho^{2 \beta+4}}\right) \leq C \varrho^{2 s}, s>\lambda ; \quad \forall t \in[0,1] ; \\
& \int_{G_{e / 2}^{e}}\left|A_{t}(x)\right|^{q} d x \leq c \int_{G_{e / 2}^{e}}\left(\mu_{1}^{q} K^{2 q}+K^{q} b^{q}(x)+f^{q}(x)\right) d x \leq \\
& \leq c \operatorname{meas} \Omega\left(\varrho^{N}+\varrho^{q \beta+N}\right) \leq C \varrho^{N+(\lambda-2) q}, \quad \forall t \in[0,1] .
\end{aligned}
$$

### 7.5. Notes

The condition ( $D$ ) can be replaced by any other condition which guarantee the existence of the a priori estimate

$$
|u|_{1+\gamma ; G^{\prime}} \leq M_{1}, \quad \gamma \in(0,1)
$$

for any smooth subdomain $G^{\prime} \subset \subset \bar{G} \backslash \mathcal{O}$ (see [85, 224, 329, 129]).
The results of Chapter 7 refer to the problem ( $Q L$ ) with its equation as non-divergent. Such problems in non-smooth domains have not been studied before. Only the research of I.I. Danilyuk [90] is known here. In this work, using the methods of complex variable function theory and integral equations, the author proved the solvability in the space $W^{2,2+\varepsilon}(G), \varepsilon>0$ is sufficiently small, $G \subset \mathbb{R}^{2}$ and contains angular points. However, as will see below ( $\$ 7.2$ ), the requirements for these problems in this work are too high and the number $\varepsilon>0$ is not precise. The formulated Theorem 7.7 from §7.2.2 shows

$$
0<\varepsilon<2 \cdot \frac{\pi / \omega_{0}-1}{2-\pi / \omega_{0}}, \text { if } \frac{\pi}{2}<\omega_{0}<\pi .
$$

The results of Sections $7.2-7.4$ were first established in $[\mathbf{5 4}, \mathbf{5 5}, \mathbf{5 7}, 58$, $\mathbf{5 9}, \mathbf{6 0}, 61,63]$. We follow these articles.
N. Fandyushina [122] has investigated the solutions behavior in a neighborhood of the boundary without assumption for its smoothness and convexity on quasilinear elliptic equation with two independent variables.
N. Trudinger [382] has established a necessary and sufficient condition on boundary data for the solvability of the Dirichlet problem for a quasilinear elliptic equation $a_{i j}\left(u_{x}\right) u_{x_{i} x_{j}}=0$.

Solutions to some other quasilinear equations in nonsmooth domains were studied in $[10,102,295,296,333,334,335,336,410]$.

The results of this chapter were generalized in [369] on quasilinear elliptic equations whose coefficients may degenerate near a conical boundary point namely, the ellipticity condition on the set $\mathfrak{M}$ has the form

$$
\begin{gathered}
\nu|x|^{\tau} \xi^{2} \leq a_{i j}(x, u, z) \xi_{i} \xi_{j} \leq \mu|x|^{\tau} \xi^{2}, \quad \forall \xi \in \mathbb{R}^{N}, \quad 0<\tau \leq 1 ; \\
\lim _{|x| \rightarrow+0}|x|^{-\tau} a_{i j}(x, u, z)=\delta_{i}^{j} .
\end{gathered}
$$
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## CHAPTER 8

## Weak solutions of the Dirichlet problem for elliptic quasilinear equations of divergence form

In this chapter we investigate the behavior of weak solutions to the Dirichlet problem for uniformly elliptic quasilinear equations of divergence form in a neighborhood of a boundary conical point. We consider weak solutions $u \in W^{1, m}(G) \cap L^{p}(G), \quad m>1$ of the differential equation

$$
\begin{equation*}
Q(u, \phi) \equiv \int_{G}\left\{a_{i}\left(x, u, u_{x}\right) \phi_{x_{i}}+a\left(x, u, u_{x}\right) \phi\right\} d x=0 \tag{DQL}
\end{equation*}
$$

for all $\phi(x) \in W_{0}^{1, m}(G) \cap L^{p}(G)$. We suppose that $Q$ is elliptic in $G$, namely there are positive constants $\nu, \mu$ such that

$$
\begin{equation*}
\nu|z|^{m-2}|\xi|^{2} \leq \frac{\partial a_{i}(x, u, z)}{\partial z_{j}} \xi_{i} \xi_{j} \leq \mu|z|^{m-2}|\xi|^{2}, \quad m>1 \tag{E}
\end{equation*}
$$

$$
\text { for all }(x, u, z) \in G \times \mathbb{R} \times \mathbb{R}^{N}, \quad \forall \xi \in \mathbb{R}^{N}
$$

### 8.1. The Dirichlet problem in general domains

Theorem 8.1. Maximum principle (see Theorem $10.9 \S 10.5$ [129]). Let $u \in W^{1, m}(G), m>1$ be a weak solution of ( $D Q L$ ) and suppose that $Q$ satisfies the structure conditions
(i) $a_{i}(x, u, z) z_{i} \geq \nu|z|^{m}-g(x)$,
(ii) $a(x, u, z) \operatorname{sign} z \geq-\mu_{2}|z|^{m-1}-f(x)$,
where $\nu, \mu_{2}=$ const $>0$, and $f(x), g(x) \in L^{p / m}(G)$ are nonnegative measurable functions. Then we have the estimate

$$
\sup _{x \in G}|u(x)| \leq C\left(\|f\|_{p / m, G}+\|g\|_{p / m, G}\right)
$$

where $C=C\left(N, m, \nu, \mu_{2}, p\right.$, meas $\left.G\right)$.

8 Weak solutions of the Dirichlet problem for

Theorem 8.2. The weak Harnack inequality (see Theorem 1.1 [381]). Let $u \in W^{1, m}(G), m>1$ be a weak nonnegative solution of ( $D Q L$ ) and suppose that $Q$ satisfies the structure conditions
(i) $a_{i}(x, u, z) z_{i} \geq \nu|z|^{m}-\mu_{1} u^{m}$,
(ii) $\sqrt{\sum_{i=1}^{N}\left(a_{i}(x, u, z)\right)^{2}} \leq \mu_{2}|z|^{m-1}+\mu_{3} u^{m-1}$,
(iii) $|a(x, u, z)| \leq \mu_{4}|z|^{m-1}+\mu_{5} u^{m-1}$,
with $\nu, \mu_{2}>0 ; \mu_{1}, \mu_{3}, \mu_{4}, \mu_{5} \geq 0$. Then for any ball $B_{3 R} \subset G$, there holds

$$
\begin{equation*}
\|u\|_{L^{p}\left(B_{2 R}\right)} \leq C R^{\frac{N}{p}} \inf _{B_{R}} u(x) \tag{8.1.1}
\end{equation*}
$$

where $C$ depends only on $m, N, p, \nu, \mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}, \mu_{5}$ and $p \in\left(0, \frac{(m-1) N}{N-m}\right)$ if $m<N$ or $p \in(0, \infty)$ if $m \geq N$.

Theorem 8.3. Hölder continuity of weak solutions (see Theorems 2.1 and $2.2 \S 2$, chapter IX [215]).

Let $G$ be of type (A) (see Definition 7.2). Let $u \in W^{1, m}(G) \cap L^{\infty}(G)$, $m>1$ with vrai $\max _{G}|u|=M_{0}<\infty$ being a weak solution of the ( $D Q L$ ) and suppose that the following assumptions are satisfied
(a) $a_{i}(x, u, z) z_{i} \geq \nu|z|^{m}-g(x) ;$
(b) $\sqrt{\sum_{i=1}^{N}\left(a_{i}(x, u, z)\right)^{2}} \leq \mu_{1}|z|^{m-1}+\varphi_{1}(x)$;
(c) $|a(x, u, z)| \leq \mu_{1}|z|^{m}+\varphi_{2}(x)$,
where $1<m \leq N$, and $\varphi_{i}(x)$ are nonnegative and

$$
\|g(x)\|_{L^{p / m}(G)}, \quad\left\|\varphi_{1}(x)\right\|_{L^{p /(m-1)}(G)}, \quad\left\|\varphi_{2}(x)\right\|_{L^{p / m}(G)} \leq c o n s t, \quad p>N .
$$

Then $u(x)$ is Hölder continuous in $\bar{G}$.
REmark 8.4. We observe that the condition (a) follows from the ellipticity condition $(E)$ and the condition (b). In fact, we have

$$
\begin{gathered}
a_{i}(x, u, z) z_{i}=\left.z_{i} z_{j} \int_{0}^{1} \frac{\partial a_{i}(x, u, \widetilde{z})}{\partial \widetilde{z}_{j}}\right|_{\tilde{z}=t z} d t+z_{i} a_{i}(x, u, 0) \geq \\
\geq \nu|z|^{2} \int_{0}^{1} t^{m-2}|z|^{m-2} d t-z_{i} a_{i}(x, u, 0) \geq \frac{\nu}{m-1}|z|^{m}-\varphi_{1}(x)|z| \geq \\
\geq\left(\frac{\nu}{m-1}-\varepsilon\right)|z|^{m}-c_{\varepsilon} \varphi_{1}^{m^{\prime}}(x), \forall \varepsilon>0
\end{gathered}
$$

in virtue of the Young inequality.

Theorem 8.5. Existence Theorem (see Theorem 9.2 §9, chapter IV [216]). Let $1<m<N, 1 \leq p<\infty$. Let the functions $a_{i}(x, u, z), a(x, u, z)$ be continuous with respect to $u, z$ and satisfy the conditions
(i) $Q(u, \phi)$ is coercive, that is
$Q(u, u) \geq h\left(\|u\|_{W_{0}^{1, m}(G) \cap L^{p}(G)}\right)-c_{1} \quad$ for $\forall u \in W_{0}^{1, m}(G) \cap L^{p}(G)$,
where $c_{1}>0$, and $h(t)$ is a continuous positive function such that $\lim _{t \rightarrow \infty} h(t)=\infty$,
(ii) $\left|a_{i}(x, u, z)\right| \leq \mu|z|^{m-1}+\mu|u|^{\tilde{p} / m^{\prime}}+\varphi_{1}(x), \quad \varphi_{1}(x) \in L^{m^{\prime}}(G)$,
(iii) $|a(x, u, z)| \leq \mu|z|^{m / \widetilde{p}^{\prime}}+\mu|u|^{\tilde{p}-1}+\varphi_{2}(x), \quad \varphi_{2}(x) \in L^{\widetilde{p}}(G)$; with $\widetilde{p}<\bar{p}=\max \left(\frac{m N}{N-m}, p\right), \widetilde{p}=\frac{\widetilde{p}}{\tilde{p}-1}, m^{\prime}=\frac{m}{m-1}$,
(iv) $\left(a_{i}(x, u, z)-a_{i}(x, u, w)\right)\left(z_{i}-w_{i}\right) \geq \psi(|z-w|)$ for $x \in \bar{G}$, $|u| \leq M_{0}, \forall z, w \in \mathbb{R}^{N}$, where $\psi(\zeta)$ is a continuous, positive for $\zeta>0$, nondecreasing function.
Then the problem ( $D Q L$ ) has at least one weak solution from $W_{0}^{1, m}(G) \cap L^{p}(G)$.

Remark 8.6. If the functions $a_{i}(x, u, z)$ are differentiable with respect to $z$, then the condition ( $i v$ ) follows from the ellipticity condition ( $E$ ). In fact, let the ellipticity condition $(E)$ be satisfied. Then considering the following two cases. For 1) $m \geq 2$ and 2) $1<m<2$, we obtain

1) $m \geq 2:$

$$
\begin{gathered}
\left(a_{i}(x, u, z)-a_{i}(x, u, w)\right)\left(z_{i}-w_{i}\right)= \\
=\left(z_{i}-w_{i}\right) \int_{0}^{1} \frac{d}{d t} a_{i}(x, u, w+t(z-w)) d t= \\
=\int_{0}^{1} \frac{\partial a_{i}(x, u, w+t(z-w))}{\partial z_{j}} d t \cdot\left(z_{i}-w_{i}\right)\left(z_{j}-w_{j}\right) \geq \\
\geq \nu|z-w|^{2} \int_{0}^{1}|w+t(z-w)|^{m-2} d t \geq \nu c(m)|z-w|^{m} \\
\text { in virtue of Lemma } 1.7 \text { and } m \geq 2 .
\end{gathered}
$$

2) $\mathbf{1}<\mathbf{m}<\mathbf{2}$ : We have again
$\left(a_{i}(x, u, z)-a_{i}(x, u, w)\right)\left(z_{i}-w_{i}\right) \geq \nu|z-w|^{2} \int_{0}^{1}|w+t(z-w)|^{m-2} d t$.
But

$$
|w+t(z-w)| \leq|w|+t|z-w| \Rightarrow|w+t(z-w)|^{m-2} \geq(|w|+t|z-w|)^{m-2}
$$

and therefore

$$
\begin{gathered}
\int_{0}^{1}|w+t(z-w)|^{m-2} d t \geq \int_{0}^{1}(|w|+t|z-w|)^{m-2} d t= \\
=\frac{1}{|z-w|} \int_{|z|}^{|w|+|z-w|} \tau^{m-2} d \tau=\frac{1}{m-1} \frac{(|w|+|z-w|)^{m-1}-|w|^{m-1}}{|z-w|} .
\end{gathered}
$$

Hence it follows that

$$
\begin{gathered}
\left(a_{i}(x, u, z)-a_{i}(x, u, w)\right)\left(z_{i}-w_{i}\right) \geq \\
\geq \frac{\nu|z-w|}{m-1}\left\{(|w|+|z-w|)^{m-1}-|w|^{m-1}\right\} .
\end{gathered}
$$

It is easy to verify that in both cases the function $\psi(\zeta)$ satisfies the conditions of (iv).

Theorem 8.7. Hölder continuity of the first derivatives of weak solutions (see Theorem 1 [228]).

Let $\mu, M_{0}$ be positive constants. Let $G$ be a bounded domain in $\mathbb{R}^{N}$ with $C^{1+\alpha}, \quad \alpha \in(0,1]$ boundary. Let $u(x)$ be a bounded weak solution of ( $D Q L$ ) with $|u| \leq M_{0}$. Suppose ( $D Q L$ ) satisfies the ellipticity condition $(E)$ and the structure conditions

$$
\begin{gathered}
\sqrt{\sum_{i=1}^{N}\left|a_{i}(x, u, z)-a_{i}(y, v, z)\right|^{2}} \leq \mu(1+|z|)^{m-1}\left(|x-y|^{\alpha}+|u-v|^{\alpha}\right) \\
|a(x, u, z)| \leq \mu(1+|z|)^{m}
\end{gathered}
$$

for all $(x, u, z) \in \partial G \times\left[-M_{0}, M_{0}\right] \times \mathbb{R}^{N}$ and all $(y, v) \in G \times\left[-M_{0}, M_{0}\right]$.
Then there is a positive constant $\gamma=\gamma\left(\alpha, \nu^{-1} \mu, m, N\right)$ such that $u \in C^{1+\gamma}(\bar{G})$. Moreover we have

$$
\|u\|_{C^{1+\gamma}(\bar{G})} \leq C\left(\alpha, \nu^{-1} \mu, M_{0}, m, N\right)
$$

### 8.2. The $m$-Laplace operator with an absorption term

8.2.1. Introduction. We consider the Dirichlet problem

$$
\begin{cases}\Delta_{m} u:=-\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=-a_{0}(x) u|u|^{q-1}+ & f(x) \quad \text { in } G,  \tag{LPA}\\ u(x)=0 & \text { on } \partial G \backslash\{0\}\end{cases}
$$

where $1<m<\infty, q>0$ and $a_{0}(x) \geq 0, f(x)$ are measurable functions in $G$.

Definition 8.8. A function $u$ is called a generalized solution of (LPA), if $u \in W^{1, m}\left(G_{\varepsilon}\right) \cap L^{q+1}\left(G_{\varepsilon}\right) \forall \varepsilon>0$ and it satisfies

$$
\begin{equation*}
\int_{G}\left\{|\nabla u|^{m-2}\langle\nabla u, \nabla \eta\rangle+a_{0}(x) u|u|^{q-1} \eta-f \eta\right\} d x=0 \tag{II}
\end{equation*}
$$

for any $\eta \in W^{1, m}(G) \cap L^{q+1}(G)$ having a compact support in $G$ and $u(x)=0$ on $\Gamma_{\varepsilon}$ for all $\varepsilon>0$ in the sense of traces.

Definition 8.9. A function $u$ is called a weak solution of ( $L P A$ ), if $u \in W_{0}^{1, m}(G) \cap L^{q+1}(G)$ and satisfies (II) for all $\eta \in W_{0}^{1, m}(G) \cap L^{q+1}(G)$.

Let us denote

$$
\begin{equation*}
a_{i}(z):=|z|^{m-2} z_{i} \tag{8.2.1}
\end{equation*}
$$

We verify that the ellipticity condition $(E)$ is satisfied with

$$
\mu=\left\{\begin{array}{ll}
m-1 & \text { for } m \geq 2  \tag{8.2.2}\\
1 & \text { for } 1<m \leq 2
\end{array}, \text { and } \nu= \begin{cases}1 & \text { for } m \geq 2 \\
m-1 & \text { for } 1<m \leq 2\end{cases}\right.
$$

Theorem 8.10. Weak comparison principle. Let $u, v \in W^{1, m}(G)$ satisfy $\Delta_{m} u \leq \Delta_{m} v$ in the weak sense, that is

$$
\int_{G}\left(a_{i}(\nabla u)-a_{i}(\nabla v)\right) \eta_{x_{i}} d x \leq 0
$$

for all nonnegative $\eta \in W_{0}^{1, m}(G)$ and let

$$
u \leq v \quad \text { on } \partial G
$$

Then

$$
u \leq v \quad \text { in } G .
$$

Proof. Since $u-v \leq 0$ on $\partial G$, we may set

$$
\eta=\max (u-v, 0)
$$

By the ellipticity condition ( $E$ ) and by Remark 8.6, we have

$$
\int_{G}\left(a_{i}(\nabla u)-a_{i}(\nabla v)\right)\left(u_{x_{i}}-v_{x_{i}}\right) d x \geq \int_{G} \psi(|\nabla(u-v)|) d x>0
$$

because $\psi(\zeta)$ is a continuous, positive for $\zeta>0$, nondecreasing function. Hence, by standard arguments, we obtain the required assertion.

ThEOREM 8.11. Let $u(x)$ be a bounded weak solution of (LPA) with $|u(x)| \leq M_{0}$. Suppose that $a_{0}(x), f(x) \in L^{p / m}(G), p>N$. If $f(x) \geq 0$ in $G$, then $u(x) \geq 0$ in $G$.

Proof. Choose $\eta=u^{-}=\max \{-u(x), 0\}$ as a test function in the integral identity (II). We obtain

$$
\begin{gathered}
\left.\left.\int_{G}\langle | \nabla u^{-}\right|^{m}+a_{0}(x)\left|u^{-}\right|^{q+1}+f(x) u^{-}\right\rangle d x=0 \Longrightarrow \\
\int_{G}\left|\nabla u^{-}\right|^{m} d x+\int_{G} a_{0}(x)\left|u^{-}\right|^{q+1} d x=-\int_{G} f(x) u^{-} d x \leq 0,
\end{gathered}
$$

since $u^{-} \geq 0$. By Theorem 8.3, $u(x)$ is continuous in $\bar{G}$. Due to $a_{0}(x) \geq 0$ and $\left.u\right|_{\partial G}=0$ we get $u^{-}(x)=0$ in $G$ and therefore $u(x) \geq 0$ in $G$.
8.2.2. Singular functions for the $m$-Laplace operator and the corresponding eigenvalue problem. The first eigenvalue problem which characterizes the singular behavior of the solutions of ( $L P A$ ) can be derived by inserting in $\triangle_{m} v=0$ the function of the form $v=r^{\lambda} \phi(\omega)$ which leads to the nonlinear eigenvalue problem
(NEVP)

$$
\mathfrak{D}(\lambda, \phi)=0 \text { in } \Omega \quad \text { and } \phi=0 \text { on } \partial \Omega
$$

where

$$
\begin{align*}
\mathfrak{D}(\lambda, \phi) & =-\operatorname{div}_{\omega}\left\{\left(\lambda^{2} \phi^{2}+\left|\nabla_{\omega} \phi\right|^{2}\right)^{\frac{m-2}{2}} \nabla_{\omega} \phi\right\}- \\
& -\lambda\{\lambda(m-1)+N-m\}\left(\lambda^{2} \phi^{2}+\left|\nabla_{\omega} \phi\right|^{2}\right)^{\frac{m-2}{2}} \phi . \tag{D}
\end{align*}
$$

We formulate the Tolksdorf result as follows
Theorem 8.12. [374, 375]. There exists a solution $\left(\lambda_{0}, \phi\right) \in \mathbb{R}_{+} \times$ $C^{\infty}(\bar{\Omega})$ of (NEVP) such that

$$
\begin{equation*}
\lambda_{0}>\max \left\{0, \frac{m-N}{m-1}\right\}, \quad \phi>0 \quad \text { in } \Omega, \quad \phi^{2}+\left|\nabla_{\omega} \phi\right|^{2}>0 \quad \text { in } \bar{\Omega} . \tag{8.2.3}
\end{equation*}
$$

Remark 8.13. In the case $N=2$, by direct calculation (see (9.4.14)), we can obtain

$$
\lambda_{0}=\left\{\begin{array}{cl}
\frac{m+\varkappa(2-\varkappa)(m-2)+(1-\varkappa) \sqrt{m^{2}-\varkappa(2-\varkappa)(m-2)^{2}}}{2 \varkappa(m-1)(2-\varkappa)}, & \text { if } \omega_{0}<2 \pi  \tag{8.2.4}\\
\frac{m-1}{m}, & \text { if } \omega_{0}=2 \pi
\end{array}\right.
$$

where $\varkappa=\frac{\omega_{0}}{\pi}$.

### 8.2 THE $m$-LAPLACE OPERATOR WITH <br> AN ABSORPTION TERM

In order to construct a barrier function which can be used in the weak comparison principle, we prove a solvability property of the operator $\mathfrak{D}$ associated to the eigenvalue problem ( $N E V P$ ).

Theorem 8.14. For $0 \leq \lambda<\lambda_{0}$ there exists a solution $\phi$ of the problem

$$
\begin{equation*}
\mathfrak{D}(\lambda, \phi)=1 \text { in } \Omega \text { and } \phi=0 \text { on } \partial \Omega, \tag{8.2.5}
\end{equation*}
$$

with $\phi>0$ in $\Omega$.
This theorem will be proved in a sequence of lemmas. In the proofs of these lemmas we frequently use the fact that every solution $(\lambda, \phi)$ of (8.2.5) corresponds to a solution of

$$
\Delta_{m}\left(r^{\lambda} \phi\right)=r^{(\lambda-1)(m-1)-1} \text { in } G_{0}^{d}
$$

which, by local regularity of the pseudo-Laplace equation, implies that $\phi \in$ $C^{\beta}(\bar{\Omega}) \cap W_{0}^{1+\varepsilon, m}(\Omega)$ for $\beta, \varepsilon>0$.

Lemma 8.15. The problem (8.2.5) is solvable for all $0 \leq \lambda<\lambda_{0}$.
Proof. We prove that Fredholm's alternative holds for (8.2.5) in the sense that if (8.2.5) is not solvable then $\lambda$ is an eigenvalue of $\mathfrak{D}$. For this purpose, we choose a sufficiently large $\alpha \in \mathbb{R}$ such that the problem

$$
\mathfrak{D}(\lambda, \phi)+\alpha|\phi|^{m-2} \phi=g \text { in } \Omega, \quad \phi=0 \text { on } \partial \Omega
$$

is uniquely solvable for all $g \in H^{-1, m^{\prime}}(\Omega), \frac{1}{m}+\frac{1}{m^{\prime}}=1$, and denote the solution operator by $\phi=\Phi g$. By the regularity of $\mathfrak{D}, \Phi: C^{\beta}(\bar{\Omega}) \rightarrow C^{\beta}(\bar{\Omega})$ is a compact operator for a $\beta>0$. Moreover, $\Phi$ is homogeneous of degree $\frac{1}{m-1}$. The problem $\mathfrak{D}(\lambda, \phi)=f$ in $\Omega, \phi=0$ on $\partial \Omega$, is then equivalent to

$$
\begin{equation*}
\phi-\alpha F \phi=\Phi f \tag{8.2.6}
\end{equation*}
$$

where $F \phi=\Phi\left(|\phi|^{m-2} \phi\right)$ is compact and homogeneous of degree 1. The operator $I d-\alpha F$ is studied on the unit ball

$$
B_{1}=\left\{\phi \in C^{\beta}(\bar{\Omega}) \mid\|\phi\|_{C^{\beta}} \leq 1\right\}
$$

If $0 \notin(I d-\alpha F)\left(\partial B_{1}\right)$ then K. Borsuk's theorem states that (8.2.6) is solvable for sufficiently small $f$. Since (8.2.6) is equivalent to $\mathfrak{D}(\lambda, \phi)=f$ and $\mathfrak{D}(\lambda, \cdot)$ is homogeneous of degree $m-1$ we can solve $\mathfrak{D}(\lambda, \phi)=f$ for all $f$.

Lemma 8.16. Let $(\lambda, \phi)$ be a solution of (8.2.5). Then $\phi(\omega) \neq 0$ for all $\omega \in \Omega$.

Proof. Let $K=\{(r, \omega) \mid 1<r<2, \omega \in \Omega\}$. If $(\lambda, \phi)$ is a solution of (8.2.5) then $v=r^{\lambda} \phi(\omega)$ solves

$$
\begin{gather*}
\Delta_{m} v=r^{(\lambda-1)(m-1)-1} \text { in } K, \quad v=0 \text { on }(1,2) \times \partial \Omega,  \tag{8.2.7}\\
v=c_{r} \phi \text { for } r=1,2 . \tag{8.2.8}
\end{gather*}
$$

Assume that $\phi\left(\omega_{0}\right)=0$ for $\omega_{0} \in \Omega$. We apply the weak comparison principle on the domain $K$ using the function $v$. It follows that every solution of

$$
\Delta_{m} u=f \text { in } K, \quad u=v \text { on } \partial K
$$

with $f \in C_{0}^{\infty}(K)$, satisfies $u\left(r, \omega_{0}\right) \leq 0$ which is a contradiction.
Lemma 8.17. For sufficiently small $\lambda \geq 0$, the solution of (8.2.5) is unique and satisfies $\phi>0$ in $\Omega$.

Proof. The operator $\mathfrak{D}(0, \cdot)$ is strictly monotone on $W_{0}^{1, m}(\Omega)$. Hence, the problem (8.2.5) is uniquely solvable and the comparison principle implies $\phi>0$ in $\Omega$. Since $\mathfrak{D}(\lambda, \cdot)$ is continuous in $\lambda$, the conclusion also holds for sufficiently small $\lambda \geq 0$.

Lemma 8.18. There exists a constant $c=c\left(\lambda_{1}\right)$ such that $\|\phi\|_{1, m} \leq c$ for all solutions $(\lambda, \phi)$ of (8.2.5) satisfying $0 \leq \lambda \leq \lambda_{1}<\lambda_{0}$.

Proof. Assuming the converse we obtain a sequence ( $\lambda_{i}, \phi_{i}$ ) solving (8.2.5) with

$$
\lambda_{i} \rightarrow \lambda, \quad\left\|\phi_{i}\right\|_{1, m} \rightarrow \infty .
$$

For the normalized functions

$$
\tilde{\phi}_{i}=\frac{\phi_{i}}{\left\|\phi_{i}\right\|_{1, m}}
$$

we obtain that $\mathfrak{D}\left(\lambda_{i}, \tilde{\phi}_{i}\right) \rightarrow 0$ in $W^{-1, m^{\prime}}(\Omega)$ and, by regularity, $\left\|\tilde{\phi}_{i}\right\|_{1+\epsilon, m} \leq$ $c$. Hence, we can extract a subsequence $\left\{\tilde{\phi}_{i_{k}}\right\}$ such that $\tilde{\phi}_{i_{k}} \rightarrow \phi$ in $W_{0}^{1, m}(\Omega)$ and $\mathfrak{D}(\lambda, \phi)=0$ with $\|\phi\|_{1, m}=1$. This contradicts the fact that there is no eigenvalue of $\mathfrak{D}$ in the interval $\left[0, \lambda_{1}\right)$.

Proof of Theorem 8.14. Lemma 8.18 implies a kind of continuity of the solutions $(\lambda, \phi)$ in the following sense. If $\lambda_{i} \rightarrow \lambda$ with $0 \leq \lambda_{i}, \lambda<\lambda_{0}$, then there exists a subsequence $\left\{\phi_{i_{k}}\right\}$ such that

$$
\phi_{i_{k}} \rightarrow \phi \text { in } C^{\alpha}(\bar{\Omega})
$$

where $(\lambda, \phi)$ is a solution of (8.2.5). Hence, by Lemmas 8.16 and 8.17 there exists a solution $(\lambda, \phi)$ with $\phi>0$ in $\Omega$ for all $0 \leq \lambda<\lambda_{0}$.

### 8.2.3. Eigenvalue problem for $m$-Laplacian in a bounded

 domain on the unit sphere. For technical reasons we consider eigenvalue problem for $m$-Laplacian in a bounded domain $\Omega$ on the unit sphere $S^{N-1}$.$$
\left\{\begin{array}{r}
-\operatorname{div}_{\omega}\left(\left|\nabla_{\omega} \psi\right|^{m-2} \nabla_{\omega} \psi\right)=\mu|\psi|^{m-2} \psi \text { in } \Omega, \\
\psi=0 \text { on } \partial \Omega
\end{array}\right.
$$

Definition 8.19. We say that $\mu$ is an eigenvalue, if there exists a continuous function $\psi \in W_{0}^{1, m}(\Omega), \psi \not \equiv 0$ such that

$$
\begin{equation*}
\int_{\Omega}\left\{\left|\nabla_{\omega} \psi\right|^{m-2} \frac{1}{q_{i}} \frac{\partial \psi}{\partial \omega_{i}} \frac{\partial \eta}{\partial \omega_{i}}-\mu|\psi|^{m-2} \psi \eta\right\} d \Omega=0 \tag{II2}
\end{equation*}
$$

whenever $\eta(x) \in W_{0}^{1, m}(\Omega)$. The function $\psi$ is called a weak eigenfunction (a weak solution of the eigenvalue problem for $m$-Laplacian).

We characterize the first eigenvalue $\mu(m)$ of the eigenvalue problem for $m$-Laplacian by

$$
\begin{equation*}
\mu(m)=\inf _{\substack{\psi \in W_{\begin{subarray}{c}{1, m} }}^{\psi \neq 0}}\end{subarray}} \frac{\int_{\Omega}\left|\nabla_{\omega} \psi\right|^{m} d \Omega}{\int_{\Omega}|\psi|^{m} d \Omega} . \tag{8.2.9}
\end{equation*}
$$

Theorem 8.20. There exists a solution ( $\mu, \psi$ ) of the eigenvalue problem for $m$-Laplacian with $\mu>0$ and $\psi>0$ in $\Omega$. Furthermore, the following Wirtinger's inequality holds
$\left(W_{m}\right) \quad \int_{\Omega}|\psi|^{m} d \omega \leq \frac{1}{\mu(m)} \int_{\Omega}\left|\nabla_{\omega} \psi\right|^{m} d \omega, \quad \forall \psi \in W_{0}^{1, m}(\Omega)$
with a sharp constant $\frac{1}{\mu(m)}$.
Proof. Let us introduce the following functionals on $W^{1, m}(\Omega)$

$$
\begin{gathered}
F[u]=\int_{\Omega}\left|\nabla_{\omega} u\right|^{m} d \Omega, \quad G[u]=\int_{\Omega}|u|^{m} d \Omega, \\
\left.H[u]=\left.\int_{\Omega}\langle | \nabla_{\omega} u\right|^{m}-\mu|u|^{m}\right\rangle d \Omega
\end{gathered}
$$

and the corresponding forms

$$
F(u, \eta)=\int_{\Omega}\left|\nabla_{\omega} u\right|^{m-2} \frac{1}{q_{i}} \frac{\partial u}{\partial \omega_{i}} \frac{\partial \eta}{\partial \omega_{i}} d \Omega, \quad G(u, \eta)=\int_{\Omega}|u|^{m-2} u \eta d \Omega
$$

8 Weak solutions of the Dirichlet problem for DIVERGENCE FORM QUASILINEAR EQUATIONS

Now, we define the set

$$
K=\left\{u \in W_{0}^{1, m}(\Omega) \mid G[u]=1\right\} .
$$

Since $K \subset W_{0}^{1, m}(\Omega), F[u]$ is bounded from below for $u \in K$. The greatest lower bound of $F[u]$ for this family we denote by $\mu$

$$
\inf _{u \in K} F[u]=\mu
$$

Since $F[v]$ is bounded from below for $v \in K$, there is $\mu=\inf _{v \in K} F[v]$. Consider a sequence $\left\{v_{k}\right\} \subset K$ such that $\lim _{k \rightarrow \infty} F\left[v_{k}\right]=\mu$. (Such a sequence exists by the definition of infimum.) From $K \subset W_{0}^{1, m}(\Omega)$ it follows that $v_{k}$ is bounded in $W_{0}^{1, m}(\Omega)$ and therefore compact in $L^{m}(\Omega)$. Choosing a subsequence we can assume that it is converging in $L^{m}(\Omega)$. Furthermore,

$$
\begin{equation*}
\left\|v_{k}-v_{l}\right\|_{L^{m}(\Omega)}^{m}=G\left[v_{k}-v_{l}\right]<\varepsilon \tag{8.2.10}
\end{equation*}
$$

as soon as $k, l>N(\varepsilon)$. Now we use Lemma 1.6

$$
\left|\frac{v_{k}+v_{l}}{2}\right|^{m} \geq\left|v_{k}\right|^{m}+\frac{m}{2}\left|v_{k}\right|^{m-2} v_{k}\left(v_{l}-v_{k}\right), m>1
$$

We integrate this inequality over $\Omega$

$$
\int_{\Omega}\left|\frac{v_{k}+v_{l}}{2}\right|^{m} d \Omega \geq \int_{\Omega}\left|v_{k}\right|^{m} d \Omega+\frac{m}{2} \int_{\Omega}\left|v_{k}\right|^{m-2} v_{k}\left(v_{l}-v_{k}\right) d \Omega
$$

Further, by the Young inequality (1.2.2) with $p=\frac{m}{m-1}, q=m$, we have

$$
\begin{aligned}
\left.\left.\left|\frac{m}{2} v_{k}\right| v_{k}\right|^{m-2}\left(v_{l}-v_{k}\right) \right\rvert\, & \leq \frac{m}{2}\left|v_{k}\right|^{m-1}\left|v_{l}-v_{k}\right| \leq \frac{m-1}{2} \delta^{\frac{m}{m-1}}\left|v_{k}\right|^{m}+ \\
& +\frac{1}{2 \delta^{m}}\left|v_{l}-v_{k}\right|^{m}, \forall \delta>0
\end{aligned}
$$

This fact yields that

$$
\begin{aligned}
\int_{\Omega}\left|\frac{v_{k}+v_{l}}{2}\right|^{m} d \Omega & \geq\left(1-\frac{m-1}{2} \delta^{\frac{m}{m-1}}\right) \int_{\Omega}\left|v_{k}\right|^{m} d \Omega- \\
& -\frac{1}{2 \delta^{m}} \int_{\Omega}\left|v_{l}-v_{k}\right|^{m} d \Omega, \forall \delta>0
\end{aligned}
$$

This implies that

$$
G\left[\frac{v_{k}+v_{l}}{2}\right] \geq\left(1-\frac{m-1}{2} \delta^{\frac{m}{m-1}}\right) G\left[v_{k}\right]-\frac{1}{2 \delta^{m}} G\left[v_{l}-v_{k}\right], \forall \delta>0
$$

### 8.2 The $m$-Laplace operator with AN ABSORPTION TERM

By using $G\left[v_{k}\right]=G\left[v_{l}\right]=1$ and $G\left[v_{l}-v_{k}\right]<\varepsilon_{1}$ we obtain

$$
G\left[\frac{v_{k}+v_{l}}{2}\right]>1-\frac{m-1}{2} \delta^{\frac{m}{m-1}}-\frac{\varepsilon_{1}}{2 \delta^{m}}, \forall \delta, \varepsilon_{1}>0
$$

for big $k, l$. Now we choose $\delta^{m}=\varepsilon_{1}^{\frac{m-1}{m}}$. By setting $\varepsilon=\frac{m \mu}{2} \varepsilon_{1}^{\frac{1}{m}}$ we get

$$
\begin{equation*}
G\left[\frac{v_{k}+v_{l}}{2}\right]>1-\frac{\varepsilon}{\mu} \tag{8.2.11}
\end{equation*}
$$

for big $k, l$. The functionals $F[v]$ and $G[v]$ are homogeneous functionals and therefore their ratio $\frac{F[v]}{G[v]}$ does not change under the passage from $v$ to $c v$ ( $c=$ const $\neq 0$ ) and hence

$$
\inf _{v \in W^{1}(\Omega)} \frac{F[v]}{G[v]}=\inf _{v \in K} F[v]=\mu .
$$

Therefore $F[v] \geq \mu G[v]$ for all $v \in W_{0}^{1, m}(\Omega)$. Since $\frac{v_{k}+v_{l}}{2} \in W_{0}^{1, m}(\Omega)$ together with $v_{k}, v_{l} \in K$, then

$$
F\left[\frac{v_{k}+v_{l}}{2}\right] \geq \mu G\left[\frac{v_{k}+v_{l}}{2}\right]>\mu\left(1-\frac{\varepsilon}{\mu}\right)=\mu-\varepsilon, k, l>N(\varepsilon) .
$$

Let us take $k$ and $l$ large enough so that $F\left[v_{k}\right]<\mu+\varepsilon$ and $F\left[v_{l}\right]<\mu+\varepsilon$. We apply Clarkson's inequalities (Theorem 1.18)

- 1) $\underline{m \geq 2}$

$$
\begin{aligned}
F\left[\frac{v_{l}-v_{k}}{2}\right] & \leq \frac{1}{2} F\left[v_{l}\right]+\frac{1}{2} F\left[v_{k}\right]-F\left[\frac{v_{l}+v_{k}}{2}\right]< \\
& <\mu+\varepsilon-(\mu-\varepsilon)=2 \varepsilon
\end{aligned}
$$

-2) $1<m \leq 2$

$$
\begin{aligned}
F^{\frac{1}{m-1}}\left[\frac{v_{l}-v_{k}}{2}\right] & \leq\left(\frac{1}{2} F\left[v_{k}\right]+\frac{1}{2} F\left[v_{l}\right]\right)^{\frac{1}{m-1}}- \\
& -F^{\frac{1}{m-1}}\left[\frac{v_{k}+v_{l}}{2}\right]<(\mu+\varepsilon)^{\frac{1}{m-1}}-(\mu-\varepsilon)^{\frac{1}{m-1}}< \\
& <\frac{2 \varepsilon}{m-1}(\mu+\varepsilon)^{\frac{2-m}{m-1}}
\end{aligned}
$$

by Lemma 1.4. Consequently,

$$
\begin{equation*}
F\left[v_{k}-v_{l}\right] \rightarrow 0, \quad \text { as } k, l \rightarrow \infty \tag{8.2.12}
\end{equation*}
$$

From (8.2.10), (8.2.12) it follows that $\left\|v_{k}-v_{l}\right\|_{W_{0}^{1, m}(\Omega)} \rightarrow 0, \quad$ as $k, l \rightarrow \infty$. Hence $\left\{v_{k}\right\}$ converges in $W_{0}^{1, m}(\Omega)$ and as a result of the completeness of $W_{0}^{1, m}(\Omega)$ there exists a limit function $u \in W_{0}^{1, m}(\Omega)$ such that

$$
\left\|v_{k}-u\right\|_{W_{0}^{1, m}(\Omega)} \rightarrow 0, \quad \text { as } k \rightarrow \infty
$$

In addition, again by Lemma 1.4 and the Hölder inequality

$$
\begin{aligned}
\left|F\left[v_{k}\right]-F[u]\right| & =\left|\int_{\Omega}\left(\left|\nabla_{\omega} v_{k}\right|^{m}-\left|\nabla_{\omega} u\right|^{m}\right) d \Omega\right| \leq \\
& \leq m \int_{\Omega}\left|\nabla v_{k}\right|^{m-1}\left|\nabla_{\omega}\left(v_{k}-u\right)\right| d \Omega \leq \\
& \leq m\left(\int_{\Omega}\left|\nabla_{\omega}\left(v_{k}-u\right)\right|^{m} d \Omega\right)^{1 / m}\left(\int_{\Omega}\left|\nabla_{\omega} v_{k}\right|^{m} d \Omega\right)^{(m-1) / m} \\
& \rightarrow 0, \quad \text { as } k \rightarrow \infty
\end{aligned}
$$

since $v_{k} \in W_{0}^{1, m}$. Therefore we get

$$
F[u]=\lim _{k \rightarrow \infty} F\left[v_{k}\right]=\mu
$$

Analogously one sees that $G[u]=1$.
Suppose now that $\eta$ is some function from $W_{0}^{1, m}(\Omega)$. Consider the ratio $\frac{F[u+\varepsilon \eta]}{G[u+\varepsilon \eta]}$. It is a continuously differentiable function of $\varepsilon$ on some interval around the point $\varepsilon=0$. This ratio has a minimum at $\varepsilon=0$ equal to $\mu$ and by the Fermat Theorem, we have

$$
\left(\frac{F[u+\varepsilon \eta]}{G[u+\varepsilon \eta]}\right)_{\varepsilon=0}^{\prime}=m \frac{F(u, \eta) G[u]-F[u] G(u, \eta)}{G^{2}[u]}=0
$$

which by virtue of $F[u]=\mu, G[u]=1$ gives

$$
F(u, \eta)-\mu G(u, \eta)=0, \quad \forall \eta \in W_{0}^{1, m}(\Omega)
$$

Further, if $u$ is an eigenfunction of $\mu$, then it follows from the formula (8.2.9) that $|u|$ is one also. But then, by the weak Harnack inequality, Theorem 8.2, either $|u|>0$ in the whole domain $G$ or $u \equiv 0$ (the latter case being excluded for eigenfunctions). By continuity, either $u$ or $-u$ is positive in the whole domain $G$. Indeed, suppose that $u=0$ at some point $x_{0} \in G$. Let $B_{3 R}\left(x_{0}\right)$ be a ball with so small $R$ that $B_{3 R} \subset G$. Then $\inf _{B_{R}} u(x)=0$, so in turn $\|u\|_{L^{p}\left(B_{2 R}\right)}=0$ by (8.1.1), that is $u=0$ in $B_{2 R}$. Chaining then gives the conclusion $u \equiv 0$ in $G$, thus proving the theorem.

Now we shall prove the inequality $\left(W_{m}\right)$. Consider the described above functionals $F[u], G[u], H[u]$ on $W_{0}^{1, m}(\Omega)$. We will find the minimum of the functional $F[u]$ on the set $K$. For this we investigate the minimization of the functional $H[u]$ on all functions $u(\omega)$, for which the integral exists and which satisfy the boundary condition $\psi=0$ on $\partial \Omega$. We use formally the Lagrange multipliers and get the Euler equation from the condition $\delta H[u]=0$. By the
calculation (with the help of formulas from Section 1.3) of the first variation $\delta H$ we have

$$
\begin{aligned}
\delta H[u] & =\delta\left(\int_{\Omega}\left\{\left[\sum_{i=1}^{N-1} \frac{1}{q_{i}}\left(\frac{\partial u}{\partial \omega_{i}}\right)^{2}\right]^{\frac{m}{2}}-\mu\left(u^{2}\right)^{\frac{m}{2}}\right\} d \Omega\right)= \\
& =-m \int_{\Omega} \delta u \cdot \sum_{i=1}^{N-1} \frac{\partial}{\partial \omega_{i}}\left(\frac{J(\omega)}{q_{i}} \cdot\left|\nabla_{\omega} u\right|^{m-2} \frac{\partial u}{\partial \omega_{i}}\right) d \omega- \\
& -m \mu \int_{\Omega} \delta u \cdot|u|^{m-2} u d \Omega= \\
& =-m \int_{\Omega} \delta u \cdot\left\{\frac{1}{J(\omega)} \sum_{i=1}^{N-1} \frac{\partial}{\partial \omega_{i}}\left(\frac{J(\omega)}{q_{i}} \cdot\left|\nabla_{\omega} u\right|^{m-2} \frac{\partial u}{\partial \omega_{i}}\right)+\right. \\
& \left.+\mu u|u|^{m-2}\right\} d \Omega= \\
& =-m \int_{\Omega} \delta u \cdot\left\{\operatorname{div}_{\omega}\left(\left|\nabla_{\omega} u\right|^{m-2} \nabla_{\omega} u\right)+\mu|u|^{m-2} u\right\} d \Omega \Longrightarrow
\end{aligned}
$$

the eigenvalue problem for $m$-Laplacian.

Backwards, let $u(\omega)$ be a solution of the eigenvalue problem for $m$-Laplacian. We multiply both sides of the equation from this problem by $u$ and integrate over $\Omega$, using the Gauss-Ostrogradskiy formula

$$
\begin{aligned}
0 & =\int_{\Omega}\left\{u \cdot \operatorname{div}_{\omega}\left(\left|\nabla_{\omega} u\right|^{m-2} \nabla_{\omega} u\right)+\mu|u|^{m}\right\} d \Omega= \\
& =\mu \int_{\Omega}|u|^{m} d \Omega+ \\
& +\int_{\Omega} u \cdot \sum_{i=1}^{N-1} \frac{\partial}{\partial \omega_{i}}\left(\frac{J(\omega)}{q_{i}} \cdot\left|\nabla_{\omega} u\right|^{m-2} \frac{\partial u}{\partial \omega_{i}}\right) d \omega= \\
& =\mu \int_{\Omega}|u|^{m} d \Omega- \\
& -\sum_{i=1}^{N-1} \frac{J(\omega)}{q_{i}}\left|\nabla_{\omega} u\right|^{m-2}\left(\frac{\partial u}{\partial \omega_{i}}\right)^{2} d \omega=
\end{aligned}
$$
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$$
\begin{aligned}
& =\int_{\Omega}\left(\mu|u|^{m}-\left|\nabla_{\omega} u\right|^{m}\right) d \Omega=\mu G[u]-F[u]= \\
& \underset{\text { (by } K)}{=} \mu-F[u] \Rightarrow \mu=F[u]
\end{aligned}
$$

consequently, the required minimum is the least eigenvalue of the eigenvalue problem for $m$ - Laplacian.

The existence of a function $u \in K$ such that

$$
F[u] \leq F[v] \text { for all } v \in K
$$

has been proved above.
The one-dimensional Wirtinger inequality.
Now we consider the case $N=2$ and thus let $\Omega=\left[-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right]$ be an arc on the unit circle. Then our eigenvalue problem is

$$
\left\{\begin{array}{l}
\left(\left|\psi^{\prime}\right|^{m-2} \psi^{\prime}\right)^{\prime}+\mu \psi|\psi|^{m-2}=0, \quad \omega \in\left(-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right) ; \quad m>1 \\
\psi\left( \pm \frac{\omega_{0}}{2}\right)=0
\end{array}\right.
$$

The Wirtinger inequality in this case take the following form

$$
\int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\psi|^{m} d \omega \leq \frac{1}{\mu(m)} \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}\left|\psi^{\prime}\right|^{m} d \omega, \quad \forall \psi \in W_{0}^{1, m}\left(-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right) .
$$

We want to calculate the sharp constant $\mu(m)$. First of all, we note that the solutions of our eigenvalue problem are determined uniquely up to a scalar multiple. We consider the solution normed by the condition $\psi(0)=1$. In addition, it is easy to see that $\psi(-\omega)=\psi(\omega)$ and therefore $\psi^{\prime}(0)=0$. Thus we can suppose

$$
0 \leq \psi(\omega) \leq 1
$$

This we shall take into consideration for the solution of the problem.
Rewriting the equation in the form

$$
(m-1)\left|\psi^{\prime}\right|^{m-2} \psi^{\prime \prime}+\mu \psi|\psi|^{m-2}=0
$$

and solving it direct by the preset parameter method we obtain

$$
\left|\psi^{\prime}\right|^{m}=\frac{\mu}{m-1}\left(1-\psi^{m}\right)
$$

By integrating from this equation it follows that

$$
\pm \sqrt[m]{\frac{\mu}{m-1}} \cdot \omega=\int_{\psi}^{1} \frac{d t}{\sqrt[m]{1-t^{m}}}
$$
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Taking into account the boundary condition we get

$$
\sqrt[m]{\frac{\mu}{m-1}} \cdot \frac{\omega_{0}}{2}=\int_{0}^{1} \frac{d t}{\sqrt[m]{1-t^{m}}}
$$

Let $\Gamma(x)$ be a gamma-function and the beta-function $B(x, y)=\frac{\Gamma(x) \cdot \Gamma(y)}{\Gamma(x+y)}$. Then we have (see e.g., formula (16) §1.5.1, Chapter 1 [34])

$$
\begin{aligned}
\int_{0}^{1} \frac{d t}{\sqrt[m]{1-t^{m}}}=\frac{1}{m} B\left(\frac{1}{m}, 1-\frac{1}{m}\right) & =\frac{\Gamma\left(\frac{1}{m}\right) \cdot \Gamma\left(1-\frac{1}{m}\right)}{m \Gamma(1)}
\end{aligned}=\left\{\begin{array}{l}
=\frac{1}{m} \Gamma\left(\frac{1}{m}\right) \cdot \Gamma\left(1-\frac{1}{m}\right)=\frac{\pi}{m \sin \left(\frac{\pi}{m}\right)}
\end{array}\right.
$$

Here we used the formula

$$
\Gamma(z) \cdot \Gamma(1-z)=\frac{\pi}{\sin (\pi z)}, \quad \operatorname{Re} z>0
$$

Thus we get

$$
\mu(m)=(m-1)\left(\frac{2}{\omega_{0}} \cdot \frac{\pi}{m \sin \left(\frac{\pi}{m}\right)}\right)^{m}, \quad \forall m>1
$$

Hence, in particular, we have the well-known result

$$
\mu(2)=\left(\frac{\pi}{\omega_{0}}\right)^{2}
$$

Finally, we calculate $\mu(1)=\lim _{m \rightarrow 1+0} \mu(m)$. To this end we rewrite obtained result above in this way

$$
\mu^{\frac{1}{m}}(m-1)^{-\frac{1}{m}}=\frac{2}{\omega_{0}} \cdot \frac{1}{m} \cdot \Gamma\left(\frac{1}{m}\right) \cdot \Gamma\left(1-\frac{1}{m}\right)
$$

We multiply this equality by $(m-1)$ and use the formula $z \Gamma(z)=\Gamma(1+z)$ thusly

$$
\begin{aligned}
\mu^{\frac{1}{m}}(m-1)^{1-\frac{1}{m}} & =\frac{2}{\omega_{0}} \cdot \Gamma\left(\frac{1}{m}\right) \cdot\left(1-\frac{1}{m}\right) \cdot \Gamma\left(1-\frac{1}{m}\right)= \\
& =\frac{2}{\omega_{0}} \cdot \Gamma\left(\frac{1}{m}\right) \cdot \Gamma\left(2-\frac{1}{m}\right) \rightarrow \frac{2}{\omega_{0}} \text { as } m \rightarrow 1+0,
\end{aligned}
$$
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since $\Gamma(1)=1$. On the other hand, by $\lim _{x \rightarrow+0} x^{x}=1$, we have $\lim _{m \rightarrow 1+0} \mu^{\frac{1}{m}}(m-1)^{1-\frac{1}{m}}=\mu$. Hence it follows that

$$
\mu(1)=\frac{2}{\omega_{0}} .
$$

This equality leads to the Wirtinger inequality for the case $m=1$

$$
\int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\psi| d \omega \leq \frac{\omega_{0}}{2} \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}\left|\psi^{\prime}\right| d \omega, \quad \forall \psi \in W_{0}^{1,1}\left(-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right) .
$$

8.2.4. Integral estimates of solutions. The aim of this section is to present integral estimates for the solutions of (LPA). Moreover, the weak comparison principle is not used in the proof so that it may be applied also to the case of elliptic systems.

Theorem 8.21. Let $a_{0} \in L_{\frac{m}{m-1-q}}(G)$, if $0<q<m-1$ and $0<a_{0} \leq$ $a_{0}(x) \leq a_{1}\left(a_{0}, a_{1}\right.$ - const.), if $q \geq m-1$. Let $f \in V_{\frac{m}{m-1}, 2}^{0}(G)$. Then the weak solution $u$ of the problem (LPA) belongs to $V_{m, 0}^{1}(G)$ the inequality

$$
\begin{equation*}
\int_{G}\left(|\nabla u|^{m}+r^{-m}|u|^{m}+a_{0}(x)|u|^{1+q}\right) d x \leq c(N, G) \int_{G}|r f|^{\frac{m}{m-1}} d x \tag{8.2.13}
\end{equation*}
$$

holds.
Proof. Let us consider the function

$$
\Theta \in C^{\infty}(\mathbb{R}), \Theta(t) \geq 0, \Theta(t)= \begin{cases}0, & t<1  \tag{8.2.14}\\ 1, & t>2\end{cases}
$$

Inserting $\eta(x)=u(x) \Theta\left(\frac{|x|}{\varepsilon}\right)$ with $\varepsilon>0$ into the integral identity (II) we obtain

$$
\begin{align*}
\int_{G}\left(|\nabla u|^{m}+\right. & \left.a_{0}(x)|u|^{1+q}\right) \Theta\left(\frac{|x|}{\varepsilon}\right) d x  \tag{8.2.15}\\
& \leq c_{1} \varepsilon^{-1} \int_{G_{\varepsilon}^{2 \varepsilon}}|u||\nabla u|^{m-1} d x+\int_{G}|u||f| \Theta\left(\frac{|x|}{\varepsilon}\right) d x
\end{align*}
$$
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By Young's inequality and ( $W_{m}$ ) we get

$$
\begin{align*}
& \varepsilon^{-1} \int_{G_{\varepsilon}^{2 \varepsilon}}|u||\nabla u|^{m-1} d x  \tag{8.2.16}\\
& \quad \leq c_{2} \varepsilon^{-1} \int_{G_{\varepsilon}^{2 \epsilon}}\left(r|\nabla u|^{m}+r^{1-m}|u|^{m}\right) d x \leq c_{3}\left(\mu_{0}\right) \int_{G_{\epsilon}^{2 \epsilon}}|\nabla u|^{m} d x .
\end{align*}
$$

From (8.2.15) and (8.2.16) it follows that

$$
\begin{align*}
\int_{G}\left(|\nabla u|^{m}+a_{0}(x)|u|^{1+q}\right) & \Theta\left(\frac{|x|}{\varepsilon}\right) d x  \tag{8.2.17}\\
& \leq c_{3} \int_{G_{\varepsilon}^{2}}|\nabla u|^{m} d x+\int_{G}|u||f| \Theta\left(\frac{|x|}{\varepsilon}\right) d x .
\end{align*}
$$

Passing to the limit as $\varepsilon \rightarrow 0$ and applying the Young inequality to the last integral on the right hand side of (8.2.17), we obtain the assertion.

Corollary 8.22. Let $m>N$. Under the suppositions of Theorem 8.21, a weak solution $u(x)$ of (LPA) is bounded and Hölder continuous in $\bar{G}$.

Proof. This follows from Theorem 8.21 in view of the embedding theorem

$$
|u(x)| \leq c_{0}|x|^{1-\frac{N}{m}}\left(\int_{G}|r f|^{\frac{m}{m-1}}\right)^{\frac{1}{m}}, \quad x \in \bar{G}
$$

We set $\mu_{0}=\mu(N)$ and observe that $\mu_{0}=\mu_{0}(\Omega)$ is the smallest positive eigenvalue of the eigenvalue problem for $m$-Laplacian for $m=N$.

Theorem 8.23. Let $m=N$ and let the following condition be satisfied

$$
\int_{G_{0}^{o}}|r f|^{N /(N-1)} d x \leq c \rho^{\kappa} .
$$

Let $\quad \chi_{0}=\frac{2 \sqrt{\mu_{0}}}{\left(1+\mu_{0}\right)^{(N-2) / N}} . \quad$ Then for any weak solution of (LPA) the bound

$$
\begin{gather*}
\quad \int_{G_{0}^{p}}|\nabla u|^{N} d x \leq \\
\leq c\left(N, \mu_{0}, \Omega\right) \begin{cases}(\rho / d)^{\chi_{0}}, & \text { if } \chi_{0}<\kappa ; \\
(\rho / d)^{\chi_{0}} \ln \frac{N}{N-1}(d / \rho), & \text { if } \chi_{0}=\kappa, \quad \rho \in(0, d) ; \\
(\rho / d)^{\kappa}, & \text { if } \chi_{0}>\kappa\end{cases} \tag{8.2.18}
\end{gather*}
$$

is satisfied.
Remark 8.24. It is well known that if $m=N=2$, then $\mu_{0}=\lambda_{0}^{2}=\frac{\pi^{2}}{\omega_{0}^{2}}$, where $\omega_{0}$ is the quantity of the angle with the vertex 0 . In this case the assertion of the theorem was proved in chapter 5 (see Theorems 5.4, 5.5).

The proof of the theorem will be carried out based on the following lemma.

Lemma 8.25. Let $2 \leq m \leq N$. For any function $u \in W_{0}^{1, m}(G)$ with $\nabla u(\rho, \cdot) \in L^{m}(\Omega)$ we have

$$
\begin{equation*}
\int_{\Omega}\left\{\rho u u_{r}+\frac{N-m}{2} u^{2}\right\}|\nabla u|^{m-2} d \omega \leq \frac{\rho^{2}}{\chi} \int_{\Omega}|\nabla u|^{m} d \omega \tag{8.2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi=\frac{m-N+\sqrt{4 \mu+(N-m)^{2}}}{(1+\mu)^{(m-2) / m}} \tag{8.2.20}
\end{equation*}
$$

Proof. From the Cauchy inequality we obtain

$$
\rho u u_{r}+\frac{N-m}{2} u^{2} \leq \frac{\varepsilon+N-m}{2} u^{2}+\frac{1}{2 \varepsilon} \rho^{2} u_{r}^{2}, \quad \varepsilon>0,
$$

and hence

$$
\begin{aligned}
\int_{\Omega}\left\{\rho u u_{r}+\frac{N-m}{2} u^{2}\right\}|\nabla u|^{m-2} d \omega \leq & \rho^{2} \int_{\Omega}\left\{\frac{\varepsilon+N-m}{2}\left(\frac{u}{\rho}\right)^{2}+\right. \\
& \left.+\frac{1}{2 \varepsilon} u_{r}^{2} B i g r\right\}|\nabla u|^{m-2} d \omega=: A
\end{aligned}
$$

The right hand side is estimated by Young's inequality

$$
\begin{aligned}
\left(\frac{u}{\rho}\right)^{2}|\nabla u|^{m-2} & \leq \frac{m-2}{m} \delta^{-2 /(m-2)}|\nabla u|^{m}+\frac{2}{m} \delta\left(\frac{|u|}{\rho}\right)^{m} \\
u_{r}^{2}|\nabla u|^{m-2} & \leq \frac{m-2}{m} \delta^{-2 /(m-2)}|\nabla u|^{m}+\frac{2}{m} \delta\left|u_{r}\right|^{m}, \forall \delta>0
\end{aligned}
$$

### 8.2 The $m$-Laplace operator with AN ABSORPTION TERM

which implies by Wirtinger's inequality $\left(W_{m}\right)$

$$
\begin{aligned}
A & \leq \rho^{2} \int_{\Omega}\left\{\frac{m-2}{2 m} \delta^{-2 /(m-2)}\left(\varepsilon+N-m+\frac{1}{\varepsilon}\right)|\nabla u|^{m}+\right. \\
& \left.+\frac{2 \delta}{m}\left(\frac{\varepsilon+N-m}{2}\left(\frac{|u|}{\rho}\right)^{m}+\frac{1}{2 \varepsilon}\left|u_{r}\right|^{m}\right)\right\} d \omega \leq \\
& \leq \rho^{2} \int_{\Omega}\left\{\frac{m-2}{2 m} \delta^{-2 /(m-2)}\left(\varepsilon+N-m+\frac{1}{\varepsilon}\right)|\nabla u|^{m}+\right. \\
& \left.+\frac{\delta}{m}\left(\frac{\varepsilon+N-m}{\mu}\left|\frac{\nabla_{\omega} u}{\rho}\right|^{m}+\frac{1}{\varepsilon}\left|u_{r}\right|^{m}\right)\right\} d \omega
\end{aligned}
$$

We choose $\varepsilon>0$ such that $\frac{\varepsilon+N-m}{\mu}=\frac{1}{\varepsilon}$, which gives

$$
\varepsilon=\frac{1}{2}\left(m-N+\sqrt{(N-m)^{2}+4 \mu}\right)
$$

and hence,

$$
\begin{gathered}
\int_{\Omega}\left\{\rho u u_{r}+\frac{N-m}{2} u^{2}\right\}|\nabla u|^{m-2} d \omega \leq \\
\leq \frac{\rho^{2}}{m \varepsilon}\left(\frac{m-2}{2} \delta^{-2(m-2)}(\mu+1)+\delta\right) \int_{\Omega}|\nabla u|^{m} d \omega .
\end{gathered}
$$

The lemma is proved by choosing $\delta=(1+\mu)^{(m-2) / m}$.
Remark 8.26. For $m=N=2$ the constant $\chi$ is sharp.
Proof of Theorem 8.23. Let

$$
V(\rho)=\int_{G_{0}^{o}}|\nabla u|^{N} d x
$$

From ( $L P A$ ) it follows that

$$
V(\rho)+\int_{G_{0}^{o}} a_{0}(x)|u|^{1+q} d x=\rho^{N-2} \int_{\Omega} \rho u u_{r}|\nabla u|^{N-2} d \omega+\int_{G_{0}^{\rho}} u f d x .
$$

In view of

$$
V^{\prime}(\rho)=\rho^{N-1} \int_{\Omega}|\nabla u|^{N} d \omega
$$

we obtain from Lemma 8.25

$$
V(\rho) \leq \frac{\rho}{\chi_{0}} V^{\prime}(\rho)+\int_{G_{0}^{\rho}}|u f| d x
$$

The second term of the right hand side can be estimated by the condition of the theorem and Wirtinger's inequality ( $W_{m}$ ),

$$
\begin{aligned}
\int_{G_{0}^{\rho}}|u f| d x & \leq\left(\int_{G_{0}^{\rho}} r^{-N}|u|^{N} d x\right)^{1 / N}\left(\int_{G_{0}^{\rho}}|r f|^{N /(N-1)} d x\right)^{(N-1) / N} \leq \\
& \leq c \rho^{\kappa \frac{N-1}{N}} V^{\frac{1}{N}}(\rho)
\end{aligned}
$$

Thus we get the differential inequality for $V(\rho)$

$$
V(\rho) \leq \frac{\rho}{\chi_{0}} V^{\prime}(\rho)+c \rho^{\kappa \frac{N-1}{N}} V^{\frac{1}{N}}(\rho)
$$

In view of Theorem 8.21, as an initial condition for this differential inequality, we can use

$$
V(d) \leq \int_{G}|\nabla u|^{N} d x \leq c \int_{G}|r f|^{N /(N-1)} d x \equiv V_{0}
$$

By putting $W(\rho)=V^{\frac{N-1}{N}}(\rho)$, we obtain the differential inequality for $W(\rho)$

$$
\left\{\begin{array}{l}
W(\rho) \leq \frac{N}{N-1} \frac{\rho}{x_{0}} W^{\prime}(\rho)+c \rho^{\kappa \frac{N-1}{N}}, \quad 0<\rho<d \\
W(d)=V_{0}^{\frac{N-1}{N}}
\end{array}\right.
$$

Solving the Cauchy problem for the corresponding equation, we get

$$
\begin{aligned}
W^{*}(\rho) & =\left(\frac{\rho}{d}\right)^{\chi_{0} \frac{N-1}{N}}\left(V_{0}^{\frac{N}{N-1}}+\right. \\
& +\kappa \chi_{0}\left\{\begin{array}{ll}
\frac{N-1}{N} \ln \frac{d}{\rho}, & \text { if } \chi_{0}=\kappa, \\
\frac{d^{\frac{N-1}{N}\left(\kappa-x_{0}\right)}-\rho \frac{N-1}{N}\left(\kappa-\chi_{0}\right)}{\kappa-\chi_{0}}, & \text { if } \chi_{0} \neq \kappa
\end{array}\right) .
\end{aligned}
$$

It is well known that the solution of the differential inequality can be estimated by the solution $W^{*}(\rho)$ of the corresponding equation, that is $W(\rho) \leq W^{*}(\rho)$ and hence we obtain finally the required estimate. Theorem 8.23 is proved.

Lemma 8.27. Let $q>m-1, a_{0}(x) \geq a_{0}>0,\left(a_{0}-\right.$ const $)$. Let

$$
|f(x)| \leq f_{1}|x|^{\beta}, \quad x \in G_{0}^{d}, \text { where } \begin{cases}\beta>-1 & \text { if } m>N \\ \beta>-m & \text { if } m \leq N\end{cases}
$$

Then for any generalized solution $u(x)$ of (LPA) the inequality

$$
\begin{equation*}
\|u\|_{p ; G_{\rho / 2}^{\rho}}^{\rho} \leq c\left(a_{0}, m, N, p, q, f_{1}\right) \rho^{\frac{N}{p}-\frac{m}{q-m+1}} \quad \forall p>m \tag{8.2.21}
\end{equation*}
$$

holds.
8.2 The $m$-Laplace operator with

Proof. We consider the cut-off function

$$
\begin{gathered}
\zeta(r)= \begin{cases}0, & r \in\left[0, \frac{\rho}{4}\right] \cup[2 \rho, \infty), \\
1, & r \in\left[\frac{\rho}{2}, \rho\right] ;\end{cases} \\
0 \leq \zeta(r) \leq 1,|\nabla \zeta| \leq c \rho^{-1}, r \in\left[\frac{\rho}{4}, \frac{\rho}{2}\right] \cup[\rho, 2 \rho] .
\end{gathered}
$$

By putting in (II)

$$
\eta(x)=|u|^{t} \operatorname{sgn} u \cdot \zeta^{s}(|x|) \quad \forall t \geq 1, s>0
$$

we obtain

$$
\begin{gather*}
t \int_{G_{\rho / 4}^{2 \rho}} \zeta^{s}(r)\left(|u|^{t-1}|\nabla u|^{m}+a_{0}(x)|u|^{t+q}\right) d x \leq  \tag{8.2.22}\\
\leq s \int_{G_{\rho / 4}^{2 \rho}}|u|^{t}|\nabla u|^{m-1} \zeta^{s-1}|\nabla \zeta| d x+\int_{G_{\rho / 4}^{2 \rho}}|u|^{t}|f| \zeta^{s} d x .
\end{gather*}
$$

By the Young inequality

$$
\begin{gathered}
s|u|^{t}|\nabla u|^{m-1} \zeta^{s-1}|\nabla \zeta| \leq \frac{m-1}{m} \varepsilon^{\frac{m}{m-1}}|u|^{t-1}|\nabla u|^{m} \zeta^{s}+ \\
\quad+\frac{1}{m} \varepsilon^{-m} s^{m}|u|^{t+m-1}|\nabla \zeta|^{m} \zeta^{s-m}, \quad \forall \varepsilon>0,
\end{gathered}
$$

choosing $\varepsilon=\left(\frac{t m}{m-1}\right)^{\frac{m-1}{m}}$ and taking into account that $\nabla \zeta=O\left(\rho^{-1}\right)$, then from (2.13) we get

$$
\begin{align*}
a_{0} \int_{G_{\rho / 4}^{2 \rho}}|u|^{t+q} \zeta^{s} d x & \leq c(m) \frac{s^{m}}{t^{m-1}} \int_{G_{\rho / 4}^{2 \rho}} r^{-m}|u|^{t+m-1} \zeta^{s-m} d x+  \tag{8.2.23}\\
& +\int_{G_{\rho / 4}^{2 \rho}}|u|^{t}|f| \zeta^{s} d x
\end{align*}
$$
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Applying the Hölder inequality to integrals with $p=\frac{t+q}{t+m-1}>1$, $p^{\prime}=\frac{t+q}{q-m+1}$ we obtain

$$
\begin{gather*}
\int_{G_{\rho / 4}^{2 \rho}} r^{-m}\left(|u|^{t+m-1} \zeta^{s-m}\right) d x \leq  \tag{8.2.24}\\
\leq\left(\int_{G_{\rho / 4}^{2 \rho}} r^{-m p^{\prime}} d x\right)^{1 / p^{\prime}}\left(\int_{G_{\rho / 4}^{2 \rho}}|u|^{t+q} \zeta^{(s-m) \frac{t+q}{t+m-1}} d x\right)^{\frac{t+m-1}{t+q}} .
\end{gather*}
$$

Let us now choose $s=\frac{m(t+q)}{q-m+1}$. Then from (8.2.23), (8.2.24) it follows that

$$
\begin{gather*}
a_{0} \int_{G_{\rho / 4}^{2 \rho}}|u|^{t+q} \zeta^{s} d x \leq \int_{G_{\rho / 4}^{2 \rho}}|u|^{t}|f|^{s} d x+  \tag{8.2.25}\\
+c_{1}(m, N, t, q) \frac{s^{m}}{t^{m-1}} \rho^{\frac{N(q-m+1)}{t+q}-m}\left(\int_{G_{\rho / 4}^{2 \rho}}|u|^{t+q} \zeta^{s} d x\right)^{\frac{t+m-1}{t+q}} .
\end{gather*}
$$

We estimate the first right hand side term in (8.2.25) by the Hölder inequality

$$
\int_{G_{\rho / 4}^{2 \rho}}|u|^{t}|f| \zeta^{s} d x \leq\left(\int_{G_{\rho / 4}^{2 \rho}}|u|^{t+q} \zeta^{s} d x\right)^{\frac{t}{t+q}}\left(\int_{G_{\rho / 4}^{2 \rho}}|f|^{\frac{t+q}{q}} \zeta^{s} d x\right)^{\frac{q}{t+q}}
$$

Then from (8.2.25) we obtain

$$
\begin{align*}
& a_{0}\left(\int_{G_{\rho / 4}^{2 \rho}}|u|^{t+q} \zeta^{s} d x\right)^{\frac{q}{t+q}} \leq\left(\int_{G_{\rho / 4}^{2 \rho}}|f|^{\frac{t+q}{q}} \zeta^{s} d x\right)^{\frac{q}{t+q}}+  \tag{8.2.26}\\
& +c_{1}(m, N, t, q) \frac{s^{m}}{t^{m-1}} \rho^{\frac{N(q-m+1)}{t+q}-m}\left(\int_{G_{\rho / 4}^{2 \rho}}|u|^{t+q} \zeta^{s} d x\right)^{\frac{m-1}{t+q}}
\end{align*}
$$
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Again, by the Young inequality, taking into account that $q>m-1$, we get

$$
\begin{align*}
& c_{1}(m, N, t, q) \frac{s^{m}}{t^{m-1}} \rho^{\frac{N(q-m+1)}{t+q}}-m  \tag{8.2.27}\\
\leq & \left.\int_{G_{\rho / 4}^{2 \rho}}|u|^{t+q} \zeta^{s} d x\right)^{\frac{m-1}{t+q}} \leq \\
\leq & \left.\int_{G_{\rho / 4}^{2 \rho}}|u|^{t+q} \zeta^{s} d x\right)^{\frac{q}{t+q}}+c_{2}\left(m, N, t, q, a_{0}\right) \rho^{\frac{n q}{t+q}-\frac{m q}{q-m+1}} .
\end{align*}
$$

Now by setting $p=t+q>1+q>m$, from (8.2.26) and (8.2.27) we arrive at the inequality (8.2.21) sought for.

Lemma 8.28. Suppose the conditions of the Lemma 8.27 hold. Let $u(x)$ be any generalized solution of (LPA). Then the inequality

$$
\begin{equation*}
\int_{G_{\rho / 2}^{\rho}}\left(|\nabla u|^{m}+|u|^{1+q}\right) d x \leq c\left(a_{0}, m, N, q, f_{1}\right) \rho^{N-\frac{(1+q) m}{1+q-m}} \tag{8.2.28}
\end{equation*}
$$

is valid.
Proof. Let us consider the inequality (8.2.22) with $t=1$ and $\forall s>0$

$$
\begin{align*}
& \int_{G_{\rho / 4}^{2 \rho}}|\nabla u|^{m} \zeta^{s} d x+a_{0} \int_{G_{\rho / 4}^{2 \rho}}|u|^{1+q} \zeta^{s} d x \leq  \tag{8.2.29}\\
\leq & c s \int_{G_{\rho / 4}^{2 p}} r^{-1}|u||\nabla u|^{m-1} \zeta^{s-1} d x+\int_{G_{\rho / 4}^{2 \rho}}|u||f| \zeta^{s} d x .
\end{align*}
$$

By estimating the first right side term in (8.2.29) with the help of the Young inequality, we have

$$
\begin{gather*}
\frac{1}{2} \int_{G_{\rho / 4}^{2 \rho}}|\nabla u|^{m} \zeta^{s} d x+a_{0} \int_{G_{\rho / 4}^{2 \rho}}|u|^{1+q} \zeta^{s} d x \leq  \tag{8.2.30}\\
\leq c(m) s^{m} \int_{G_{\rho / 4}^{2 \rho}} r^{-m}|u|^{m} \zeta^{s-m} d x+\int_{G_{\rho / 4}^{2 \rho}}|u||f| \zeta^{s} d x .
\end{gather*}
$$

By using the Young inequality once again with $p=\frac{1+q}{m}, p^{\prime}=\frac{1+q}{1+q-m}$ and $\forall \delta>0$ we have

$$
\begin{gathered}
c(m) s^{m} r^{-m}\left(|u|^{m} \zeta^{s-m}\right) \leq \delta|u|^{1+q} \zeta^{(s-m) \frac{1+q}{m}}+ \\
+c(\delta, m, s) r^{-m \frac{1+q}{1+q-m}} .
\end{gathered}
$$

Now we set

$$
\begin{equation*}
s=\frac{(1+q) m}{1+q-m} . \tag{8.2.31}
\end{equation*}
$$

As a result from (8.2.30) we get

$$
\begin{aligned}
& \frac{1}{2} \int_{G_{\rho / 4}^{2 \rho}}|\nabla u|^{m} \zeta^{s} d x+a_{0} \int_{G_{p / 4}^{2 \rho}}|u|^{1+q} \zeta^{s} d x \leq \delta \int_{G_{\rho / 4}^{2 \rho}}|u|^{1+q} \zeta^{s} d x+ \\
&+c(\delta, m, q) \int_{G_{\rho / 4}^{2 \rho}} r^{-s} d x+\int_{G_{\rho / 4}^{2 \rho}}|u||f| \zeta^{s} d x \quad \forall \delta>0 .
\end{aligned}
$$

Hence, by choosing $\delta=\frac{a_{0}}{2}$, we obtain

$$
\begin{align*}
& \int_{G_{\rho / 4}^{2 \rho}}\left(|\nabla u|^{m}+|u|^{1+q}\right) \zeta^{s} d x \leq c\left(a_{0}, m, q, N\right) \rho^{N-s}+  \tag{8.2.32}\\
& \quad+\varepsilon \int_{G_{\rho / 4}^{2 \rho}} r^{-m}|u|^{m} \zeta^{s} d x+c_{\varepsilon} \int_{G_{\rho / 4}^{2 \rho}}(r|f|)^{\frac{m}{m-1}} \zeta^{s}(r) d x, \quad \forall \varepsilon>0 .
\end{align*}
$$

Taking into account the inequality ( $W_{m}$ ) and choosing $\varepsilon>0$ properly, from (8.2.31) and (8.2.32) we get the inequality (8.2.28) sought for. This fact completes the proof of Lemma 8.28.

Corollary 8.29. Let $q>\frac{m N}{N-m}-1,1<m<N$ and the hypothesis of Lemma 8.27 about the functions $a_{0}(x), f(x)$ hold. Then for any generalized solution $u(x)$ of (LPA) the inequality

$$
\begin{gather*}
\int_{G_{0}^{p}}\left(|\nabla u|^{m}+r^{-m}|u|^{m}+|u|^{1+q}\right) d x \leq c\left(a_{0}, N, m, q, f_{1}, d\right)  \tag{8.2.33}\\
\forall \rho \in(0, d)
\end{gather*}
$$

is valid.
Proof. By replacing $\rho$ with $2^{-k} \rho(k=0,1,2, \ldots)$ in (8.2.28) and summing the received inequalities over all $k$, we obtain (8.2.33).
8.2.5. Estimates of solutions for singular right hand sides. We state two results of M. Dobrowolski (Theorems 1, 2 [99]). Let $\lambda_{0}$ be the least positive eigenvalue and $\phi(\omega)$ be the corresponding eigenfunction of ( $N E V P$ ) (see (8.2.3)).

Theorem 8.30. Let $u \in W^{1, m}(G)$ be a weak solution of the problem

$$
\begin{cases}\Delta_{m} u=f(x), & x \in G_{0}^{d}  \tag{PL}\\ u(x)=g(x), & x \in \Omega_{d}, \\ u(x)=0, & x \in \Gamma_{0}^{d}\end{cases}
$$

Assume that $g(x) \in C^{1}\left(\overline{\Omega_{d}}\right)$ and

$$
\begin{equation*}
|f(x)| \leq f_{1}|x|^{\beta} \quad \text { with } f_{1} \geq 0, \beta>\lambda_{0}(m-1)-m . \tag{8.2.34}
\end{equation*}
$$

Then

$$
|u(x)| \leq c_{0}|x|^{\lambda_{0}}, \quad|\nabla u(x)| \leq c_{1}|x|^{\lambda_{0}-1}, \quad \text { for } x \in G_{0}^{d}
$$

Theorem 8.31. Assume that $0 \leq f(x) \leq f_{1}|x|^{\beta}$ with $\beta>\lambda_{0}(m-1)-m$ and $a_{0}(x) \equiv 0$. Then each nonvanishing weak solution of (LPA) admits the singular expansion

$$
u(r, \omega)=k r^{\lambda_{0}} \phi(\omega)+v(x)
$$

with $k>0$ and

$$
|v(x)| \leq c|x|^{\lambda_{0}+\delta}, \quad|\nabla v| \leq c|x|^{\lambda_{0}+\delta-1}, \quad\left|v_{x x}\right| \leq c|x|^{\lambda_{0}+\delta-2}
$$

where the maximum $\delta>0$ depends on $\beta$ and the eigenvalue problem ( $N E V P$ ).

The proof of these results is based on the weak comparison principle for the pseudo-Laplace operator. Here we shall prove the estimates of the modulus of generalized and weak solutions of ( $L P A$ ) with $a_{0} \geq 0$. Let $d>0$ be a small fixed number. We also suppose that

$$
\begin{equation*}
|f(x)| \leq f_{1}|x|^{\beta}, \quad \beta>-\frac{N}{p} \tag{8.2.35}
\end{equation*}
$$

with some $p>\frac{N}{m}$.
Observe that a function $v=r^{\alpha} \phi(\omega)$ is a weak solution $v \in W_{0}^{1, m}$, if $\phi(\omega)$ is sufficiently smooth and

$$
\begin{equation*}
\alpha>\frac{m-N}{m} . \tag{8.2.36}
\end{equation*}
$$

Since $\Delta_{m} v \sim r^{\alpha(m-1)-m}$ and the right-hand side of (LPA)

$$
-a_{0}(x) v|v|^{q-1}+f(x) \sim r^{\alpha q}+r^{\beta},
$$

hence we obtain that

$$
\begin{equation*}
r^{\alpha(m-1)-m} \sim r^{\alpha q}+r^{\beta} \tag{8.2.37}
\end{equation*}
$$

These arguments suggest the following theorems to us.
Theorem 8.32. Let $u(x)$ be a weak solution of (LPA). Let $1<m<N$, $q>0$ be given. Let $a_{0}(x) \geq a_{0}>0$ ( $a_{0}$ is a constant) and let $f(x) \in$ $L^{p}(G), p>\frac{N}{m}$. Then there exists the constant $M_{0}>0$, depending only on $\|f(x)\|_{L^{p}(G)}, \operatorname{meas} G, N, m, q, p, a_{0}$, such that

$$
\|u\|_{L_{\infty}(G)} \leq M_{0} .
$$

Proof. Let us introduce the set $A(k)=\{x \in \bar{G}, \quad|u(x)|>k\}$ and let $\chi_{A(k)}$ be a characteristic function of the set $A(k)$. We note that $A(k+d) \subseteq$ $A(k) \quad \forall d>0$. By setting $\phi(x)=\eta\left((|u|-k)_{+}\right) \chi_{A(k)} \cdot \operatorname{sgn} u$ in (II), where $\eta$ is defined by Lemma 1.60 and $k \geq k_{0}$ (without loss of generality we can assume that $k_{0} \geq 1$ ), on the strength of the theorem assumptions, we get the inequality

$$
\begin{align*}
\int_{A(k)}|\nabla u|^{m} \eta^{\prime}\left((|u|-k)_{+}\right) d x+a_{0} & \int_{A(k)}|u|^{q} \eta\left((|u|-k)_{+}\right) d x \leq  \tag{8.2.38}\\
& \leq \int_{A(k)}|f(x)| \eta\left((|u|-k)_{+}\right) d x .
\end{align*}
$$

Now we define the function $w_{k}(x):=\eta\left(\frac{(|u|-k)_{+}}{m}\right)$. By the definition of $\eta(x)$ (see Lemma 1.60)

$$
\mathrm{e}^{\kappa(|u|-k)+|\nabla u|^{m}}=\left(\frac{m}{\kappa}\right)^{m}\left|\nabla w_{k}\right|^{m}, \quad \kappa>0
$$

and by the choice of $\kappa>m$ according to Lemma 1.60, using (1.11.5) (1.11.7), from (8.2.38), we obtain

$$
\begin{align*}
& \frac{1}{2}\left(\frac{m}{\kappa}\right)^{m} \int_{A(k)}\left|\nabla w_{k}\right|^{m} d x+a_{0} k_{0}^{q} \int_{A(k)}\left|w_{k}\right|^{m} d x \leq  \tag{8.2.39}\\
& \quad \leq c_{7} M \int_{A(k+d)}|f(x)|\left|w_{k}\right|^{m} d x+c_{8} \mathrm{e}^{\kappa d}\left\langle\int_{A(k) \backslash A(k+d)}\right| f(x)|d x\rangle .
\end{align*}
$$

By the assumptions of the theorem we have that $f(x) \in L_{p}(G), p>\frac{N}{m}$. Then by the Hölder inequality for integrals with the exponents $p$ and $p^{\prime}$
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 325$\left(\frac{1}{p}+\frac{1}{p^{\prime}}=1\right)$ we have

$$
\begin{equation*}
\int_{A(k+d)}|f|\left|w_{k}\right|^{m} d x \leq\|f(x)\|_{L_{p}(G)}\left(\int_{A(k)}\left|w_{k}\right|^{m p^{\prime}} d x\right)^{\frac{1}{p^{\prime}}} . \tag{8.2.40}
\end{equation*}
$$

Letting $m^{\#}=\frac{m N}{N-m}$, from the interpolation inequality (see Lemma 1.16) for $L^{\boldsymbol{p}}$-norms, we obtain:

$$
\left(\int_{A(k)}\left|w_{k}\right|^{m p^{\prime}} d x\right)^{\frac{1}{p^{\prime}}} \leq\left(\int_{A(k)}\left|w_{k}\right|^{m} d x\right)^{\theta} \cdot\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{(1-\theta) m}{m \#}}
$$

with $\theta \in(0,1)$, which is defined by the equality

$$
\frac{1}{p^{\prime}}=\theta+\frac{(1-\theta) m}{m^{\#}} \Longrightarrow \theta=1-\frac{N}{p m} .
$$

Thus from (8.2.40) we get

$$
\begin{align*}
\int_{A(k+d)}\left|f \|\left|w_{k}\right|^{m} d x\right. & \leq\|f(x)\|_{L_{p}(G)}\left(\int_{A(k)}\left|w_{k}\right|^{m} d x\right)^{\theta} \times \\
& \times\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{(1-\theta) m}{m \#}} \tag{8.2.41}
\end{align*}
$$

By using the Young inequality with the exponents $\frac{1}{\theta}$ and $\frac{1}{(1-\theta)}$, from (8.2.41) we obtain

$$
\begin{align*}
\int_{A(k+d)}\left|f \| w_{k}\right|^{m} d x & \leq \frac{\theta\|f(x)\|_{L_{p}(G)}^{\frac{1}{\theta}}}{\varepsilon^{1 / \theta}} \int_{A(k)}\left|w_{k}\right|^{m} d x+ \\
& +\varepsilon^{\frac{1}{(1-\theta)}}(1-\theta)\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{m}{m}}, \quad \forall \varepsilon>0 . \tag{8.2.42}
\end{align*}
$$

8 Weak solutions of the Dirichlet problem for

It follows from (8.2.39), (8.2.42) that

$$
\begin{align*}
& \frac{1}{2}\left(\frac{m}{\kappa}\right)^{m} \int_{A(k)}\left|\nabla w_{k}\right|^{m} d x+a_{0} k_{0}^{q} \int_{A(k)}\left|w_{k}\right|^{m} d x \leq  \tag{8.2.43}\\
& \leq c_{9} \varepsilon^{-1 / \theta} \int_{A(k)}\left|w_{k}\right|^{m} d x+c_{10} \varepsilon^{\frac{1}{1-\theta}}\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{m}{m}}+ \\
& \\
& \quad+c_{11} \int_{A(k)}|f(x)| d x, \quad \forall \varepsilon>0
\end{align*}
$$

where

$$
\begin{aligned}
c_{9} & =\theta M c_{7}\|f(x)\|_{L_{p}(G)}^{\frac{1}{\theta}}, \\
c_{10} & =(1-\theta) M c_{7}, \\
c_{11} & =c_{8} e^{\kappa d} .
\end{aligned}
$$

Now we use the Sobolev imbedding Theorem 1.30. Then from (8.2.43) we get

$$
\begin{align*}
& \frac{1}{2}\left(\frac{m}{c_{1} \kappa}\right)^{m}\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{m}{m \#}}+a_{0} k_{0}^{q} \int_{A(k)}\left|w_{k}\right|^{m} d x \leq  \tag{8.2.44}\\
& \leq c_{9} \varepsilon^{-1 / \theta} \int_{A(k)}\left|w_{k}\right|^{m} d x+c_{10} \varepsilon^{\frac{1}{11-\theta)}}\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{m}{m^{\#}}}+ \\
& +c_{11} \int_{A(k)}|f(x)| d x, \quad \forall \varepsilon>0 .
\end{align*}
$$

Now, we can choose $\varepsilon$ in order to have

$$
\begin{equation*}
c_{10} \varepsilon^{\frac{1}{1-\theta}}=\frac{1}{4}\left(\frac{m}{c_{1} \kappa}\right)^{m} \tag{8.2.45}
\end{equation*}
$$

and $k_{0}$ such that

$$
\begin{equation*}
c_{9} \varepsilon^{-\frac{1}{\theta}}=a_{0} k_{0}^{q} \tag{8.2.46}
\end{equation*}
$$
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$$
\begin{equation*}
\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{r n}{m \#}} \leq c_{12} \int_{A(k)}|f(x)| d x \quad \forall k \geq k_{0} . \tag{8.2.47}
\end{equation*}
$$

At last, by Young's inequality we get

$$
\int_{A(k)}|f(x)| d x \leq\|f(x)\|_{L_{p}(G)} \text { meas }^{1-\frac{1}{p}} A(k) .
$$

Therefore from (8.2.47) it follows that

$$
\begin{equation*}
\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}}\right)^{\frac{m}{m \#}} \leq c_{12}\|f(x)\|_{L_{p}(G)} \text { meas }^{1-\frac{1}{p}} A(k) \tag{8.2.48}
\end{equation*}
$$

Now let $l>k>k_{0}$. By (1.11.8) of the preliminaries and the definition of the function $w_{k}(x)$ we have $\left|w_{k}\right| \geq \frac{1}{m}(|u|-k)_{+}$, and therefore

$$
\int_{A(l)}\left|w_{k}\right|^{m^{\#}} d x \geq\left(\frac{l-k}{m}\right)^{m^{\#}} \operatorname{meas} A(l)
$$

From (8.2.48) it now follows that

$$
\begin{gather*}
\text { meas } A(l) \leq\left(\frac{m}{l-k}\right)^{m^{\#}} \int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x \leq  \tag{8.2.49}\\
\leq\left(\frac{m}{l-k}\right)^{m^{\#}}\left(c_{12}\|f(x)\|_{L_{p}(G)}\right)^{\frac{m^{\#}}{m}} \text { meas } \frac{m^{\#}}{m}\left(1-\frac{1}{p}\right)_{A}(k), \\
\forall l>k \geq k_{0} .
\end{gather*}
$$

Now we set

$$
\psi(k)=\text { meas } A(k)
$$

Then from (8.2.49) it follows that

$$
\begin{equation*}
\psi(l) \leq c_{13}\left(\frac{m}{l-k}\right)^{m^{\#}}[\psi(k)]^{\frac{m^{\#}}{m}\left(1-\frac{1}{p}\right)} \tag{8.2.50}
\end{equation*}
$$

From the definition of $m^{\#}$ and the assumption $p>\frac{N}{m}$ we note that

$$
\gamma=\frac{m^{\#}}{m}\left(1-\frac{1}{p}\right)>1 .
$$

Then from (8.2.50) we get

$$
\psi(l) \leq \frac{c_{19}}{(l-k)^{m^{\#}}} \psi^{\gamma}(k) \quad \forall l>k \geq k_{0}
$$

and therefore we have, according to Lemma 1.59 , that $\psi\left(k_{0}+\delta\right)=0$ with $\delta$ depending only on the quantities in the formulation of Theorem 8.32. This fact means that $|u(x)|<k_{0}+\delta$ for almost all $x \in G$. Theorem 8.32 is proved.

Corollary 8.33. Let $1<m<N, q\rangle \frac{m N}{N-m}-1$ and $\beta>-\frac{N}{s}$ for some $s>\frac{N}{m}$ be given numbers. Let $a_{0}(x) \geq a_{0}>0$ ( $a_{0}$-const) and $|f(x)| \leq f_{1}|x|^{\beta}$. Suppose

$$
a_{0}(x), f(x) \in L^{p / m}(G), p>N
$$

Then any generalized solution $u(x)$ of $(L P A)$ is Hölder continuous in $\bar{G}$.
Proof. This assertion follows from Theorem 8.32 and Theorem 8.3 according to the inequality (8.2.33).

Theorem 8.34. Let $1<m<N$ and $q>m-1$ be given. Let $0<a_{0} \leq$ $a_{0}(x) \leq a_{1},\left(a_{0}, a_{1}\right.$ - const) and let (8.2.35) is satisfied with some $\beta \geq 0$. Let $u(x)$ be any generalized solution of (LPA). If, in addition,

$$
\begin{equation*}
\lambda_{0}<\frac{\beta+m}{m-1}, \quad \text { and } q>\frac{m N}{N-m}-1 \tag{8.2.51}
\end{equation*}
$$

then

$$
\begin{equation*}
|u(x)| \leq c_{0}|x|^{\lambda_{0}}, \quad x \in G_{0}^{d} . \tag{8.2.52}
\end{equation*}
$$

Proof. First we apply Lemma 8.27. From the inequality (8.2.21) under $p \rightarrow \infty$ the estimate follows

$$
\begin{equation*}
|u(x)| \leq c|x|^{\frac{m}{m-1-q}} . \tag{8.2.53}
\end{equation*}
$$

Hence, in view of (8.2.36) the second inequality (8.2.51) is justified. Now we consider the auxiliary problem

$$
\begin{cases}\Delta_{m} v=f_{1}|x|^{\beta}, & x \in G_{0}^{d},  \tag{8.2.54}\\ v(x)=u_{+}(x), & x \in \Omega_{d}, \\ v(x)=0, & x \in \Gamma_{0}^{d}\end{cases}
$$

with some $d>0, f_{1} \geq 0$, where $u_{+}(x)$ is the positive part of $u(x)$.
Under the assumptions of our theorem, by the existence Theorem 8.5, there is a weak solution of the auxiliary problem (8.2.54). Further, by Theorem 8.7, we have that $u(x) \in C^{1+\gamma}\left(\overline{G_{d / 2}^{d}}\right)$. Then, in view of Theorem 8.30, we have

$$
\begin{equation*}
0 \leq v(x) \leq c_{0}|x|^{\lambda_{0}}, \quad \text { and }|\nabla v| \leq c|x|^{\lambda_{0}-1} \quad \text { for } x \in G_{0}^{d} \tag{8.2.55}
\end{equation*}
$$

We wish to prove that

$$
\begin{equation*}
u(x) \leq v(x) \quad \text { for } x \in G_{0}^{d} \tag{8.2.56}
\end{equation*}
$$

which will prove the theorem. To do this, we apply the proof by contradiction. We suppose that $u(x)>v(x)$ on some set $D \subset G_{0}^{d}$ is fulfilled. By Corollary 8.33, the set $D$ is a domain. From ( $L P A$ ) and (8.2.54) we have

$$
\Delta_{m} u \leq f(x) \leq f_{1}|x|^{\beta}=\Delta_{m} v, \quad \forall x \in D
$$

that is

$$
\begin{equation*}
\int_{D}\left(|\nabla u|^{m-2} u_{x_{i}}-|\nabla v|^{m-2} v_{x_{i}}\right) \eta_{x_{i}} d x \leq 0 \tag{8.2.57}
\end{equation*}
$$

for $\forall \eta(x) \in W_{0}^{1, m}(D) \cap L^{q+1}(D), \eta(x) \geq 0$. We put

$$
\begin{gathered}
w=u-v, \quad u^{t}=t u+(1-t) v \quad \forall t \in[0,1] \\
a^{i j}(x)=\int_{0}^{1} \frac{\partial a_{i}\left(u_{x}^{t}\right)}{\partial u_{x_{j}}^{t}} d t
\end{gathered}
$$

where $a_{i}(z)$ are defined by (8.2.1). Then from (8.2.57) we obtain

$$
\begin{equation*}
\int_{D} a^{i j}(x) w_{x_{j}} \eta_{x_{i}} d x \leq 0 \tag{8.2.58}
\end{equation*}
$$

for $\forall \eta(x) \in W_{0}^{1, m}(D) \cap L^{q+1}(D), \eta(x) \geq 0$. Recall that the ellipticity condition ( $E$ ) with (8.2.2) holds. Thus, the function $w(x)>0$ in $D$ and satisfies the integral inequality (8.2.58). Further, by the conditions of the theorem, the inequality (8.2.33) holds and in particular

$$
\begin{equation*}
\int_{D}\left(|\nabla u|^{m}+r^{-m}|u|^{m}\right) d x \leq \text { const. } \tag{8.2.59}
\end{equation*}
$$

The same inequality is true for the function $v(x)$. In fact (8.2.59) for $v(x)$ follows from (8.2.55), if we take into account (8.2.3) and $m<N$. But now we can state the validity of the inequality

$$
\begin{equation*}
\int_{D}\left(|\nabla w|^{m}+r^{-m}|w|^{m}\right) d x \leq \text { const. } \tag{8.2.60}
\end{equation*}
$$

This circumstance makes it possible to put in (8.2.58) the function $\eta(x)=$ $w(x) \Theta\left(\frac{|x|}{\varepsilon}\right)$ with $\Theta(t)$, defined by (8.2.14). As a result we obtain

$$
\begin{align*}
& \int_{D} \Theta\left(\frac{|x|}{\varepsilon}\right)|\nabla w|^{2}\left(\int_{0}^{1}\left|\nabla u^{t}\right|^{m-2} d t\right) d x \leq \\
& \leq c \int_{D \cap G_{\varepsilon}^{2}} r^{-1} w|\nabla w|\left(\int_{0}^{1}\left|\nabla u^{t}\right|^{m-2} d t\right) d x \leq  \tag{8.2.61}\\
& \leq c \int_{D \cap G_{\varepsilon}^{Z^{2}}}\left(|\nabla w|^{m}+r^{-m} w^{m}+|\nabla v|^{m}\right) d x
\end{align*}
$$

(by the Young inequality). In view of (8.2.55) and (8.2.60) the right hand integral is uniformly bounded over $\varepsilon>0$. Therefore, it is possible to take the limit as $\varepsilon \rightarrow 0$ which produces

$$
\begin{equation*}
\int_{D}|\nabla w|^{2}\left(\int_{0}^{1}\left|\nabla u^{t}\right|^{m-2} d t\right) d x \leq 0 . \tag{8.2.62}
\end{equation*}
$$

By the continuity of $w(x)$ and in view of $w(x)=0, x \in \partial D$, from (8.2.64) we get $w(x) \equiv 0 \forall x \in D$. The contradiction to our assumption $w(x)>0$ $\forall x \in D$ is finished. By this fact, (8.2.56) and the assertion of Theorem 8.34 are proved.

Lemma 8.35. Let $u(x)$ be a weak solution of the problem (LPA). If $f(x) \geq 0$ for a.e. $x \in G$ then $u(x) \geq 0$ a.e. in $G$.

Proof. We define

$$
G^{-}=\{x \in G \mid u(x)<0\}
$$

Choose $\eta=\max \{-u(x), 0\}$ as a test function in the integral identity (II). We obtain

$$
\left.\left.\int_{G^{-}}\langle | \nabla u\right|^{m}+a_{0}(x)|u|^{q+1}\right\rangle d x=\int_{G^{-}} f(x) u(x) d x \leq 0 .
$$

Hence it follows that $u(x)=0, x \in G^{-}$. Thus $u(x) \geq 0$ a.e. in $G$.
Theorem 8.36. Let $1<m<N, q>0$ be given. Let $a_{0}(x) \geq a_{0}>0$ ( $a_{0}$ is a constant) and let (8.2.35) be satisfied. Let $u(x)$ be a weak bounded
solution of $(L P A)$ with $\sup _{G}|u(x)|=M_{0}$. Suppose, in addition,

$$
f(x) \geq 0 ; \quad \text { and } a_{0}(x) \leq M_{0}^{-q} f(x) \text { a.e. in } G .
$$

The following assertion holds. If $\lambda_{0}<\frac{\beta+m}{m-1}$, then

$$
\begin{equation*}
0 \leq u(x) \leq c_{0}|x|^{\lambda_{0}}, \quad x \in G_{0}^{d} . \tag{8.2.63}
\end{equation*}
$$

Proof. From the equation of $(L P A)$ we have

$$
\Delta_{m} u=F(x), \quad \text { where } F(x) \equiv f(x)-a_{0}(x) u|u|^{q-1}
$$

By Lemma $8.35, u \geq 0$. Therefore, in view of our assumptions, we get that $0 \leq F(x) \leq f_{1}|x|^{\beta}$. By the assumption on $\lambda_{0}, \beta$, the conditions of Theorem 8.31 are satisfied. By this theorem we get (8.2.63).

Theorem 8.37. Let $1<m<N, q>0$ be given. Let $a_{0}(x) \geq a_{0}>0$ ( $a_{0}$ is a constant) and let (8.2.35) be satisfied. Let $u(x)$ be a weak solution of ( $L P A$ ).

The following assertion holds. If $\lambda_{0}>\frac{\beta+m}{m-1}$, then

$$
\begin{equation*}
|u(x)| \leq c_{0}|x|^{\frac{\theta_{m}-m}{m-1}}, \quad x \in G_{0}^{d} \tag{8.2.64}
\end{equation*}
$$

Proof. By Theorem 8.32 we verify that $u(x)$ is a bounded function. We set $\lambda=\frac{m+\beta}{m-1}$. By the conditions of our theorem,

$$
0<\lambda<\lambda_{0} .
$$

We take

$$
v(x)=A|x|^{\lambda} \phi(\omega)
$$

as the barrier functions, where $\forall A>0$ and $(\lambda, \phi)$ is a solution of (8.2.5). It exists in view of Theorem 8.14. In this connection

$$
\begin{cases}\Delta_{m} v=A^{m-1}|x|^{\lambda(m-1)-m}, & x \in G_{0}^{d} \\ v(x)=A d^{\lambda} \phi(\omega) \geq 0, & x \in \Omega_{d} ; \\ v(x)=0, & x \in \Gamma_{0}^{d}\end{cases}
$$

By the function $\phi(\omega)$ properties (see Theorem 8.14 and Lemma 8.18) it is easy to verify that

$$
0 \leq v(x) \leq c A|x|^{\lambda}
$$

and

$$
\int_{G}\left(|\nabla v|^{m}+r^{-m}|v|^{m}\right) d x \leq \text { const. }
$$

Wishing to prove that $u(x) \leq v(x)$ for $x \in G_{0}^{d}$ (by this the assertion of the theorem will be proved), we suppose by contradiction that on some set $D \subset G_{0}^{d}$ the inequality $u(x)>v(x)$ is satisfied. Since $u(x)$ is bounded in $G$,
then by Theorem 8.3 it is Hölder-continuous. This fact implies that the set $D$ is a domain. Further, we have for $x \in D$

$$
\begin{gathered}
\Delta_{m} u(x) \leq f(x) \leq f_{1}|x|^{\beta}=f_{1}|x|^{\lambda(m-1)-m} \leq \\
\leq A^{m-1}|x|^{\lambda(m-1)-m}=\Delta_{m} v(x), \quad \text { if } A \geq f_{1}^{\frac{1}{m-1}}
\end{gathered}
$$

Moreover, (8.2.59) is valid by Theorem 8.21. Really, for this fact it obviously suffices to show that $\int_{G}|r f|^{\frac{m}{m-1}} d x$ is finite. Because of (8.2.35) we have

$$
\int_{G}|r f|^{\frac{m}{m-1}} d x \leq f_{1}^{\frac{m}{m-1}} \int_{0}^{d} r^{\frac{m}{m-1}(\beta+1)+N-1} d r<\infty
$$

if $\frac{m}{m-1}(\beta+1)+N>0$. But by (8.2.35) and since $N>m$ we obtain
$\frac{m}{m-1}(\beta+1)+N>\frac{m}{m-1}\left(1-\frac{N}{p}\right)+N>\frac{m}{m-1}(1-m)+N=N-m>0$.
Now we repeat the arguments of the proof of Theorem 8.34 word for word and obtain the required assertion of Theorem 8.37.

### 8.3. Estimates of weak solutions near a conical point

In this section we investigate the behavior of the weak solutions of the ( $D Q L$ ) near a conical point. Let $\lambda_{0}$ be the least positive eigenvalue of the problem ( $E V D$ ) (see Theorem 8.12). Let us introduce the number

$$
q=\frac{(1-t)(m-1)}{t}, \quad \text { for } 0<t \leq 1
$$

Concerning the equation of the ( $D Q L$ ) we make the following Assumptions:
the functions $a_{i}(x, u, z)$ and $a(x, u, z)$ are continuously differentiable with respect to the $x, u, z$ variables in $\mathfrak{M}_{d, M_{0}}=\overline{G_{0}^{d}} \times\left[-M_{0}, M_{0}\right] \times \mathbb{R}^{N}$ and satisfy the following inequalities
E) $\quad \nu|u|^{q}|z|^{m-2}|\xi|^{2} \leq \frac{\partial a_{i}(x, u, z)}{\partial z_{j}} \xi_{i} \xi_{j} \leq \mu|u|^{q}|z|^{m-2}|\xi|^{2}$, $\forall \xi \in \mathbb{R}^{N} \backslash\{0\} ;$

1) $\sqrt{\sum_{i=1}^{N}\left|\frac{\partial a(x, u, z)}{\partial z_{i}}\right|^{2}} \leq \mu|u|^{q-1}|z|^{m-1}$;
2) $\frac{\partial a(x, u, z)}{\partial u} \geq \nu|u|^{q-2}|z|^{m}$;
3) $\left.\left.\quad\left|\frac{\partial a_{i}(x, u, z)}{\partial z_{j}}-|u|^{q}\right| z\right|^{m-4}\left(\delta_{i}^{j}|z|^{2}+(m-2) z_{i} z_{j}\right) \right\rvert\, \leq$ $\leq c_{1}(r) r^{\beta+m-\lambda_{0}(m-1)}|u|^{q}|z|^{m-2}+c_{2}(r) r^{\beta+2-\lambda_{0}}|u|^{\frac{1-t}{t}} ;$
4) $\quad\left|\frac{\partial a_{i}(x, u, z)}{\partial x_{i}}\right|+|a(x, u, z)| \leq c_{3}(r) r^{\beta-m\left(\lambda_{0}-1\right)}|u|^{\frac{m(1-t)}{t}}|z|^{m}+$ $+c_{4}(r)|u|^{\frac{\beta}{t \lambda_{0}}}+c_{5}(r) r^{\beta}$,
where $\nu, \mu>0, \beta>(m-1) \lambda_{0}-m$ are constants, $c_{i}(r)$ are nonnegative, continuous at zero functions with $c_{i}(0)=0 ; \quad i=1, \ldots, 5$.

At first, we transform our problem ( $D Q L$ ) into such problem in which the leading coefficients are independent of $u$ explicit.

Lemma 8.38. Let us make the change of function

$$
\begin{equation*}
u=v|v|^{t-1} ; \quad \text { for } 0<t \leq 1 \tag{8.3.1}
\end{equation*}
$$

Suppose that

$$
\begin{equation*}
u \frac{\partial a_{i}(x, u, z)}{\partial u}=\frac{1-t}{t} \cdot \frac{\partial a_{i}(x, u, z)}{\partial z_{j}} z_{j} ; \quad i=1, \ldots, N . \tag{U}
\end{equation*}
$$

Then the problem ( $D Q L$ ) takes the form

$$
\begin{equation*}
Q_{t}(v, \phi) \equiv \int_{G}\left\langle\mathcal{A}_{i}\left(x, v_{x}\right) \phi_{x_{i}}+\mathcal{A}\left(x, v, v_{x}\right) \phi\right\rangle d x=0 \tag{8.3.2}
\end{equation*}
$$

for all $\phi(x) \in W_{0}^{1, m}(G) \cap L^{\infty}(G)$, where

$$
\begin{align*}
& \mathcal{A}_{i}(x, \zeta) \equiv a_{i}\left(x, v|v|^{t-1}, t|v|^{t-1} \zeta\right)  \tag{8.3.3}\\
& \mathcal{A}(x, v, \zeta) \equiv a\left(x, v|v|^{t-1}, t|v|^{t-1} \zeta\right)
\end{align*}
$$

Proof. In fact, by calculating, from (8.3.1)-(8.3.3) it follows that

$$
\begin{aligned}
\frac{d \mathcal{A}_{i}}{d v} & =\frac{\partial a_{i}(x, u, z)}{\partial u} \cdot t|v|^{t-1}+\frac{\partial a_{i}(x, u, z)}{\partial z_{j}} \cdot t(t-1)|v|^{t-2} \operatorname{sign} v \cdot \zeta_{j}= \\
& =\frac{\partial a_{i}(x, u, z)}{\partial u} \cdot t|v|^{t-1}+\frac{\partial a_{i}(x, u, z)}{\partial z_{j}} \cdot(t-1)|v|^{t-2} \operatorname{sign} v \cdot|v|^{1-t} z_{j}= \\
& =\frac{1}{v}\left(t u \frac{\partial a_{i}(x, u, z)}{\partial u}+(t-1) \frac{\partial a_{i}(x, u, z)}{\partial z_{j}} z_{j}\right)=0,
\end{aligned}
$$

which is the required statement.

8 Weak solutions of the Dirichlet problem for

Remark 8.39. It is easy to see that we can take

$$
\left\{\begin{array}{ll}
t=1, & \text { if }  \tag{8.3.4}\\
t=1-\varepsilon, \forall \varepsilon \in(0,1), & \text { if } \\
\frac{d a_{i}(x, u, u)}{d u}=0 ; \\
t u, u, z)
\end{array}=0 .\right.
$$

The change (8.3.1) transforms our assumptions into the following
( $\widetilde{\mathbf{E}}) \quad \nu|\zeta|^{m-2}|\xi|^{2} \leq \frac{\partial \mathcal{A}_{i}(x, \zeta)}{\partial \zeta_{j}} \xi_{i} \xi_{j} \leq \mu|\zeta|^{m-2}|\xi|^{2}, \forall \xi \in \mathbb{R}^{N} \backslash\{0\} ;$

1) $\sqrt{\sum_{i=1}^{N}\left|\frac{\partial \mathcal{A}(x, v, \zeta)}{\partial \zeta_{i}}\right|^{2}} \leq \mu|v|^{-1}|\zeta|^{m-1} ;$
$\widetilde{\text { 2) }} \frac{\partial \mathcal{A}(x, v, \zeta)}{\partial v} \geq \nu t^{m+1}|v|^{-2}|\zeta|^{m} ;$
2) $\begin{aligned} & \left.\left.\left|\frac{\partial \mathcal{A}_{i}(x, \zeta)}{\partial \zeta_{j}}-t^{m-1}\right| \zeta\right|^{m-4}\left(\delta_{i}^{j}|\zeta|^{2}+(m-2) \zeta_{i} \zeta_{j}\right) \right\rvert\, \leq \\ & \leq c_{1}(r) r^{\beta+m-\lambda_{0}(m-1)}|\zeta|^{m-2}+c_{2}(r) r^{\beta+2-\lambda_{0}} ;\end{aligned}$
3) $\left.\underset{c_{5}(r) r^{\beta} .}{\left\lvert\, \frac{\partial \mathcal{A}_{i}(x, \zeta)}{\partial x_{i}}\right.}\left|+|\mathcal{A}(x, v, \zeta)| \leq c_{3}(r) r^{\beta-m\left(\lambda_{0}-1\right)}\right| \zeta\right|^{m}+c_{4}(r)|v|^{\frac{\beta}{\lambda_{0}}}+$ The main statement of this section is presented by the following theorems.

Theorem 8.40. Let $u(x) \in W^{1, m}(G) \cap L^{\infty}(G)$ for $1<m<N$ be a weak solution of the ( $D Q L$ ). Suppose that the assumptions $E),(U), 1)-4$ ) are fulfilled. Then there exists a constant $c_{0}>0$, depending only on the parameters and norms of functions occuring in the assumptions, such that

$$
\begin{equation*}
|u(x)| \leq c_{0}|x|^{t \lambda_{0}} . \tag{8.3.5}
\end{equation*}
$$

Proof. Making the transformation (8.3.1) in the problem ( $D Q L$ ) to the equation $Q_{t}(v, \phi)=0$ we shall estimate the function $v(x)$ under the assumptions $(\widetilde{E}), \widetilde{1})-\widetilde{4}$ ). At first, for some $d>0$ we consider the auxiliary problem

$$
\begin{cases}\Delta_{m} w=f_{1}|x|^{\beta}, & x \in G_{0}^{d}  \tag{8.3.6}\\ w(x)=v_{+}(x), & x \in \Omega_{d} ; \\ w(x)=0, & x \in \Gamma_{0}^{d}\end{cases}
$$

where $v_{+}(x)$ is the positive part of $v(x)$ and the constants

$$
f_{1} \geq 0, \beta>(m-1) \lambda_{0}-m
$$

### 8.3 Estimates of weak solutions near a Conical point

Under the assumptions of our Theorem, by the existence Theorem 8.5, there is a weak solution $w(x)$ of the auxiliary problem (8.3.6). Further, by Theorem 8.7, we have that $v(x) \in C^{1+\gamma}\left(\overline{G_{d / 2}^{d}}\right)$. Then, in view of Theorem 8.30, we have

$$
\begin{gathered}
0 \leq w(x) \leq c_{0}|x|^{\lambda_{0}}, \quad|\nabla w| \leq c_{1}|x|^{\lambda_{0}-1} \\
\left|w_{x x}\right| \leq c_{2}|x|^{\lambda_{0}-2}, \quad x \in G_{0}^{d}
\end{gathered}
$$

Now let $\phi \in L_{\infty}\left(G_{0}^{d}\right) \cap W_{0}^{1, m}\left(G_{0}^{d}\right)$ be any nonnegative function. For the operator $Q_{t}$, that is defined by (8.3.2), applying the assumptions $\widetilde{3}$ ) $-\widetilde{4}$ ) and estimates (8.3.7) we obtain

$$
\begin{aligned}
Q_{t}(w, \phi) & =\int_{G_{0}^{d}}\left\langle\mathcal{A}_{i}\left(x, w_{x}\right) \phi_{x_{i}}+\mathcal{A}\left(x, w, w_{x}\right) \phi\right\rangle d x= \\
& =\int_{G_{0}^{d}} \phi(x)\left\langle-\frac{d}{d x_{i}} \mathcal{A}_{i}\left(x, w_{x}\right)+\mathcal{A}\left(x, w, w_{x}\right)\right\rangle d x= \\
& =\int_{G_{0}^{d}} \phi(x)\left\langle-\frac{d}{d x_{i}}\left(\mathcal{A}_{i}\left(x, w_{x}\right)-t^{m-1}|\nabla w|^{m-2} w_{x_{i}}\right)+f_{1} r^{\beta}+\right. \\
& \left.+\mathcal{A}\left(x, w, w_{x}\right)\right\rangle d x=\int_{G_{0}^{d}} \phi(x)\left\langle f_{1} r^{\beta}-\frac{\partial \mathcal{A}_{i}\left(x, w_{x}\right)}{\partial x_{i}}+\mathcal{A}\left(x, w, w_{x}\right)-\right. \\
& -\left[\frac{\partial \mathcal{A}_{i}\left(x, w_{x}\right)}{\partial w_{x_{j}}}-t^{m-1}|\nabla w|^{m-4}\left(\delta_{i}^{j}|\nabla w|^{2}+\right.\right. \\
& \left.\left.+(m-2) w_{x_{i}} w_{x_{j}}\right] w_{x_{i} x_{j}}\right\rangle d x \geq \\
& \geq \int_{G_{0}^{d}} \phi(x)\left\langle f_{1} r^{\beta}-\right| \frac{\partial \mathcal{A}_{i}\left(x, w_{x}\right)}{\partial x_{i}}\left|-\left|\mathcal{A}\left(x, w, w_{x}\right)\right|-\right. \\
& -\left.\left|\frac{\partial \mathcal{A}_{i}\left(x, w_{x}\right)}{\partial w_{x_{j}}}-t^{m-1}\right| \nabla w\right|^{m-4}\left(\delta_{i}^{j}|\nabla w|^{2}+\right. \\
& +(m-2) w_{x_{i}} w_{x_{j}}|\cdot| w_{x x}| \rangle d x \geq \\
& \geq\left.\int_{G_{0}^{d}} \phi(x)\left\langle f_{1} r^{\beta}-c_{3}(r) r^{\beta-m\left(\lambda_{0}-1\right)}\right| \nabla w\right|^{m}-c_{4}(r)|w|^{\frac{\beta}{\lambda_{0}}}-c_{5}(r) r^{\beta}-
\end{aligned}
$$

## 8 Weak solutions of the Dirichlet problem for divergence form quasilinear equations

$$
\begin{aligned}
& \left.-c_{1}(r) r^{\beta+m-\lambda_{0}(m-1)}|\nabla w|^{m-2}\left|w_{x x}\right|-c_{2}(r) r^{\beta+2-\lambda_{0}}\left|w_{x x}\right|\right\rangle d x \geq \\
& \geq \int_{G_{0}^{d}} \phi(x) r^{\beta}\left\langle f_{1}-\sum_{i=1}^{5} c_{i}(r)\right\rangle d x .
\end{aligned}
$$

Hence, choosing a $d>0$ by the continuity of $c_{i}(r),(i=1, \ldots, 5)$ so small that $\sum_{i=1}^{5} c_{i}(r) \leq \frac{1}{2} f_{1}$, we get

$$
Q_{t}(w, \phi) \geq \frac{1}{2} f_{1} \int_{G_{0}^{d}} \phi(x) r^{\beta} \geq 0 .
$$

Thus, from (8.3.2) and (8.3.6) we get

$$
\begin{cases}Q(w, \phi) \geq 0=Q(v, \phi) & \forall \phi \geq 0 \\ w(x) \geq v(x), & \text { in } G_{0}^{d} \\ & x \in \partial G_{0}^{d} .\end{cases}
$$

Besides that, one can readily verify that all the other conditions of the comparison principle (Theorem 9.6) are fulfilled. By this principle we get

$$
v(x) \leq w_{\varepsilon}(x), \quad \forall x \in \overline{G_{0}^{d}} .
$$

Similarly one can prove that

$$
v(x) \geq-w(x), \quad \forall x \in \overline{G_{0}^{d}} .
$$

Thus, finally, we obtain

$$
|v(x)| \leq w(x) \leq c_{0}|x|^{\lambda_{0}}, \quad \forall x \in \overline{G_{0}^{d}} .
$$

Returning to the old variables, in virtue of (8.3.1) we get the required estimate (8.3.5). Our theorem is proved.

Theorem 8.41. Let $u(x) \in W^{1, m}(G) \cap L^{\infty}(G)$ for $1<m<N$ be a weak solution of the (DQL). Suppose that the assumptions $(E),(U), 1)-4)$ are fulfilled. Suppose, in addition,

$$
\sqrt{\sum_{i=1}^{N}\left|a_{i}(x, u, z)-a_{i}(y, v, z)\right|^{2}} \leq \mu(1+|z|)^{m-1}\left(|x-y|^{\alpha}+|u-v|^{\alpha}\right)
$$

for all $(x, u, z) \in \partial G \times\left[-M_{0}, M_{0}\right] \times \mathbb{R}^{N}$ and all $(y, v) \in G \times\left[-M_{0}, M_{0}\right]$.
Then there exists a constant $c_{1}>0$, depending only on the the parameters and norms of the functions occurring in the assumptions, such that

$$
\begin{equation*}
|\nabla u(x)| \leq c_{1}|x|^{\lambda_{0}-1} \tag{8.3.8}
\end{equation*}
$$

Proof. Let us consider in the layer $G_{1 / 2}^{1}$ the function $v\left(x^{\prime}\right)=\varrho^{-t \lambda_{0}} u\left(\varrho x^{\prime}\right)$, taking $u \equiv 0$ outside $G$. Let us perform in the equation ( $D Q L$ ) the change of variables $x=\varrho x^{\prime}$. The function $v\left(x^{\prime}\right)$ satisfies the equation
$(D Q L)^{\prime} \quad\left\{\begin{array}{c}\int_{G_{1 / 2}^{1}}\left\{\widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right) \phi_{x_{i}^{\prime}}+\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right) \phi\right\} d x^{\prime}=0, \\ \forall \phi\left(x^{\prime}\right) \in W_{0}^{1, m}\left(G_{1 / 2}^{1}\right) \cap L^{\infty}\left(G_{1 / 2}^{1}\right) ; \\ \widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right) \equiv a_{i}\left(\varrho x^{\prime}, \varrho^{t \lambda_{0}} v, \varrho^{t \lambda_{0}-1} v_{x^{\prime}}\right), \\ \widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right) \equiv \varrho a\left(\varrho x^{\prime}, \varrho^{t \lambda_{0}} v, \varrho^{t \lambda_{0}-1} v_{x^{\prime}}\right) .\end{array}\right.$
In virtue of the assumptions of our theorem, we can apply the Lieberman Theorem 8.7:

$$
\sup _{G_{1 / 2}^{1}}\left|\nabla^{\prime} v\right| \leq M_{1}^{\prime}
$$

where $M_{1}^{\prime}>0$ is determined only by $t, \lambda_{0}, \alpha, \nu, \mu, N, G$ and $c_{0}$ from (8.3.5). Hence, returning to the function $u(x)$ we get

$$
|\nabla u(x)| \leq M_{1}^{\prime} \varrho^{t \lambda_{0}-1}, \quad x \in G_{\varrho / 2}^{\varrho}
$$

Letting $|x|=\frac{2}{3} \varrho$, we obtain the desired inequality (8.3.8).
Corollary 8.42. From Remark 8.39 it follows that the estimates (8.3.5), (8.3.8) can be rewritten in the following form

$$
\begin{gather*}
|u(x)| \leq c \begin{cases}|x|^{\lambda_{0}}, & \text { if } \frac{d a_{i}(x, u, z)}{d u}=0 \\
|x|^{\lambda_{0}-\varepsilon}, \forall \varepsilon \in(0,1), & \text { if } \frac{d a_{i}(x, u, z)}{d u} \neq 0 .\end{cases}  \tag{8.3.9}\\
|\nabla u(x)| \leq c \begin{cases}|x|^{\lambda_{0}-1}, & \text { if } \frac{d a_{i}(x, u, z)}{d u}=0 \\
|x|^{\lambda_{0}-1-\varepsilon}, \forall \varepsilon \in(0,1), & \text { if } \frac{d a_{i}(x, u, z)}{d u} \neq 0 .\end{cases} \tag{8.3.10}
\end{gather*}
$$

### 8.4. Integral estimates of second weak derivatives of solutions

In this section we will derive a priori estimates of second derivatives (in terms of the Sobolev weighted norm) of solutions to the ( $D Q L$ ) in a neighborhood of a conical boundary point. We give an example which demonstrates that the estimates obtained are exact.

We define the set $\mathfrak{M}=\bar{G} \times \mathbb{R} \times \mathbb{R}^{N}$ and we will suppose that the ellipticity condition ( $E$ ) and the following assumptions are fulfilled
there exist a number $\mu>0$ and nonnegative functions

$$
\begin{gathered}
f(x) \in L^{2}(G) \cap L^{(m+2) / m}(G) \cap L^{p / m}(G) \\
g(x) \in L^{2(m+2) / m}(G) \cap L^{(m+2) /(m-1)}(G) \cap L^{p /(m-1)}(G), \\
p>N
\end{gathered}
$$

such that

$$
\begin{equation*}
a_{i}(x, u, z), a(x, u, z) \in C^{1}(\mathfrak{M}), i=1, \ldots, N \tag{A}
\end{equation*}
$$

$$
\begin{equation*}
|a(x, u, z)|+\left|\sum_{i=1}^{N} \frac{\partial a_{i}(x, u, z)}{\partial x_{i}}\right| \leq \mu|z|^{m}+f(x)|z|^{\frac{m-2}{2}} \tag{B}
\end{equation*}
$$

$$
\begin{equation*}
\sqrt{\sum_{i=1}^{N}\left|\frac{\partial a_{i}(x, u, z)}{\partial u}\right|^{2}}+\sqrt{\sum_{i=1}^{N}\left|\frac{\partial a(x, u, z)}{\partial z_{i}}\right|^{2}} \leq \mu|z|^{m-1}+g(x)|z|^{\frac{m-2}{2}} ; \tag{C}
\end{equation*}
$$

(D) $|z| \cdot \sqrt{\sum_{i=1}^{N}\left|a_{i}(x, u, z)-a_{i}(y, v, z)\right|^{2}}+|a(x, u, z)-a(y, v, z)| \leq$

$$
\leq \mu|z|^{m}(|x-y|+|u-v|), \quad \forall x, y \in G, \forall u, v \in \mathbb{R}
$$

(F) $\quad\left|\sum_{i=1}^{N} \frac{\partial a_{i}(x, u, 0)}{\partial x_{i}}\right| \leq f(x) ; \quad \sqrt{\sum_{i=1}^{N}\left|\frac{\partial a_{i}(x, u, 0)}{\partial u}\right|^{2}} \leq g(x)$.

We make the transformation $x=\varrho x^{\prime}$. Let $v\left(x^{\prime}\right)=u\left(\varrho x^{\prime}\right)$ and $G^{\prime}$ be the image of $G$ under this transformation. Let $d>0$ be so small that if $\varrho \in$ $(0, d)$, then $G_{1 / 4}^{2} \subset G^{\prime}$. Further, our problem ( $D Q L$ ) takes the form
$(D Q L)^{\prime}$

$$
\left\{\begin{array}{c}
\int_{G^{\prime}}\left\{\widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right) \phi_{x_{i}^{\prime}}+\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right) \phi\right\} d x^{\prime}=0 \\
\forall \phi\left(x^{\prime}\right) \in W_{0}^{1, m}\left(G^{\prime}\right) \cap L^{\infty}\left(G^{\prime}\right) \\
\widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right) \equiv a_{i}\left(\varrho x^{\prime}, v, \varrho^{-1} v_{x^{\prime}}\right) \\
\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right) \equiv \varrho a\left(\varrho x^{\prime}, v, \varrho^{-1} v_{x^{\prime}}\right)
\end{array}\right.
$$

At first we establish the strong interior estimate.
8.4.1. Local interior estimates. In this subsection we derive local interior integral estimates of weak solutions of the problem ( $D Q L$ ).

Theorem 8.43. Let $u(x)$ be a bounded weak solution of the problem $(D Q L)$. Let us assume that the hypotheses $(A),(B),(C),(D),(E),(F)$ are fulfilled on the set $\mathfrak{M}$. Let any $\widetilde{G}$ be such $\widetilde{G} \subset \subset G_{\varrho / 4}^{\varrho} \subset G$. Then there exists

### 8.4 Integral estimates of second weak DERIVATIVES OF SOLUTIONS

the integral $\int_{\widetilde{G}}\left(|\nabla u|^{m+2}+|\nabla u|^{m-2} u_{x x}^{2}\right) d x$ and we have the estimate
$\int_{\widetilde{G}}\left(|\nabla u|^{m+2}+|\nabla u|^{m-2} u_{x x}^{2}\right) d x \leq$

$$
\begin{equation*}
\leq C \int_{\widetilde{G}}\left(\rho^{-2}|\nabla u|^{m}+f^{2}+f^{\frac{m+2}{m}}+g^{\frac{m+2}{m-1}}+g^{\frac{2(m+2)}{m}}\right) d x \tag{8.4.1}
\end{equation*}
$$

Proof. Let the image of $\widetilde{G}$ be $\widetilde{G}^{\prime} \subset \subset G_{1 / 4}^{2} \subset G^{\prime}$. For all $x_{0}^{\prime} \in \widetilde{G}^{\prime}$ and all $\sigma$ such that $0<\sigma<\operatorname{dist}\left(\widetilde{G}^{\prime}, \partial G_{1 / 4}^{2}\right)$, we take

$$
\phi\left(x^{\prime}\right)=\triangle_{k}^{-h}\left(\zeta^{2}\left(x^{\prime}\right) \triangle_{k}^{h} v\left(x^{\prime}\right)\right)
$$

as the test function in the $(D Q L)^{\prime}$, where $\zeta\left(x^{\prime}\right) \in C_{0}^{\infty}\left(B_{2 \sigma}\left(x_{0}^{\prime}\right)\right)$ is a cutoff function such that

$$
\zeta\left(x^{\prime}\right)=1 \text { in } B_{\sigma}\left(x_{0}^{\prime}\right), \quad 0 \leq \zeta\left(x^{\prime}\right) \leq 1,\left|\nabla^{\prime} \zeta\right| \leq c \sigma^{-1} \text { in } B_{2 \sigma}\left(x_{0}^{\prime}\right) .
$$

Then for sufficiently small $|h| \leq \sigma$, summing formula (1.11.17) by parts, we obtain

$$
\begin{align*}
\int_{B_{2 \sigma}\left(x_{0}^{\prime}\right)}\left\{\triangle _ { k } ^ { h } \widetilde { a } _ { i } ( x ^ { \prime } , v , v _ { x ^ { \prime } } ) \left(\zeta^{2}\right.\right. & \left.\frac{\partial \triangle_{k}^{h} v\left(x^{\prime}\right)}{\partial x_{i}^{\prime}}+2 \zeta \zeta_{x_{i}^{\prime}} \triangle_{k}^{h} v\left(x^{\prime}\right)\right)+  \tag{8.4.2}\\
& \left.+\triangle_{k}^{h} v\left(x^{\prime}\right) \zeta^{2} \triangle_{k}^{h} \widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right)\right\} d x^{\prime}=0
\end{align*}
$$

where

$$
\begin{aligned}
\triangle_{k}^{h} \widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right) & =\widetilde{a}^{i j}\left(x^{\prime}\right) \frac{\partial \triangle_{k}^{h} v\left(x^{\prime}\right)}{\partial x_{j}^{\prime}}+\widetilde{a}^{i}\left(x^{\prime}\right) \\
\triangle_{k}^{h} \widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right) & =b^{j}\left(x^{\prime}\right) \frac{\partial \triangle_{k}^{h} v\left(x^{\prime}\right)}{\partial x_{j}^{\prime}}+b\left(x^{\prime}\right)
\end{aligned}
$$

with

$$
\begin{gathered}
\widetilde{a}^{i j}\left(x^{\prime}\right) \equiv \int_{0}^{1} \frac{\partial \widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}^{t}\right)}{\partial v_{x_{j}^{\prime}}^{\prime}} d t ; \quad b^{j}\left(x^{\prime}\right) \equiv \int_{0}^{1} \frac{\partial \widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}^{t}\right)}{\partial v_{x_{j}^{\prime}}^{t}} d t \\
\begin{aligned}
\widetilde{a}^{i}\left(x^{\prime}\right) \equiv \frac{1}{h}\left[\widetilde { a } _ { i } \left(x^{\prime}+h \mathbf{e}_{k}, v\left(x^{\prime}+h \mathbf{e}_{k}\right), v_{x^{\prime}}( \right.\right. & \left.\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)- \\
& \left.-\widetilde{a}_{i}\left(x^{\prime}, v\left(x^{\prime}\right), v_{x^{\prime}}\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right]
\end{aligned}
\end{gathered}
$$

$$
b\left(x^{\prime}\right) \equiv \frac{\widetilde{a}\left(x^{\prime}+h \mathbf{e}_{k}, v\left(x^{\prime}+h \mathbf{e}_{k}\right), v_{x^{\prime}}\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)-\widetilde{a}\left(x^{\prime}, v\left(x^{\prime}\right), v_{x^{\prime}}\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)}{h} ;
$$

$$
v^{t}\left(x^{\prime}\right)=(1-t) v\left(x^{\prime}\right)+t v\left(x^{\prime}+h \mathbf{e}_{k}\right) .
$$

Thus we get (for brevity we denote $B_{2 \sigma}=B_{2 \sigma}\left(x_{0}^{\prime}\right)$ )

$$
\begin{align*}
& \int_{B_{2 \sigma}} \tilde{a}^{i j}\left(x^{\prime}\right) \frac{\partial \triangle_{k}^{h} v\left(x^{\prime}\right)}{\partial x_{i}^{\prime}} \frac{\partial \triangle_{k}^{h} v\left(x^{\prime}\right)}{\partial x_{j}^{\prime}} \zeta^{2} d x^{\prime} \leq \int_{B_{2 \sigma}}\left\{\left|\tilde{a}^{i j}\left(x^{\prime}\right) \frac{\partial \triangle_{k}^{h} v\left(x^{\prime}\right)}{\partial x_{j}^{\prime}} 2 \zeta \zeta_{x_{i}^{\prime}} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|\right. \\
&  \tag{8.4.3}\\
& \quad+\mid 8.4 .3) \quad+\left|\tilde{a}^{i}\left(x^{\prime}\right) \frac{\partial \triangle_{k}^{h} v\left(x^{\prime}\right)}{\partial x_{i}^{\prime}} \zeta^{2}\right|+\left|\tilde{a}^{i}\left(x^{\prime}\right) 2 \zeta \zeta_{x_{i}^{\prime}} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|+ \\
& \\
& \left.+\left|b^{j}\left(x^{\prime}\right) \frac{\partial \triangle_{k}^{h} v\left(x^{\prime}\right)}{\partial x_{j}^{\prime}} \triangle_{k}^{h} v\left(x^{\prime}\right) \zeta^{2}\right|+\left|b\left(x^{\prime}\right) \triangle_{k}^{h} v\left(x^{\prime}\right) \zeta^{2}\right|\right\} d x^{\prime} .
\end{align*}
$$

Letting

$$
\begin{equation*}
P_{k}\left(x^{\prime}\right) \equiv\left|\nabla^{\prime} v\left(x^{\prime}\right)\right|+\left|\nabla^{\prime} v\left(x^{\prime}+h \mathbf{e}_{k}\right)\right|, \tag{8.4.4}
\end{equation*}
$$

by assumptions $(C),(D),(E)$, and applying Lemma 1.7 , we have

$$
\widetilde{a}^{i j}\left(x^{\prime}\right) \frac{\partial \triangle_{k}^{h} v\left(x^{\prime}\right)}{\partial x_{i}^{\prime}} \frac{\partial \triangle_{k}^{h} v\left(x^{\prime}\right)}{\partial x_{j}^{\prime}} \geq \nu c(m) \varrho^{1-m} P_{k}^{m-2}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} ;
$$

$$
\begin{align*}
&\left|\widetilde{a}^{i j}\left(x^{\prime}\right)\right| \leq \frac{\mu}{m-1} \varrho^{1-m} P_{k}^{m-2}\left(x^{\prime}\right) \\
&\left|\widetilde{a}^{i}\left(x^{\prime}\right)\right| \leq \mu \varrho^{1-m} P_{k}^{m-1}\left(x^{\prime}\right)\left(1+\mid \triangle_{k}^{h} v\left(x^{\prime} \mid\right)\right. \\
&\left|b^{j}\left(x^{\prime}\right)\right| \leq \varrho^{1-m}\left\langle\mu P_{k}^{m-1}\left(x^{\prime}\right)+\varrho^{\frac{m}{2}} g\left(\varrho x^{\prime}\right) P_{k}^{\frac{m-2}{2}}\right\rangle ;  \tag{8.4.5}\\
& \quad(i, j=1, \ldots, N) \\
&\left|b\left(x^{\prime}\right)\right| \leq \mu \varrho^{1-m} P_{k}^{m}\left(x^{\prime}\right)\left(1+\mid \triangle_{k}^{h} v\left(x^{\prime} \mid\right)\right.
\end{align*}
$$

Now from (8.4.3)-(8.4.5) it follows that

$$
\begin{gather*}
\int_{B_{2 \sigma}} P_{k}^{m-2}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2} d x^{\prime} \leq \\
\leq c(\nu, \mu, m) \int_{B_{2 \sigma}}\left(P_{k}^{m-2}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right| \zeta\left|\nabla^{\prime} \zeta\right|+\right. \\
P_{k}^{m-1}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right| \zeta^{2}+P_{k}^{m-1}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right| \mid \triangle_{k}^{h} v\left(x^{\prime} \mid \zeta^{2}+\right.  \tag{8.4.6}\\
\left.+P_{k}^{\frac{m-2}{2}}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right| \right\rvert\, \triangle_{k}^{h} v\left(x^{\prime} \left\lvert\, \varrho^{\frac{m}{2}} g\left(\varrho x^{\prime}\right) \zeta^{2}+\right.\right. \\
+P_{k}^{m-1}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right| \zeta\left|\nabla^{\prime} \zeta\right|+P_{k}^{m-1}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta\left|\nabla^{\prime} \zeta\right|+ \\
+P_{k}^{m}\left(x^{\prime}\right) \mid \triangle_{k}^{h} v\left(x^{\prime}\left|\zeta^{2}+P_{k}^{m}\left(x^{\prime}\right)\right| \triangle_{k}^{h} v\left(\left.x^{\prime}\right|^{2} \zeta^{2}\right) d x^{\prime}\right.
\end{gather*}
$$

Now we estimate each term on the right using the Cauchy inequality with $\forall \varepsilon>0$

$$
\begin{aligned}
\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right| \zeta\left|\nabla^{\prime} \zeta\right| & \leq \frac{\varepsilon}{2}\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}+ \\
& +\frac{1}{2 \varepsilon}\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}\left|\nabla^{\prime} \zeta\right|^{2} ; \\
P_{k}^{m-1}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right| & \leq \frac{\varepsilon}{2} P_{k}^{m-2}\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}+\frac{1}{2 \varepsilon} P_{k}^{m} ; \\
P_{k}^{m-1}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right| \mid \triangle_{k}^{h} v\left(x^{\prime} \mid\right. & \leq \frac{\varepsilon}{2} P_{k}^{m-2}\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}+ \\
& +\frac{1}{2 \varepsilon} P_{k}^{m}\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} ; \\
P_{k}^{\left.\frac{m-2}{2}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right| \right\rvert\, \triangle_{k}^{h} v\left(x^{\prime} \left\lvert\, \varrho^{\frac{m}{2}} g\left(\varrho x^{\prime}\right)\right.\right.} \leq & \leq \frac{\varepsilon}{2} P_{k}^{m-2}\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}+ \\
& +\frac{1}{2 \varepsilon}\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \varrho^{m} g^{2}\left(\varrho x^{\prime}\right) \\
P_{k}^{m-1}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right| \zeta\left|\nabla^{\prime} \zeta\right| & \leq \frac{1}{2} P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}+ \\
& +\frac{1}{2} P_{k}^{m}\left|\nabla^{\prime} \zeta\right|^{2} ; \\
P_{k}^{m-1}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta\left|\nabla^{\prime} \zeta\right| & \leq \frac{1}{2} P_{k}^{m}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}+ \\
& +\frac{1}{2} P_{k}^{m-2}\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}\left|\nabla^{\prime} \zeta\right|^{2} ; \\
P_{k}^{m}\left(x^{\prime}\right) \mid \triangle_{k}^{h} v\left(x^{\prime} \mid \zeta^{2}\right. & \leq \frac{1}{2} P_{k}^{m}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}+\frac{1}{2} P_{k}^{m} \zeta^{2} .
\end{aligned}
$$

Choosing $\varepsilon>0$ in an appropriate way we get from (8.4.6)

$$
\begin{gathered}
\int_{B_{2 \sigma}} P_{k}^{m-2}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2} d x^{\prime} \leq c(\nu, \mu, m) \int_{B_{2 \sigma}}\left\{P_{k}^{m}\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}+\right. \\
+\left(P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}+P_{k}^{m}\left(x^{\prime}\right)\right)\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right)+ \\
\left.4.7) \quad+\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \varrho^{m} g^{2}\left(\varrho x^{\prime}\right) \zeta^{2}\right\} d x^{\prime}
\end{gathered}
$$

In order to estimate the integral $\int_{B_{2 \sigma}} P_{k}^{m}\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2} d x^{\prime}$ we take

$$
\phi\left(x^{\prime}\right)=\left(v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right) \zeta^{2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}
$$

as the test function in the $(D Q L)^{\prime}$. Then we obtain

$$
\begin{align*}
& \int_{B_{2 \sigma}}\left\{\widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right)\left(\left(v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right) \zeta^{2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}\right)_{x_{i}^{\prime}}+\right.  \tag{8.4.8}\\
& \left.\quad+\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right)\left(v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right) \zeta^{2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}\right\} d x^{\prime}=0 .
\end{align*}
$$

Now we use the representation

$$
\begin{gather*}
\widetilde{a}_{i}\left(x^{\prime}, v, z\right)=\widetilde{a}_{i j}\left(x^{\prime}, v, z\right) z_{j}+\widetilde{a}_{i}\left(x^{\prime}, v, 0\right),  \tag{8.4.9}\\
\widetilde{a}_{i j}\left(x^{\prime}, v, z\right)=\int_{0}^{1} \frac{\partial \widetilde{a}_{i}\left(x^{\prime}, v, \tau z\right)}{\partial\left(\tau z_{j}\right)} d \tau, \quad(i, j=1, \ldots N) .
\end{gather*}
$$

Therefore from (8.4.8) it follows that

$$
\begin{align*}
& \int_{B_{2 \sigma}} \widetilde{a}_{i j}\left(x^{\prime}, v, v_{x^{\prime}}\right) v_{x_{i}^{\prime}} v_{x_{j}^{\prime}}\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime}=  \tag{8.4.10}\\
& =-\int_{B_{2 \sigma}}\left\{\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right)\left(v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}\left(x^{\prime}\right)+\right. \\
& +2 \widetilde{a}_{i j}\left(x^{\prime}, v, v_{x^{\prime}}\right)\left(v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right) v_{x_{j}^{\prime}}\left(\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta \zeta_{x_{i}^{\prime}}+\right. \\
& \left.\quad \quad+\triangle_{k}^{h} v\left(x^{\prime}\right) \frac{\partial\left(\triangle_{k}^{h} v\left(x^{\prime}\right)\right)}{\partial x_{i}^{\prime}} \zeta^{2}\right)+ \\
& \left.\quad+\widetilde{a}_{i}\left(x^{\prime}, v, 0\right)\left(\left(v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right) \zeta^{2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}\right)_{x_{i}^{\prime}}\right\} d x^{\prime}
\end{align*}
$$

### 8.4 Integral estimates of second weak derivatives of solutions

In the last term on the right we integrate by parts and so obtain

$$
\begin{align*}
& \int_{B_{2 \sigma}} \widetilde{a}_{i j}\left(x^{\prime}, v, v_{x^{\prime}}\right) v_{x_{i}^{\prime}} v_{x_{j}^{\prime}}\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime}=  \tag{8.4.11}\\
& =-\int_{B_{2 \sigma}}\left(v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right)\left\{\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}\left(x^{\prime}\right)+\right. \\
& +2 \widetilde{a}_{i j}\left(x^{\prime}, v, v_{x^{\prime}}\right) v_{x_{j}^{\prime}}\left(\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta \zeta_{x_{i}^{\prime}}+\triangle_{k}^{h} v\left(x^{\prime}\right) \frac{\partial\left(\triangle_{k}^{h} v\left(x^{\prime}\right)\right)}{\partial x_{i}^{\prime}} \zeta^{2}\right)- \\
& \left.-\left(\frac{\partial \widetilde{a}_{i}\left(x^{\prime}, v, 0\right)}{\partial x_{i}^{\prime}}+\frac{\partial \widetilde{a}_{i}\left(x^{\prime}, v, 0\right)}{\partial v} v_{x_{i}^{\prime}}\right) \zeta^{2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}\right\} d x^{\prime} .
\end{align*}
$$

After a simple computation, using assumptions $(B),(E),(F)$ and taking into account $0<\varrho<d<1$, we obtain from (8.4.11)

$$
\begin{aligned}
& \int_{B_{2 \sigma}}\left|\nabla^{\prime} v\right|^{m}\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2} d x^{\prime} \leq c(\nu, \mu, m) \int_{B_{2 \sigma}}\left|v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right|\left\{\left|\nabla^{\prime} v\right|^{m}\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+\right. \\
& +\left|\nabla^{\prime} v\right|^{m-1}\left|\triangle_{k}^{h} v\right|^{2} \zeta\left|\nabla^{\prime} \zeta\right|+\left|\nabla^{\prime}\left(\triangle_{k}^{h} v\right)\right|\left|\nabla^{\prime} v\right|^{m-1}\left|\triangle_{k}^{h} v\right| \zeta^{2}+\varrho^{m} f\left(\varrho x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}
\end{aligned}
$$

$$
\begin{equation*}
\left.+\varrho^{1+\frac{m}{2}} f\left(\varrho x^{\prime}\right)\left|\nabla^{\prime} v\right|^{\frac{m-2}{2}}\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+\varrho^{m-1} g\left(\varrho x^{\prime}\right)\left|\nabla^{\prime} v \| \triangle_{k}^{h} v\right|^{2} \zeta^{2}\right\} d x^{\prime} \tag{8.4.12}
\end{equation*}
$$

Taking into consideration Remark 8.4 we observe that all hypotheses of Theorem 8.3 about Hölder continuity of weak solutions are fulfilled and conclude

$$
\left|v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right| \leq c \sigma^{\alpha}, \quad x^{\prime} \in B_{2 \sigma}\left(x_{0}^{\prime}\right), \quad \alpha \in(0,1)
$$

Moreover, we use the Cauchy inequality

$$
\begin{gathered}
\left|\nabla^{\prime} v\right|^{m-1} \zeta\left|\nabla^{\prime} \zeta\right| \leq \frac{1}{2}\left|\nabla^{\prime} v\right|^{m} \zeta^{2}+\frac{1}{2}\left|\nabla^{\prime} v\right|^{m-2}\left|\nabla^{\prime} \zeta\right|^{2}, \\
\left|\nabla^{\prime}\left(\triangle_{k}^{h} v\right)\right|\left|\nabla^{\prime} v\right|^{m-1}\left|\triangle_{k}^{h} v\right| \leq \frac{1}{2}\left|\nabla^{\prime} v\right|^{m-2}\left|\nabla^{\prime}\left(\triangle_{k}^{h} v\right)\right|^{2}+\left|\nabla^{\prime} v\right|^{m}\left|\triangle_{k}^{h} v\right|^{2} .
\end{gathered}
$$

Hence and from (8.4.12), it follows that

$$
\begin{gathered}
\int_{B_{2 \sigma}}\left|\nabla^{\prime} v\right|^{m}\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2} d x^{\prime} \leq c(\nu, \mu, m) \sigma^{\alpha} \int_{B_{2 \sigma}}\left\{\left|\nabla^{\prime} v\right|^{m}\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+\right. \\
+\left|\nabla^{\prime} v\right|^{m-2}\left|\triangle_{k}^{h} v\right|^{2}\left|\nabla^{\prime} \zeta\right|^{2}+\left|\nabla^{\prime}\left(\triangle_{k}^{h} v\right)\right|^{2}\left|\nabla^{\prime} v\right|^{m-2} \zeta^{2}+\varrho^{m} f\left(\varrho x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+
\end{gathered}
$$

$$
\begin{equation*}
\left.+\varrho^{1+\frac{m}{2}} f\left(\varrho x^{\prime}\right)\left|\nabla^{\prime} v\right|^{\frac{m-2}{2}}\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+\varrho^{m-1} g\left(\varrho x^{\prime}\right)\left|\nabla^{\prime} v\right|\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}\right\} d x^{\prime} \tag{8.4.13}
\end{equation*}
$$

Now we consider the function $w\left(x^{\prime}\right)=v\left(x^{\prime}+h \mathbf{e}_{k}\right)$. It is easy to observe that this function is the bounded weak solution of the equation

$$
-\frac{d}{d x_{i}^{\prime}} \widetilde{a}_{i}\left(x^{\prime}+h \mathbf{e}_{k}, w\left(x^{\prime}\right), w_{x^{\prime}}\left(x^{\prime}\right)\right)+\widetilde{a}\left(x^{\prime}+h \mathbf{e}_{k}, w\left(x^{\prime}\right), w_{x^{\prime}}\left(x^{\prime}\right)\right)=0
$$

Then we write the corresponding integral identity with the test function

$$
\phi\left(x^{\prime}\right)=\left(w\left(x^{\prime}\right)-w\left(x_{0}^{\prime}\right)\right) \zeta^{2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}
$$

and repeat verbatim the deduction of (8.4.13). As a result we get

$$
\begin{align*}
& \int_{B_{2 \sigma}}\left|\nabla^{\prime} w\right|^{m}\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2} d x^{\prime} \leq c(\nu, \mu, m) \sigma^{\alpha} \int_{B_{2 \sigma}}\left\{\left|\nabla^{\prime} w\right|^{m}\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+\right. \\
& \quad+\left|\nabla^{\prime} w\right|^{m-2}\left|\triangle_{k}^{h} v\right|^{2}\left|\nabla^{\prime} \zeta\right|^{2}+\left|\nabla^{\prime}\left(\triangle_{k}^{h} v\right)\right|^{2}\left|\nabla^{\prime} w\right|^{m-2} \zeta^{2}+ \\
& +\varrho^{m} f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+\varrho^{m-1} g\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\left|\nabla^{\prime} w\right|\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+ \\
& \left.4.14) \quad+\varrho^{1+\frac{m}{2}} f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\left|\nabla^{\prime} w\right|^{\frac{m-2}{2}}\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}\right\} d x^{\prime} . \tag{8.4.14}
\end{align*}
$$

Let us sum the estimates (8.4.13) and (8.4.14), applying the inequality (1.2.5) of Lemma 1.5. Then recalling the notation (8.4.4), we have

$$
\begin{aligned}
& \int_{B_{2 \sigma}} P_{k}^{m}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2} d x^{\prime} \leq c(\nu, \mu, m) \sigma^{\alpha} \int_{B_{2 \sigma}}\left\{P_{k}^{m}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+\right. \\
& \quad+P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}\left|\nabla^{\prime} \zeta\right|^{2}+\left|\nabla^{\prime}\left(\triangle_{k}^{h} v\right)\right|^{2} P_{k}^{m-2}\left(x^{\prime}\right) \zeta^{2}+ \\
& \quad+\varrho^{m}\left\langle f\left(\varrho x^{\prime}\right)+f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+ \\
& \quad+\varrho^{1+\frac{m}{2}}\left\langle f\left(\varrho x^{\prime}\right)+f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle P_{k}^{\frac{m-2}{2}}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+ \\
& \left.\quad+\varrho^{m-1}\left\langle g\left(\varrho x^{\prime}\right)+g\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle P_{k}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}\right\} d x^{\prime}
\end{aligned}
$$

### 8.4 Integral estimates of second weak

 DERIVATIVES OF SOLUTIONSChoosing, if it is necessary, $\sigma \in\left(0, \operatorname{dist}\left(\widetilde{G}, \partial G_{1 / 4}^{2}\right)\right)$ smaller such that $c(\nu, \mu, m) \sigma^{\alpha} \leq \frac{1}{2}$ hence we obtain

$$
\begin{align*}
& \int_{B_{2 \sigma}} P_{k}^{m}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2} d x^{\prime} \leq c(\nu, \mu, m) \sigma^{\alpha} \int_{B_{2 \sigma}}\left\{\left|\nabla^{\prime}\left(\triangle_{k}^{h} v\right)\right|^{2} P_{k}^{m-2}\left(x^{\prime}\right) \zeta^{2}+\right. \\
& +P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}\left|\nabla^{\prime} \zeta\right|^{2}+\varrho^{m}\left\langle f\left(\varrho x^{\prime}\right)+f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+ \\
& \quad+\varrho^{1+\frac{m}{2}}\left\langle f\left(\varrho x^{\prime}\right)+f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle P_{k}^{\frac{m-2}{2}}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+ \\
& \left.\quad+\varrho^{m-1}\left\langle g\left(\varrho x^{\prime}\right)+g\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle P_{k}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}\right\} d x^{\prime} \tag{8.4.15}
\end{align*}
$$

In the same way from (8.4.7), (8.4.15)

$$
\begin{align*}
& \int_{B_{2 \sigma}} P_{k}^{m-2}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2} d x^{\prime} \leq c(\nu, \mu, m) \int_{B_{2 \sigma}}\left\{\left(P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}+\right.\right. \\
& \left.+P_{k}^{m}\left(x^{\prime}\right)\right)\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right)+\varrho^{m}\left\langle f\left(\varrho x^{\prime}\right)+f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+ \\
& +\varrho^{1+\frac{m}{2}}\left\langle f\left(\varrho x^{\prime}\right)+f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle P_{k}^{\frac{m-2}{2}}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+ \\
& +\varrho^{m-1}\left\langle g\left(\varrho x^{\prime}\right)+g\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle P_{k}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+ \\
& \left.+\varrho^{m} g^{2}\left(\varrho x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}\right\} d x^{\prime} \tag{8.4.16}
\end{align*}
$$

From (8.4.15) and (8.4.16) the estimate follows as

$$
\begin{gather*}
\int_{B_{2 \sigma}}\left(P_{k}^{m}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}+P_{k}^{m-2}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}\right) \zeta^{2} d x^{\prime} \leq \\
\leq c(\nu, \mu, m) \int\left\{\left(P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}+P_{k}^{m}\left(x^{\prime}\right)\right)\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right)+\right. \\
+\varrho^{m}\left\langle f\left(\varrho x^{\prime}\right)+f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+\varrho^{m} g^{2}\left(\varrho x^{\prime}\right)\left|\triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2} \zeta^{2}+ \\
\quad+\varrho^{1+\frac{m}{2}}\left\langle f\left(\varrho x^{\prime}\right)+f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle P_{k}^{\frac{m-2}{2}}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+ \\
\text { 4.17) } \left.\quad+\varrho^{m-1}\left\langle g\left(\varrho x^{\prime}\right)+g\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle P_{k}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}\right\} d x^{\prime} . \tag{8.4.17}
\end{gather*}
$$

Further, by the Young inequality, we have for $\forall \varepsilon>0$

$$
\begin{aligned}
& \varrho^{m-1} g\left(\varrho x^{\prime}\right) P_{k}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \leq \frac{\varepsilon}{m} P_{k}^{m}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}+ \\
& \quad+\frac{m-1}{m} \varepsilon^{\frac{1}{1-m}} \varrho^{m} g^{\frac{m}{m-1}}\left(\varrho x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}
\end{aligned}
$$

8 Weak solutions of the Dirichlet problem for

Then choosing $\varepsilon>0$ from the equality $\frac{2 \varepsilon}{m} c(\nu, \mu, m)=\frac{1}{2}$, we can rewrite (8.4.17) in the following way

$$
\begin{gather*}
\int_{B_{2 \sigma}}\left(P_{k}^{m}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}+P_{k}^{m-2}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}\right) \zeta^{2} d x^{\prime} \leq \\
\leq c(\nu, \mu, m) \int_{B_{2 \sigma}}\left\{\left(P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}+P_{k}^{m}\left(x^{\prime}\right)\right)\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right)+\right. \\
+\varrho^{1+\frac{m}{2}}\left\langle f\left(\varrho x^{\prime}\right)+f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle P_{k}^{\frac{m-2}{2}}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}+ \\
\quad+\varrho^{m}\left\langle f\left(\varrho x^{\prime}\right)+f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)+g^{2}\left(\varrho x^{\prime}\right)+\right. \\
\left.\left.8) \quad+g^{\frac{m}{m-1}}\left(\varrho x^{\prime}\right)+g^{\frac{m}{m-1}}\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle\left|\triangle_{k}^{h} v\right|^{2} \zeta^{2}\right\} d x^{\prime} . \tag{8.4.18}
\end{gather*}
$$

Again, by the Young inequality, we have for $\forall \delta>0$

$$
\begin{aligned}
\varrho^{m} f\left(\varrho x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} & \leq \frac{2 \delta}{m+2}\left|\triangle_{k}^{h} v\right|^{m+2}+ \\
& +\frac{m}{m+2} \delta^{-\frac{2}{m}} \varrho^{m+2} f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right) \\
\varrho^{1+\frac{m}{2}} f\left(\varrho x^{\prime}\right) P_{k}^{\frac{m-2}{2}}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} & \leq \frac{\delta}{2} P_{k}^{m-2}\left|\triangle_{k}^{h} v\right|^{4}+\frac{1}{2 \delta} \varrho^{m+2} f^{2}\left(\varrho x^{\prime}\right) \\
\varrho^{m} g^{2}\left(\varrho x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} & \leq \frac{2 \delta}{m+2}\left|\triangle_{k}^{h} v\right|^{m+2}+ \\
& +\frac{m}{m+2} \delta^{-\frac{2}{m}} \varrho^{m+2} g^{\frac{2(m+2)}{m}}\left(\varrho x^{\prime}\right) \\
\varrho^{m} g^{\frac{m}{m-1}}\left(\varrho x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2} & \leq \frac{2 \delta}{m+2}\left|\triangle_{k}^{h} v\right|^{m+2}+ \\
& +\frac{m}{m+2} \delta^{-\frac{2}{m}} \varrho^{m+2} g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)
\end{aligned}
$$

and therefore from (8.4.18), it follows that

$$
\begin{aligned}
& \int_{B_{2 \sigma}}\left(P_{k}^{m}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}+P_{k}^{m-2}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}\right) \zeta^{2} d x^{\prime} \leq \\
& \leq c(\nu, \mu, m) \int_{B_{2 \sigma}}\left\{\delta\left(\left|\triangle_{k}^{h} v\right|^{m+2}+P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{4}\right)+\right.
\end{aligned}
$$

### 8.4 Integral estimates of SECOND WEAK DERIVATIVES OF SOLUTIONS

$$
\begin{aligned}
& +\left(P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}+P_{k}^{m}\left(x^{\prime}\right)\right)\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right)+ \\
& +\delta^{-1} \varrho^{m+2}\left\langle f^{2}\left(\varrho x^{\prime}\right)+f^{2}\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle \zeta^{2}+ \\
& +\delta^{-\frac{2}{m}} \varrho^{m+2}\left\langle f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+f^{\frac{m+2}{m}}\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)+\right. \\
& \left.\quad+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)+g^{\frac{2(m+2)}{m}}\left(\varrho\left(x^{\prime}\right)\right\rangle \zeta^{2}\right\} d x^{\prime}
\end{aligned}
$$

If $\delta>0$ is sufficiently small, we get

$$
\begin{gather*}
\int_{B_{2 \sigma}}\left\{P_{k}^{m-2}\left(x^{\prime}\right)\left|\nabla^{\prime} \triangle_{k}^{h} v\left(x^{\prime}\right)\right|^{2}+\left.\left\langle P_{k}^{m}\right| \triangle_{k}^{h} v\right|^{2}-\right. \\
\left.\left.-c(\nu, \mu, m) \delta\left(\left|\triangle_{k}^{h} v\right|^{m+2}+P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{4}\right)\right\rangle\right\} \zeta^{2} d x^{\prime} \leq \\
\leq c(\nu, \mu, m) \int_{B_{2 \sigma}}\left\{\left(P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}+P_{k}^{m}\left(x^{\prime}\right)\right)\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right)+\right. \\
+\delta^{-1} \varrho^{m+2}\left\langle f^{2}\left(\varrho x^{\prime}\right)+f^{2}\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)\right\rangle \zeta^{2}+ \\
+\delta^{-\frac{2}{m}} \varrho^{m+2}\left\langle f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+f^{\frac{m+2}{m}}\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)+\right. \\
\left.0) \quad+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)+g^{\frac{2(m+2)}{m}}\left(\varrho\left(x^{\prime}\right)\right\rangle \zeta^{2}\right\} d x^{\prime} . \tag{8.4.20}
\end{gather*}
$$

Now we verify that

$$
\begin{aligned}
\lim _{h \rightarrow 0} \int_{B_{2 \sigma}}\left(P_{k}^{m-2}\left(x^{\prime}\right)\left|\triangle_{k}^{h} v\right|^{2}\right. & \left.+P_{k}^{m}\left(x^{\prime}\right)\right)\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right) d x^{\prime}= \\
& =\left(2^{m-2}+2^{m}\right) \int_{B_{2 \sigma}}\left|\nabla^{\prime} v\right|^{m}\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right) d x^{\prime}
\end{aligned}
$$

In fact, by virtue of Lemma 1.66, $\triangle_{k}^{h} v$ converges to $D_{k} u$ in the norm $L^{m}$ almost everywhere and, by the Egorov Theorem almost uniformly. Analogously, the almost uniform convergence of $f\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right), g\left(\varrho\left(x^{\prime}+h \mathbf{e}_{k}\right)\right)$ to $f\left(\varrho x^{\prime}\right), g\left(\varrho x^{\prime}\right)$ respectively is verified.

Thus, we can apply the Fatou Theorem and take the limit as $h \rightarrow 0$ in (8.4.20). We obtain as a result

$$
\begin{gathered}
\int_{B_{2 \sigma}}\left(\left[2^{m}-c(\nu, \mu, m) \cdot \delta\left(1+2^{m-2}\right)\right]\left|\nabla^{\prime} v\right|^{m}\left|\frac{\partial v}{\partial x_{k}^{\prime}}\right|^{2}+\left|\nabla^{\prime} v\right|^{m-2}\left|\frac{\partial\left|\nabla^{\prime} v\right|}{\partial x_{k}^{\prime}}\right|^{2}\right) \\
\times \zeta^{2}\left(x^{\prime}\right) d x^{\prime} \leq c_{1} \int_{B_{2 \sigma}}\left|\nabla^{\prime} v\right|^{m}\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right) d x^{\prime}+ \\
+c_{2} \varrho^{m+2} \int_{B_{2 \sigma}}\left\langle f^{2}\left(\varrho x^{\prime}\right)+f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+g^{\frac{2(m+2)}{m}}\left(\varrho\left(x^{\prime}\right)+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)\right\rangle d x^{\prime},\right. \\
k=1, \ldots, N .
\end{gathered}
$$

Let us now choose $\delta>0$ from the equality $c(\nu, \mu, m) \cdot \delta=\frac{2^{m-1}}{1+2^{m-2}}$. Then we get

$$
\begin{gather*}
\int_{B_{2 \sigma}}\left(\left|\nabla^{\prime} v\right|^{m}\left|\frac{\partial v}{\partial x_{k}^{\prime}}\right|^{2}+\left|\nabla^{\prime} v\right|^{m-2}\left|\frac{\partial\left|\nabla^{\prime} v\right|}{\partial x_{k}^{\prime}}\right|^{2}\right) \zeta^{2}\left(x^{\prime}\right) d x^{\prime} \leq  \tag{8.4.21}\\
\leq c_{1} \int_{B_{2 \sigma}}\left|\nabla^{\prime} v\right|^{m}\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right) d x^{\prime}+ \\
+c_{2} \varrho^{m+2} \int_{B_{2 \sigma}}\left\langle f^{2}\left(\varrho x^{\prime}\right)+f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+g^{\frac{2(m+2)}{m}}\left(\varrho\left(x^{\prime}\right)+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)\right\rangle d x^{\prime}\right. \\
k=1, \ldots, N .
\end{gather*}
$$

After summing up over all $k=1, \ldots, N$, by the properties of the function $\zeta\left(x^{\prime}\right)$, we establish

$$
\begin{equation*}
+c_{2} \varrho^{m+2} \int_{B_{2 \sigma}}\left\langle f^{2}\left(\varrho x^{\prime}\right)+f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)+g^{\frac{2(m+2)}{m}}\left(\varrho\left(x^{\prime}\right)\right\rangle d x^{\prime}\right. \tag{8.4.22}
\end{equation*}
$$

### 8.4 INTEGRAL ESTIMATES OF SECOND WEAK DERIVATIVES OF SOLUTIONS

By the covering argument we obtain

$$
\int_{\tilde{G}^{\prime}}\left(\left|\nabla^{\prime} v\right|^{m+2}+\left|\nabla^{\prime} v\right|^{m-2}\left|v_{x^{\prime} x^{\prime}}\right|^{2}\right) d x^{\prime} \leq c_{1} \int_{\tilde{G}^{\prime}}\left|\nabla^{\prime} v\right|^{m} d x^{\prime}+
$$

$$
\begin{equation*}
+c_{2} \varrho^{m+2} \int_{\widetilde{G}^{\prime}}\left\langle f^{2}\left(\varrho x^{\prime}\right)+f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)+g^{\frac{2(m+2)}{m}}\left(\varrho\left(x^{\prime}\right)\right\rangle d x^{\prime}\right. \tag{8.4.23}
\end{equation*}
$$

Returning to previous variables $x, u$ we get the desired (8.4.1).
8.4.2. Local estimates near a boundary smooth portion. In this subsection we derive local integral estimates near a boundary smooth portion of weak solutions of the problem $(D Q L)$. Let $x_{0}^{\prime} \in \widetilde{\Gamma}^{\prime} \subset \Gamma_{1 / 4}^{2}$ and let $U^{\prime}\left(x_{0}^{\prime}\right) \subset \overline{G_{1 / 4}^{2}}$ be a neighborhood of $x_{0}^{\prime}$. Since our assumption on the boundary of $G$ is such that $\partial G \backslash \mathcal{O}$ is smooth, then there exists a diffeomorphism $U^{\prime}\left(x_{0}^{\prime}\right) \longrightarrow B_{2 \sigma}^{+}\left(x_{0}^{\prime}\right)$, which flattens the boundary that is maps $\widetilde{\Gamma}^{\prime}$ onto $\Sigma_{2 \sigma} \subset\left\{x_{N}^{\prime}=0\right\}$ being a plane part of $\partial B_{2 \sigma}^{+}\left(x_{0}^{\prime}\right)$.

So we may suppose that $G^{\prime}=B_{2 \sigma}^{+}\left(x_{0}^{\prime}\right)$ in the $(D Q L)^{\prime}$ that takes the form
$(D Q L)_{0}^{\prime}$

$$
\left\{\begin{array}{l}
\int_{B_{2 \sigma}^{+}\left(x_{0}^{\prime}\right)}\left\{\widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right) \phi_{x_{i}^{\prime}}+\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right) \phi\right\} d x^{\prime}=0 \\
\forall \phi\left(x^{\prime}\right) \in W_{0}^{1, m}\left(B_{2 \sigma}^{+}\left(x_{0}^{\prime}\right)\right) \cap L^{\infty}\left(B_{2 \sigma}^{+}\left(x_{0}^{\prime}\right)\right) ; \\
\widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right) \equiv a_{i}\left(\varrho x^{\prime}, v, \varrho^{-1} v_{x^{\prime}}\right) \\
\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right) \equiv \varrho a\left(\varrho x^{\prime}, v, \varrho^{-1} v_{x^{\prime}}\right)
\end{array}\right.
$$

We denote $U\left(x_{0}\right)$ as the preimage of $U^{\prime}\left(x_{0}^{\prime}\right)$ under the transformation $x=$ $\varrho x^{\prime}$. It is obvious that $U\left(x_{0}\right) \subset \overline{G_{\varrho / 4}^{2 \rho}}$.

Theorem 8.44. Let $u(x)$ be a weak bounded solution of the problem $(D Q L)$. Let us assume that the hypotheses $(A),(B),(C),(D),(E),(F)$ are fulfilled on the set $\mathfrak{M}$. Let $\forall \widetilde{G} \subset \overline{G_{\varrho / 4}^{2 \rho}} \subset \bar{G}$. Then we have the estimate

$$
\int_{\widetilde{G}}\left(|\nabla u|^{m+2}+|\nabla u|^{m-2} u_{x x}^{2}\right) d x \leq
$$

$$
\begin{equation*}
\leq C \int_{\widetilde{G}}\left(\rho^{-2}|\nabla u|^{m}+f^{2}+f^{\frac{m+2}{m}}+g^{\frac{m+2}{m-1}}+g^{\frac{2(m+2)}{m}}\right) d x \tag{8.4.24}
\end{equation*}
$$

8 Weak solutions of the Dirichlet problem for

Proof. Repeating verbatim the procedure of the deduction of the estimate (8.4.21), we establish

$$
\begin{align*}
& \int_{B_{2 \sigma}^{+}}\left(\left|\nabla^{\prime} v\right|^{m}\left|\frac{\partial v}{\partial x_{k}^{\prime}}\right|^{2}+\left|\nabla^{\prime} v\right|^{m-2}\left|\frac{\partial\left|\nabla^{\prime} v\right|}{\partial x_{k}^{\prime}}\right|^{2}\right) \zeta^{2}\left(x^{\prime}\right) d x^{\prime} \leq \\
& \leq c_{1} \int_{B_{2 \sigma}^{+}}\left|\nabla^{\prime} v\right|^{m}\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right) d x^{\prime}+  \tag{8.4.25}\\
& +c_{2} \varrho^{m+2} \int_{B_{2 \sigma}^{+}}\left\langle f^{2}\left(\varrho x^{\prime}\right)+f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+g^{\frac{2(m+2)}{m}}\left(\varrho\left(x^{\prime}\right)+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)\right\rangle d x^{\prime},\right. \\
& k=1, \ldots, N-1 .
\end{align*}
$$

It remains only to consider the case $k=N$. For this case, by Theorem 8.43, using the covering argument we can easily establish that

$$
\begin{aligned}
& \phi\left(x^{\prime}\right) a_{i}\left(x^{\prime}, v, v_{x}^{\prime}\right) \in W_{0}^{1,1}\left(\widetilde{G}^{\prime}\right), i=1, \ldots N \\
& \forall \phi\left(x^{\prime}\right) \in W_{0}^{1, m}\left(\widetilde{G}^{\prime}\right) \cap L^{\infty}(\widetilde{G}), \forall \widetilde{G}^{\prime} \subset \subset G^{\prime}
\end{aligned}
$$

Therefore we have from $(D Q L)^{\prime}$

$$
-\frac{d}{d x_{i}^{\prime}} a_{i}\left(x^{\prime}, v, v_{x}^{\prime}\right)+a\left(x^{\prime}, v, v_{x}^{\prime}\right)=0 \text { a.e. } x^{\prime} \in G^{\prime}
$$

Then we obtain

$$
\begin{aligned}
\frac{\partial \widetilde{a}_{N}\left(x^{\prime}, v, v_{x^{\prime}}\right)}{\partial v_{x_{N}^{\prime}}} v_{x_{N}^{\prime} x_{N}^{\prime}} & =\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right)-\sum_{i=1}^{N-1} \frac{\partial \widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right)}{\partial v_{x_{j}^{\prime}}} v_{x_{i}^{\prime} x_{j}^{\prime}}- \\
& -\frac{\partial \widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right)}{\partial v} v_{x_{i}^{\prime}}-\frac{\partial \widetilde{a}_{i}\left(x^{\prime}, v, v_{x^{\prime}}\right)}{\partial x_{i}^{\prime}} .
\end{aligned}
$$

Hence, in virtue of assumptions $(B),(C),(E)$, the next inequality follows

$$
\begin{aligned}
\left|\nabla^{\prime} v\right|^{m-2}\left|v_{x_{N}^{\prime} x_{N}^{\prime}}\right| & \leq c(\nu, \mu, m)\left\{\left|\nabla^{\prime} v\right|^{m-2} \sum_{i=1}^{N-1}\left|v_{x_{i}^{\prime} x_{j}^{\prime}}\right|+\left|\nabla^{\prime} v\right|^{m}+\right. \\
& \left.+\varrho^{1+\frac{m}{2}} f\left(\varrho x^{\prime}\right)\left|\nabla^{\prime} v\right|^{\frac{m-2}{2}}+\varrho^{\frac{m}{2}} g\left(\varrho x^{\prime}\right)\left|\nabla^{\prime} v\right|^{\frac{m}{2}}\right\} .
\end{aligned}
$$

### 8.4 Integral estimates of second weak DERIVATIVES OF SOLUTIONS

Further using the Young inequality, it is easy to obtain the inequality

$$
\begin{align*}
& \left|\nabla^{\prime} v\right|^{m-2}\left|v_{x_{N}^{\prime} x_{N}^{\prime}}\right|^{2} \leq c(\nu, \mu, m)\left\{\left|\nabla^{\prime} v\right|^{m-2} \sum_{i=1}^{N-1}\left|v_{x_{i}^{\prime} x_{j}^{\prime}}\right|^{2}+\right.  \tag{8.4.26}\\
& \left.\quad+\left|\nabla^{\prime} v\right|^{m+2}+\varrho^{m+2} f^{2}\left(\varrho x^{\prime}\right)+\varrho^{m+2} g^{\frac{2(m+2)}{m}}\left(\varrho x^{\prime}\right)\right\}
\end{align*}
$$

Let $\zeta\left(x^{\prime}\right) \in C_{0}^{\infty}\left(B_{2 \sigma}^{+}\left(x_{0}^{\prime}\right)\right)$ be a cutoff function such that

$$
\zeta\left(x^{\prime}\right)=1 \text { in } B_{\sigma}^{+}\left(x_{0}^{\prime}\right), \quad 0 \leq \zeta\left(x^{\prime}\right) \leq 1,\left|\nabla^{\prime} \zeta\right| \leq c \sigma^{-1} \text { in } B_{2 \sigma}^{+}\left(x_{0}^{\prime}\right) .
$$

Let us now multiply both sides of this inequality by $\zeta^{2}\left(x^{\prime}\right)$ and integrate over $B_{2 \sigma}^{+}\left(x_{0}^{\prime}\right)$. As a result we deduce

$$
\begin{align*}
& \int_{B_{2 \sigma}^{+}}\left|\nabla^{\prime} v\right|^{m-2}\left|v_{x_{N}^{\prime} x_{N}^{\prime}}\right|^{2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime} \leq  \tag{8.4.27}\\
& \leq c(\nu, \mu, m) \int_{B_{2 \sigma}^{+}}\left\{\left|\nabla^{\prime} v\right|^{m+2} \zeta^{2}\left(x^{\prime}\right)+\left|\nabla^{\prime} v\right|^{m-2} \sum_{i=1}^{N-1}\left|v_{x_{i}^{\prime} x_{j}^{\prime}}\right|^{2} \zeta^{2}\left(x^{\prime}\right)+\right. \\
& \left.\quad+\varrho^{m+2} f^{2}\left(\varrho x^{\prime}\right)+\varrho^{m+2} g^{\frac{2(m+2)}{m}}\left(\varrho x^{\prime}\right)\right\} d x^{\prime}
\end{align*}
$$

We estimate the first term on the right in (8.4.27) by means of (8.4.25)

$$
\begin{gather*}
\int_{B_{2 \sigma}^{+}}\left|\nabla^{\prime} v\right|^{m-2}\left|v_{x_{N}^{\prime} x_{N}^{\prime}}\right|^{2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime} \leq\left. c_{1} \int_{B_{2 \sigma}^{+}}\langle | \nabla^{\prime} v\right|^{m+2} \zeta^{2}\left(x^{\prime}\right)+ \\
\left.+\left|\nabla^{\prime} v\right|^{m}\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right)\right\rangle d x^{\prime}+c_{2} \varrho^{m+2} \int_{B_{2 \sigma}^{+}}\left\langle f^{2}\left(\varrho x^{\prime}\right)+\right. \\
\quad+f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+g^{\frac{2(m+2)}{m}}\left(\varrho\left(x^{\prime}\right)+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)\right\rangle d x^{\prime} . \tag{8.4.28}
\end{gather*}
$$

Summing (8.4.25) and (8.4.28) we obtain

$$
\begin{align*}
& \int_{B_{2 \sigma}^{+}}\left|\nabla^{\prime} v\right|^{m-2}\left|v_{x^{\prime} x^{\prime}}\right|^{2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime} \leq\left. c_{1} \int_{B_{2 \sigma}^{+}}\langle | \nabla^{\prime} v\right|^{m+2} \zeta^{2}\left(x^{\prime}\right)+ \\
& \left.+\left|\nabla^{\prime} v\right|^{m}\left(\zeta^{2}+\left|\nabla^{\prime} \zeta\right|^{2}\right)\right\rangle d x^{\prime}+c_{2} \varrho^{m+2} \int\left\langle f^{2}\left(\varrho x^{\prime}\right)+\right. \\
& \quad+f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+g^{\frac{2(m+2)}{m}}\left(\varrho\left(x^{\prime}\right)+g^{\frac{m+2}{m-1}}\left(\varrho x^{\prime}\right)\right\rangle d x^{\prime} \tag{8.4.29}
\end{align*}
$$

8 Weak solutions of the Dirichlet problem for divergence form quasilinear equations

We embark on the estimating of $\int_{B_{2 \sigma}^{+}}\left|\nabla^{\prime} v\right|^{m+2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime}$. Because of (8.4.25), it is sufficient to estimate the integral $\int_{B_{2}^{+}}\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime}$. For this estimating we turn again to the $(D Q L)_{0}^{\prime}$ and we take

$$
\phi\left(x^{\prime}\right)=\left(v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right) v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)
$$

as a test function. Then, in virtue of the representation (8.4.9), we have

$$
\begin{gathered}
\int_{B_{2 \sigma}^{+}} \widetilde{a}_{i j}\left(x^{\prime}, v, v_{x^{\prime}}\right) v_{x_{i}^{\prime}} v_{x_{j}^{\prime}} v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime}= \\
=-\int_{B_{2 \sigma}^{+}}\left(v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right)\left\langle\widetilde { a } _ { i j } ( x ^ { \prime } , v , v _ { x ^ { \prime } } ) v _ { x _ { j } ^ { \prime } } \left( 2 v_{x_{N}^{\prime}} v_{x_{i}^{\prime} x_{N}^{\prime}} \zeta^{2}\left(x^{\prime}\right)+\right.\right. \\
\left.\left.+2 \zeta\left(x^{\prime}\right) \zeta_{x_{i}^{\prime}} v_{x_{N}^{\prime}}^{2}\right)+\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right) v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)\right\rangle d x^{\prime}- \\
-\int_{B_{2 \sigma}^{+}} \widetilde{a}_{i}\left(x^{\prime}, v, 0\right)\left\langle\left(v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right) v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)\right\rangle_{x_{i}^{\prime}} d x^{\prime}
\end{gathered}
$$

Hence integrating by parts in the last term on the right and applying the assumption ( $E$ ), we obtain

$$
\begin{gathered}
\frac{\nu}{m-1} \varrho^{1-m} \int_{B_{2 \sigma}^{+}}\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime} \leq \\
\leq \int_{B_{2 \sigma}^{+}}\left|v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right|\langle 2| \widetilde{a}_{i j}\left(x^{\prime}, v, v_{x^{\prime}}\right)\left|\nabla^{\prime} v \|\left|v_{x_{N}^{\prime}}\right|\right| v_{x^{\prime} x^{\prime}} \mid \zeta^{2}\left(x^{\prime}\right)+ \\
+2\left|\widetilde{a}_{i j}\left(x^{\prime}, v, v_{x^{\prime}}\right)\right| \nabla^{\prime} v\left|\zeta\left(x^{\prime}\right)\right| \nabla^{\prime} \zeta\left|v_{x_{N}^{\prime}}^{2}+\left|\widetilde{a}\left(x^{\prime}, v, v_{x^{\prime}}\right)\right| v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)+\right. \\
\left.+\left|\frac{\partial \widetilde{a}_{i}\left(x^{\prime}, v, 0\right)}{\partial x_{i}^{\prime}}+\frac{\partial \widetilde{a}_{i}\left(x^{\prime}, v, 0\right)}{\partial v} v_{x_{i}^{\prime}}\right| v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)\right\rangle d x^{\prime} .
\end{gathered}
$$

Now we observe again that all hypotheses of Theorem 8.3 about Hölder continuity of weak solutions are fulfilled and conclude

$$
\left|v\left(x^{\prime}\right)-v\left(x_{0}^{\prime}\right)\right| \leq c \sigma^{\alpha}, \quad x^{\prime} \in B_{2 \sigma}^{+}\left(x_{0}^{\prime}\right), \quad \alpha \in(0,1)
$$

Therefore, by assumptions $(B),(E),(F)$, we get

$$
\begin{aligned}
& \int_{B_{2 \sigma}^{+}}\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime} \leq\left. c(\nu, \mu, m) \sigma^{\alpha} \int_{B_{2 \sigma}^{+}}^{+}\langle | \nabla^{\prime} v\right|^{m-1}\left|v_{x_{N}^{\prime}}\right|\left|v_{x^{\prime} x^{\prime}}\right| \zeta^{2}\left(x^{\prime}\right)+ \\
& \quad+\left|\nabla^{\prime} v\right|^{m-1} \zeta\left(x^{\prime}\right)\left|\nabla^{\prime} \zeta\right| v_{x_{N}^{\prime}}^{2}+\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)+\varrho^{m} f\left(\varrho x^{\prime}\right) v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)+
\end{aligned}
$$

$$
\begin{equation*}
\left.+\varrho^{1+\frac{m}{2}} f\left(\varrho x^{\prime}\right)\left|\nabla^{\prime} v\right|^{\frac{m-2}{2}} v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)+\varrho^{m-1} g\left(\varrho x^{\prime}\right)\left|\nabla^{\prime} v\right| v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)\right\rangle d x^{\prime} \tag{8.4.30}
\end{equation*}
$$

Let us apply again the Cauchy-Young inequalities

$$
\begin{aligned}
\left|\nabla^{\prime} v\right|^{m-1}\left|v_{x_{N}^{\prime}}\right|\left|v_{x^{\prime} x^{\prime}}\right| & \leq \frac{1}{2}\left|\nabla^{\prime} v\right|^{m-2}\left|v_{x^{\prime} x^{\prime}}\right|^{2}+\frac{1}{2}\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2} ; \\
\left|\nabla^{\prime} v\right|^{m-1} \zeta\left(x^{\prime}\right)\left|\nabla^{\prime} \zeta\right| v_{x_{N}^{\prime}}^{2} & \leq \frac{1}{2}\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2} \zeta^{2}+\frac{1}{2}\left|\nabla^{\prime} v\right|^{m}\left|\nabla^{\prime} \zeta\right|^{2} \\
\varrho^{m} f\left(\varrho x^{\prime}\right) v_{x_{N}^{\prime}}^{2} & \leq \frac{2}{m+2}\left|v_{x_{N}^{\prime}}\right|^{m+2}+\frac{m}{m+2} \varrho^{m+2} f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right) \leq \\
& \leq \frac{2}{m+2}\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2}+\frac{m}{m+2} \varrho^{m+2} f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right) \\
\varrho^{1+\frac{m}{2}} f\left(\varrho x^{\prime}\right)\left|\nabla^{\prime} v\right|^{\frac{m-2}{2}} v_{x_{N}^{\prime}}^{2} & \leq \frac{1}{2}\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2}+\frac{1}{2} \varrho^{m+2} f^{2}\left(\varrho x^{\prime}\right) \\
\varrho^{m-1} g\left(\varrho x^{\prime}\right)\left|\nabla^{\prime} v\right| v_{x_{N}^{\prime}}^{2} & \leq \frac{1}{m}\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2}+\frac{m-1}{m} \varrho^{m} g^{\frac{m}{m-1}}\left(\varrho x^{\prime}\right) v_{x_{N}^{\prime}}^{2} \leq \\
& \leq \frac{3}{m+2}\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2}+\frac{m-1}{m+2} \varrho^{m+2} g^{\frac{m+2)}{m}}\left(\varrho x^{\prime}\right) .
\end{aligned}
$$

Hence and from (8.4.30) we finally obtain

$$
\begin{gather*}
\int_{B_{2 \sigma}^{+}}\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right) d x^{\prime} \leq\left. c_{1} \sigma^{\alpha} \int_{B_{2 \sigma}^{+}}\langle | \nabla^{\prime} v\right|^{m-2} v_{x^{\prime} x^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)+ \\
+\left|\nabla^{\prime} v\right|^{m} v_{x_{N}^{\prime}}^{2} \zeta^{2}\left(x^{\prime}\right)+\left|\nabla^{\prime} v\right|^{m}\left|\nabla^{\prime} \zeta^{2}\right\rangle d x^{\prime}+c_{2} \varrho^{m+2} \int_{B_{2 \sigma}^{+}}\left\langle f^{2}\left(\varrho x^{\prime}\right)+\right. \\
\left.1) \quad+f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+g^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)\right\rangle \zeta^{2}\left(x^{\prime}\right) d x^{\prime} \tag{8.4.31}
\end{gather*}
$$

Combining (8.4.25), (8.4.29), (8.4.31), choosing $\sigma$ sufficiently small and using the properties of $\zeta\left(x^{\prime}\right)$, we get

$$
\int_{B_{\sigma}^{+}}\left(\left|\nabla^{\prime} v\right|^{m+2}+\left|\nabla^{\prime} v\right|^{m-2}\left|v_{x^{\prime} x^{\prime}}\right|^{2}\right) d x^{\prime} \leq c_{1} \int_{B_{2 \sigma}^{+}}\left|\nabla^{\prime} v\right|^{m} d x^{\prime}+
$$

$$
\begin{equation*}
+c_{2} \varrho^{m+2} \int_{B_{2 \sigma}^{+}}\left\langle f^{2}\left(\varrho x^{\prime}\right)+f^{\frac{m+2}{m}}\left(\varrho x^{\prime}\right)+g^{\frac{m+2}{m-2}}\left(\varrho x^{\prime}\right)+g^{\frac{2(m+2)}{m}}\left(\varrho\left(x^{\prime}\right)\right\rangle d x^{\prime}\right. \tag{8.4.32}
\end{equation*}
$$

By the covering argument and returning to the previous variables $x, u$, we get the desired (8.4.24).

From Theorems 8.43 and 8.44 the following theorem follows immediately
Theorem 8.45. Let $u(x)$ be a weak bounded solution of the problem $(D Q L)$. Let us assume that the hypotheses $(A),(B),(C),(D),(E)$ and $(F)$ are fulfilled on the set $\mathfrak{M}$. Then we have the estimate

$$
\begin{equation*}
\int_{G_{\varepsilon}^{2 e}}\left(|\nabla u|^{m+2}+|\nabla u|^{m-2} u_{x x}^{2}\right) d x \leq \tag{8.4.33}
\end{equation*}
$$

$$
\leq C \int_{G_{\ell / 2}^{4 e}}\left(r^{-2}|\nabla u|^{m}+f^{2}+f^{\frac{m+2}{m}}+g^{\frac{m+2}{m-1}}+g^{\frac{2(m+2)}{m}}\right) d x, \quad \forall \rho \in(0, d)
$$

### 8.4.3. The local estimate near a conical point.

Theorem 8.46. Let $u(x)$ be a weak bounded solution of the problem ( $D Q L$ ). Let $\lambda_{0}$ be the least eigenvalue of the problem ( $N E V P$ ) (it is determined by Theorem 8.12) and $t \in(0,1]$ be the number that is determined by (8.3.4). Let us assume that the hypotheses $(U), 1)-4)$ from Section 8.3 and $(A),(B),(C),(D),(E),(F)$ are fulfilled. In addition, suppose

$$
\begin{equation*}
\int_{G_{\ell / 2}^{4 \varrho}}\left(f^{2}+f^{\frac{m+2}{m}}+g^{\frac{m+2}{m-1}}+g^{\frac{2(m+2)}{m}}\right) d x \leq K \varrho^{N-2+m\left(t \lambda_{0}-1\right)} . \tag{8.4.34}
\end{equation*}
$$

If $\gamma>2-N-m\left(t \lambda_{0}-1\right)$, then we have the estimate

$$
\begin{align*}
\int_{G_{o}^{o}}\left(r^{\gamma}|\nabla u|^{m-2} u_{x x}^{2}+r^{\gamma-2}|\nabla u|^{m}+r^{\gamma-2-m}|u|^{m}\right) d x & \leq  \tag{8.4.35}\\
& \leq C \varrho^{\gamma+N-2+m\left(t \lambda_{0}-1\right)}, \quad \forall \varrho \in(0, d) .
\end{align*}
$$

### 8.4 Integral estimates of SECOND WEAK DERIVATIVES OF SOLUTIONS 355

Proof. By Theorem 8.45 together with (8.4.34) we have

$$
\begin{equation*}
\int_{G_{Q}^{2 e_{e}}} r^{\gamma}|\nabla u|^{m-2} u_{x x}^{2} d x \leq C \int_{G_{\Omega / 2}^{4 \infty}} r^{\gamma-2}|\nabla u|^{m} d x+K \varrho^{\gamma+N-2+m\left(t \lambda_{0}-1\right)} . \tag{8.4.36}
\end{equation*}
$$

Let us now apply Theorems 8.40 and 8.41. According to the estimates (8.3.5), (8.3.8) and (8.4.36) we obtain

$$
\begin{align*}
& \int_{G_{Q}^{2 \varrho}}\left(r^{\gamma}|\nabla u|^{m-2} u_{x x}^{2}+r^{\gamma-2}|\nabla u|^{m}+r^{\gamma-2-m}|u|^{m}\right) d x \leq  \tag{8.4.37}\\
& \leq C \varrho^{\gamma+N-2+m\left(t \lambda_{0}-1\right)}, \quad \forall \varrho \in(0, d) .
\end{align*}
$$

Let us define the sequence $\varrho_{k}=2^{1-k} \varrho$. We rewrite the inequality (8.4.37) replacing $\varrho$ by $\varrho_{k}$. Then we get

$$
\begin{gather*}
\int_{G_{Q_{k}}^{2 e_{k}}}\left(r^{\gamma}|\nabla u|^{m-2} u_{x x}^{2}+r^{\gamma-2}|\nabla u|^{m}+r^{\gamma-2-m}|u|^{m}\right) d x \leq \\
\leq C 2^{(1-k) \varkappa} \varrho^{\varkappa}, \quad \forall \varrho \in(0, d),  \tag{8.4.38}\\
\varkappa=\gamma+N-2+m\left(t \lambda_{0}-1\right)>0 .
\end{gather*}
$$

Summing the inequalities (8.4.38) over all $k=1,2, \ldots$ we have

$$
\begin{aligned}
& \int_{G_{0}^{2 g}}\left(r^{\gamma}|\nabla u|^{m-2} u_{x x}^{2}+r^{\gamma-2}|\nabla u|^{m}+r^{\gamma-2-m}|u|^{m}\right) d x \leq \\
& \leq C \varrho^{\varkappa} \sum_{k=1}^{\infty} 2^{(1-k) \varkappa}=\frac{C}{1-2^{-\varkappa}} e^{\varkappa}
\end{aligned}
$$

since $x>0$.

## Example.

Let us look at the problem

$$
\left\{\begin{array}{l}
\Delta_{m} u:=-\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)=0 \quad \text { in } G_{0} \\
\left.u\right|_{\omega= \pm \frac{1}{2} \omega_{0}}=0
\end{array}\right.
$$

where $m>1$ and

$$
G_{0}=\left\{x=(r, \omega)\left|0<r<\infty,|\omega| \leq \frac{\omega_{0}}{2}\right\}, \quad \omega_{0} \in(0,2 \pi)\right.
$$

is the plane angle. We use the results of Chapter 9. In Subsection 9.4 of Chapter 9 we constructed the solution of our problem in the form

$$
w(x)=r^{\lambda} \Phi(\omega), \quad \omega \in\left[-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right], \quad \lambda>0
$$

with $\Phi(\omega) \geq 0$ and $\lambda=\lambda_{0}$, determined by (8.2.4). By the properties of $\Phi(\omega)$, established in Subsection 9.4, it is not difficult to deduce the following estimates

$$
\begin{equation*}
0<u(x) \leq r^{\lambda_{0}},|\nabla u| \leq c_{1} r^{\lambda_{0}-1},\left|u_{x x}\right| \leq c_{2} r^{\lambda_{0}-2} \tag{8.4.39}
\end{equation*}
$$

Now we can establish the condition of the finiteness of the integral

$$
\int_{G_{o}^{e}}\left(r^{\gamma}|\nabla u|^{m-2} u_{x x}^{2}+r^{\gamma-2}|\nabla u|^{m}+r^{\gamma-2-m}|u|^{m}\right) d x .
$$

From the estimates (8.4.39) it follows that the integral above is finite, if the integral $\int_{0}^{\varrho} r^{\gamma-1+m\left(\lambda_{0}-1\right)} d r$ is convergent. This fact holds under the condition $\gamma>\left(1-\lambda_{0}\right) m$ and it shows that the statement of Theorem 8.46 is precise.

### 8.5. Notes

The properties of weak solutions of the (LPA) in the neighborhood of isolated singularities have been studied by many authors (see e.g. [157, 393] and the literature cited therein). We point out the great cycle of the L. Veron works [384] - [397].

The behavior of solutions near a conical boundary points is treated only in special cases in $[\mathbf{3 7 5}, \mathbf{9 9}, 59]$ for $a_{0}(x) \equiv 0$, in $[52]$ for bounded solutions and for $m=2$. In this chapter we extend these results to the more general quasilinear case $m \neq 2$.

The problem (NEVP) was studied by P.Tolksdorf $[374,375,376,378]$ and a more detailed analysis is carried out by Aronsson [11], Krol [204, 205] and §9.5.2, Chapter 9.

The solvability property of the operator $\mathfrak{D}$ associated with the eigenvalue problem ( $N E V P$ ), Theorem 8.14, as proved here is due to M. Dobrowolski [99, 68].

There is a number of works relating to the estimation of the first eigenvalue of the $m$-Laplacian in a Riemannian manifold (see, e.g., [223, 411, 371, 155]). Apropos to the one-dimensional Wirtinger inequality, see also Theorems 256, 257 [142].

The other $L^{\infty}$ - estimates of weak solutions of the problem ( $D Q L$ ) can be found in §10.5, Chapter 10 [129] and in $\S 7$, Chapter IV [216].

Integral estimates of second weak derivatives of the ( $D Q L$ ) weak solutions in smooth domains were established in [215, 216, 217, 401]. In Section 8.4 we make these estimates more precise in the case of smooth domains as well as establish new estimates for nonsmooth domains and we follow [57, 70].
G. Savare [354] obtained recently the certain new regularity results for solutions of the Dirichlet and Neumann problems to some linear and quasilinear elliptic equation of the variational structure in the Lipschitz domains. M. Fuchs \& Li Gongbao [125] established $L^{\infty}$-bound for weak solutions of the Dirichlet problem for the quasilinear elliptic equation on Orlicz- Sobolev spaces. S. Knobloch [158] considered the Neumann problem for ( $D Q L$ ) in a plane domain with corners.
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# The boundary value problems for elliptic quasilinear equations with triple degeneration in a domain with boundary edge 

### 9.1. Introduction. Assumptions.

This chapter is devoted to the estimate of weak solutions to the boundary value problems for elliptic quasilinear degenerate second order equations. We investigate the behavior of weak solutions of the first and mixed boundary value problems for quasilinear elliptic equation of the second order with triple degeneracy and singularity in the coefficients in a neighborhood of singular boundary point.

Let $G$ be a domain in $\mathbb{R}^{N}, N \geq 3$, bounded by ( $N-1$ )- dimensional manifold $\partial G$ and let $\Gamma_{1}, \Gamma_{2}$ be open nonempty submanifolds of $\partial G$, possessing the following properties: $\Gamma_{1} \cap \Gamma_{2}=\emptyset$ and $\partial G=\overline{\Gamma_{1}} \cup \overline{\Gamma_{2}}$, where $\overline{\Gamma_{1}} \cap \overline{\Gamma_{2}}$ is smooth ( $N-2$ )- dimensional submanifold that contains an edge $\Gamma_{0} \subseteq \overline{\Gamma_{1}} \cap \overline{\Gamma_{2}}$. We also fix a partition of $\{0,1,2\}$ into two subsets $\mathcal{N}$ and $\mathcal{D}$. The union of the $\Gamma_{j}$ with $j \in \mathcal{D}$ is going to be the part of the boundary where we consider a Dirichlet boundary condition, but with $j \in \mathcal{N}$ is going to be the part of the boundary where we consider first order boundary conditions either Neumann or the third BVP. In what follows we suppose $\{0,1\} \in \mathcal{D}$. If $2 \in \mathcal{D}$, then our problem is the Dirichlet problem, if $2 \in \mathcal{N}$, then our problem is the mixed BVP.

We derive an almost exact estimate of the weak solution in a neighborhood of an edge of the boundary for the problem
$(B V P)\left\{\begin{array}{r}-\frac{d}{d x_{i}} a_{i}\left(x, u, u_{x}\right)+a_{0} a\left(x, u, u_{x}\right)+b\left(x, u, u_{x}\right)=f(x), \\ x \in G, \text { where } a_{0} \geq 0 ; \\ u(x)=0, \quad x \in \partial G, \text { if } 2 \in \mathcal{D} \quad \text { and } x \in \partial G \backslash \Gamma_{2}, \text { if } 2 \in \mathcal{N} ; \\ a_{i}\left(x, u, u_{x}\right) n_{i}(x)+\sigma(x, u)=g(x), \quad x \in \Gamma_{2}, \text { if } 2 \in \mathcal{N} .\end{array}\right.$
(summation over repeated indices from 1 to $N$ is understood.) Here: $n_{i}(x)$, $i=1, \ldots, N$ are components of the unit outward normal to $\Gamma_{2}$.

For $x=\left(x_{1}, \ldots, x_{N}\right)$ let us define the cylindrical coordinates $(\bar{x}, r, \omega)$ as

$$
\bar{x}=\left(x_{1}, \ldots, x_{N-2}\right), \quad r=\sqrt{x_{N-1}^{2}+x_{N}^{2}}, \text { and } \omega=\arctan \frac{x_{N-1}}{x_{N}} .
$$

For the sufficiently small number $d>0$ we also define the following sets as

$$
\begin{aligned}
G_{0}^{d} & =G \cap\left\{(\bar{x}, r, \omega) \mid \bar{x} \in \mathbb{R}^{N-2}, 0<r<d, \omega \in\left(-\omega_{0} / 2, \omega_{0} / 2\right)\right\} \\
\Gamma_{j}^{d} & =\Gamma_{j} \cap \overline{G_{0}^{d}} \subset \partial G_{0}^{d}, \quad j=0,1,2 \\
\Omega_{d} & =G \cap\left\{(\bar{x}, r, \omega) \mid \bar{x} \in \mathbb{R}^{N-2}, r=d, \omega \in\left[-\omega_{0} / 2, \omega_{0} / 2\right]\right\} \subset \partial G_{0}^{d} \\
\omega_{0} & \in(0,2 \pi)
\end{aligned}
$$

We shall assume the following

- $\partial G \backslash \Gamma_{0}$ is smooth submanifold in $\mathbb{R}^{N}$;
- there exists a number $d>0$ such that

$$
\Gamma_{0}^{d}=\{(\bar{x}, 0,0)| | \bar{x} \mid<d\} \subset \Gamma_{0}
$$

is the straight edge with the center in the origin;

- $G_{0}^{d}$ is locally diffeomorphic to the dihedral cone

$$
\mathbb{D}_{d}=\left\{(r, \omega) \mid 0<r<d, \omega \in\left(-\omega_{0} / 2, \omega_{0} / 2\right)\right\} \times \mathbb{R}^{N-2} ; \quad 0<\omega_{0}<2 \pi ;
$$

thus we assume that $G_{0}^{d} \subset G$ and, consequently, the domain $G$ is a "wedge" in some vicinity of the edge.

- $\left.\omega\right|_{\Gamma_{1}}=-\omega_{0} / 2$; and $\left.\omega\right|_{\Gamma_{2}}=\omega_{0} / 2$.

Let $C^{0}(\bar{G})$ be the set of continuous functions on $\bar{G}$ and let $L_{m}(G)$ and $W^{k, m}(G), m>1$ be the usual Lebesgue and Sobolev spaces respectively. By $\mathfrak{N}_{m, q}^{1}\left(\nu, \nu_{0}, G\right)$ we shall denote a set of functions $u(x) \in L_{\infty}(G)$ having first weak derivatives with the finite integral

$$
\begin{equation*}
\int_{G}\left(\nu(x)|u|^{q}|\nabla u|^{m}+\nu_{0}(x)|u|^{q+m}\right) d x<\infty, \quad q \geq 0, m>1 \tag{9.1.1}
\end{equation*}
$$

where $\nu_{0}(x)$ and $\nu(x)$ are two nonnegative measurable in $G$ functions such that

$$
\nu_{0}^{-1}(x) \in L_{t}(G), \nu^{-1}(x) \in L_{t}(G) ; \nu_{0}(x) \in L_{s}(G), \frac{1}{s}+\frac{1}{t}<\frac{m}{N}
$$

$$
\begin{equation*}
1+\frac{1}{t}<m<N\left(1+\frac{1}{t}\right), \quad t>\max \left(N, \frac{N}{m-1}\right), \quad N>m>1 \tag{9.1.2}
\end{equation*}
$$

If $X(G)$ is one of the above spaces, then by $X(G, \Gamma)$ with any $\Gamma \subseteq \partial G$ we denote a subset of functions $u(x) \in X(G)$ vanishing on $\Gamma$ in the sense of traces. Now we define the space $V$

$$
V:= \begin{cases}\mathfrak{N}_{m, q}^{1}\left(\nu, \nu_{0}, G, \partial G\right), & \text { if BVP is the Dirichlet problem, } \\ \mathfrak{N}_{m, q}^{1}\left(\nu, \nu_{0}, G, \partial G \backslash \Gamma_{2}\right), & \text { if BVP is the mixed problem. }\end{cases}
$$

We set also $V_{0}$ is $V$ for $q=0$. Let us define for $\forall \varepsilon \geq 0$ the number

$$
\theta_{\varepsilon}:= \begin{cases}\frac{1}{2}\left(\omega_{0}+\varepsilon\right), & \text { if BVP is the Dirichlet problem, } \\ \omega_{0}+\varepsilon, & \text { if BVP is the mixed problem }\end{cases}
$$

and let $\lambda$ be the least positive number satisfying

$$
\begin{align*}
& \int_{0}^{+\infty} \frac{\left[(m-1) y^{2}+\lambda^{2}\right]\left(y^{2}+\lambda^{2}\right)^{\frac{m-4}{2}} d y}{(m-1+q+\mu)\left(y^{2}+\lambda^{2}\right)^{\frac{m}{2}}+\lambda(2-m+\tau)\left(y^{2}+\lambda^{2}\right)^{\frac{m-2}{2}}-a_{0}}= \\
& 1.3) \quad=\theta_{0} \tag{9.1.3}
\end{align*}
$$

(9.1.4) $\quad \lambda^{m}(q+m-1+\mu)+\lambda^{m-1}(2-m+\tau)>a_{0}$.

We shall use the following notation $(|u|-k)_{+}:=\max (|u|-k ; 0)$.
Concerning the equation of ( $B V P$ ) we make the following assumptions.

Let $1<m<N, l>N, q \geq 0$ and $0 \leq \mu<1$ be given numbers and let $\alpha(x), \alpha_{0}(x), b_{0}(x)$ be nonnegative functions.

1) $f(x), \alpha(x), \alpha_{0}(x), b_{0}(x)$ and $g(x)$ are measurable functions such that

$$
\begin{gathered}
\nu_{0}^{-1}(x)\left(\alpha_{0}(x)+b_{0}(x)+f(x)\right) \in L_{p}(G) ; \alpha(x) \in L_{m^{\prime}}(G) ; g(x) \in L_{\alpha}\left(\Gamma_{2}\right) \\
\frac{1}{p}<\frac{m}{N}-\frac{1}{t}-\frac{1}{s}, \quad \alpha>\frac{N-1}{m-1-\frac{N}{t}}, \quad \frac{1}{m}+\frac{1}{m^{\prime}}=1
\end{gathered}
$$

$a_{i}(x, u, \xi), i=1, \ldots, N ; a(x, u, \xi), b(x, u, \xi)$ and $\sigma(x, u)$ are Caratheodory functions $G \times \mathbb{R} \times \mathbb{N} \rightarrow \mathbb{R}$, possessing the properties
2) $a_{i}(x, u, \xi) \xi_{i} \geq \nu(x)|u|^{q}|\xi|^{m}-\alpha_{0}(x) ; \quad a(x, u, \xi) u \geq \nu_{0}(x)|u|^{q+m}$; $\sigma(x, u) \cdot \operatorname{sign} u \geq 0 ;$
3) $|b(x, u, \xi)| \leq \mu \nu(x)|u|^{q-1}|\xi|^{m}+b_{0}(x)$;

## 9 Elliptic quasilinear equations with triple

4) $\begin{aligned} & \sqrt{\sum_{i=1}^{n} a_{i}^{2}(x, u, \xi)} \leq \nu(x)|u|^{q}|\xi|^{m-1}+\nu^{\frac{1}{m}}(x) \nu_{0}^{1 / m^{\prime}}(x)|u|^{q+m-1}+ \\ & \quad+\alpha(x) \nu^{\frac{1}{m}}(x)\end{aligned}$ $+\alpha(x) \nu^{\frac{1}{m}}(x) ;$
5) $|a(x, u, \xi)| \leq \nu^{\frac{1}{m^{\prime}}}(x) \nu_{0}^{1 / m}(x)|u|^{q}|\xi|^{m-1}+\nu_{0}(x)|u|^{q+m-1}+$ $+\alpha(x) \nu_{0}^{1 / m}(x)|u|^{q} ;$
6) $\int_{\Gamma_{2}}|\sigma(x, u)| d s<\infty \quad \forall u \in L_{\infty}\left(G \cup \Gamma_{2}\right)$.

In addition, suppose that the functions $a_{i}(x, u, \xi), a(x, u, \xi), b(x, u, \xi)$ and $\sigma(x, u)$ are continuously differentiable with respect to the $x, u, \xi$ variables in $\mathfrak{M}_{d, M_{0}}=\overline{G_{0}^{d}} \times\left[-M_{0}, M_{0}\right] \times \mathbb{R}^{N}$ and satisfy in $\mathfrak{M}_{d, M_{0}}$
7) $(m-1) u \frac{\partial a_{i}(x, u, \xi)}{\partial u}=q \frac{\partial a_{i}(x, u, \xi)}{\partial \xi_{j}} \xi_{j} ; i=1, \ldots, N$;
8) $\quad \frac{\partial a_{i}(x, u, \xi)}{\partial \xi_{j}} p_{i} p_{j} \geq \gamma_{m, q} \nu(x)|u|^{q}|\xi|^{m-2} p^{2}, \forall p \in \mathbb{R}^{N} \backslash\{0\}$;
9) $\sqrt{\sum_{i=1}^{N}\left|\frac{\partial b(x, u, \xi)}{\partial \xi_{i}}\right|^{2}} \leq \nu(x)|u|^{q-1}|\xi|^{m-1}$;
10) $\begin{aligned} \frac{\partial b(x, u, \xi)}{\partial u} & \geq \nu(x)|u|^{q-2}|\xi|^{m} ; \frac{\partial a(x, u, \xi)}{\partial u} \geq \gamma_{m, q} \nu_{0}(x)|u|^{q+m-2} ; \\ \frac{\partial \sigma(x, u)}{\partial u} & \geq 0 ;\end{aligned}$
11) $\sqrt{\left.\left.\sum_{i=1}^{N}\left|a_{i}(x, u, \xi)-r^{\tau}\right| u\right|^{q}|\xi|^{m-2} \xi_{i}\right|^{2}} \leq c_{1}(r) r^{\tau}|u|^{q}|\xi|^{m-1}+\psi_{1}(r)$;
12)

$$
\left.\left.\left|\frac{\partial a_{i}(x, u, \xi)}{\partial \xi_{j}}-r^{\tau}\right| u\right|^{q}|\xi|^{m-4}\left(\delta_{i}^{j}|\xi|^{2}+(m-2) \xi_{i} \xi_{j}\right) \right\rvert\, \leq
$$

$$
\leq c_{2}(r) r^{\tau}|u|^{q}|\xi|^{m-2}+c_{2}(r) \psi_{2}(r)|u|^{\frac{q}{m-1}}
$$

13) $\left.\left.\quad\left|\frac{\partial a_{i}(x, u, \xi)}{\partial x_{i}}-\tau r^{\tau-2}\right| u\right|^{q}|\xi|^{m-2} x_{i} \xi_{i}\left|\leq c_{3}(r) r^{\tau-1}\right| u\right|^{q}|\xi|^{m-1}+\psi_{3}(r)$;
14) $\left.\quad\left|a(x, u, \xi)-r^{\tau-m} u\right| u\right|^{q+m-2}\left|+\left|b(x, u, \xi)+\mu r^{\tau} u\right| u\right|^{q-2}|\xi|^{m} \mid \leq$ $\leq c_{4}(r) r^{x}|u|^{q}|\xi|^{m-1}+|u|^{q} \psi_{4}(r)$,
where $\gamma_{m, q}>0, c_{i}(r)$ are nonnegative functions that are continuous at zero with $c_{i}(0)=0$. In addition, let there exist numbers $k_{i} \geq 0$, such that $\psi_{i}(r) \leq k_{i} r^{\beta_{i}}, i=1, \ldots, 4$, where

$$
\begin{gather*}
\beta_{1}=\frac{l(N-1)-N(m-1)}{l(N-m)} \tau-\frac{2}{l}(m-1)+\lambda(q+m-1) ; \\
\beta_{2}=\tau-m+2+\lambda(q+m-1) \frac{m-2}{m-1} ; \\
\beta_{3}=\tau-m+\lambda(q+m-1) ;  \tag{9.1.5}\\
\beta_{4}=\frac{(l-m) N}{l(N-m)} \tau-\frac{2}{l} m+\lambda(m-1), \\
\varkappa=\frac{l(N-m+1)-N}{l(N-m)} \tau-\frac{2}{l}+\varepsilon, \forall \varepsilon>0 .
\end{gather*}
$$

Remark 9.1. Our assumptions 11)-14) essentially mean that the coefficients of the ( $B V P$ ) near the edge $\Gamma_{0}$ are close to coefficients of model equation
(ME)

$$
\begin{gathered}
-\frac{d}{d x_{i}}\left(r^{\tau}|u|^{q}|\nabla u|^{m-2} u_{x_{i}}\right)+a_{0} r^{\tau-m} u|u|^{q+m-2}- \\
\quad-\mu r^{\tau}|u|^{q-1}|\nabla u|^{m} \operatorname{sign} u=f(x), \\
0 \leq \mu<1, \quad q \geq 0, \quad m>1, \quad a_{0} \geq 0, \quad \tau \geq m-2
\end{gathered}
$$

Definition 9.2. Function $u(x)$ is called a weak solution of ( $B V P$ ) provided that $u(x) \in V$ and satisfies the integral identity

$$
\begin{align*}
& \int_{G}\left\{a_{i}\left(x, u, u_{x}\right) \phi_{x_{i}}+a_{0} a\left(x, u, u_{x}\right) \phi+b\left(x, u, u_{x}\right) \phi\right\} d x=  \tag{II}\\
&=\int_{G} f(x) \phi d x+\int_{\Gamma_{2}}\{g(x)-\sigma(x, u)\} \phi d s
\end{align*}
$$

for all $\phi(x) \in V$.
One can easily verify that assumptions 1 )-6) together with (9.1.2) guarantee the correctness of such a definition.

We need the following auxiliary statements
Lemma 9.3. Let $m^{\#}$ denote the number associated to $m$ by the relation

$$
\begin{equation*}
\frac{1}{m^{\#}}=\frac{1}{m}\left(1+\frac{1}{t}\right)-\frac{1}{N} \tag{9.1.6}
\end{equation*}
$$

and suppose that assumption (9.1.2) holds. Then there exist constants $c_{1}>0, c_{2}>0, c_{3}>0$ depending only on meas $G, \omega_{0}, N, m, t,\left\|\nu_{0}^{-1}\right\|_{L_{t}(G)}$, $\left\|\nu^{-1}\right\|_{L_{t}(G)}$ such that

$$
\begin{equation*}
\int_{G} \nu_{0}(x)|v|^{m} d x \leq c_{1} \int_{G} \nu(x)|\nabla v|^{m} d x \tag{9.1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\int_{G}|v|^{m^{\#}} d x\right)^{\frac{m}{m \#}} \leq c_{2} \int_{G}\left(\nu_{0}(x)|v|^{m}+\nu(x)|\nabla v|^{m}\right) d x \tag{9.1.8}
\end{equation*}
$$

for any $v(x) \in V_{0}$ and also

$$
\begin{equation*}
\int_{G} \nu_{0}(x)|u|^{q+m} d x \leq c_{3} \int_{G} \nu(x)|u|^{q}|\nabla u|^{m} d x \tag{9.1.9}
\end{equation*}
$$

for any $u(x) \in V$.
Proof. The proof for (9.1.7) had been given either in §1.5 [100] or in the statements 3.2 - 3.5 [316]. The inequality (9.1.9) is obtained from (9.1.7) by performing in the latter the following substitution

$$
u=v|v|^{\sigma-1}, \quad \sigma=\frac{m}{q+m} .
$$

Now we prove the inequality (9.1.8) following the Theorem 3.1 [316]. We shall deduce the inequality (9.1.8) from the corresponding ones for the imbedding Sobolev Theorem 1.31, namely if $1<m<N$ then

$$
\begin{equation*}
\|v\|_{L^{\frac{m N}{N-m}}(G)} \leq C\|v\|_{W^{1, m}(G)}, \forall v \in W^{1, m}(G) . \tag{9.1.10}
\end{equation*}
$$

If we put $\frac{1}{\varkappa}=1+\frac{1}{t}$ then we have from (9.1.2)

$$
1<m \varkappa<N \quad \text { and } \quad \varkappa+\frac{\varkappa}{t}=1
$$

Now, by using the Hölder integral inequality with $p=\frac{1}{\varkappa}, p^{\prime}=\frac{1}{1-\varkappa}$, we obtain

$$
\begin{align*}
\|v\|_{L^{m \varkappa}(G)} & =\left(\int_{G}|v|^{m \varkappa} \nu_{0}^{\nu \varkappa}(x) \nu_{0}^{-\varkappa}(x) d x\right)^{\frac{1}{m \varkappa}} \leq  \tag{9.1.11}\\
& \leq\left\|\nu_{0}^{-1}(x)\right\|_{L^{t}(G)}^{\frac{1}{m}} \cdot\left(\int_{G} \nu_{0}(x)|v|^{m} d x\right)^{\frac{1}{m}}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\|\nabla v\|_{L^{m \varkappa}(G)} & =\left(\int_{G}|\nabla v|^{m \varkappa} \nu^{\varkappa}(x) \nu^{-\varkappa}(x) d x\right)^{\frac{1}{m \varkappa}} \leq \\
& \leq\left\|\nu^{-1}(x)\right\|_{L^{t}(G)}^{\frac{1}{m}} \cdot\left(\int_{G} \nu(x)|\nabla v|^{m} d x\right)^{\frac{1}{m}} . \tag{9.1.12}
\end{align*}
$$

We consider now the inequality (9.1.10) replacing $m$ by $m \varkappa$. (In this connection we verify that $\left.\frac{N m \varkappa}{N-m \varkappa}=m^{\#}\right)$. Then we obtain

$$
\|v\|_{L^{m \#}(G)} \leq C\left(\|v\|_{L^{m \varkappa}(G)}+\|\nabla v\|_{L^{m \varkappa}(G)}\right) .
$$

Hence and from (9.1.11), (9.1.12) it follows the required inequality (9.1.8).

Lemma 9.4. There exists a constant $c_{4}>0$ depending on $N, m, t, G, \Gamma_{2}$ such that for any $v(x) \in \mathfrak{N}_{m, 0}^{1}\left(\nu, \nu_{0}, G, \partial G \backslash \Gamma_{2}\right)$

$$
\begin{equation*}
\left(\int_{\Gamma_{2}}|v|^{\alpha^{*}} d s\right)^{\frac{1}{\alpha^{*}}} \leq c_{4}\left\{\int_{G}\left(\nu_{0}(x)|v|^{m}+\nu(x)|\nabla v|^{m}\right) d x\right\}^{\frac{1}{m}} \tag{9.1.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{*}=\frac{m(N-1)}{N-m+\frac{N}{t}} . \tag{9.1.14}
\end{equation*}
$$

Proof. By the theorem of trace for Sobolev spaces (Theorem 1.35), we have

$$
\|v\|_{L^{\alpha^{*}}\left(\Gamma_{2}\right)} \leq c\|v\|_{W^{1, m *}(G)}
$$

with $\alpha^{*}$ from (9.1.14). Hence and from the inequalities (9.1.11), (9.1.12) it follows the desired inequality (9.1.13).

Corollary 9.5. (From Lemmas 9.3, 9.4).

$$
\begin{align*}
&\left(\int_{G}|v|^{m^{\#}} d x\right)^{\frac{m}{m \#}}+\left(\int_{\Gamma_{2}}|v|^{\alpha^{*}} d s\right)^{\frac{m}{\alpha^{*}}} \leq  \tag{9.1.15}\\
& \leq c_{5} \int_{G}\left(\nu_{0}(x)|v|^{m}+\nu(x)|\nabla v|^{m}\right) d x
\end{align*}
$$

for any $v(x) \in \mathfrak{N}_{m, 0}^{1}\left(\nu, \nu_{0}, G, \partial G \backslash \Gamma_{2}\right)$, where the constant $c_{5}>0$ depends on $N, m, t, G, \Gamma_{2},\left\|\nu_{0}^{-1}\right\|_{L_{t}(G)},\left\|\nu^{-1}\right\|_{L_{t}(G)}$.

The main statement of this chapter is in the following theorem.
Main Theorem. Let $u(x)$ be a weak solution to (BVP) and let $\lambda$ be least positive solution of (9.1.3) and (9.1.4). Suppose that the assumptions (9.1.2) and 1) - 14) with $m \geq 2$ are fulfilled. Let there be nonnegative constants $f_{1}, g_{1}$ such that

$$
\begin{gathered}
|f(x)| \leq f_{1} r^{\tau-m+\lambda(q+m-1)}, x \in G_{0}^{d} \text { and } \\
|g(x)| \leq g_{1} r^{\tau-m+1+\lambda(q+m-1)}, x \in \Gamma_{2}^{d}
\end{gathered}
$$

Then for every $\varepsilon>0$ there exists a constant $c_{\varepsilon}>0$, depending only on the parameters and norms of functions occuring in the assumptions such that

$$
\begin{equation*}
|u(x)| \leq c_{\varepsilon} r^{\lambda-\varepsilon} . \tag{9.1.17}
\end{equation*}
$$

### 9.2. A weak comparison principle. The E. Hopf strong maximum principle

Now we shall prove a weak comparison principles for the quasilinear equation which extend the corresponding results in chapter 10, Theorem 10.7 [129] and in chapter 3, Lemma 3.1 [375] (see also [298]).

Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with lipschitzian boundary $\partial \Omega=$ $\overline{\partial_{1} \Omega} \cup \overline{\partial_{2} \Omega}$. We consider the second order quasilinear degenerate operator $Q$ of the form

$$
\begin{align*}
Q(v, \phi) & \equiv \int_{\Omega}\left\langle\mathcal{A}_{i}\left(x, v_{x}\right) \phi_{x_{i}}+\mathcal{A}(x, v) \phi+\mathcal{B}\left(x, v, v_{x}\right) \phi-\right.  \tag{9.2.1}\\
& -f(x) \phi\rangle d x+\int_{\partial_{2} \Omega}\langle\Sigma(x, v)-g(x)\rangle \phi d s
\end{align*}
$$

for $v \in \mathfrak{N}_{m, 0}^{1}\left(\nu, \nu_{0}, \Omega, \partial \Omega \backslash \partial_{2} \Omega\right)$ and for all nonnegative $\phi$ belonging to the set $\mathfrak{N}_{m, 0}^{1}\left(\nu, \nu_{0}, \Omega, \partial \Omega \backslash \partial_{2} \Omega\right)$ under following assumptions
the functions $f(x), g(x)$ are summable on $\Omega$ and $\partial_{2} \Omega$ respectively; the functions $\mathcal{A}_{i}(x, \eta), \mathcal{A}(x, v), \mathcal{B}(x, v, \eta), \pm(x, v)$ are Caratheodory, continuously differentiable with respect to the $v, \eta$ variables in $\mathfrak{M}=\bar{\Omega} \times \mathbb{R} \times \mathbb{R}^{N}$ and satisfy in $\mathfrak{M}$ the following inequalities:
(i) $\frac{\partial \mathcal{A}_{i}(x, \eta)}{\partial \eta_{j}} p_{i} p_{j} \geq \gamma_{m} \nu(x)|\eta|^{m-2} p^{2}, \forall p \in \mathbb{R}^{N} \backslash\{0\} ;$
(ii) $\sqrt{\sum_{i=1}^{N}\left|\frac{\partial \mathcal{B}(x, v, \eta)}{\partial \eta_{i}}\right|^{2}} \leq \nu(x)|v|^{-\mathbf{1}}|\eta|^{m-1}$;

### 9.2 A weak comparison principle. The E. Hopf STRONG MAXIMUM PRINCIPLE

(iii) $\frac{\partial \mathcal{B}(x, v, \eta)}{\partial v} \geq \nu(x)|v|^{-2}|\eta|^{m} ; \frac{\partial \mathcal{A}(x, v)}{\partial v} \geq \gamma_{m} \nu_{0}(x)|v|^{m-2} ; \frac{\partial \Sigma(x, v)}{\partial v} \geq 0$.

Here: $m>1, \gamma_{m}>0$ and $\nu_{0}(x)$ and $\nu(x)$ are the functions defined by (9.1.2).

ThEOREM 9.6. Let operator $Q$ satisfy assumptions (i) - (iii). Let the functions $v, w \in \mathfrak{N}_{m, 0}^{1}\left(\nu, \nu_{0}, \Omega, \partial \Omega \backslash \partial_{2} \Omega\right)$ satisfy the inequality

$$
\begin{equation*}
Q(v, \phi) \leq Q(w, \phi) \tag{9.2.2}
\end{equation*}
$$

for all non-negative $\phi \in \mathfrak{N}_{m, 0}^{1}\left(\nu, \nu_{0}, \Omega, \partial \Omega \backslash \partial_{2} \Omega\right)$ and also the inequality

$$
\begin{equation*}
v(x) \leq w(x), \text { on } \partial \Omega \backslash \partial_{2} \Omega \tag{9.2.3}
\end{equation*}
$$

holds in the weak sense. Then

$$
\begin{equation*}
v(x) \leq w(x), \text { a.e. in } \Omega . \tag{9.2.4}
\end{equation*}
$$

Proof. Let us define

$$
z=v-w ; \text { and } v^{t}=t v+(1-t) w, t \in[0,1] .
$$

Then we have

$$
\begin{gathered}
0 \geq Q(v, \phi)-Q(w, \phi)= \\
=\int_{\Omega}\left\langle\phi_{x_{i}} z_{x_{j}} \int_{0}^{1} \frac{\partial \mathcal{A}_{i}\left(x, v_{x}^{t}\right)}{\partial v_{x_{j}}^{t}} d t+z \phi \int_{0}^{1} \frac{\partial \mathcal{A}\left(x, v^{t}\right)}{\partial v^{t}} d t+\right. \\
\left.+\phi z_{x_{i}} \int_{0}^{1} \frac{\partial \mathcal{B}\left(x, v^{t}, v_{x}^{t}\right)}{\partial v_{x_{i}}^{t}} d t+\phi z \int_{0}^{1} \frac{\partial \mathcal{B}\left(x, v^{t}, v_{x}^{t}\right)}{\partial v^{t}} d t\right\rangle d x+ \\
+\int_{\partial_{2} \Omega} \phi z \int_{0}^{1} \frac{\partial \Sigma\left(x, v^{t}\right)}{\partial v^{t}} d t d s
\end{gathered}
$$

for all non-negative $\phi \in \mathfrak{N}_{m, 0}^{1}\left(\nu, \nu_{0}, \Omega, \partial \Omega \backslash \partial_{2} \Omega\right)$.
Now let $k \geq 1$ be any odd number. We define the set

$$
\Omega_{+}:=\{x \in \bar{\Omega} \mid v(x)>w(x)\}
$$

As the test function in the integral inequality (9.2.2), we choose

$$
\phi=\max \left\{(v-w)^{k}, 0\right\}
$$

By assumptions (i)-(iiii) we then obtain

$$
\begin{gather*}
k \gamma_{m} \int_{\Omega_{+}} \nu(x) z^{k-1}\left(\int_{0}^{1}\left|\nabla v^{t}\right|^{m-2} d t\right)|\nabla z|^{2} d x+ \\
\gamma_{m} \int_{\Omega_{+}} \nu_{0}(x) z^{k+1}\left(\int_{0}^{1}\left|v^{t}\right|^{m-2} d t\right) d x+\int_{\Omega_{+}} \nu(x) z^{k+1}\left(\int_{0}^{1}\left|v^{t}\right|^{-2}\left|\nabla v^{t}\right|^{m} d t\right) d x \\
(9.2 .6) \quad \leq \int_{\Omega_{+}} \nu(x) z^{k}\left(\int_{0}^{1}\left|v^{t}\right|^{-1}\left|\nabla v^{t}\right|^{m-1} d t\right)|\nabla z| d x \tag{9.2.6}
\end{gather*}
$$

Now we use the Cauchy inequality

$$
\begin{gathered}
z^{k}|\nabla z|\left|v^{t}\right|^{-1}\left|\nabla v^{t}\right|^{m-1}=\left(\left|v^{t}\right|^{-1} z^{\frac{k+1}{2}}\left|\nabla v^{t}\right|^{m / 2}\right) \cdot\left(z^{\frac{k-1}{2}}|\nabla z|\left|\nabla v^{t}\right|^{m / 2-1}\right) \\
\leq \frac{\varepsilon}{2}\left|v^{t}\right|^{-2} z^{k+1}\left|\nabla v^{t}\right|^{m}+\frac{1}{2 \varepsilon} z^{k-1}|\nabla z|^{2}\left|\nabla v^{t}\right|^{m-2}, \forall \varepsilon>0
\end{gathered}
$$

Hence, taking $\varepsilon=2$, we obtain from (9.2.6) the inequality

$$
\begin{equation*}
\left(k \gamma_{m}-\frac{1}{4}\right) \int_{\Omega_{+}} \nu(x) z^{k-1}|\nabla z|^{2}\left(\int_{0}^{1}\left|\nabla v^{t}\right|^{m-2} d t\right) d x \leq 0 \tag{9.2.7}
\end{equation*}
$$

Now choosing the odd number $k \geq \max \left(1 ; \frac{1}{2 \gamma_{m}}\right)$ in view of $z(x) \equiv 0$ almost everywhere on $\partial \Omega_{+}$, we get from (9.2.7) $z(x) \equiv 0$ almost everywhere in $\Omega_{+}$. We have finished with the contradiction to our definition of the set $\Omega_{+}$. By this fact the (9.2.4) is proved.

Remark 9.7. The operator $Q$, generated by the model equation (ME) with $q=0$, satisfies all assumption (i)-(iii). In fact, we have for this case

$$
\begin{aligned}
& \nu(x)=r^{\tau}, \nu_{0}(x)=a_{0} r^{\tau-m}, \mathcal{A}_{i}(x, \eta)=\nu(x)|\eta|^{m-2} \eta_{i} \\
& \mathcal{A}(x, v)=\nu_{0}(x) v|v|^{m-2}, \mathcal{B}(x, v, \eta)=-\mu \nu(x) v^{-1}|\eta|^{m}
\end{aligned}
$$

Therefore

$$
\nu^{-1}(x) \frac{\partial \mathcal{A}_{i}(x, \eta)}{\partial \eta_{j}}=\delta_{i}^{j}|\eta|^{m-2}+(m-2)|\eta|^{m-4} \eta_{i} \eta_{j}
$$

and hence

$$
\nu^{-1}(x) \frac{\partial \mathcal{A}_{i}(x, \eta)}{\partial \eta_{j}} p_{i} p_{j}=|\eta|^{m-2}|p|^{2}+(m-2)|\eta|^{m-4}\left(p_{i} \eta_{i}\right)^{2} \geq \gamma_{m}|\eta|^{m-2}|p|^{2}
$$

### 9.2 A weak comparison principle. The E. Hopf STRONG MAXIMUM PRINCIPLE

where

$$
\gamma_{m}= \begin{cases}1, & \text { if } \quad m \geq 2 \\ m-1, & \text { if } \quad 1<m \leq 2\end{cases}
$$

that is (i) holds.
Furthermore,

$$
\frac{\partial \mathcal{B}(x, v, \eta)}{\partial \eta_{i}}=-\mu m \nu(x) v^{-1}|\eta|^{m-2} \eta_{i}
$$

and hence (ii) holds. At last

$$
\frac{\partial \mathcal{A}(x, v)}{\partial v}=(m-1) \nu_{0}(x)|v|^{m-2}, \quad \frac{\partial \mathcal{B}(x, v, \eta)}{\partial v}=\mu \nu(x)|v|^{-\mathbf{2}}|\eta|^{m}
$$

and therefore (iii) holds as well.
Now we want to prove the strong Hopf maximum principle (cf. §3.2 [375].) In addition to (i)-(iii) we shall suppose
(v) $\left.\quad|\eta| \cdot\left|\sum_{i=1}^{N} \frac{\partial \mathcal{A}_{i}(x, \eta)}{\partial \eta_{i}}\right|+\left|\sum_{i=1}^{N} \frac{\partial \mathcal{A}_{i}(x, \eta)}{\partial x_{i}}\right|+\left.\left|\mathcal{B}(x, v, \eta)+\mu \nu(x) v^{-1}\right| \eta\right|^{m} \right\rvert\, \leq$

$$
\leq \tilde{\gamma}_{m} \nu(x)|\eta|^{m-1}
$$

for some non-negative constants $\tilde{\gamma}_{m}, \mu$.
Lemma 9.8. Let $B_{d}(y)$ be an open ball of radius $d>0$ centered at $y$, contained in $\Omega \subset \mathbb{R}^{N}$ and $v(x) \in \mathfrak{N}_{m, 0}^{1}\left(\nu, \nu_{0}, B_{d}(y)\right) \cap C^{1}\left(\overline{B_{d}(y)}\right)$ be a solution of

$$
\begin{equation*}
\mathcal{Q}_{0}(v, \phi) \equiv \int_{B_{d}(y)}\left\langle\mathcal{A}_{i}\left(x, v_{x}\right) \phi_{x_{i}}+\mathcal{B}\left(x, v, v_{x}\right) \phi\right\rangle d x=0 \tag{9.2.8}
\end{equation*}
$$

for all nonnegative $\phi \in L_{\infty}\left(B_{d}(y)\right) \cap W^{1, m}\left(B_{d}(y), \partial B_{d}(y)\right)$. Suppose that assumptions $(i)-(v)$ are fulfilled. Assume that

$$
\begin{equation*}
v(x)>0, x \in B_{d}(y) \text { and } v\left(x_{0}\right)=0 \text { for some } x_{0} \in \partial B_{d}(y) . \tag{9.2.9}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|\nabla v\left(x_{0}\right)\right| \neq 0 . \tag{9.2.10}
\end{equation*}
$$

Proof. We consider the annular region

$$
\mathcal{R}=B_{d}(y) \backslash B_{d / 2}(y)=\left\{x\left|\frac{d}{2}<|x-y|<d\right\}\right.
$$

and the function

$$
w(x)=e^{-\sigma|x-y|^{2}}-e^{-\sigma d^{2}}, \quad x \in \mathcal{R}, \sigma>0 .
$$

## 9 Elliptic quasilinear equations with triple

Direct calculation gives degeneration in a domain with an edge

$$
\begin{aligned}
& \mathcal{L}(\varepsilon w) \equiv-\frac{d \mathcal{A}_{i}\left(x, \varepsilon w_{x}\right)}{d x_{i}}+\mathcal{B}\left(x, \varepsilon w, \varepsilon w_{x}\right)= \\
&=-\varepsilon \frac{\partial \mathcal{A}_{i}\left(x, \varepsilon w_{x}\right)}{\partial\left(\varepsilon w_{x_{j}}\right)} w_{x_{i} x_{j}}-\frac{\partial \mathcal{A}_{i}\left(x, \varepsilon w_{x}\right)}{\partial x_{i}}+\mathcal{B}\left(x, \varepsilon w, \varepsilon w_{x}\right)= \\
&=-4 \varepsilon \sigma^{2} e^{-\sigma|x-y|^{2}} \frac{\partial \mathcal{A}_{i}\left(x, \varepsilon w_{x}\right)}{\partial\left(\varepsilon w_{x_{j}}\right)}\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)+ \\
&+2 \varepsilon \sigma e^{-\sigma|x-y|^{2}} \frac{\partial \mathcal{A}_{i}\left(x, \varepsilon w_{x}\right)}{\partial\left(\varepsilon w_{x_{i}}\right)}-\frac{\partial \mathcal{A}_{i}\left(x, \varepsilon w_{x}\right)}{\partial x_{i}}+\mathcal{B}\left(x, \varepsilon w, \varepsilon w_{x}\right), \quad \forall \varepsilon>0 .
\end{aligned}
$$

By assumptions (i) and (v) it follows that

$$
\begin{equation*}
\mathcal{L}(\varepsilon w) \leq-\varepsilon^{m-1} \nu(x)|\nabla w|^{m-2} e^{-\sigma|x-y|^{2}} \cdot\left\langle 4 \gamma_{m}\right| x-\left.y\right|^{2} \sigma^{2}- \tag{9.2.14}
\end{equation*}
$$

$$
\left.-2 \tilde{\gamma}_{m} \sigma-4|x-y| \tilde{\gamma}_{m} \sigma\right\rangle-\mu \varepsilon^{m-1} \nu(x) w^{-1}|\nabla w|^{m}, \forall \varepsilon>0
$$

Now we observe by (9.2.11), (9.2.12) that

$$
\begin{equation*}
\frac{|\nabla w|}{w}>2 \sigma|x-y| \tag{9.2.15}
\end{equation*}
$$

and therefore we have from (9.2.14) in the region $\mathcal{R}$

$$
\begin{array}{r}
\mathcal{L}(\varepsilon w) \leq-\varepsilon^{m-1} \nu(x)|\nabla w|^{m-2} e^{-\sigma|x-y|^{2}} \cdot\left\langle\left(\gamma_{m}+\mu\right) d^{2} \sigma^{2}-2(1+2 d) \tilde{\gamma}_{m} \sigma\right\rangle \\
\varepsilon>0
\end{array}
$$

If we choose $\sigma \geq \frac{2(1+2 d) \tilde{\gamma}_{m}}{\left(\gamma_{m}+\mu\right) d^{2}}$, then we obtain

$$
\begin{equation*}
\mathcal{L}(\varepsilon w) \leq 0 \quad \text { in } \mathcal{R}, \forall \varepsilon>0 \tag{9.2.16}
\end{equation*}
$$

Since $v>0$ on $\partial B_{d / 2}(y)$ there is a constant $\varepsilon>0$ for which $v-\varepsilon w \geq 0$ on $\partial B_{d / 2}(y)$. This inequality is also satisfied on $\partial B_{d}(y)$ where $w=0$. By virtue of (9.2.16) we have

$$
\mathcal{Q}_{0}(\varepsilon w, \phi)=\int_{B_{d}(u)} \phi \mathcal{L}(\varepsilon w) d x \leq 0=\mathcal{Q}_{0}(v, \phi)
$$

### 9.2 A weak comparison principle. The E. Hopf STRONG MAXIMUM PRINCIPLE

Thus we obtain

$$
\left\{\begin{array}{l}
\mathcal{Q}_{0}(v, \phi) \geq \mathcal{Q}_{0}(\varepsilon w, \phi) \text { in } \mathcal{R}  \tag{9.2.17}\\
v \geq \varepsilon w \text { on } \partial \mathcal{R}
\end{array}\right.
$$

By the weak comparison principle (Theorem 9.6) from (9.2.17) it follows that

$$
\begin{equation*}
v \geq \varepsilon w \quad \text { throughout } \mathcal{R} . \tag{9.2.18}
\end{equation*}
$$

Since $x_{0} \in \partial B_{d}(y)$ and $w\left(x_{0}\right)=0$ we now have

$$
\frac{v(x)-v\left(x_{0}\right)}{\left|x-x_{0}\right|} \geq \varepsilon \frac{w(x)-w\left(x_{0}\right)}{\left|x-x_{0}\right|}
$$

and therefore

$$
\left|\nabla v\left(x_{0}\right)\right| \geq \varepsilon\left|\nabla w\left(x_{0}\right)\right|=2 \varepsilon \sigma d e^{-\sigma d^{2}}>0, \text { Q.E.D. }
$$

THEOREM 9.9. (Strong maximum principle of E.Hopf). Assume that $\Omega$ is connected and $v(x) \in \mathfrak{N}_{m, 0}^{1}\left(\nu, \nu_{0}, \Omega\right) \cap C^{1}(\Omega)$ is a non-negative weak solution of

$$
\int_{\Omega}\left\langle\mathcal{A}_{i}\left(x, v_{x}\right) \phi_{x_{i}}+\mathcal{B}\left(x, v, v_{x}\right) \phi\right\rangle d x=0
$$

for all nonnegative $\phi \in L_{\infty}(\Omega) \cap W^{1, m}(\Omega, \partial \Omega)$. Assume that $v(x) \not \equiv 0$. Suppose that assumptions $(i)-(v)$ are fulfilled. Then

$$
\begin{equation*}
v(x)>0, x \in \Omega \tag{9.2.19}
\end{equation*}
$$

Proof. Assume that $v\left(x_{0}\right)=0$ for some $x_{0} \in \Omega$. Then, we can find a ball $B_{d}(y) \subset \Omega$, satisfying the hypotheses of Lemma 9.8 , that is $x_{0} \in$ $\partial B_{d}(y)$. By this Lemma we have $\left|\nabla v\left(x_{0}\right)\right| \neq 0$. But $0=v\left(x_{0}\right)=\inf _{x \in \Omega} v(x)$ and therefore $\left|\nabla v\left(x_{0}\right)\right|=0$. This, however, is a contradiction. Therefore, the conclusion of the theorem must be true.

Lemma 9.10. Let $u(x)$ be a weak solution of (BVP) and let the assumptions 2), 3) with $\alpha_{0}(x) \equiv 0, b_{0}(x) \equiv 0$ be fulfilled. If in addition

$$
f(x) \geq 0, g(x) \geq 0 \text { for a.e. } x \in G
$$

then $u(x) \geq 0$ a.e. in $G$.

## 9 Elliptic quasilinear equations with triple degeneration in a domain with an edge

Proof. Choose $\phi=u^{-}=\max \{-u(x), 0\}$ as a test function in the integral identity (II). We obtain

$$
\begin{aligned}
& \int_{G}\left\langle a_{i}\left(x,-u^{-},-u_{x}^{-}\right)\left(-u_{x_{i}}^{-}\right)+a_{0} \cdot a\left(x,-u^{-},-u_{x}^{-}\right)\left(-u^{-}\right)+\right. \\
& \left.+b\left(x,-u^{-},-u_{x}^{-}\right)\left(-u^{-}\right)+f(x) u^{-}\right\rangle d x= \\
& =-\int_{\Gamma_{2}}\left\langle\left(-u^{-}\right) \sigma\left(x,-u^{-}\right)+g(x) u^{-}\right\rangle d s .
\end{aligned}
$$

By virtue of assumptions 2) and 3)

$$
\begin{aligned}
& (1-\mu) \int_{G} \nu(x)\left|u^{-}\right|^{q}\left|\nabla u^{-}\right|^{m} d x+a_{0} \int_{G} \nu_{0}(x)\left|u^{-}\right|^{q+m} d x \leq \\
& \quad \leq-\int_{G} f u^{-} d x-\int_{\Gamma_{2}}\left\langle\left(-u^{-}\right) \sigma\left(x,-u^{-}\right)+g(x) u^{-}\right\rangle d s \leq 0
\end{aligned}
$$

since $u^{-} \geq 0$. Due to $\mu<1, a_{0} \geq 0$ and $\left.u\right|_{\partial G \backslash \Gamma_{2}}=0$ we get $u^{-}(x)=0$ a.e. in $G$, i.e. $u(x) \geq 0$ a.e. in $G$.

### 9.3. The boundedness of weak solutions

The goal of this section is to derive $L_{\infty}(G)-a$ priori estimate of the weak solution to problem (BVP). The main statement of this section is the following theorem.

Theorem 9.11. Let $u(x)$ be a weak solution of (BVP) and assumptions (9.1.2), 1) - 3) hold. Then there exists the constant $M_{0}>0$, depending only on $\|g\|_{L_{\alpha}\left(\Gamma_{2}\right)},\left\|\nu^{-1}(x), \nu_{0}^{-1}(x)\right\|_{L_{t}(G)}$, meas $G, \omega_{0}, N, m, \mu, q, p, t, s, a_{0}$, $\left\|\nu_{0}^{-1}(x)\left(\alpha_{0}(x)+b_{0}(x)+|f(x)|\right)\right\|_{L_{p}(G)}$, such that

$$
\|u\|_{L_{\infty}(G)} \leq M_{0} .
$$

Proof. Let us introduce the set $A(k)=\{x \in \bar{G}, \quad|u(x)|>k\}$ and let $\chi_{A(k)}$ be a characteristic function of the set $A(k)$. We note that $A(k+d) \subseteq$ $A(k) \quad \forall d>0$. By setting $\phi(x)=\eta\left((|u|-k)_{+}\right) \chi_{A(k)} \cdot \operatorname{sign} u$ in (II), where $\eta$ is defined by Lemma 1.60 and $k \geq k_{0}$ (without loss of generality we can assume $k_{0} \geq 1$ ), on the strength of the assumptions 2) and 3 ) we get the
inequality

$$
\begin{gather*}
\int_{A(k)} \nu(x)|u|^{q}|\nabla u|^{m} \eta^{\prime}\left((|u|-k)_{+}\right) d x+ \\
+a_{0} \int_{A(k)} \nu_{0}(x)|u|^{q+m-1} \eta\left((|u|-k)_{+}\right) d x+ \\
+\int_{\Gamma_{2} \cap A(k)} \sigma(x, u)(\operatorname{sign} u) \eta\left((|u|-k)_{+}\right) d s \leq \\
\leq \mu \int_{A(k)} \nu(x)|\nabla u|^{m}|u|^{q-1} \eta\left((|u|-k)_{+}\right) d x+  \tag{9.3.1}\\
+\int_{A(k)}\left(b_{0}(x)+|f(x)|\right) \eta\left((|u|-k)_{+}\right) d x+ \\
+\int_{A(k)} \alpha_{0}(x) \eta^{\prime}\left((|u|-k)_{+}\right) d x+\int_{\Gamma_{2} \cap A(k)}|g(x)| \eta\left((|u|-k)_{+}\right) d s .
\end{gather*}
$$

Now we define the function $w_{k}(x):=\eta\left(\frac{(|u|-k)_{+}}{m}\right)$. By (1.11.7) from Lemma 1.60 we have

$$
\begin{array}{r}
\int_{\Gamma_{2} \cap A(k)}|g(x)| \eta\left((|u|-k)_{+}\right) d s \leq M \cdot \int_{\Gamma_{2} \cap A(k+d)}|g(x)|\left|w_{k}\right|^{m} d s+  \tag{9.3.2}\\
+\mathrm{e}^{\varkappa d} \cdot \int_{\Gamma_{2} \cap\{A(k+d) \backslash A(k)\}}|g(x)| d s
\end{array}
$$

Now we apply Lemma 9.4. In virtue of Hölder's inequality and (9.1.13), (9.1.14) we get

$$
\begin{gathered}
\int_{\Gamma_{2} \cap A(k+d)}\left|g(x)\left\|\left.w_{k}\right|^{m} d s \leq\left(\int_{\Gamma_{2} \cap A(k+d)}\left|w_{k}\right|^{\alpha^{*}} d s\right)^{\frac{m}{\alpha^{*}}} \cdot\right\| g \|_{\frac{N-1}{m-1-\frac{N}{t}}}\left(\Gamma_{2}\right) \leq\right. \\
\leq c_{4}\|g\|_{\frac{N-1}{m-1-\frac{N}{t}}}\left(\Gamma_{2}\right) \cdot \int_{A(k)}\left(\nu(x)\left|\nabla w_{k}\right|^{m}+\nu_{0}(x)\left|w_{k}\right|^{m}\right) d x .
\end{gathered}
$$

Then by assumptions 2) from (9.3.1) and (9.3.2) it follows that

$$
\begin{gather*}
\int_{A(k)} \nu(x)|u|^{q}|\nabla u|^{m}\left\langle\eta^{\prime}\left((|u|-k)_{+}\right)-\mu \eta\left((|u|-k)_{+}\right)\right\rangle d x \leq \\
\leq M c_{4}| | g \|_{L} \frac{N-1}{m-1-\frac{N}{t}}\left(\Gamma_{2}\right) \cdot \int_{A(k)}\left(\nu(x)\left|\nabla w_{k}\right|^{m}+\nu_{0}(x)\left|w_{k}\right|^{m}\right) d x+ \\
+\int_{A(k)}\left\langle\alpha_{0}(x) \eta^{\prime}\left((|u|-k)_{+}\right)+\left(b_{0}+|f|\right) \eta\left((|u|-k)_{+}\right)\right\rangle d x+  \tag{9.3.3}\\
+\mathrm{e}^{\varkappa d} \cdot \int_{\Gamma_{2} \cap A(k)}|g(x)| d s .
\end{gather*}
$$

By the definition of $\eta(x)$ (see Lemma 1.60) and $w_{k}(x)$

$$
\mathrm{e}^{\varkappa(|u|-k)+|\nabla u|^{m}}=\left(\frac{m}{\varkappa}\right)^{m}\left|\nabla w_{k}\right|^{m}, \quad \varkappa>0
$$

and by the choice of $\varkappa>m+2 \mu$ according to Lemma 1.60, using (1.11.5)(1.11.7), from (9.3.3), we obtain

$$
\begin{array}{r}
\frac{1}{2}\left(\frac{m}{\varkappa}\right)^{m} k_{0}^{g} \int_{A(k)} \nu(x)\left|\nabla w_{k}\right|^{m} d x \leq c_{7} M \int_{A(k+d)} h(x)\left|w_{k}\right|^{m} d x+  \tag{9.3.4}\\
+M c_{4}\|g\|_{L \frac{N-1}{m-1-\frac{N}{t}}}\left(\Gamma_{2}\right) \cdot \int_{A(k)}\left(\nu(x)\left|\nabla w_{k}\right|^{m}+\nu_{0}(x)\left|w_{k}\right|^{m}\right) d x+ \\
+c_{8} \mathrm{e}^{\varkappa d} \underbrace{}_{A(k) \backslash A(k+d)} h(x) d x+\int_{\Gamma_{2} \cap A(k)}|g(x)| d s\rangle
\end{array}
$$

where

$$
\begin{equation*}
h(x)=\alpha_{0}(x)+b_{0}(x)+|f(x)| . \tag{9.3.5}
\end{equation*}
$$

Now, by (9.1.7) from (9.3.4) it follows that

$$
\begin{align*}
& \left(k_{0}^{q}-c_{9}\right) \int_{A(k)} \nu(x)\left|\nabla w_{k}\right|^{m} d x \leq c_{10} \int_{A(k+d)} h(x)\left|w_{k}\right|^{m} d x+  \tag{9.3.6}\\
& +c_{11} \mathrm{e}^{\varkappa d}\left\langle_{A(k) \backslash A(k+d)} h(x) d x+\int_{\Gamma_{2} \cap A(k)}\right| g(x)|d s\rangle
\end{align*}
$$

where

$$
\begin{align*}
c_{9}=2\left(\frac{\varkappa}{m}\right)^{m}\left(1+c_{1}\right) M c_{4}\|g\|_{L \frac{N-1}{m-1-\frac{N}{t}}}\left(\Gamma_{2}\right) ; \quad c_{10} & =2\left(\frac{\varkappa}{m}\right)^{m} M c_{7} ;  \tag{9.3.7}\\
c_{11} & =2\left(\frac{\varkappa}{m}\right)^{m} c_{8} .
\end{align*}
$$

By assumptions 1) we get that $\nu_{0}^{-1}(x) h(x) \in L_{p}(G)$, where $p$ is such that $\frac{1}{p}<\frac{m}{N}-\frac{1}{t}-\frac{1}{s}$. By Hölder's inequality with exponents $p$ and $p^{\prime}\left(\frac{1}{p}+\frac{1}{p^{\prime}}=\right.$ 1)

$$
\begin{equation*}
\int_{A(k+d)} h\left|w_{k}\right|^{m} d x \leq\left\|\nu_{0}^{-1}(x) h(x)\right\|_{L_{p}(G)}\left(\int_{A(k)} \nu_{0}^{p^{\prime}}(x)\left|w_{k}\right|^{m p^{\prime}} d x\right)^{\frac{1}{p^{\prime}}} \tag{9.3.8}
\end{equation*}
$$

From the inequality $\frac{1}{p}<\frac{m}{N}-\frac{1}{t}-\frac{1}{s}$ it follows that $m p^{\prime}<m^{\#}$, where $m^{\#}$ is defined in (9.1.6). Let $j$ be a real number such that $m p^{\prime}<j<m^{\#}$. From the interpolation inequality

$$
\begin{aligned}
\left(\int_{A(k)} \nu_{0}^{p^{\prime}}(x)\left|w_{k}\right|^{m p^{\prime}} d x\right)^{\frac{1}{p^{\prime}}} & \leq \\
& \leq\left(\int_{A(k)} \nu_{0}(x)\left|w_{k}\right|^{m} d x\right)^{\theta} \cdot\left(\int_{A(k)} \nu_{0}^{j / m}(x)\left|w_{k}\right|^{j} d x\right)^{\frac{(1-\theta) m}{j}}
\end{aligned}
$$

with $\theta \in(0,1)$, which is defined by the equality $\frac{1}{m p^{\prime}}=\frac{\theta}{m}+\frac{1-\theta}{j}$, on the strength of Hölder's inequality with exponents $\frac{m^{\#}}{j}$ and $\frac{m^{\#}}{m^{\#}-j}$ from (9.3.8), we get

$$
\left\{\begin{array}{rl}
\int_{A(k+d)} h\left|w_{k}\right|^{m} d x \leq c_{12} & \left(\int_{A(k)} \nu_{0}(x)\left|w_{k}\right|^{m} d x\right)^{\theta} \times  \tag{9.3.9}\\
& \times\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{(1-\theta) m}{m \#}}
\end{array},\right.
$$

provided we choose $j=\frac{s m m^{\#}}{s m+m^{\#}} \in\left(m p^{\prime}, m^{\#}\right)$ in virtue of (9.1.6) and (9.1.2). By using the Young inequality with exponents $\frac{1}{\theta}$ and $\frac{1}{(1-\theta)}$ from (9.2.9) we obtain

$$
\left\{\begin{array}{l}
\int_{A(k+d)} h\left|w_{k}\right|^{m} d x \leq \frac{c_{13}}{\varepsilon^{1 / \theta}} \int_{A(k)} \nu_{0}(x)\left|w_{k}\right|^{m} d x+  \tag{9.3.10}\\
\quad+\varepsilon^{\frac{1}{11-\theta}}(1-\theta)\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{m}{m \#}}, \\
c_{13}=\theta\left\|\nu_{0}^{-1}(x) h(x)\right\|_{L_{p}(G)}^{\frac{1}{\theta}}\left\|\nu_{0}(x)\right\|_{L_{s}(G)}^{\frac{1-\theta}{\theta}}, \quad \forall \varepsilon>0 .
\end{array}\right.
$$

It follows from (9.3.6), (9.3.10) that

$$
\begin{gather*}
\left(k_{0}^{q}-c_{9}\right) \int_{A(k)} \nu(x)\left|\nabla w_{k}\right|^{m} d x \leq c_{14} \varepsilon^{-1 / \theta} \int_{A(k)} \nu_{0}(x)\left|w_{k}\right|^{m} d x+ \\
+c_{16}\left\langle\int_{A(k)} h(x) d x+\int_{\Gamma_{2} \cap A(k)}\right| g(x)|d s\rangle+  \tag{9.3.11}\\
\quad+c_{15} \varepsilon^{\frac{1}{1-\theta)}}\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{m}{m \#}}
\end{gather*}
$$

where $\quad \forall \varepsilon>0, c_{14}=c_{13} c_{10}, c_{15}=(1-\theta) c_{10}, c_{16}=c_{11} \mathrm{e}^{\varkappa d}$.
Further, from (9.3.11), by (9.1.7), we get

$$
\begin{align*}
& \left(k_{0}^{q}-c_{9}-c_{1} c_{14} \varepsilon^{-\frac{1}{\theta}}\right) \int_{A(k)} \nu(x)\left|\nabla w_{k}\right|^{m} d x \leq c_{15} \varepsilon^{\frac{1}{11-\theta}}\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{m}{m \#}} \\
& (9.3 .12) \quad+c_{16}\left\langle\int_{A(k)} h(x) d x+\int_{\Gamma_{2} \cap A(k)}\right| g(x)|d s\rangle, \quad \forall \varepsilon>0, \forall k \geq k_{0} . \tag{9.3.12}
\end{align*}
$$

Let us choose

$$
\left\{\begin{array}{l}
c_{1} c_{14} \varepsilon^{-\frac{1}{\theta}}=\frac{1}{2} k_{0}^{q} \Rightarrow \varepsilon=\left(2 c_{1} c_{14}\right)^{\theta} k_{0}^{-q \theta} ;  \tag{9.3.13}\\
k_{0}^{q} \geq 4 c_{9}
\end{array}\right.
$$

By virtue of (9.1.15) we obtain

$$
\begin{align*}
& \left(\frac{1}{4 c_{5}} k_{0}^{q}-c_{15} \varepsilon^{\frac{1}{(1-\theta)}}\right)\left\{\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{m}{m \#}}+\left(\int_{\Gamma_{2} \cap A(k)}\left|w_{k}\right|^{\alpha^{*}} d s\right)^{\frac{m}{\alpha^{*}}}\right\} \leq \\
& (9.3 .14) \quad \leq c_{16}\left\langle\int_{A(k)} h(x) d x+\int_{\Gamma_{2} \cap A(k)}\right| g(x)|d s\rangle \tag{9.3.14}
\end{align*}
$$

if we choose

$$
\begin{equation*}
\frac{1}{8 c_{5}} k_{0}^{q} \geq c_{15} \varepsilon^{\frac{1}{(1-\theta)}} \tag{9.3.15}
\end{equation*}
$$

So by (9.3.13), (9.3.15) we choose

$$
\begin{equation*}
k_{0} \geq \max \left\{1,\left(8 c_{5} c_{15}\right)^{\frac{1-\theta}{q}}\left(2 c_{1} c_{14}\right)^{\frac{\theta}{q}},\left(4 c_{9}\right)^{\frac{1}{q}}\right\} . \tag{9.3.16}
\end{equation*}
$$

Therefore from (9.3.15), it follows that

$$
\begin{align*}
&\left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x\right)^{\frac{m}{m^{\#}}}+\left(\int_{\Gamma_{2} \cap A(k)}\left|w_{k}\right|^{\alpha^{*}} d s\right)^{\frac{m}{\alpha^{*}}} \leq  \tag{9.3.17}\\
& \leq c_{17}\left\langle\int_{A(k)} h(x) d x+\int_{\Gamma_{2} \cap A(k)}\right| g(x)|d s\rangle \quad \forall k \geq k_{0},
\end{align*}
$$

where

$$
c_{17}=\max \left\{4^{\theta} c_{1}^{-\theta} c_{5}^{\theta} c_{14}^{-\theta} c_{15}^{\theta-1} c_{16}, 2 c_{5} c_{9}^{-1} c_{16}, 8 c_{5} c_{16}\right\}
$$

At last, by Young's inequality with exponents $p, s, \frac{1}{1-\frac{1}{p}-\frac{1}{s}}$, we get

$$
\int_{A(k)} h(x) d x \leq\left\|\nu_{0}^{-1}(x) h(x)\right\|_{L_{p}(G)}\left\|\nu_{0}(x)\right\|_{L_{s}(G)} \text { meas }^{1-\frac{1}{p}-\frac{1}{s}} A(k)
$$

In just the same way

$$
\int_{\Gamma_{2} \cap A(k)}|g(x)| d s \leq\|g\|_{L_{\alpha}\left(\Gamma_{2}\right)} \cdot\left[\operatorname{meas}\left(\Gamma_{2} \cap A(k)\right)\right]^{\frac{1}{\alpha^{\prime}}}, \quad \frac{1}{\alpha}+\frac{1}{\alpha^{\prime}}=1 .
$$

Therefore from (9.3.17) it follows that

$$
\begin{align*}
& \left(\int_{A(k)}\left|w_{k}\right|^{m^{\#}}\right)^{\frac{m}{m}}+\left(\int_{\Gamma_{2} \cap A(k)}\left|w_{k}\right|^{\alpha^{*}} d s\right)^{\frac{m}{\alpha^{*}}} \leq \\
& \leq{ }_{17}\left\langle\left\|\nu_{0}^{-1}(x) h(x)\right\|_{L_{p}(G)}\left\|\nu_{0}(x)\right\|_{L_{s}(G)} \text { meas }^{1-\frac{1}{p}-\frac{1}{s}} A(k)+\right.  \tag{9.3.18}\\
& \left.\quad+\|g\|_{L_{\alpha}\left(\Gamma_{2}\right)} \cdot\left[\operatorname{meas}\left(\Gamma_{2} \cap A(k)\right)\right]^{\frac{1}{\alpha^{\prime}}}\right\rangle
\end{align*}
$$

where $1-\frac{1}{p}-\frac{1}{s}>0$ in virtue of (9.1.2) and assumptions 1 ).
Let now $l>k>k_{0}$. By (1.11.8) and the definition of the function $w_{k}(x)$ we have $\left|w_{k}\right| \geq \frac{1}{m}(|u|-k)_{+}$and therefore

$$
\int_{A(l)}\left|w_{k}\right|^{m^{\#}} d x \geq\left(\frac{l-k}{m}\right)^{m^{\#}} \cdot \operatorname{meas} A(l)
$$

and

$$
\int_{\Gamma_{2} \cap A(l)}\left|w_{k}\right|^{\alpha^{*}} d s \geq\left(\frac{l-k}{m}\right)^{\alpha^{*}} \cdot \text { meas }\left(\Gamma_{2} \cap A(l)\right)
$$

From (9.3.18) it now follows that

$$
\begin{equation*}
\text { meas } A(l)+\left[\operatorname{meas}\left(\Gamma_{2} \cap A(l)\right)\right]^{\frac{m^{\#}}{\alpha^{*}}} \leq \tag{9.3.19}
\end{equation*}
$$

$$
\begin{gathered}
\leq\left(\frac{m}{l-k}\right)^{m^{\#}} \cdot\left\{\int_{A(k)}\left|w_{k}\right|^{m^{\#}} d x+\left(\int_{\Gamma_{2} \cap A(k)}\left|w_{k}\right|^{\alpha^{*}} d s\right)^{\left.\frac{\frac{m^{\#}}{\alpha^{*}}}{}\right\} \leq}\right. \\
\leq \frac{1}{2}\left(\frac{m}{l-k}\right)^{m^{\#}} \cdot\left(2 c_{17}\right)^{\frac{m^{\#}}{m}}\left(\left\|\nu_{0}^{-1}(x) h(x)\right\|_{L_{p}(G)}\left\|\nu_{0}(x)\right\|_{L_{s}(G)}+\right. \\
\left.+\|g\|_{L_{\alpha}\left(\Gamma_{2}\right)}\right)^{\frac{m^{\#}}{m}} \times\left\{\text { meas } \frac{m^{\#}}{m}\left(1-\frac{1}{p}-\frac{1}{s}\right)\right. \\
\left.A(k)+\left[\text { meas }\left(\Gamma_{2} \cap A(k)\right)\right]^{m^{\#}}{ }^{\frac{m^{\prime}}{\prime}}\right\} \\
\forall l>k \geq k_{0}
\end{gathered}
$$

Now we set

$$
\psi(k)=\operatorname{meas} A(k)+\left[\operatorname{meas}\left(\Gamma_{2} \cap A(k)\right)\right]^{\frac{m^{\#}}{\alpha^{*}}}
$$

Then from (9.3.19) it follows that

$$
\begin{equation*}
\psi(l) \leq c_{18}\left(\frac{m}{l-k}\right)^{m^{\#}} \cdot\left\langle[\psi(k)]^{\frac{m^{\#}}{m}\left(1-\frac{1}{p}-\frac{1}{s}\right)}+[\psi(k)]^{\frac{\alpha^{*}}{m \alpha^{\prime}}}\right\rangle \tag{9.3.20}
\end{equation*}
$$

Relying on (9.1.2), (9.1.6), (9.1.14) and assumptions 1) we note that

$$
\gamma=\min \left\{\frac{m^{\#}}{m}\left(1-\frac{1}{p}-\frac{1}{s}\right), \frac{\alpha^{*}}{m a^{\prime}}\right\}>1
$$

From (9.3.20) we then get

$$
\psi(l) \leq \frac{c_{19}}{(l-k)^{m^{\#}}} \psi^{\gamma}(k) \quad \forall l>k \geq k_{0}
$$

and therefore we have, because of Lemma 1.59 , that $\psi\left(k_{0}+\delta\right)=0$ with $\delta$ depending only on quantities in the formulation of Theorem 9.11. This fact means that $|u(x)|<k_{0}+\delta$ for almost all $x \in G$. Theorem 9.11 is proved.

To complete this section let us derive some a priori integral estimates of these solutions.

Theorem 9.12. Let $u(x)$ be a weak solution of (BVP) and assumptions (9.1.2), 1) - 3) hold. Let us suppose in addition that

$$
\int_{G} \nu_{0}^{\frac{1}{1-q-m}}(x)\left(b_{0}(x)+|f(x)|\right)^{\frac{q+m}{q+m-1}}<\infty, \quad g(x) \in L_{\frac{m+q}{q}}\left(\Gamma_{2}\right) .
$$

Then the inequality

$$
\begin{align*}
& \text { (9.3.21) } \int_{G}\left(\nu(x)|u|^{q}|\nabla u|^{m}+\nu_{0}(x)|u|^{q+m}\right) d x \leq  \tag{9.3.21}\\
& \leq C\left\{\int_{G} \nu_{0}^{\frac{1}{1-q-m}}(x)\left(b_{0}(x)+|f(x)|\right)^{\frac{q+m}{q-m-1}} d x+\left\|\nu_{0}^{-1}(x) \alpha_{0}(x)\right\|_{p}\left\|\nu_{0}(x)\right\|_{s}+\right. \\
& \left.+\left\|\nu^{-1}(x)\right\|_{L_{t}(G)}^{\frac{1}{m-1}}+\left\|\nu_{0}^{-1}(x)\right\|_{L_{t}(G)}^{\frac{1}{m-1}}+\int_{\Gamma_{2}}|g(x)|^{\frac{m+q}{q}} d s\right\}
\end{align*}
$$

holds, where $C>0$ is a constant depending only on $N, m, q, \mu, a_{0}$, meas $G$.
Proof. By setting in (II) $\phi=u$ we get, in virtue of assumptions 2) and 3)

$$
\begin{align*}
& (1-\mu) \int_{G} \nu(x)|u|^{q}|\nabla u|^{m} d x+a_{0} \int_{G} \nu_{0}(x)|u|^{q+m} d x \leq  \tag{9.3.22}\\
& \leq \int_{G} \alpha_{0}(x) d x+\int_{G}\left(b_{0}(x)+|f(x)|\right)|u(x)| d x+\int_{\Gamma_{2}}|g(x)||u(x)| d s .
\end{align*}
$$
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By the Young inequality with $p=q+m$ and $p^{\prime}=\frac{q+m}{q+m-1}$

$$
\begin{gather*}
\left(b_{0}(x)+|f(x)|\right)|u(x)|=\left(\nu_{0}^{\frac{1}{q+m}}(x)|u(x)|\right)\left(\nu_{0}^{\frac{-1}{q+m}}\left(b_{0}(x)+|f(x)|\right)\right) \leq \\
.3 .23) \quad \leq \varepsilon \nu_{0}(x)|u|^{q+m}+c_{\varepsilon} \nu_{0}^{\frac{1}{1-q-m}}(x)\left(b_{0}(x)+|f(x)|\right)^{\frac{q+m}{q+m-1}} \text { textand }  \tag{9.3.23}\\
|g(x)||u(x)| \leq \varepsilon|u(x)|^{\frac{m+q}{m}}+c_{\varepsilon}|g(x)|^{\frac{m+q}{q}} \text { for } \forall \varepsilon>0 .
\end{gather*}
$$

Further, by Lemma 1.29 and by Young's inequality we have

$$
\begin{gather*}
\int_{\Gamma_{2}}|u(x)|^{\frac{m+q}{m}} d s \leq c_{6} \int_{G}\left(|u(x)|^{\frac{m+q}{m}}+\frac{m+q}{m}|u(x)|^{\frac{q}{m}}|\nabla u|\right) d x \leq \\
\leq \frac{m+q}{m} c_{6} \int_{G}\left\langle\left(\nu^{\frac{1}{m}}(x)|u|^{\frac{q}{m}}|\nabla u|\right) \nu^{-\frac{1}{m}}(x)+\left(\nu_{0}^{\frac{1}{m}}(x)|u|^{\frac{q+m}{m}}\right) \nu_{0}^{-\frac{1}{m}}(x)\right\rangle d x \leq \\
\leq \frac{m+q}{m} c_{6} \int_{G}\left\langle\frac{1}{m}\left(\nu(x)|u|^{q}|\nabla u|^{m}+\nu_{0}(x)|u|^{q+m}\right)+\right.  \tag{9.3.24}\\
\left.\quad+\frac{1}{m^{\prime}}\left(\nu^{-\frac{m^{\prime}}{m}}(x)+\nu_{0}^{-\frac{m^{\prime}}{m}}(x)\right)\right\rangle d x .
\end{gather*}
$$

In addition, we have

$$
\begin{equation*}
\int_{G} \alpha_{0}(x) d x \leq\left\|\nu_{0}^{-1}(x) \alpha_{0}(x)\right\|_{p}\left\|\nu_{0}(x)\right\|_{s}\|1\|_{1-\frac{1}{p}-\frac{1}{s}} \text { and } \tag{9.3.25}
\end{equation*}
$$

$$
\int_{G} \nu^{-\frac{m^{\prime}}{m}}(x) d x=\int_{G}\left(\nu^{-1}(x)\right)^{\frac{1}{m-1}}(x) d x \leq\left\|\nu^{-1}(x)\right\|_{L_{t}(G)}^{\frac{1}{m-1}} \cdot(\operatorname{meas} G)^{1-\frac{1}{t(m-1)}}
$$

where $\quad t(m-1)>1$ by (9.1.2).

From (9.3.22)-(9.3.25) it follows that

$$
\begin{gather*}
(1-\mu) \int_{G} \nu(x)|u|^{q}|\nabla u|^{m} d x+a_{0} \int_{G} \nu_{0}(x)|u|^{q+m} d x \leq \\
\leq \varepsilon_{1} \int_{G} \nu(x)|u|^{q}|\nabla u|^{m} d x+\varepsilon_{2} \int_{G} \nu_{0}(x)|u|^{q+m} d x+  \tag{9.3.26}\\
+c\left(\varepsilon_{1}, \varepsilon_{2}, m, q, N, t, \operatorname{meas} G\right)\left\{\int_{\Gamma_{2}}|g(x)|^{\frac{m+q}{q}} d s+\left\|\nu^{-1}(x)\right\|_{L_{t}(G)}^{\frac{1}{m-1}}+\right. \\
+\left\|\nu_{0}^{-1}(x)\right\|_{L_{t}(G)}^{\frac{1}{m-1}}+\int_{G} \nu_{0}^{\frac{1}{1-q-m}}(x)\left(b_{0}(x)+|f(x)|\right)^{\frac{q+m}{q+m-1}} d x+ \\
\left.+\left\|\nu_{0}^{-1}(x) \alpha_{0}(x)\right\|_{p}\left\|\nu_{0}(x)\right\|_{s}\right\} .
\end{gather*}
$$

Now, if $a_{0}>0$, then we choose $\varepsilon_{1}=\frac{1-\mu}{2}, \varepsilon_{2}=\frac{a_{0}}{2}$. And if $a_{0}=0$, we then take advantage of (9.1.9) and choose $\varepsilon_{1}=\varepsilon_{2} c_{3}=\frac{1-\mu}{4}$. For both cases, from (9.3.26) we obtain the required (9.3.21). Theorem 3.2 is proved.

### 9.4. The construction of the barrier function

Let us set

$$
\nu(x)=r^{\tau}, \nu_{0}(x)=r^{\tau-m}, \tau \geq m-2 \text { for } m \geq 2 .
$$

In this section, for $N$ - dimensional infinite dihedral cone

$$
G_{0}=\left\{x=(\bar{x}, r, \omega) \mid \bar{x} \in \mathbb{R}^{N-2}, 0<r<\infty,-\frac{\omega_{0}}{2}<\omega<\frac{\omega_{0}}{2}, \omega_{0} \in(0,2 \pi)\right\}
$$

with the edge $\Gamma_{0}=\left\{(\bar{x}, 0,0) \mid \bar{x} \in \mathfrak{R}^{N-2}\right\}$, that contains the origin, and lateral faces

$$
\begin{aligned}
& \Gamma_{1}=\left\{\left.\left(\bar{x}, r,-\frac{\omega_{0}}{2}\right) \right\rvert\, \bar{x} \in \mathbb{R}^{N-2}, 0<r<\infty\right\} ; \\
& \Gamma_{2}=\left\{\left.\left(\bar{x}, r,+\frac{\omega_{0}}{2}\right) \right\rvert\, \bar{x} \in \mathbb{R}^{N-2}, 0<r<\infty\right\}
\end{aligned}
$$

we shall consider only the homogeneous boundary value problem
and construct the function that will be the barrier for the non-homogeneous problem. We shall seek a solution of the problem (BVP) $)_{0}$ of the form

$$
\begin{equation*}
w(x)=r^{\lambda} \Phi(\omega), \quad \omega \in\left[-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right], \quad \lambda>0 \tag{9.4.1}
\end{equation*}
$$

with $\Phi(\omega) \geq 0$ and $\lambda$ satisfying (9.1.3)-(9.1.4). By substituting the function (9.4.1) in (BVP) $)_{0}$ and calculating in the cylindrical coordinates for the function $\Phi(\omega)$, we get the following Sturm-Liouville boundary problem

$$
\left\{\begin{array}{l}
\frac{d}{d \omega}\left[\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m-2}{2}}|\Phi|^{q} \Phi^{\prime}\right]+ \\
\quad+\lambda[\lambda(q+m-1)-m+2+\tau] \Phi|\Phi|^{q}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m-2}{2}}= \\
\quad=a_{0} \Phi|\Phi|^{q+m-2}-\mu \Phi|\Phi|^{q-2}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m}{2}}, \omega \in\left(-\omega_{0} / 2, \omega_{0} / 2\right), \\
\Phi\left(-\omega_{0} / 2\right)=\Phi\left(\omega_{0} / 2\right)=0 \quad \text { for the Dirichlet problem; } \\
\Phi\left(-\omega_{0} / 2\right)=\Phi^{\prime}\left(\omega_{0} / 2\right)=0 \quad \text { for the mixed problem. }
\end{array}\right.
$$

By setting $\Phi^{\prime} / \Phi=y$, we arrive at the Cauchy problem for $y(\omega)$

$$
\begin{cases}{\left[(m-1) y^{2}+\lambda^{2}\right]\left(y^{2}+\lambda^{2}\right)^{\frac{m-4}{2}} y^{\prime}+(m-1+q+\mu)\left(y^{2}+\lambda^{2}\right)^{\frac{m}{2}}+} \\ & +\lambda(2-m+\tau)\left(y^{2}+\lambda^{2}\right)^{\frac{m-2}{2}}=a_{0}, \quad \omega \in\left(-\omega_{0} / 2, \omega_{0} / 2\right) \\ y(0)=0 \quad & (C P E) \\ y\left(\omega_{0} / 2\right)=0 & \text { for the Dirichlet problem; }\end{cases}
$$

From the equation of (CPE) we get:

$$
\begin{gathered}
-\left[(m-1) y^{2}+\lambda^{2}\right]\left(y^{2}+\lambda^{2}\right)^{\frac{m-4}{2}} y^{\prime}= \\
=(m-1+\boldsymbol{q}+\mu)\left(y^{2}+\lambda^{2}\right)^{\frac{m}{2}}+\lambda(2-m+\tau)\left(y^{2}+\lambda^{2}\right)^{\frac{m-2}{2}}-a_{0}=
\end{gathered}
$$

$$
\begin{gather*}
=\left(y^{2}+\lambda^{2}\right)^{\frac{m-2}{2}}\left[(m-1+q+\mu)\left(y^{2}+\lambda^{2}\right)+\lambda(2-m+\tau)\right]-a_{0} \geq  \tag{9.4.2}\\
\geq\left(y^{2}+\lambda^{2}\right)^{\frac{m-2}{2}}\left[\lambda^{2}(m-1+q+\mu)+\lambda(2-m+\tau)\right]-a_{0} \geq \\
\geq \lambda^{m}(m-1+q+\mu)+\lambda^{m-1}(2-m+\tau)-a_{0}>0
\end{gather*}
$$

by virtue of (9.1.4). Thus, it is proved that $y^{\prime}(\omega)<0, \omega \in\left(-\omega_{0} / 2, \omega_{0} / 2\right)$. Therefore $y(\omega)$ decreases on the interval ( $-\omega_{0} / 2, \omega_{0} / 2$ ).
9.4.1. Properties of the function $\Phi(\omega)$. We turn in detail our attention to the properties of the function $\Phi(\omega)$. The case of Dirichlet problem see as well [72]. First of all, we note that the solutions of (StL) are determined uniquely up to a scalar multiple. We consider the solution normed by the condition

$$
1= \begin{cases}\Phi(0) & \text { for the Dirichlet problem }  \tag{9.4.3}\\ \Phi\left(\frac{\omega_{0}}{2}\right) & \text { for the mixed problem }\end{cases}
$$

We rewrite the equation of (StL) in the following form

$$
\begin{align*}
& -\Phi\left[(m-1) \Phi^{\prime 2}+\lambda^{2} \Phi^{2}\right]\left(\lambda^{2} \Phi^{2}+{\Phi^{\prime 2}}^{\frac{m-4}{2}} \Phi^{\prime \prime}=(q+\mu)\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m}{2}}+\right. \\
& \quad+\Phi^{2}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m-4}{2}}\left\{\lambda[\lambda(m-1)-m+2+\tau]\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)+\right. \\
& \left.(9.4 .4) \quad+(m-2) \lambda^{2} \Phi^{\prime 2}\right\}-a_{0} \Phi^{m} . \tag{9.4.4}
\end{align*}
$$

Now, since $m \geq 2$ from (9.4.4) it follows that

$$
\begin{align*}
& \text { 4.5) } \quad-\Phi\left[(m-1) \Phi^{\prime 2}+\lambda^{2} \Phi^{2}\right]\left(\lambda^{2} \Phi^{2}+{\Phi^{\prime}}^{2}\right)^{\frac{m-4}{2}} \Phi^{\prime \prime} \geq-a_{0} \Phi^{m}+  \tag{9.4.5}\\
& +\left(\lambda^{2} \Phi^{2}+{\Phi^{\prime}}^{2}\right)^{\frac{m-2}{2}}\left\{(q+\mu)\left(\lambda^{2} \Phi^{2}+{\Phi^{\prime}}^{2}\right)+\lambda[\lambda(m-1)-m+2+\tau] \Phi^{2}\right\} \geq \\
& \geq \Phi^{m}\left\{(q+\mu+m-1) \lambda^{m}+(2-m+\tau) \lambda^{m-1}-a_{0}\right\}>0
\end{align*}
$$

(Here we take into account that $(q+\mu+m-1) \lambda^{2}+(2-m+\tau) \lambda>0$ by (9.1.4).)

Summarizing the above we obtain the following properties of function $\Phi(\omega)$

$$
\begin{equation*}
\Phi(\omega) \geq 0, \Phi^{\prime \prime}(\omega)<0 \quad \forall \omega \in\left(-\omega_{0} / 2, \omega_{0} / 2\right) \tag{9.4.6}
\end{equation*}
$$
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Corollary 9.13.

$$
\begin{equation*}
\max _{\left[-\omega_{0} / 2, \omega_{0} / 2\right]} \Phi(\omega)=1 \Rightarrow 0 \leq \Phi(\omega) \leq 1 \quad \forall \omega \in\left[-\omega_{0} / 2, \omega_{0} / 2\right] . \tag{9.4.7}
\end{equation*}
$$

Let us proceed with the problem of (CPE) solvability. Rewriting the equation of (CPE) in the form resolved with respect to the derivative $y^{\prime}=$ $g(y)$, we observe that by (9.4.2) $g(y) \neq 0 \forall y \in \mathbb{R}$. Moreover, $g(y)$ and $g^{\prime}(y)$ being rational functions with non-zero denominators are continuous functions. By the theory of ordinary differential equations the Chauchy problem (CPE) is uniquely solvable in the interval ( $\left.-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right]$. By integrating (StL) - (CPE) we obtain

$$
\Phi(\omega)=\exp \begin{cases}\int_{0}^{\omega} y(\xi) d \xi & \text { for the Dirichlet problem }  \tag{9.4.8}\\ \int_{\omega_{0} / 2}^{\omega} y(\xi) d \xi & \text { for the mixed problem }\end{cases}
$$

$$
\int_{0}^{y} \frac{\left[(m-1) z^{2}+\lambda^{2}\right]\left(z^{2}+\lambda^{2}\right)^{\frac{m-4}{2}} d z}{(m-1+q+\mu)\left(z^{2}+\lambda^{2}\right)^{\frac{m}{2}}+\lambda(2-m+\tau)\left(z^{2}+\lambda^{2}\right)^{\frac{m-2}{2}}-a_{0}}=
$$

$$
= \begin{cases}-\omega & \text { for the Dirichlet problem; }  \tag{9.4.9}\\ \frac{\omega_{0}}{2}-\omega & \text { for the mixed problem }\end{cases}
$$

Hence, in particular, we get from (9.1.3) that $\lim _{\omega \rightarrow-\frac{\omega_{0}}{2}+0} y(\omega)=+\infty$. The last allows us to prove the solvability of the eigenvalue problem ( StL ). The expression (9.1.3) yields the equation for the sharp finding of the exponent $\lambda$ in (9.4.1).
9.4.2. About solutions of (9.1.3) and (9.1.4). We may calculate the exponent $\lambda$ explicitly for $m=2$ or $a_{0}=0$. In fact, integrating the (9.1.3) we obtain

$$
\begin{gather*}
m=\mathscr{2} \\
\lambda=\frac{\sqrt{\tau^{2}+\left(\pi / \theta_{0}\right)^{2}+4 a_{0}(1+q+\mu)}-\tau}{2(1+q+\mu)} .  \tag{9.4.10}\\
a_{0}=0, m \neq 2 .
\end{gather*}
$$

We denote the value $\lambda$ in this case by $\lambda_{0}$ as follows

$$
\begin{array}{r}
\frac{\lambda_{0}(m-2)(m-1+q+\mu)+(m-1)(2-m+\tau)}{\sqrt{(m-1+q+\mu)^{2} \lambda_{0}^{2}+(m-1+q+\mu)(2-m+\tau) \lambda_{0}}}=  \tag{9.4.11}\\
=(m-2)(1-\varkappa)+\varkappa \tau,
\end{array}
$$

where $\varkappa=\frac{2 \theta_{0}}{\pi}$. Hence we get the quadratic equation and it followsthat

$$
\begin{gather*}
\lambda_{0}= \\
=\left\{\begin{aligned}
& \frac{m(m-2)+[(1-\varkappa)(m-2)+\varkappa \tau] \sqrt{m^{2}+\varkappa(2-m+\tau)[(m-2)(2-\varkappa)+\varkappa \tau]}}{2 \varkappa(m-1+q+\mu)[(m-2)(2-\varkappa)+\varkappa \tau]}+ \\
&+\frac{m-2-\tau}{2(m-1+q+\mu)}, \text { if } \theta_{0}<\pi, \\
& \\
& \frac{m(m-2)-4 \tau(\tau+2-m)+(2 \tau+2-m) \sqrt{m^{2}+4 \tau(\tau+2-m)}}{8 \tau(m-1+q+\mu)}, \text { if } \theta_{0}=\pi .
\end{aligned}\right. \tag{9.4.12}
\end{gather*}
$$

It is easily to see that $\lambda_{0}>0$. From (9.4.12) we have for $\theta_{0}=\frac{\pi}{2}$ also

$$
\begin{equation*}
\lambda_{0}=\frac{m-2-\tau}{2(m-1+q+\mu)}+\frac{m(m-2)+\tau \sqrt{\tau^{2}+4(m-1)}}{2 \varkappa(m-1+q+\mu)(m-2+\tau} . \tag{9.4.13}
\end{equation*}
$$

Now from (9.4.12) - (9.4.13) we deduce following special cases of value $\lambda_{0}$.

$$
\begin{gather*}
\tau=0 \\
\lambda_{0}=\left\{\begin{array}{lc}
\frac{m+\varkappa(2-\varkappa)(m-2)+(1-\varkappa) \sqrt{m^{2}-\varkappa(2-\varkappa)(m-2)^{2}}}{2 \varkappa(m-1+q+\mu)(2-\varkappa)}, & \text { if } \theta_{0}<\pi, \\
\frac{(m-1)^{2}}{m(m-1+q+\mu)}, & \text { if } \theta_{0}=\pi .
\end{array}\right. \tag{9.4.14}
\end{gather*}
$$

Proof. We prove the second equality of (9.4.14). Applying the Taylor formula $\sqrt{1 \pm t}=1 \pm \frac{1}{2} t+o(t)$ for $t \rightarrow 0$, from (9.4.12) we obtain

$$
\begin{gathered}
\left.\lambda_{0}\right|_{\varkappa=2}=\frac{m(m-2)-4 \tau^{2}+4(m-2) \tau+m(2 \tau+2-m) \sqrt{1+\frac{4 \tau(\tau+2-m)}{m^{2}}}}{8 \tau(m-1+q+\mu)} \\
=\frac{m(m-2)-4 \tau^{2}+4(m-2) \tau+m(2 \tau+2-m)\left[1+\frac{2 \tau(\tau+2-m)}{m^{2}}+o(\tau)\right]}{8 \tau(m-1+q+\mu)} \\
=\frac{m(-2 \tau+3 m-4)+(\tau+2-m)(2 \tau+2-m)}{4 m(m-1+q+\mu)}+\frac{o(\tau)}{\tau} .
\end{gathered}
$$
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Hence it follows that

$$
\left.\lambda_{0}\right|_{\substack{\varkappa=2 \\ \tau=0}}=\left.\lim _{\tau \rightarrow 0} \lambda_{0}\right|_{\varkappa=2}=\frac{(m-1)^{2}}{m(m-1+q+\mu)} \text {, Q.E.D. }
$$

Similarly, on the other hand from the first equal of (9.4.14) we have

$$
\begin{gathered}
\left.\lambda_{0}\right|_{\tau=0}= \\
=\frac{1}{2 \varkappa(m-1+q+\mu)}\left\{\varkappa(m-2)+m \frac{1+(1-\varkappa) \sqrt{1-\frac{\varkappa(2-\varkappa)(m-2)^{2}}{m^{2}}}}{2-\varkappa}\right\}= \\
=\frac{1}{2 \varkappa(m-1+q+\mu)}\left\{\varkappa(m-2)+m-\frac{\varkappa(1-\varkappa)(m-2)^{2}}{2 m}+\frac{o(2-\varkappa)}{2-\varkappa}\right\} .
\end{gathered}
$$

Hence it follows that

$$
\left.\lambda_{0}\right|_{\substack{\varkappa=2 \\ \tau=0}}=\left.\lim _{\varkappa \rightarrow 2-0} \lambda_{0}\right|_{\tau=0}=\frac{(m-1)^{2}}{m(m-1+q+\mu)},
$$

Q.E.D.

$$
\tau=m-2
$$

From (9.4.12) it immediately follows

$$
\lambda_{0}=\frac{m \pi}{4 \theta_{0}(m-1+q+\mu)}, \quad \theta_{0} \leq \pi
$$

$$
\omega_{0} \rightarrow 0
$$

We want to investigate the behavior of $\lambda_{0}$ for $\varkappa \rightarrow 0$. For this fact we rewrite (9.4.12) in the following way

$$
\lambda_{0}=\frac{m-2-\tau}{2(m-1+q+\mu)}+
$$

$$
\begin{gathered}
+\frac{m(m-2)+[m-2+\varkappa(\tau-m+2)] m \sqrt{1+\frac{\varkappa^{2}(2-m+\tau)+2(m-2)(2-m+\tau) \varkappa}{m^{2}}}}{2 \varkappa^{2}(m-1+q+\mu)(\tau-m+2)+4 \varkappa(m-2)(m-1+q+\mu)} \\
=\frac{m(m-2)+[m-2+\varkappa(\tau-m+2)]\left\{m+\frac{\varkappa}{2 m}(2-m+\tau)(\varkappa+2 m-4)\right\}}{2 \varkappa^{2}(m-1+q+\mu)(\tau-m+2)+4 \varkappa(m-2)(m-1+q+\mu)} \\
+\frac{m-2-\tau}{2(m-1+q+\mu)}+\frac{o(\varkappa)}{\varkappa}=\frac{m\left(1-\frac{\varkappa(\tau-m+2)}{2(m-2)}+o(\varkappa)\right)}{2 \varkappa(m-1+q+\mu)}+ \\
\quad+\frac{m-2-\tau}{2(m-1+q+\mu)}+\frac{o(\varkappa)}{\varkappa}+ \\
+\frac{m(\tau-m+2)+\frac{1}{2 m}(2-m+\tau)(\varkappa+2 m-4)[\varkappa(\tau-m+2)+m-2]}{2 \varkappa(m-1+q+\mu)(\tau-m+2)+4(m-2)(m-1+q+\mu)}= \\
=\frac{m}{2(m-1+q+\mu)} \cdot \frac{1}{\varkappa}+O(1) .
\end{gathered}
$$

Hence we finally get

$$
\lambda_{0}=\frac{m \pi}{4(m-1+q+\mu)} \cdot \frac{1}{\theta_{0}}+O(1) \quad \text { for } \theta_{0} \rightarrow 0
$$

This fact coincides with the Krol result for the pseudo-Laplacian ( $q=\mu=$ $\tau=a_{0}=0$ ), see p. 145 [205].

$$
m \rightarrow+\infty
$$

We want to investigate the behavior of $\lambda_{0}$ for $m \rightarrow+\infty$. For this fact we rewrite (9.4.12) in the following way

1) if $\varkappa<2$,

$$
\begin{aligned}
\lambda_{0} & =\frac{m-2-\tau}{2(m-1+q+\mu)}+\frac{m^{2}-2 m}{2 \varkappa(2-\varkappa) m^{2}+O(m)}+ \\
& +\frac{[(1-\varkappa) m+2 \varkappa-2+\varkappa \tau] \sqrt{(1-\varkappa)^{2} m^{2}+O(m)}}{2 \varkappa(2-\varkappa) m^{2}+O(m)}= \\
& =\frac{m-2-\tau}{2(m-1+q+\mu)}+\frac{[1+(1-\varkappa)[1-\varkappa]] m^{2}+O\left(m^{3 / 2}\right)}{2 \varkappa(2-\varkappa) m^{2}} .
\end{aligned}
$$

Hence it follows that

$$
\lim _{m \rightarrow+\infty} \lambda_{0}=\frac{1}{2}+\frac{1+(1-\varkappa)|1-\varkappa|}{2 \varkappa(2-\varkappa)}=\left\{\begin{array}{cl}
\frac{1}{\varkappa(2-\varkappa)}, & \text { if } \varkappa \leq 1, \\
1, & \text { if } 1 \leq \varkappa<2 ;
\end{array}\right.
$$

2) if $\varkappa=2$,

$$
\begin{aligned}
\lambda_{0} & =\frac{m^{2}-2 m+4 m \tau-4 \tau^{2}-8 \tau}{8 \tau(m-1+q+\mu)}+ \\
& +\frac{(2 \tau+2-m) m \sqrt{1+\frac{4 \tau(\tau+2-m)}{m^{2}}}}{8 \tau(m-1+q+\mu)}= \\
& =\frac{m^{2}-2 m(1-2 \tau)-4 \tau(\tau+2)}{8 \tau(m-1+q+\mu)}- \\
& -\frac{\left[m^{2}-2 m(\tau+1)\right]\left(1+\frac{2 \tau(\tau+2-m)}{m^{2}}+o\left(\frac{1}{m^{2}}\right)\right)}{8 \tau(m-1+q+\mu)}= \\
& =\frac{8 m \tau+O\left(\frac{1}{m}\right)}{8 m \tau+O(1)} \Longrightarrow \lim _{\substack{\varkappa \rightarrow 2-0 \\
m \rightarrow+\infty}} \lambda_{0}=1 .
\end{aligned}
$$

Thus we finally have

$$
\lim _{m \rightarrow+\infty} \lambda_{0}=\left\{\begin{array}{cl}
\frac{\pi^{2}}{4 \theta_{0}\left(\pi-\theta_{0}\right)}, & \text { if } \quad 0<\theta_{0} \leq \frac{\pi}{2} \\
1, & \text { if } \frac{\pi}{2} \leq \theta_{0} \leq \pi
\end{array}\right.
$$

This fact coincides with the Aronsson result for the pseudo-Laplacian ( $q=$ $\mu=\tau=a_{0}=0$ ), see [11].
9.4.3. About the solvability of (9.1.3) and (9.1.4) with $a_{0}>0$. We set

$$
\begin{equation*}
\mathcal{F}\left(\lambda, a_{0}, \omega_{0}\right)=-\theta_{0}+ \tag{9.4.15}
\end{equation*}
$$

$$
+\int_{0}^{+\infty} \frac{\left[(m-1) y^{2}+\lambda^{2}\right]\left(y^{2}+\lambda^{2}\right)^{\frac{m-4}{2}} d y}{(m-1+q+\mu)\left(y^{2}+\lambda^{2}\right)^{\frac{m}{2}}+\lambda(2-m+\tau)\left(y^{2}+\lambda^{2}\right)^{\frac{m-2}{2}}-a_{0}}
$$

By making the substitution: $y=t \lambda, t \in(0,+\infty)$ we obtain

$$
\mathcal{F}\left(\lambda, a_{0}, \omega_{0}\right)=-\theta_{0}+\int_{0}^{+\infty} \Lambda\left(\lambda, a_{0}, t\right) d t
$$

where

$$
\begin{align*}
& \Lambda\left(\lambda, a_{0}, t\right) \equiv  \tag{9.4.16}\\
& \equiv \frac{\left[(m-1) t^{2}+1\right]\left(t^{2}+1\right)^{\frac{m-4}{2}}}{\lambda(m-1+q+\mu)\left(t^{2}+1\right)^{\frac{m}{2}}+(2-m+\tau)\left(t^{2}+1\right)^{\frac{m-2}{2}}-a_{0} \lambda^{1-m}} .
\end{align*}
$$

Then the equation (9.1.3) takes the form

$$
\begin{equation*}
\mathcal{F}\left(\lambda, a_{0}, \omega_{0}\right)=0 . \tag{9.4.17}
\end{equation*}
$$

According to the above, we have

$$
\begin{equation*}
\mathcal{F}\left(\lambda_{0}, 0, \omega_{0}\right)=0 \tag{9.4.18}
\end{equation*}
$$

The direct calculations yield

$$
\begin{gather*}
\times \frac{(m-1+q+\mu)\left(t^{2}+1\right)^{\frac{m}{2}}+a_{0}(m-1) / \lambda^{m}}{\left[\lambda(m-1+q+\mu)\left(t^{2}+1\right)^{\frac{m}{2}}+(2-m+\tau)\left(t^{2}+1\right)^{\frac{m-2}{2}}-a_{0} \lambda^{1-m}\right]^{2}}<0  \tag{9.4.19}\\
\forall t, \lambda, a_{0} ;
\end{gathered} \begin{gathered}
\frac{\partial \Lambda}{\partial a_{0}}=\frac{\lambda^{1-m}\left[(m-1) t^{2}+1\right]\left(t^{2}+1\right)^{\frac{m-4}{2}}}{\left[\lambda(m-1+q+\mu)\left(t^{2}+1\right)^{\frac{m}{2}}+(2-m+\tau)\left(t^{2}+1\right)^{\frac{m-2}{2}}-a_{0} \lambda^{1-m}\right]^{2}}
\end{gather*}
$$

$$
>0 \quad \forall t, \lambda, a_{0} .
$$

Therefore, we can apply the theorem about implicit functions. In a certain neighborhood of the point $\left(\lambda_{0}, 0\right)$ the equation (9.4.17) (and so the equation (9.1.3) as well) determines $\lambda=\lambda\left(a_{0}, \omega_{0}\right)$ as a single-valued continuous function of $a_{0}$, depending continuously on the parameter $\omega_{0}$ and having continuous partial derivatives $\frac{\partial \lambda}{\partial a_{0}}, \frac{\partial \lambda}{\partial \omega_{0}}$. Now, we analyze the properties of $\lambda$ as the function $\lambda\left(a_{0}, \omega_{0}\right)$. First from (9.4.17) we get:

$$
\frac{\partial \mathcal{F}}{\partial \lambda} \frac{\partial \lambda}{\partial a_{0}}+\frac{\partial \mathcal{F}}{\partial a_{0}}=0 \text { and } \frac{\partial \mathcal{F}}{\partial \lambda} \frac{\partial \lambda}{\partial \omega_{0}}+\frac{\partial \mathcal{F}}{\partial \omega_{0}}=0 .
$$

Hence it follows that

$$
\begin{equation*}
\frac{\partial \lambda}{\partial a_{0}}=-\frac{\left(\frac{\partial \mathcal{F}}{\partial a_{0}}\right)}{\left(\frac{\partial \mathcal{F}}{\partial \lambda}\right)} \text { and } \frac{\partial \lambda}{\partial \omega_{0}}=-\frac{\left(\frac{\partial \mathcal{F}}{\partial \omega_{0}}\right)}{\left(\frac{\partial \mathcal{F}}{\partial \lambda}\right)} \tag{9.4.21}
\end{equation*}
$$
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But, on the strength of (9.4.19), (9.4.20) we have

$$
\begin{equation*}
\frac{\partial \mathcal{F}}{\partial a_{0}}=\int_{0}^{+\infty} \frac{\partial \Lambda}{\partial a_{0}} d t>0, \quad \frac{\partial \mathcal{F}}{\partial \lambda}=\int_{0}^{+\infty} \frac{\partial \Lambda}{\partial \lambda} d t<0, \quad \frac{\partial \mathcal{F}}{\partial \theta_{0}}=-1 \quad \forall\left(\lambda, a_{0}\right) \tag{9.4.22}
\end{equation*}
$$

and $\frac{\partial \mathcal{F}}{\partial \omega_{0}}=\frac{\partial \mathcal{F}}{\partial \theta_{0}} \cdot \frac{d \theta_{0}}{d \omega_{0}}= \begin{cases}-\frac{1}{2}, & \text { if BVP is the Dirichlet problem, } \\ -1, & \text { if BVP is the mixed problem. }\end{cases}$
From (9.4.21) and (9.4.22) we get:

$$
\begin{equation*}
\frac{\partial \lambda}{\partial a_{0}}>0 \text { and } \frac{\partial \lambda}{\partial \omega_{0}}<0 \quad \text { for any } a_{0} \geq 0 \tag{9.4.23}
\end{equation*}
$$

So, the function $\lambda\left(a_{0}, \omega_{0}\right)$ increases with respect to $a_{0}$ and decreases with respect to $\omega_{0}$. Applying the analytic continuation method, we obtain the solvability of the equation (9.1.3) $\forall a_{0}$.

Corollary 9.14.

$$
\lambda=\lambda\left(a_{0}, \omega_{0}\right) \geq \lambda_{0}>0 \quad \text { for any } a_{0} \geq 0
$$

Further, multiplying the equation of (StL) by $\Phi(\omega)$ and integrating over the interval ( $-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}$ ), we get

$+\left[\lambda^{2}(m-1+q+\mu)+\lambda(2-m+\tau)\right] \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{q+2}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m-2}{2}} d \omega \geq$

$$
\geq\left\langle\lambda^{m}(m-1+q+\mu)+\lambda^{m-1}(2-m+\tau)-a_{0}\right\rangle \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{q+m} d \omega>0
$$

by virtue of (9.1.4).
Lemma 9.15. We have the inequality

$$
\begin{equation*}
\int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{q}\left|\Phi^{\prime}\right|^{m} d \omega \leq c(q, \mu, m, \tau, \lambda) \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{q+m} d \omega . \tag{9.4.25}
\end{equation*}
$$

Proof. From (9.4.24), by Young's inequality with $p=\frac{m}{m-2}, p^{\prime}=\frac{m}{2}$, it follows that

$$
\begin{aligned}
& (1-\mu) \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{q}\left|\Phi^{\prime}\right|^{m} d \omega \leq \\
& \leq\left[\lambda^{2}(m-1+q+\mu)+\lambda(2-m+\tau)\right] \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{q} \Phi^{2}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m-2}{2}} d \omega \leq \\
& \leq \epsilon \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{q}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m}{2}} d \omega+c_{\epsilon} \int_{-\frac{\omega_{0}}{2}}^{2}|\Phi|^{q+m} d \omega \leq \\
& \leq \epsilon \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{q}\left|\Phi^{\prime}\right|^{m} d \omega+c_{\epsilon} \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{q+m} d \omega \quad \forall \epsilon>0
\end{aligned}
$$

since $m \geq 2$. Choosing $\epsilon=\frac{1-\mu}{2}$, we obtain the required (9.4.25).

Lemma 9.16. Let the inequality (9.1.4) hold and, in addition,

$$
\begin{equation*}
q+\mu<1 \tag{9.4.26}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}\left|\Phi^{\prime}\right|^{m} d \omega \leq c\left(q, \mu, m, \tau, \lambda, \omega_{0}\right) \tag{9.4.27}
\end{equation*}
$$

Proof. For dividing the equation of (StL) by $\Phi|\Phi|^{q-2}$, we get

$$
\begin{aligned}
& \Phi \frac{d}{d \omega}\left[\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m-2}{2}} \Phi^{\prime}\right]+q \Phi^{\prime 2}\left(\lambda^{2} \Phi^{2}+{\Phi^{\prime}}^{2}\right)^{\frac{m-2}{2}}+ \\
& +\lambda[\lambda(q+m-1)-m+2+\tau] \Phi^{2}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m-2}{2}}= \\
& =a_{0}|\Phi|^{m}-\mu\left(\lambda^{2} \Phi^{2}+{\Phi^{\prime 2}}^{2}\right)^{\frac{m}{2}}
\end{aligned}
$$
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On integrating the obtained equality we have

$$
\begin{align*}
& (1-q-\mu) \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m}{2}} d \omega+a_{0} \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{m} d \omega=  \tag{9.4.28}\\
& \quad=\lambda(\lambda m+2-m+\tau) \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}} \Phi^{2}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m-2}{2}} d \omega .
\end{align*}
$$

Since $q+\mu<1, \quad \lambda(\lambda m+2-m+\tau)>0$ and $m \geq 2$ we shall get the required (9.4.27), if we apply the Young inequality with $p=\frac{m}{m-2}, p^{\prime}=\frac{m}{2}, \forall \varepsilon>0$. Finally, if there were $q+\mu \geq 1$, then from (9.4.28) we would get

$$
\begin{aligned}
(q-1+\mu) \lambda^{m} & \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{m} d \omega+\lambda^{m-1}(\lambda m+2-m+\tau)
\end{aligned} \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi|^{m} d \omega \leq
$$

which would contradict (9.1.4), by virtue of $\Phi \not \equiv 0$. The lemma is proved.
(9.4.1), (9.1.3) give us the function $w=r^{\lambda} \Phi(\omega)$, which will be a barrier for our boundary problem (BVP).

Lemma 9.17. Let $\zeta(r) \in C_{0}^{\infty}[0, d]$. Then

$$
\zeta(r) w(x) \in \mathfrak{N}_{m, q}^{1}\left(r^{\tau}, r^{\tau-m}, G_{0}^{d}, G_{0}^{d} \backslash \Gamma_{2}^{d}\right) .
$$

If (9.1.4) and (9.4.26) hold, then

$$
\zeta(r) w(x) \in \mathfrak{N}_{m, 0}^{1}\left(r^{\tau}, r^{\tau-m}, G_{0}^{d}, G_{0}^{d} \backslash \Gamma_{2}^{d}\right) .
$$

Proof. At first, we observe that $w \in L_{\infty}\left(G_{0}^{d}\right)$ since $\lambda>0$. Now we shall prove that

$$
\begin{equation*}
I_{q}[w] \equiv \int_{G_{0}^{d}}\left(r^{\tau-m}|w|^{q+m}+r^{\tau}|w|^{q}|\nabla w|^{m}\right) d x<\infty . \tag{9.4.29}
\end{equation*}
$$

The direct calculations give

$$
\begin{equation*}
|\nabla w|^{m}=r^{m(\lambda-1)}\left(\lambda^{2} \Phi^{2}+{\Phi^{\prime}}^{2}\right)^{\frac{m}{2}} \tag{9.4.30}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
I_{q}[w]= & \int_{G_{0}^{d}}\left\{r^{\tau+m(\lambda-1)+q \lambda} \Phi^{m+q}(\omega)+r^{\tau+m(\lambda-1)+q \lambda}|\Phi|^{q}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m}{2}}\right\} d x \\
& \leq c(\lambda, m) \int_{0}^{d} r^{\tau+(m+q) \lambda-m+1} d r \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}\left(|\Phi|^{q}\left|\Phi^{\prime}\right|^{m}+|\Phi|^{q+m}\right) d \omega
\end{aligned}
$$

It is clear that, by virtue of Lemma $9.15, I_{q}[w]$ is finite. To prove the second assertion of the lemma we have to demonstrate that

$$
\begin{equation*}
I[w] \equiv \int_{G_{0}^{d}}\left(r^{\tau-m}|w|^{m}+r^{\tau}|\nabla w|^{m}\right) d x<\infty . \tag{9.4.31}
\end{equation*}
$$

We again have

$$
\begin{aligned}
I[w] & =\int_{G_{0}^{d}}\left\{r^{\tau+m(\lambda-1)}\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m}{2}}+r^{\tau+m(\lambda-1)} \Phi^{m}(\omega)\right\} d x \leq \\
& \leq c(\lambda, m) \int_{0}^{d} r^{\tau+m \lambda+1-m} d r \int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}\left\{\left(\lambda^{2} \Phi^{2}+\Phi^{\prime 2}\right)^{\frac{m}{2}}+\Phi^{m}\right\} d \omega .
\end{aligned}
$$

$I[w]$ is finite by Lemma 9.16. Thus,

$$
I[w] \leq c\left(m, \lambda, N, q, \mu, \omega_{0}, d\right)
$$

Lemma 9.17 is proved.
Example 9.18. Let $m=2$ and we shall consider the boundary value problem (BVP) $)_{0}$ for the equation

$$
\begin{equation*}
\frac{d}{d x_{i}}\left(r^{\tau}|w|^{q} w_{x_{i}}\right)=a_{0} r^{\tau-2} w|w|^{q}-\mu r^{\tau} w|w|^{q-2}|\nabla w|^{2}, \quad x \in G_{0}, \tag{9.4.32}
\end{equation*}
$$

$$
a_{0} \geq 0,0 \leq \mu<1, q \geq 0, \tau \geq 0
$$

From (9.4.8), (9.1.3) it follows that the solution of our problem is the function

$$
w(r, \omega)=r^{\lambda} \times \begin{cases}\cos ^{\frac{1}{1+q+\mu}}\left(\frac{\pi \omega}{\omega_{0}}\right) & \text { for the Dirichlet problem } \\ \cos ^{\frac{1}{1+q+\mu}}\left(\frac{\pi \omega}{2 \omega_{0}}-\frac{\pi}{4}\right) & \text { for the mixed problem }\end{cases}
$$

where

$$
\lambda=\frac{\sqrt{\tau^{2}+\left(\pi / \theta_{0}\right)^{2}+4 a_{0}(1+q+\mu)}-\tau}{2(1+q+\mu)}
$$

(see (9.4.10)). It is easy to check that for such a $\lambda$ the inequality (9.1.4) is satisfied.

By calculating $\Phi^{\prime}(\omega)$ one can readily see that all the properties of the function $\Phi(\omega)$ hold. Moreover, we have:

$$
\int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}} \Phi^{\prime 2}(\omega) d \omega=\frac{\pi}{(1+q+\mu)^{2} \omega_{0}} \cdot \frac{\Gamma\left(\frac{3}{2}\right) \Gamma\left(\frac{1-q-\mu}{2(1+q+\mu)}\right)}{\Gamma\left(\frac{2+q+\mu}{1+q+\mu}\right)} \times
$$

$$
\times \begin{cases}1, & \text { if BVP is the Dirichlet problem }  \tag{9.4.33}\\ \frac{1}{4}, & \text { if BVP is the mixed problem }\end{cases}
$$

provided $q+\mu<1$. This integral is nonconvergent, if $q+\mu \geq 1$. At the same time $\forall q>0$ we have

$$
\int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi(\omega)|^{q} \Phi^{\prime 2}(\omega) d \omega=\frac{\pi}{(1+q+\mu)^{2} \omega_{0}} \cdot \frac{\Gamma\left(\frac{3}{2}\right) \Gamma\left(\frac{1-\mu}{2(1+q+\mu)}\right)}{\Gamma\left(\frac{2+\frac{3}{2} q+\mu}{1+q+\mu}\right)} \times
$$

$$
\times \begin{cases}1, & \text { if BVP is the Dirichlet problem }  \tag{9.4.34}\\ \frac{1}{4}, & \text { if BVP is the mixed problem }\end{cases}
$$

since $\mu<1$. This fact completely agrees with Lemmas 9.15-9.17 since

$$
\int_{-\frac{\omega_{0}}{2}}^{\frac{\omega_{0}}{2}}|\Phi(\omega)|^{q+2} d \omega=\frac{\omega_{0}}{\sqrt{\pi}} \cdot \frac{\Gamma\left(\frac{q+\frac{3+\mu}{(1+q+\mu)}}{(1+q}\right)}{\Gamma\left(\frac{2+\frac{3}{2} q+\mu}{1+q+\mu}\right)} .
$$

This fact demonstrates that $w(x) \in \mathfrak{N}_{2,0}^{1}\left(r^{\tau}, r^{\tau-m}, G_{0}^{d}\right)$, if $q+\mu<1$, and $w(x) \notin \mathfrak{N}_{2,0}^{1}\left(r^{\tau}, r^{\tau-m}, G_{0}^{d}\right)$, if $q+\mu \geq 1$. For the latter case we have $w(x) \in \mathfrak{N}_{2, q}^{1}\left(r^{\tau}, r^{\tau-m}, G_{0}^{d}\right)$.

### 9.5. The estimate of weak solutions in a neighborhood of a boundary edge

In this section we derive an almost exact estimate of the weak solution of (BVP) in a neighborhood of a boundary edge. For our purpose we are going to apply the comparison principle (see Theorem 9.6) and use the barrier function constructed in $\S 9.4$. It is easy to verify by assumptions 8)-10) that all assumptions (i)-(iii) of the comparison principle (see $\S 9.2$ ) are fulfilled.

Let us make some transformations. At first we introduce the change of function

$$
\begin{equation*}
u=v|v|^{t-1} \text { with } t=\frac{m-1}{q+m-1} \tag{9.5.1}
\end{equation*}
$$

By virtue of the assumption 7), the problem ( $B V P$ ) takes the form

$$
\begin{align*}
Q(v, \phi) & \equiv \int_{G}\left\langle\mathcal{A}_{i}\left(x, v_{x}\right) \phi_{x_{i}}+a_{0} \mathcal{A}(x, v) \phi+\mathcal{B}\left(x, v, v_{x}\right) \phi-\right.  \tag{II}\\
& -f(x) \phi\rangle d x+\int_{\Gamma_{2}}\langle \pm(x, v)-g(x)\rangle \phi d s=0
\end{align*}
$$

for $v(x) \in V_{0}$ and any $\phi(x) \in V_{0}$, where

$$
\begin{gathered}
\mathcal{A}_{i}(x, \eta) \equiv a_{i}\left(x, v|v|^{t-1}, t|v|^{t-1} \eta\right), \quad \mathcal{A}(x, v) \equiv a\left(x, v|v|^{t-1}, t|v|^{t-1} \eta\right) \\
\mathcal{B}(x, v, \eta) \equiv b\left(x, v|v|^{t-1}, t|v|^{t-1} \eta\right), \quad \pm(x, v) \equiv \sigma\left(x, v|v|^{t-1}\right)
\end{gathered}
$$

And by assumptions 11)-14) we have

$$
\begin{equation*}
\sqrt{\left.\left.\sum_{i=1}^{N}\left|\mathcal{A}_{i}(x, \eta)-t^{m-1} r^{\tau}\right| \eta\right|^{m-2} \eta_{i}\right|^{2}} \leq c_{1}(r) r^{\tau}|\eta|^{m-1}+\psi_{1}(r) ; \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\left.\left.\left|\frac{\partial \mathcal{A}_{i}(x, \eta)}{\partial \eta_{j}}-t^{m-1} r^{\tau}\right| \eta\right|^{m-4}\left(\delta_{i}^{j}|\eta|^{2}+(m-2) \eta_{i} \eta_{j}\right) \right\rvert\, \leq \tag{12}
\end{equation*}
$$

$$
\leq c_{2}(r) r^{\tau}|\eta|^{m-2}+c_{2}(r) \psi_{2}(r)
$$

$$
\begin{equation*}
\left.\left.\left|\frac{\partial \mathcal{A}_{i}(x, \eta)}{\partial x_{i}}-\tau t^{m-1} r^{\tau-2}\right| \eta\right|^{m-2} x_{i} \eta_{i}\left|\leq c_{3}(r) r^{\tau-1}\right| \eta\right|^{m-1}+\psi_{3}(r) ; \tag{13}
\end{equation*}
$$

$$
\begin{align*}
& \left.\left|\mathcal{A}(x, v)-r^{\tau-m} v\right| v\right|^{m-2}\left|+\left|\mathcal{B}(x, v, \eta)+\mu t^{m} r^{\tau} v^{-1}\right| \eta\right|^{m} \mid \leq  \tag{14}\\
& \quad \leq c_{4}(r) r^{\varkappa}|\eta|^{m-1}+|v|^{t q} \psi_{4}(r)
\end{align*}
$$

Remark 9.19. Our assumptions 11)-14) essentially mean that the operator of the problem (BVP) is approximated near the edge $\Gamma_{0}$ by the operator of the problem for the (ME). Furthermore, by the assumption 7) coefficients $a_{i}\left(x, u, u_{x}\right) i=1, \ldots, N$ after the substitution (9.5.1) do not depend on $v$ explicit. For instance, the model equation (ME) satisfies these assumptions. In fact, after the substitution (9.5.1) the (ME) takes the form

$$
\begin{aligned}
\mathcal{L}_{0} v(x) & \equiv-t^{m-1} \frac{d}{d x_{i}}\left(r^{r}|\nabla v|^{m-2} v_{x_{i}}\right)+a_{0} r^{\tau-m} v|v|^{m-2}-\mu t^{m} r^{r} v^{-1}|\nabla v|^{m} \\
& =f(x), \quad x \in G
\end{aligned}
$$

## 9 Elliptic quasilinear equations with triple

We shall make additional studies. Let us set

$$
\begin{equation*}
\bar{a}_{0}=t^{1-m} a_{0}, \quad \bar{\mu}=t \mu, \quad \bar{\lambda}=\frac{1}{t} \lambda \text { and } \bar{\Phi}(\omega)=\Phi^{\frac{1}{t}}(\omega) \tag{9.5.2}
\end{equation*}
$$

where $t=\frac{m-1}{q+m-1}$.
Now the function

$$
\begin{equation*}
\bar{w}=r^{\bar{\lambda}} \bar{\Phi}(\omega) \tag{9.5.3}
\end{equation*}
$$

will play the role of the barrier. By (StL)-(CPE), (9.1.3) one can easily check that $(\bar{\lambda}, \bar{\Phi}(\omega))$ is a solution to the problem

It is evident that the properties of $(\lambda, \Phi)$ established in §9.4.1-9.4.2 also remain valid for the $(\bar{\lambda}, \bar{\Phi}(\omega))$. In particular, (9.1.4) takes the form

$$
\begin{equation*}
P_{m}(\bar{\lambda}) \equiv(m-1+\bar{\mu}) \bar{\lambda}^{m}+(2-m+\tau) \bar{\lambda}^{m-1}-\bar{a}_{0}>0 . \tag{9.5.4}
\end{equation*}
$$

### 9.5 The estimate of weak solutions in a neighborhood

We consider the perturbation of the problem (NEVP). Namely, for $\forall \varepsilon \in$ $\left(0,2 \pi-\omega_{0}\right)$ on the segment $\left[-\frac{\omega_{0}+\varepsilon}{2}, \frac{\omega_{0}+\varepsilon}{2}\right]$, we define the problem for $\left(\lambda_{\varepsilon}, \Phi_{\varepsilon}\right)$
$\left\{\begin{array}{lc}\frac{d}{d \omega}\left[\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+\Phi_{\varepsilon}^{\prime 2}\right)^{\frac{m-2}{2}} \Phi_{\varepsilon}^{\prime}\right]+\bar{\mu}_{\Phi_{\varepsilon}}\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+\Phi_{\varepsilon}^{\prime 2}\right)^{\frac{m}{2}}= \\ =\left(\bar{a}_{0}-\varepsilon\right) \Phi_{\varepsilon}\left|\Phi_{\varepsilon}\right|^{m-2}-\lambda_{\varepsilon}\left[\lambda_{\varepsilon}(m-1)-m+2+\tau\right] \Phi_{\varepsilon}\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+\Phi_{\varepsilon}^{\prime 2}\right)^{\frac{m-2}{2}} \\ \Phi_{\varepsilon}\left(-\frac{\omega_{0}+\varepsilon}{2}\right)=\Phi_{\varepsilon}\left(\frac{\omega_{0}+\varepsilon}{2}\right)=0 & \omega \in\left(-\frac{\omega_{0}+\varepsilon}{2}, \frac{\omega_{0}+\varepsilon}{2}\right), \\ \Phi_{\varepsilon}\left(-\frac{\omega_{0}}{2}\right)=\Phi_{\varepsilon}^{\prime}\left(\frac{\omega_{0}+\varepsilon}{2}\right)=0 & \text { for the Dirichlet problem, } \\ \text { and } & \text { for the mixed problem } \\ +\infty & {\left[(m-1) y^{2}+\lambda_{\varepsilon}^{2}\right]\left(y^{2}+\lambda_{\varepsilon}^{2}\right)^{\frac{m-4}{2}} d y} \\ \int_{0} \frac{[m-1+\bar{\mu})\left(y^{2}+\lambda_{\varepsilon}^{2}\right)^{\frac{m}{2}}+\lambda_{\varepsilon}(2-m+\tau)\left(y^{2}+\lambda_{\varepsilon}^{2}\right)^{\frac{m-2}{2}}+\varepsilon-\bar{a}_{0}}{(m-1}=\theta_{\varepsilon}\end{array}\right.$
as well as
$P_{m}\left(\lambda_{\varepsilon}\right)+\varepsilon>0$.
The problem (NEVP) $)_{\varepsilon}$ is obtained from the problem (NEVP) by replacing in the latter $\omega_{0}$ by $\omega_{0}+\varepsilon$ and $\bar{a}_{0}$ by $\bar{a}_{0}-\varepsilon$. In virtue of the monotonicity of the function $\bar{\lambda}\left(\omega_{0}, \bar{a}_{0}\right)$, established in $\S 9.4 .2$ (see. (9.4.23)), we get

$$
\begin{equation*}
0<\lambda_{\varepsilon}<\bar{\lambda}, \quad \lim _{\varepsilon \rightarrow+0} \lambda_{\varepsilon}=\bar{\lambda} \tag{9.5.5}
\end{equation*}
$$

We denote by $\bar{\lambda}_{0}$ the value of $\bar{\lambda}$ for $\bar{a}_{0}=0$. It clearly follows from (9.4.12) that $\bar{\lambda}_{0}=\left.\lambda_{0}\right|_{q=0 ; \mu=\bar{\mu}}$. In just the same way as in $\S 9.4 .2$ we calculate that $\bar{\lambda}>\bar{\lambda}_{0}$. From (9.5.5) it follows that

$$
\begin{equation*}
0<\frac{1}{2} \bar{\lambda}_{0}<\lambda_{\varepsilon}<\bar{\lambda} \tag{9.5.6}
\end{equation*}
$$

for a sufficiently small $\varepsilon>0$.
Next we shall consider separately the case of the Dirichlet problem and the case of the mixed boundary value problem.

## Dirichlet problem.

Lemma 9.20. There exists an $\varepsilon^{*}>0$ such that

$$
\begin{equation*}
\Phi_{\varepsilon}\left(\frac{\omega_{0}}{2}\right) \geq \frac{\varepsilon}{\omega_{0}+\varepsilon}, \quad \forall \varepsilon \in\left(0, \varepsilon^{*}\right) \tag{9.5.7}
\end{equation*}
$$

Proof. We turn to (9.5.4), that is $P_{m}(\bar{\lambda})>0$. Since $P_{m}(\bar{\lambda})$ is a polynomial, by continuity, there exists a $\delta^{*}-$ neighborhood of $\bar{\lambda}$, in which (9.5.4)
is satisfied as before, that is there exists $\delta^{*}>0$ such that $P_{m}(\lambda)>0$ for $\forall \lambda\left||\lambda-\bar{\lambda}|<\delta^{*}\right.$. We choose the number $\delta^{*}>0$ in the same way. In particular, the inequality

$$
P_{m}(\bar{\lambda}-\delta)>0 \quad \forall \delta \in\left(0, \delta^{*}\right)
$$

holds. We recall that $\bar{\lambda}$ solves (NEVP). By virtue of (9.5.5), now for every $\delta \in\left(0, \delta^{*}\right)$ we can put

$$
\lambda_{\varepsilon}=\bar{\lambda}-\delta
$$

and solve $(N E V P)_{\varepsilon}$ together with this $\lambda_{\varepsilon}$ with respect to $\varepsilon$. Let $\varepsilon(\delta)>0$ be the obtained solution. Since (9.5.5) is true,

$$
\lim _{\delta \rightarrow+0} \varepsilon(\delta)=+0
$$

Thus we have the sequence of problems $(N E V P)_{\varepsilon}$ with respect to

$$
\begin{equation*}
\left(\lambda_{\varepsilon}, \Phi_{\varepsilon}(\omega)\right) \quad \forall \varepsilon \mid 0<\varepsilon<\min \left(\varepsilon(\delta) ; \pi-\omega_{0}\right)=\varepsilon^{*}(\delta), \forall \delta \in\left(0, \delta^{*}\right) \tag{9.5.8}
\end{equation*}
$$

We consider $\Phi_{\varepsilon}(\omega)$ with $\forall \varepsilon$ from (9.5.8). In the same way as (9.4.5) we verify that

$$
\Phi_{\varepsilon}^{\prime \prime}(\omega)<0, \quad \forall \omega \in\left[-\frac{\omega_{0}+\varepsilon}{2}, \frac{\omega_{0}+\varepsilon}{2}\right] .
$$

But this inequality means that the function $\Phi_{\varepsilon}(\omega)$ is convex upon $\left[-\frac{\omega_{0}+\varepsilon}{2}, \frac{\omega_{0}+\varepsilon}{2}\right]$, that is

$$
\begin{aligned}
\Phi_{\varepsilon}\left(\alpha_{1} \omega_{1}+\alpha_{2} \omega_{2}\right) \geq & \alpha_{1} \Phi_{\varepsilon}\left(\omega_{1}\right)+\alpha_{2} \Phi_{\varepsilon}\left(\omega_{2}\right), \quad \forall \omega_{1}, \omega_{2} \in\left[-\frac{\omega_{0}+\varepsilon}{2}, \frac{\omega_{0}+\varepsilon}{2}\right] \\
& \text { for } \alpha_{1} \geq 0, \alpha_{2} \geq 0 \mid \alpha_{1}+\alpha_{2}=1
\end{aligned}
$$

We put

$$
\alpha_{1}=\frac{\omega_{0}}{\varepsilon+\omega_{0}}, \quad \alpha_{2}=\frac{\varepsilon}{\varepsilon+\omega_{0}} ; \quad \omega_{1}=\frac{\varepsilon+\omega_{0}}{2}, \quad \omega_{2}=0 .
$$

By $(N E V P)_{\varepsilon}$ we get

$$
\Phi_{\varepsilon}\left(\frac{\omega_{0}}{2}\right) \geq \frac{\varepsilon}{\omega_{0}+\varepsilon} \Phi_{\varepsilon}(0)=\frac{\varepsilon}{\omega_{0}+\varepsilon}
$$

q.e.d. the lemma is proved.

Corollary 9.21.

$$
\begin{gather*}
\frac{\varepsilon}{\omega_{0}+\varepsilon} \leq \Phi_{\varepsilon}(\omega) \leq 1  \tag{9.5.9}\\
\text { for any } \omega \in\left[-\omega_{0} / 2, \omega_{0} / 2\right] \text { and for any } \varepsilon \in\left(0, \varepsilon^{*}\right)
\end{gather*}
$$

### 9.5 The estimate of weak solutions in a neighborhood

## Mixed problem.

Lemma 9.22. There exists an $\varepsilon^{*}>0$ such that

$$
\begin{equation*}
\Phi_{\varepsilon}\left(-\frac{\omega_{0}}{2}\right) \geq \frac{\varepsilon}{2\left(\omega_{0}+\varepsilon\right)} \text { and for any } \varepsilon \in\left(0, \varepsilon^{*}\right) . \tag{9.5.10}
\end{equation*}
$$

Proof. We turn back to (9.5.4), that is $\quad P_{m}(\bar{\lambda})>0$. Since $P_{m}(\bar{\lambda})$ is a polynomial, then, by the continuity, there exists a $\delta^{*}$-neighborhood of the point $\bar{\lambda}$, in which (9.5.4) remains valid, that is there exists $\delta^{*}>0$ such that

$$
P_{m}(\lambda)>0 \forall \lambda \quad| | \lambda-\bar{\lambda} \mid<\delta^{*}
$$

We choose the number $\delta^{*}>0$ to guarantee this. Particulary the inequality

$$
\begin{equation*}
P_{m}(\bar{\lambda}-\delta)>0 \quad \forall \delta \in\left(0, \delta^{*}\right) \tag{9.5.11}
\end{equation*}
$$

holds. Let us recall that $\bar{\lambda}$ is a solution of (NEVP). By (9.5.5) we can now put for every $\delta \in\left(0, \delta^{*}\right)$

$$
\begin{equation*}
\lambda_{\varepsilon}=\bar{\lambda}-\delta \tag{9.5.12}
\end{equation*}
$$

and solve (NEVP) $)_{\varepsilon}$ together with $\lambda_{\varepsilon}$ with respect to $\varepsilon$. Let $\varepsilon(\delta)>0$ be the obtained solution. Since (9.5.5) holds, then

$$
\lim _{\delta \rightarrow+0} \varepsilon(\delta)=+0
$$

Thus, we get the sequence of the problems (NEVP) $\varepsilon_{\varepsilon}$ with respect to

$$
\begin{array}{r}
\left(\lambda_{\varepsilon}, \Phi_{\varepsilon}(\omega)\right) \quad \forall \varepsilon \text { such that } 0<\varepsilon<\min \left\{\varepsilon(\delta), 2 \pi-\omega_{0}\right\}=\varepsilon^{*}(\delta),  \tag{9.5.13}\\
\forall \delta \in\left(0, \delta^{*}\right) .
\end{array}
$$

We consider $\Phi_{\varepsilon}(\omega)$ from (9.5.13). In the same way as in (9.4.5) we verify that

$$
\Phi_{\varepsilon}^{\prime \prime}(\omega)<0 \quad \forall \omega \in\left(-\frac{\omega_{0}+\varepsilon}{2}, \frac{\omega_{0}+\varepsilon}{2}\right)
$$

This inequality means that the function $\Phi_{\varepsilon}(\omega)$ is convex on the segment $\left[-\frac{\omega_{0}+\varepsilon}{2}, \frac{\omega_{0}+\varepsilon}{2}\right]$, that is

$$
\begin{aligned}
\Phi_{\varepsilon}\left(\alpha_{1} \omega_{1}+\alpha_{2} \omega_{2}\right) \geq & \alpha_{1} \Phi_{\varepsilon}\left(\omega_{1}\right)+\alpha_{2} \Phi_{\varepsilon}\left(\omega_{2}\right) \quad \forall \omega_{1}, \omega_{2} \in\left[-\frac{\omega_{0}+\varepsilon}{2}, \frac{\omega_{0}+\varepsilon}{2}\right] \\
& \text { for } \alpha_{1} \geq 0, \alpha_{2} \geq 0 \mid \alpha_{1}+\alpha_{2}=1
\end{aligned}
$$

We put

$$
\alpha_{1}=\frac{\omega_{0}+\frac{1}{2} \varepsilon}{\varepsilon+\omega_{0}}, \quad \alpha_{2}=\frac{\varepsilon}{2\left(\varepsilon+\omega_{0}\right)} \text { and } \omega_{1}=-\frac{\varepsilon+\omega_{0}}{2}, \quad \omega_{2}=\frac{\varepsilon+\omega_{0}}{2} .
$$

By (NEVP) $)_{\varepsilon}$ we get

$$
\Phi_{\varepsilon}\left(-\frac{\omega_{0}}{2}\right) \geq \frac{\varepsilon}{2\left(\omega_{0}+\varepsilon\right)} \Phi_{\varepsilon}\left(\frac{\omega_{0}+\varepsilon}{2}\right)=\frac{\varepsilon}{2\left(\omega_{0}+\varepsilon\right)} .
$$

## 9 Elliptic quasilinear equations with triple degeneration in a domain with an edge

The Lemma is proved.
Corollary 9.23.

$$
\begin{equation*}
\frac{\varepsilon}{2\left(\omega_{0}+\varepsilon\right)} \leq \Phi_{\varepsilon}(\omega) \leq 1 \quad \forall \omega \in\left[-\omega_{0} / 2, \omega_{0} / 2\right], \quad \forall \varepsilon \in\left(0, \varepsilon^{*}\right) \tag{9.5.14}
\end{equation*}
$$

Lemma 9.24. For any $\varepsilon>0$ the inequalities

$$
\begin{equation*}
0<\Phi_{\varepsilon}^{\prime}(\omega) \leq 2 \varepsilon^{-1}, \quad \omega \in\left[-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right] \tag{9.5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
-C\left(q, \bar{\mu}, \tau, m, \lambda, \omega_{0}\right) \varepsilon^{-3} \leq \Phi_{\varepsilon}^{\prime \prime}<0, \quad \omega \in\left[-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right] \tag{9.5.16}
\end{equation*}
$$

hold, where $C\left(q, \bar{\mu}, \tau, m, \lambda, \omega_{0}\right)>0$.
Proof. From (NEVP) $\varepsilon_{\varepsilon},(9.5 .10)$ and (9.5.14) we have

$$
\begin{gather*}
\frac{\varepsilon}{2\left(\varepsilon+\omega_{0}\right)} \leq \Phi_{\varepsilon}(\omega) \leq 1, \Phi_{\varepsilon}^{\prime}(\omega) \geq 0, \Phi_{\varepsilon}^{\prime \prime}(\omega)<0,  \tag{9.5.17}\\
\forall \omega \in\left(-\frac{\omega_{0}+\varepsilon}{2}, \frac{\omega_{0}+\varepsilon}{2}\right) \text { and } \Phi_{\varepsilon}\left(-\frac{\omega_{0}+\varepsilon}{2}\right)=0, \quad \forall \varepsilon>0 .
\end{gather*}
$$

Hence it follows that $\Phi_{\varepsilon}^{\prime}(\omega)$ decreases on $\left(-\frac{\omega_{0}+\varepsilon}{2}, \frac{\omega_{0}+\varepsilon}{2}\right)$. By the Lagrange mean value theorem, we have

$$
\Phi_{\varepsilon}\left(-\frac{\omega_{0}+\varepsilon}{2}\right)-\Phi_{\varepsilon}\left(-\frac{\omega_{0}}{2}\right)=-\frac{\varepsilon}{2} \Phi_{\varepsilon}^{\prime}(\bar{\omega}) \Rightarrow \varepsilon \Phi_{\varepsilon}^{\prime}(\bar{\omega}) \leq 2
$$

with some $\bar{\omega} \in\left(-\frac{\omega_{0}+\varepsilon}{2},-\frac{\omega_{0}}{2}\right)$. Hence, by decreasing of $\Phi_{\varepsilon}^{\prime}(\omega)$ we get (9.5.15). From the equation of (NEVP) $)_{\varepsilon}$ for $\Phi_{\varepsilon}$ it follows that

$$
\begin{align*}
& -\Phi_{\varepsilon}^{\prime \prime}=\frac{1}{\Phi_{\varepsilon}\left[(m-1) \Phi_{\varepsilon}^{\prime 2}+\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}\right]\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+\Phi_{\varepsilon}^{\prime 2}\right)^{\frac{m-4}{2}}\left\{\bar{\mu}\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+\Phi_{\varepsilon}^{\prime 2}\right)^{\frac{m}{2}}+\right.} \\
& +\Phi_{\varepsilon}^{2}\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+{\Phi_{\varepsilon}^{\prime}}^{2}\right)^{\frac{m-4}{2}}\left\{\lambda_{\varepsilon}\left[\lambda_{\varepsilon}(m-1)-m+2+\tau\right]\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+\Phi_{\varepsilon}^{\prime 2}\right)+\right. \\
& \left.\left.9.5 .18) \quad+(m-2) \lambda_{\varepsilon}^{2}{\Phi_{\varepsilon}^{\prime}}^{2}\right\}+\left(\varepsilon-\bar{a}_{0}\right) \Phi_{\varepsilon}^{m}\right\} \tag{9.5.18}
\end{align*}
$$

and therefore by virtue of (9.5.6), (9.5.15) and (9.5.17)

$$
\begin{aligned}
-\Phi_{\varepsilon}^{\prime \prime}(\omega) & \leq\left[\lambda_{\varepsilon}^{2}(2 m-3+\bar{\mu})+(2-m+\tau) \lambda_{\varepsilon}+\varepsilon \lambda_{\varepsilon}^{2-m}\right] \Phi_{\varepsilon}+\bar{\mu} \Phi_{\varepsilon}^{-1}{\Phi_{\varepsilon}^{\prime}}^{2} \leq \\
& \leq C\left(q, \bar{\mu}, \tau, m, \lambda, \omega_{0}\right) \varepsilon^{-3}
\end{aligned}
$$

### 9.5 The estimate of weak solutions in a neighborhood

 OF A BOUNDARY EDGELemma 9.25. There exists a positive constant $c_{0}=c_{0}\left(m, q, \mu, \tau, \omega_{0}\right)$ such that

$$
\begin{equation*}
\Phi_{\varepsilon}^{\prime}\left(\frac{\omega_{0}}{2}\right) \geq c_{0} \varepsilon^{m+3}, 0<\varepsilon \ll 1 \tag{9.5.19}
\end{equation*}
$$

Proof. By the Lagrange mean value theorem in virtue of (NEVP) $\varepsilon_{\varepsilon}$ we have

$$
\begin{equation*}
\Phi_{\varepsilon}^{\prime}\left(\frac{\omega_{0}}{2}\right)=\Phi_{\varepsilon}^{\prime}\left(\frac{\omega_{0}}{2}\right)-\Phi_{\varepsilon}^{\prime}\left(\frac{\omega_{0}+\varepsilon}{2}\right)=-\frac{\varepsilon}{2} \Phi_{\varepsilon}^{\prime \prime}(\omega) \tag{9.5.20}
\end{equation*}
$$

with some $\omega \in\left(\frac{\omega_{0}}{2}, \frac{\omega_{0}+\varepsilon}{2}\right)$. From the equation (9.5.18) it follows that

$$
-\Phi_{\varepsilon}^{\prime \prime} \Phi_{\varepsilon}\left[(m-1) \Phi_{\varepsilon}^{\prime 2}+\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}\right]\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+{\Phi_{\varepsilon}^{\prime 2}}^{2}\right)^{\frac{m-4}{2}} \geq
$$

$$
\begin{equation*}
\geq \Phi_{\varepsilon}^{m}\left\langle\left[(\bar{\mu}+m-1) \lambda_{\varepsilon}^{m}+(2+\tau-m) \lambda_{\varepsilon}^{m-1}-\bar{a}_{0}\right]+\varepsilon\right\rangle>\varepsilon \Phi_{\varepsilon}^{m} \tag{9.5.21}
\end{equation*}
$$

by (9.5.11), (9.5.12) and (9.5.4).
Since $\Phi_{\varepsilon}^{\prime}(\omega)$ is a decreasing continuous function and $\Phi_{\varepsilon}^{\prime}\left(\frac{\omega_{0}+\varepsilon}{2}\right)=$ 0 , then for sufficiently small $\varepsilon>0$, we can assert that $0<\Phi_{\varepsilon}^{\prime}(\omega)<1$, $\omega \in\left(\frac{\omega_{0}}{2}, \frac{\omega_{0}+\varepsilon}{2}\right)$. Therefore we obtain the following statements.

1) If $m \geq 4$, then

$$
\begin{gathered}
{\left[(m-1) \Phi_{\varepsilon}^{\prime 2}+\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}\right]\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+{\Phi_{\varepsilon}^{\prime}}^{2}\right)^{\frac{m-4}{2}} \leq\left[(m-1) \Phi_{\varepsilon}^{\prime 2}+\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}\right]^{\frac{m-2}{2}} \leq} \\
\leq\left(m-1+\lambda_{\varepsilon}^{2}\right)^{\frac{m-2}{2}} \leq\left(m-1+\bar{\lambda}^{2}\right)^{\frac{m-2}{2}}, \omega \in\left(\frac{\omega_{0}}{2}, \frac{\omega_{0}+\varepsilon}{2}\right)
\end{gathered}
$$

by (9.5.5). Hence from (9.5.14) and (9.5.21) it follows that

$$
-\Phi_{\varepsilon}^{\prime \prime}(\omega)>\left(m-1+\bar{\lambda}^{2}\right)^{\frac{2-m}{2}} \varepsilon \Phi_{\varepsilon}^{m-1} \geq\left(m-1+\bar{\lambda}^{2}\right)^{\frac{2-m}{2}} \frac{1}{\left[2\left(1+\omega_{0}\right)\right]^{m-1}} \varepsilon^{m}
$$

and, in virtue of (9.5.20), the required (9.5.19) is proved.
2) If $2 \leq m<4$, then from ( 9.5 .21 ), by ( 9.5 .6 )

$$
\begin{aligned}
-\Phi_{\varepsilon}^{\prime \prime}(\omega) & >\varepsilon \Phi_{\varepsilon}^{m-1} \frac{\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+\Phi_{\varepsilon}^{\prime 2}\right)^{\frac{4-m}{2}}}{(m-1) \Phi_{\varepsilon}^{\prime 2}+\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}}>\varepsilon \lambda_{\varepsilon}^{4-m} \Phi_{\varepsilon}^{3} \frac{1}{\bar{\lambda}^{2}+m-1}> \\
& >\varepsilon\left(\frac{\bar{\lambda}_{0}}{2}\right)^{4-m} \frac{1}{8\left(\bar{\lambda}^{2}+m-1\right)\left(1+\omega_{0}\right)^{3}} \varepsilon^{3}, \quad \omega \in\left(\frac{\omega_{0}}{2}, \frac{\omega_{0}+\varepsilon}{2}\right)
\end{aligned}
$$

and by virtue of (9.5.20), we again obtain (9.5.19).

### 9.6. Proof of the main theorem

Proof. Let $\left(\lambda_{\varepsilon}, \Phi_{\varepsilon}(\omega) \text { ) be a solution of the problem (NEVP) }\right)_{\varepsilon}$ with fixed $\varepsilon \in\left(0, \varepsilon^{*}\right)$, where $\varepsilon^{*}$ is determined by (9.5.13). We define the function which we shall use as barrier function. Namely, let us consider the function

$$
w_{\varepsilon}(\bar{x}, r, \omega)=A r^{\lambda_{\varepsilon}} \Phi_{\varepsilon}(\omega), \quad \forall \bar{x} \in \mathbb{R}^{N-2}, r \in[0, d], \omega \in\left[-\omega_{0} / 2, \omega_{0} / 2\right],
$$

where $A>0$ is a number to be chosen below. Let us apply the comparison principle (Theorem 9.6) to the problem ( $\overline{I I}$ ), comparing its solution $v(x)$ with barrier function $w_{\varepsilon}(x)$ in the domain $G_{0}^{d}$. The direct calculations demonstrate that

$$
\begin{aligned}
\mathcal{L}_{0} w_{\varepsilon}(\bar{x}, r, \omega) & =(A t)^{m-1} r^{(m-1) \lambda_{\varepsilon}-m+\tau}\left\{-\frac{d}{d \omega}\left[\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+{\Phi^{\prime}}_{\varepsilon}^{2}\right)^{\frac{m-2}{2}} \Phi_{\varepsilon}^{\prime}\right]-\right. \\
& -\lambda_{\varepsilon}\left[\lambda_{\varepsilon}(m-1)-m+2+\tau\right] \Phi_{\varepsilon}\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+{\Phi^{\prime}}_{\varepsilon}^{2}\right)^{\frac{m-2}{2}}+\bar{a}_{0} \Phi_{\varepsilon}^{m-1} \\
& \left.-\bar{\mu}^{\frac{1}{\Phi_{\varepsilon}}}\left(\lambda_{\varepsilon}^{2} \Phi_{\varepsilon}^{2}+{\Phi^{\prime}}_{\varepsilon}^{2}\right)^{\frac{m}{2}}\right\}=\varepsilon r^{(m-1) \lambda_{\varepsilon}-m+\tau}\left(t A \Phi_{\varepsilon}(\omega)\right)^{m-1}
\end{aligned}
$$

By virtue of (9.5.1), (NEVP) $)_{\varepsilon}$ and by (9.5.14), we obtain

$$
\begin{equation*}
\mathcal{L}_{0} w_{\varepsilon}(\bar{x}, r, \omega) \geq \varepsilon^{m}\left[\frac{A(m-1)}{2 \theta_{\varepsilon}(q+m-1)}\right]^{m-1} r^{(m-1) \lambda_{\varepsilon}-m+\tau} \tag{9.6.1}
\end{equation*}
$$

Further, in virtue of (9.5.5) and (9.5.14) we have

$$
\begin{equation*}
\left.w_{\varepsilon}(x)\right|_{\Omega_{d}} \geq \frac{A \varepsilon}{2 \theta_{\varepsilon}} d^{\bar{\lambda}} . \tag{9.6.2}
\end{equation*}
$$

In addition,

$$
\begin{equation*}
w_{\varepsilon}(x) \geq 0=v(x), \quad x \in \partial G_{0}^{d} \backslash\left(\Omega_{d} \cup \Gamma_{2}^{d}\right) \tag{9.6.3}
\end{equation*}
$$

Finally it is not difficult to calculate

$$
\begin{equation*}
c_{0} A \varepsilon^{m+1} r^{\lambda_{\varepsilon}-1} \leq\left|\nabla w_{\varepsilon}\right| \leq c_{1} A \varepsilon^{-1} r^{\lambda_{\varepsilon}-1} \text { and }\left|\nabla^{2} w_{\varepsilon}\right| \leq c_{2} A \varepsilon^{-3} r^{\lambda_{\varepsilon}-2} \tag{9.6.4}
\end{equation*}
$$

if we take into account (9.5.15) and (9.5.16) from Lemma 9.24 and (9.5.19) from Lemma 9.25.

Now let $\phi \in L_{\infty}\left(G_{0}^{d}\right) \cap W^{1, m}\left(G_{0}^{d}, \partial G_{0}^{d} \backslash \Gamma_{2}^{d}\right)$ be any nonnegative function. For the operator $Q$ that is defined by $(\overline{I I})$ we obtain

$$
\begin{aligned}
Q\left(w_{\varepsilon}, \phi\right) & =\int_{G_{0}^{d}} \phi(x)\left\langle-\frac{d}{d x_{i}} \mathcal{A}_{i}\left(x, \nabla w_{\varepsilon}\right)+a_{0} \mathcal{A}\left(x, w_{\varepsilon}\right)+\mathcal{B}\left(x, w_{\varepsilon}, \nabla w_{\varepsilon}\right)-\right. \\
& -f(x)\rangle d x+\int_{\Gamma_{2}^{d}} \phi(x)\left\langle\mathcal{A}_{i}\left(x, \nabla w_{\varepsilon}\right) n_{i}(x)+ \pm\left(x, w_{\varepsilon}\right)-g(x)\right\rangle d s
\end{aligned}
$$

And hence, by the definition of the operator $\mathcal{L}_{0}$ we have

$$
\begin{align*}
Q\left(w_{\varepsilon}, \phi\right) & =\int_{G_{0}^{d}} \phi(x)\left\langle-\frac{d}{d x_{i}}\left(\mathcal{A}_{i}\left(x, \nabla w_{\varepsilon}\right)-t^{m-1} r^{\tau}\left|\nabla w_{\varepsilon}\right|^{m-2} w_{\varepsilon x_{i}}\right)\right. \\
& +\mathcal{L}_{0} w_{\varepsilon}(x)+a_{0}\left(\mathcal{A}\left(x, w_{\varepsilon}\right)-r^{\tau-m}\left|w_{\varepsilon}\right|^{m-2} w_{\varepsilon}\right)+ \\
& \left.+\left(\mathcal{B}\left(x, w_{\varepsilon}, \nabla w_{\varepsilon}\right)+\mu t^{m} r^{\tau}\left|\nabla w_{\varepsilon}\right|^{m} w_{\varepsilon}^{-1}\right)-f(x)\right\rangle d x+  \tag{9.6.5}\\
& +\left.\int_{\Gamma_{2}^{d}} \phi(x)\left\langle \pm\left(x, w_{\varepsilon}\right)-g(x)+t^{m-1} r^{\tau}\right| \nabla w_{\varepsilon}\right|^{m-2} \frac{\partial w_{\varepsilon}}{\partial n}+ \\
& \left.+\left(\mathcal{A}_{i}\left(x, \nabla w_{\varepsilon}\right)-t^{m-1} r^{\tau}\left|\nabla w_{\varepsilon}\right|^{m-2} w_{\varepsilon x_{i}}\right) n_{i}(x)\right\rangle d s .
\end{align*}
$$

By the assumption 2),

$$
\begin{equation*}
\pm\left(x, w_{\varepsilon}\right)=\sigma\left(x, w_{\varepsilon}^{t}\right) \geq 0, \quad \text { since } \quad w_{\varepsilon}(x) \geq 0 \tag{9.6.6}
\end{equation*}
$$

Further,

$$
\begin{equation*}
\left.\frac{\partial w_{\varepsilon}}{\partial n}\right|_{\Gamma_{2}^{d}}=\left.\frac{1}{r} \frac{\partial w_{\varepsilon}}{\partial \omega}\right|_{\omega=\frac{\omega_{0}}{2}}=A r^{\lambda_{\varepsilon}-1} \Phi_{\varepsilon}^{\prime}\left(\frac{\omega_{0}}{2}\right) \geq c_{0} A \varepsilon^{m+3} r^{\lambda_{\varepsilon}-1} \tag{9.6.7}
\end{equation*}
$$

by Lemma 9.25 . Therefore, in virtue of (9.6.1), (9.6.6) and(9.6.7) from (9.6.5) it follows that

$$
\begin{aligned}
Q\left(w_{\varepsilon}, \phi\right) & \geq \int_{G_{0}^{d}} \phi(x)\left\langle\varepsilon^{m}\left[\frac{A(m-1)}{2\left(\omega_{0}+\varepsilon\right)(q+m-1)}\right]^{m-1} r^{(m-1) \lambda_{\varepsilon}-m+\tau}\right. \\
& -\left.\sum_{i, j=1}^{N}\left|w_{\varepsilon x_{i} x_{j}}\right| \cdot\left|\frac{\partial \mathcal{A}_{i}\left(x, \nabla w_{\varepsilon}\right)}{\partial w_{\varepsilon x_{j}}}-t^{m-1} r^{\tau}\right| \nabla w_{\varepsilon}\right|^{m-4} \times \\
& \times\left(\delta_{i}^{j}\left|\nabla w_{e} p\right|^{2}+(m-2) w_{\varepsilon x_{i}} w_{\varepsilon x_{j}}\right) \mid- \\
& \left.-\left.\left|\frac{\partial \mathcal{A}_{i}\left(x, \nabla w_{\varepsilon}\right)}{\partial x_{i}}-\tau t^{m-1} r^{\tau-2}\right| \nabla w_{\varepsilon}\right|^{m-2} x_{i} w_{\varepsilon x_{i}} \right\rvert\,- \\
& -\left.a_{0}\left|\mathcal{A}\left(x, w_{\varepsilon}\right)-r^{\tau-m}\right| w_{\varepsilon}\right|^{m-2} w_{\varepsilon} \mid- \\
& \left.\left|\mathcal{B}\left(x, w_{\varepsilon}, \nabla w_{\varepsilon}\right)+\mu t^{m} r^{\tau}\right| \nabla w_{\varepsilon}\right|^{m} w_{\varepsilon}^{-1}|-|f(x)|\rangle d x+ \\
& +\left.\int_{\Gamma_{2}^{d}} \phi(x)\left\langle c_{0} A t^{m-1} \varepsilon^{m+3} r^{\tau+\lambda_{\varepsilon}-1}\right| \nabla w_{\varepsilon}\right|^{m-2}- \\
& -\sqrt{\left.\left.\sum_{i=1}^{N}\left|\mathcal{A}_{i}\left(x, \nabla w_{\varepsilon}\right)-t^{m-1} r^{\tau}\right| \nabla w_{\varepsilon}\right|^{m-2} w_{\varepsilon x_{i}}\right|^{2}}- \\
& -|g(x)|\rangle d s .
\end{aligned}
$$

Now, taking into account the assumptions (9.1.16), $\overline{11)}-\overline{14)}$ (9.1.5) and the inequalities (9.6.4), from (9.6.8) we get

$$
\begin{aligned}
Q\left(w_{\varepsilon}, \phi\right) & \geq C_{1}\left(m, q, \varepsilon, A, \omega_{0}\right) \int_{G_{0}^{d}} \phi(x) r^{(m-1) \lambda_{\varepsilon}-m+\tau}\left\langle 1-c_{2}(r) r^{(m-2)\left(\bar{\lambda}-\lambda_{\varepsilon}\right)}-\right. \\
& \left.-c(r)-\left(f_{1}+k_{3}\right) r^{(m-1)\left(\bar{\lambda}-\lambda_{\varepsilon}\right)}-k_{4} r^{t(m-1)\left(\bar{\lambda}-\lambda_{\varepsilon}\right)}\right\rangle d x+ \\
& +C_{2}\left(m, q, \mu, \tau, \varepsilon, A, \omega_{0}\right) \int_{\Gamma_{2}^{d}} \phi(x) r^{\tau+(m-1)\left(\lambda_{\varepsilon}-1\right)}\left\langle 1-c_{1}(r)-\right.
\end{aligned}
$$

$$
\left.-\left(k_{1}+g_{1}\right) r^{(m-1)\left(\bar{\lambda}-\lambda_{c}\right)}\right\rangle d s
$$

where $c(r)=c_{2}(r)+c_{3}(r)+c_{4}(r)$. Fixing $A>0$ and $\varepsilon>0$, we can choose $d>0$ so small (because of the continuity of the functions $c_{1}(r), c_{2}(r), c_{3}(r)$, $c_{4}(r)$ at zero) that

$$
\begin{equation*}
Q\left(w_{\varepsilon}, \phi\right) \geq 0, \quad \forall \phi \geq 0 \tag{9.6.9}
\end{equation*}
$$

Further, by Theorem 9.11

$$
\left.v(x)\right|_{\Omega_{d}} \leq M_{0}^{1 / t}
$$

therefore, by (9.6.2)

$$
\begin{equation*}
\left.w_{\varepsilon}\right|_{\Omega_{d}} \geq \frac{A \varepsilon}{2 \theta_{\varepsilon}} d^{\bar{\lambda}} \geq M_{0}^{1 / t} \geq\left. v(x)\right|_{\Omega_{d}} \tag{9.6.10}
\end{equation*}
$$

provided that $A>0$ is chosen sufficiently large

$$
\begin{equation*}
A \geq \frac{2 \theta_{\varepsilon}}{\varepsilon}\left(\frac{M_{0}}{d^{\lambda}}\right)^{\frac{q+m-1}{m-1}} \tag{9.6.11}
\end{equation*}
$$

Thus, from (9.6.9), (9.6.3), (9.6.10) and ( $\overline{I I}$ ) we get

$$
\left\{\begin{array}{l}
Q\left(w_{\varepsilon}, \phi\right) \geq 0=Q(v, \phi) \quad \forall \phi \geq 0 \quad \text { in } \quad G_{0}^{d} \\
w_{\varepsilon}(x) \geq v(x), \quad x \in \partial G_{0}^{d} \backslash \Gamma_{2}^{d}
\end{array}\right.
$$

Besides that, one can readily verify that all the other conditions of the comparison principle (Theorem 9.6) are fulfilled. By this principle we get

$$
v(x) \leq w_{\varepsilon}(x), \quad \forall x \in \overline{G_{0}^{d}}
$$

Similarly one can prove that

$$
v(x) \geq-w_{\varepsilon}(x), \quad \forall x \in \overline{G_{0}^{d}}
$$

Thus, finally, we obtain

$$
|v(x)| \leq w_{\varepsilon}(x) \leq A r^{\lambda_{\varepsilon}}, \quad \forall x \in \overline{G_{0}^{d}} .
$$

On returning to the old variables in virtue of (9.5.1) we get the required estimate (9.1.17). The main theorem is proved.

### 9.7. Notes

The presentation of this chapter follows [67]. Boundary value problems in smooth domains for quasilinear degenerate elliptic second order equations have been intensely studied recently (see $[6,26,39,49,75,78$, $88,100,136,144,147,221,222,352]$ etc., and the vast bibliography therein). Less studied are the problems of this kind in the domains with a non-smooth boundary. In the paper [212], the existence results for the quasilinear degenerate elliptic boundary value problems are considered. The paper [241] examines the well posedness and regularity of the solution of degenerate quasilinear elliptic equations arising from bimaterial problems in elastic-plastic mechanics in lipschitzian domain. The papers [58], [59], [68], [99], [375] are devoted to the study of the weak solutions behavior for the special cases of the ( $B V P$ ) equation in the neighborhood of a conical boundary point. In [72] the Dirichlet problem is studied in a domain with an edge on the boundary for the model equation (ME). In [133] the properties of the ( $B V P$ ) solutions for the Laplace operator have been investigated in a plain domain with a polygonal boundary (see there Chapter 4). Such studies are important for numerical solving of the boundary value problems (see, for example, [98]). The Hölder continuity of weak solutions of the Dirichlet problem for the degenerate elliptic linear and quasilinear divergence equations was proved in Section 3 [118] (linear equation) and in §2 [26] (quasilinear equation with $m=2$.)

Recently, C. Ebmeyer and J. Frehse [104, 105] have considered the mixed boundary value problems for the quasilinear elliptic equations and systems of the divergent form in a polyhedron. They have proved $W^{s, 2}, s<$ $\frac{3}{2}$-regularity and $L^{p}$ - properties of the first and the second derivatives of a solution.

## Sharp estimates of solutions to the Robin boundary value problem for elliptic non divergence second order equations in a neighborhood of the conical point

The present chapter is devoted to investigating the behavior of strong solutions to the the Robin boundary value problem for the second order elliptic equations (linear and quasilinear) in the neighborhood of a conical boundary point. Such a problem arises, for example, in heat conduction problems as well as in physical geodesy (see e.g., [143]).

Let $G \subset \mathbb{R}^{N}, N \geq 2$ be a bounded domain with the boundary $\partial G$ that is a smooth surface everywhere except at the origin $\mathcal{O} \in \partial G$ and near the point $\mathcal{O}$ it is a convex conical surface with its vertex at $\mathcal{O}$. We consider the following elliptic value problems

$$
\left\{\begin{array}{r}
\mathcal{L}[u] \equiv a^{i j}(x) u_{x_{i} x_{j}}+a^{i}(x) u_{x_{i}}+a(x) u=f(x)  \tag{LRP}\\
a^{i j}=a^{j i}, x \in G \\
\mathcal{B}[u] \equiv \frac{\partial u}{\partial \vec{n}}+\frac{1}{|x|} \gamma(x) u=g(x), x \in \partial G \backslash \mathcal{O}
\end{array}\right.
$$

and
(QLRP)

$$
\left\{\begin{array}{l}
a_{i j}\left(x, u, u_{x}\right) u_{x_{i} x_{j}}+a\left(x, u, u_{x}\right)=0, a^{i j}=a^{j i}, x \in G \\
\frac{\partial u}{\partial \vec{n}}+\frac{1}{|x|} \gamma(x) u=g(x), x \in \partial G \backslash \mathcal{O}
\end{array}\right.
$$

The summation over repeated indices from 1 to $N$ is understood. $\vec{n}$ denotes the unite outward normal to $\partial G \backslash \mathcal{O}$. We obtain the best possible estimates of the strong solutions of these problems near a conical boundary point.

A principal new feature here is the consideration of equations with coefficients whose smoothness isthe minimal possible! Our examples demonstrate this fact. The exact solution estimates near singularities on the boundary are obtained under the condition that leading coefficients of the equation satisfy the Dini condition and the lowest coefficients can increase. The rate of the solution decrease in the neighborhood of a conical point is
characterized by the smallest eigenvalue $\vartheta_{0}$ of the Laplace-Beltrami operator in a domain $\Omega$ on the unit sphere (see $(E V R)_{0} \S 2.4 .2$ ).

Let us refer to the problem ( $Q L R P$ ). We obtain the best possible estimates of the strong solutions of the problem ( $Q L R P$ ) near a conical boundary point. Our theorems also show that the quasilinear problem solutions have the same regularity (near a conical point) as the linear problem solutions.

### 10.1. The linear problem

### 10.1.1. Formulation of the main result.

Definition 10.1. A strong solution of the problem (LRP) is a function $u(x) \in W_{l o c}^{2, N}(G) \cap W^{2}\left(G_{\varepsilon}\right) \cap C^{0}(\bar{G})$ that for each $\varepsilon>0$ satisfies the equation for almost all $x \in G_{\varepsilon}$ and the boundary condition in the sense of traces on $\Gamma_{\varepsilon}$.

We assume the existence $d>0$ such that $G_{0}^{d}$ is the convex rotational cone with the vertex at $\mathcal{O}$ and the aperture $\omega_{0} \in\left(\frac{\pi}{2}, \pi\right)$ (see (1.3.13)). Regarding the equation we assume that the following conditions are satisfied
(a) the condition of the uniform ellipticity

$$
\nu \xi^{2} \leq a^{i j}(x) \xi_{i} \xi_{j} \leq \mu \xi^{2}, \quad \forall x \in \bar{G}, \quad \forall \xi \in \mathbb{R}^{N} ;
$$

$\nu, \mu=$ const $>0$, and $a^{i j}(0)=\delta_{i}^{j}$ (the Kronecker symbol),
(b) $a^{i j} \in C^{0}(\bar{G}), a^{i} \in L^{p}(G), p>N, a, f \in L^{N}(G)$ and for these the inequalities

$$
\left(\sum_{i, j=1}^{N}\left|a^{i j}(x)-a^{i j}(y)\right|^{2}\right)^{\frac{1}{2}} \leq \mathcal{A}(|x-y|)
$$

and

$$
|x|\left(\sum_{i=1}^{N}\left|a^{i}(x)\right|^{2}\right)^{\frac{1}{2}}+|x|^{2}|a(x)| \leq \mathcal{A}(|x|)
$$

hold for $x, y \in \bar{G}$, where $\mathcal{A}(r)$ is a monotonically increasing, nonnegative function, continuous at $0, \mathcal{A}(0)=0$,
(c) there exist numbers $f_{1} \geq 0, g_{1} \geq 0, s>1, \beta \geq s-2, \gamma_{0}>\tan \frac{\omega_{0}}{2}$ such that

$$
|f(x)| \leq f_{1}|x|^{3},|g(x)| \leq g_{1}|x|^{s-1}, \gamma(x) \geq \gamma_{0}
$$

and

$$
\gamma(x) \in L^{\infty}(\partial G) \cap C^{1}(\partial G \backslash \mathcal{O})
$$

(d) $a(x) \leq 0$ in $G$.

We denote $M_{0}=\max _{x \in \bar{G}}|u(x)|$ (see Proposition 10.11). Our main results are the following theorems. Let $\lambda$ be the number that is defined by (2.5.11) or (2.5.19) from Section 2.5.

Theorem 10.2. Let $u$ be a strong solution of the problem (LRP) and assumptions (a) - (d) are satisfied with $\mathcal{A}(r)$ Dini continuous at zero. Suppose, in addition, that

$$
g(x) \in \stackrel{W}{4-N}_{\frac{1}{2}}^{2}(\partial G)
$$

as well as $a(x) \in \dot{W}_{4-N}^{0}(G), \gamma(x) \in 母_{2-N}^{\frac{1}{2}}(\partial G)$, if $u(0) \neq 0$
and there exist numbers

$$
\begin{align*}
k_{s} & =: \sup _{\varrho>0} \varrho^{-s}\left(\|f\|_{W_{4-N}^{0}\left(G_{0}^{\ell}\right)}+\|g\|_{W_{4-N}^{1 / 2}\left(\Gamma_{0}^{\ell}\right)}+\right. \\
& \left.+|u(0)|\left(\|a\|_{\mathscr{W}_{4-N}^{0}\left(G_{0}^{e}\right)}+\|\gamma\|_{\mathfrak{W}_{2-N}^{1 / 2}\left(\Gamma_{0}^{\ell}\right)}\right)\right), \tag{10.1.1}
\end{align*}
$$

$$
\varkappa_{s}=: \sup _{\varrho>0} \varrho^{1-s}\left(\|f\|_{N, G_{\varrho / 2}^{e}}+\mid u(0)\|a\|_{N, G_{Q / 2}^{e}}\right) .
$$

Then there are $d \in(0,1)$ and a constant $C>0$ depending only on $\nu, \mu, d, s$, $N, \lambda, \gamma_{0},\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}$, meas $G$ and on the quantity $\int_{0}^{d} \frac{\mathcal{A}(r)}{r} d r$ such that $\forall x \in G_{0}^{d}$

$$
\begin{array}{r}
|u(x)-u(0)| \leq C\left(|u|_{0, G}+\|f\|_{W_{4-N}(G)}+\|g\|_{\dot{W}_{4-N}^{1 / 2}(\partial G)}+g_{1}+\right. \\
\left.+k_{s}+\varkappa_{s}+|u(0)|\left(1+\|a\|_{\mathscr{W}_{4-N}^{0}(G)}+\|\gamma\|_{\dot{W}_{2-N}(\partial G)}^{1 / 2}\right)\right) \times \\
\times \begin{cases}|x|^{\lambda}, & \text { if } s>\lambda, \\
|x|^{\lambda} \ln ^{3 / 2}\left(\frac{1}{|x|}\right), & \text { if } s=\lambda, \\
|x|^{s}, & \text { if } s<\lambda .\end{cases} \tag{10.1.2}
\end{array}
$$

If, in addition, there is a number

$$
\begin{gather*}
\tau_{s}=: \sup _{\varrho>0} \varrho^{-s}\left(\|f+u(0) a\|_{V_{p, 2 p-N}^{0}\left(G_{e / 2}^{e}\right)}+\|g\|_{V_{p, 2 p-N}^{1-\frac{1}{p}}\left(\Gamma_{e / 2}^{e}\right)}+\right. \\
\left.|u(0)|\|\gamma\|_{V_{p, p-N}^{1-\frac{1}{p}}\left(\Gamma_{e / 2}^{p}\right)}\right), \tag{10.1.3}
\end{gather*}
$$

then

$$
\begin{array}{r}
|\nabla u(x)| \leq C\left(|u|_{0, G}+\tau_{s}+\|f\|_{\mathscr{W}_{4-N}^{0}(G)}+\|g\|_{W_{4-N}^{1 / 2}(\partial G)}+g_{1}+\right. \\
\left.+k_{s}+\varkappa_{s}+|u(0)|\left(1+\|a\|_{\mathscr{W}_{4-N}^{0}(G)}+\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}\right)\right) \times \\
\times\left\{\begin{array}{lr}
|x|^{\lambda-1}, & \text { if } s>\lambda, \\
|x|^{\lambda-1} \ln ^{3 / 2}\left(\frac{1}{|x|}\right), & \text { if } s=\lambda, \\
|x|^{s-1}, & \text { if } s<\lambda .
\end{array}\right. \tag{10.1.4}
\end{array}
$$

THEOREM 10.3. Let $u$ be a strong solution of the problem (LRP) and the assumptions of Theorem 10.2 are satisfied with $\mathcal{A}(r)$ that is a function continuous at zero but not Dini continuous at zero. Then there are $d \in(0,1)$ and for each $\varepsilon>0$ a constant $C_{\varepsilon}>0$ depending only on $\varepsilon, \nu, \mu, d, s, N, \lambda, \gamma_{0}$, $\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}$, meas $G$ and on $\mathcal{A}(\operatorname{diam} G)$ such that $\forall x \in G_{0}^{d}$

$$
\begin{align*}
&|u(x)-u(0)| \leq C_{\varepsilon}\left(|u|_{0, G}+\|f\|_{W_{4-N}^{0}(G)}\right.+\|g\|_{W_{4-N}^{1 / 2 G)}}+g_{1}+ \\
&\left.+|u(0)|\left(1+\|a\|_{\mathscr{W}_{4-N}^{0}(G)}+\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}^{1 / 2}\right)+k_{s}+\varkappa_{s}\right) \times  \tag{10.1.5}\\
& \times \begin{cases}|x|^{\lambda-\varepsilon}, & \text { if } s>\lambda, \\
|x|^{s-\varepsilon}, & \text { if } s \leq \lambda\end{cases}
\end{align*}
$$

and

$$
\begin{array}{r}
|\nabla u(x)| \leq C_{\varepsilon}\left(|u|_{0, G}+\|f\|_{\mathscr{W}_{4-N}^{0}(G)}+\|g\|_{\mathscr{W}_{4-N}^{1 / 2}(\partial G)}+g_{1}+\right. \\
\left.+|u(0)|\left(1+\|a\|_{\mathscr{W}_{4-N}^{0}(G)}+\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}\right)+k_{s}+\varkappa_{s}+\tau_{s}\right) \times  \tag{10.1.6}\\
\times \begin{cases}|x|^{\lambda-1-\varepsilon}, & \text { if } s>\lambda, \\
|x|^{s-1-\varepsilon}, & \text { if } s \leq \lambda .\end{cases}
\end{array}
$$

Theorem 10.4. Let $u$ be a strong solution of the problem (LRP) and the assumptions of Theorem 10.2 are satisfied with $s \geq \lambda, \mathcal{A}(r) \ln \frac{1}{r} \leq$ const, $r>0$ and $\mathcal{A}(0)=0$. Then there are $d \in(0,1)$ and the constants $C>0, c>0$ depending only on $\nu, \mu, d, N, \lambda, \gamma_{0},\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}$, meas $G$ and on $\mathcal{A}(\operatorname{diam} G)$ such that $\forall x \in G_{0}^{d}$

$$
\begin{align*}
& \text { 7) } \quad|u(x)-u(0)| \leq C\left(|u|_{0, G}+\|f\|_{W_{4-N}^{0}(G)}+\|g\|_{\dot{W}_{4-N} 1 / 2}(\partial G)\right.  \tag{10.1.7}\\
& \left.+|u(0)|\left(1+\|a\|_{\grave{W}_{4-N}^{0}(G)}+\|\gamma\|_{\grave{W}_{2-N}^{1 / 2}(\partial G)}\right)+k_{s}+\varkappa_{s}\right)|x|^{\lambda} \ln ^{c+1} \frac{1}{|x|}
\end{align*}
$$

and

$$
\begin{align*}
& \text { (10.1.8) } \quad|\nabla u(x)| \leq C\left(|u|_{0, G}+\|f\|_{\mathscr{W}_{4-N}^{0}(G)}+\|g\|_{\mathscr{W}_{4-N}^{1 / 2}(\partial G)}+g_{1}+\right.  \tag{10.1.8}\\
& \left.+|u(0)|\left(1+\|a\|_{\mathscr{W}_{4-N}^{0}(G)}+\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}\right)+k_{s}+\varkappa_{s}+\tau_{s}\right)|x|^{\lambda-1} \ln ^{c+1} \frac{1}{|x|} .
\end{align*}
$$

### 10.1.2. The Lieberman global and local maximum principle.

 The comparison principle.Definition 10.5. Let the domain $G$ be at least Lipschitz. A vector $\vec{\beta}$ is said to point into $\bar{G}$ at $x_{0} \in \partial G$ if there is a positive constant $t_{0}$ such that $x_{0}+t \vec{\beta} \in \vec{G}$ for $0<t<t_{0}$. A vector field $\vec{\beta}$, defined on some subset $T$ of $\partial G$, points into $\bar{G}$ if $\vec{\beta}\left(x_{0}\right)$ points into $\bar{G}$ at $x_{0}$ for all $x_{0} \in T$.

In this section we consider the linear elliptic oblique derivative problem

$$
\left\{\begin{array}{r}
\mathcal{L}[u] \equiv a^{i j}(x) u_{x_{i} x_{j}}+a^{i}(x) u_{x_{i}}+a(x) u=f(x)  \tag{OP}\\
a^{i j}=a^{j i}, x \in G \\
\mathcal{B}_{0}[u] \equiv \beta^{i}(x) \frac{\partial u}{\partial x_{i}}+\gamma(x) u=g(x), x \in \partial G .
\end{array}\right.
$$

Definition 10.6. It is said that the operator $\mathcal{B}_{0}$ (or the vector field $\vec{\beta})$ is oblique at a point $x_{0} \in \partial G$ if there is a coordinate system $\left(x_{1}, x^{\prime}\right)=$ $\left(x_{1}, \ldots, x_{N}\right)$ centered at $x_{0}$ such that $\vec{\beta}\left(x_{0}\right)$ is parallel to the positive $x_{1}$-axis and if there is a Lipschitz function $\chi$ defined on some $(N-1)-$ dimensional ball $B_{d}\left(x_{0}\right)$ such that

$$
G \cap B_{d}\left(x_{0}\right)=\left\{x \in \mathbb{R}^{N}\left|x_{1}>\chi\left(x^{\prime}\right),|x|<d\right\} .\right.
$$

Definition 10.7. It is said that a vector field $\vec{\beta}=\left(\beta^{1}, \beta^{\prime}\right)$ defined in a neighborhood of some $x_{0} \in \partial G$ has modulus of obliqueness $\delta$ near $x_{0}$ if, for any $\varepsilon>0$, there is a coordinate system such that

$$
G \cap B_{d}\left(x_{0}\right)=\left\{x \in \mathbb{R}^{N}\left|x_{1}>\chi\left(x^{\prime}\right),|x|<d\right\}\right.
$$

with a Lipschitz function $\chi$ such that

$$
\sup |\nabla \chi| \sup \frac{\left|\beta^{\prime}\right|}{\left|\beta^{1}\right|} \leq \delta+\varepsilon
$$

Here $\beta^{\prime}=\left(\beta^{2}, \ldots, \beta^{N}\right)$.
Definition 10.8. Let $x=\left(x_{1}, x^{\prime}\right)$ be a point in $\mathbb{R}^{N}$ and $\vec{\beta}$ be a vector field such that

$$
<\vec{\beta}, \vec{n}>=\sum_{i=1}^{N} \beta^{i} \cos \left(\vec{n}, x_{i}\right)<0
$$

We assume that there are positive constants $d, h, m_{1}$ and $\varepsilon<1$ such that

$$
\begin{gathered}
G_{0}^{d}=\left\{x \in \mathbb{R}^{N}\left|x_{1}>h\right| x^{\prime}|,|x|<d\} \subset G\right. \text { and } \\
\left|\beta^{\prime}\right| \leq m_{1} \beta^{1} \text { on } \Gamma_{0}^{d}, \quad \text { where } h m_{1} \leq 1-\varepsilon .
\end{gathered}
$$

By Definition 10.7, this inequality means that the modulus of obliqueness at $x_{0} \in \Gamma_{0}^{d}$ is less than 1 .

Remark 10.9. In the definitions above the vector field $\vec{\beta}$ can have discontinuities and $\partial G$ is allowed to be piecewise. In this connection see also [227].

Remark 10.10. For the convex rotational cone $G_{0}^{d}$ with the vertex at $\mathcal{O}$, the aperture $\omega_{0} \in(0, \pi)$ and the vector $\vec{\beta}=-\vec{n}$ on $\Gamma_{0}^{d}$ we have (see Lemma 1.10), by (1.3.13) - (1.3.14)

$$
\begin{gathered}
h=\cot \frac{\omega_{0}}{2}, \beta^{1}=\sin \frac{\omega_{0}}{2} \quad \text { and } \\
{\beta^{\prime}}^{2}=\sum_{i=2}^{N}\left(\beta^{i}\right)^{2}=\frac{\cot ^{4} \frac{\omega_{0}}{2} \sin ^{2} \frac{\omega_{0}}{2}}{x_{1}^{2}} \sum_{i=2}^{n} x_{i}^{2}=\cos ^{2} \frac{\omega_{0}}{2} \Rightarrow \\
\left|\beta^{\prime}\right|=\cos \frac{\omega_{0}}{2} \leq m_{1} \sin \frac{\omega_{0}}{2} \Rightarrow h \leq m_{1} .
\end{gathered}
$$

Hence it follows that the modulus of obliqueness at $x_{0} \in \Gamma_{0}^{d}$ is less than 1 , if

$$
h=\cot \frac{\omega_{0}}{2}<1 \quad \Rightarrow \omega_{0}>\frac{\pi}{2} .
$$

Proposition 10.11. The global maximum principle (see Lemma 1.1 [225], Proposition 2.1 [234]; see as well [233]).

Let $G$ be a bounded domain in $\mathbb{R}^{N}$ with the $C^{1}$-boundary $\partial G \backslash \Gamma_{0}^{d}$ and $G_{0}^{d}$ be a convex rotational cone with vertex at $\mathcal{O}$ and the aperture $\omega_{0} \in\left(\frac{\pi}{2}, \pi\right)$. Let $u(x)$ be a strong solution of the problem (LRP). Suppose the operator $\mathcal{L}$ is uniformly elliptic with the ellipticity constants $0<\nu \leq \mu, a^{i}(x), f(x) \in$ $L^{N}(G), g(x) \in L^{\infty}(\partial G), a(x) \leq 0$ in $G, \gamma(x) \geq \gamma_{0}>0$ on $\partial G$. Then

$$
\max _{x \in \bar{G}}|u(x)| \leq C\left(\|g\|_{L^{\infty}(\partial G)}+\|f\|_{L^{N}(G)}\right)
$$

where $C=C\left(\nu, \gamma_{0}, N, \operatorname{diam} G,\left\|a^{i}\right\|_{L^{N}(G)}\right)$.
Remark 10.12. We observe that the vector $-\vec{n}$ points into $\bar{G}$ if $G$ is a bounded domain in $\mathbb{R}^{N}$ with the $C^{1}$-boundary $\partial G \backslash \Gamma_{0}^{d}$ and $G_{0}^{d}$ be a convex rotational cone $G_{0}^{d}$ with vertex at $\mathcal{O}$ and the aperture $\omega_{0} \in\left(\frac{\pi}{2}, \pi\right)$.

Proposition 10.13. The strong maximum principle (see Corollary 3.2 [234]).

Let $G$ be a bounded domain in $\mathbb{R}^{N}$ with the $C^{1}$-boundary $\partial G \backslash \Gamma_{0}^{d}$ and $G_{0}^{d}$ be a convex rotational cone with vertex at $\mathcal{O}$ and the aperture $\omega_{0} \in\left(\frac{\pi}{2}, \pi\right)$. Suppose $u(x) \in C^{0}(\bar{G})$ has nonnegative maximum at some $x_{0} \in \Gamma_{0}^{d}$, and suppose there is a positive constant d such that $u \in W_{l o c}^{2, N}\left(G_{0}^{d}\right)$. Suppose the operator $\mathcal{L}$ is uniformly elliptic with the ellipticity constants $0<\nu \leq \mu$, $a^{i}(x), a(x) \in L^{N}\left(G_{0}^{d}\right), a(x) \leq 0$ in $G_{0}^{d}$, as well $\gamma(x) \in L^{\infty}\left(\Gamma_{0}^{d}\right), \gamma(x) \geq \gamma_{0}>$ 0 on $\Gamma_{0}^{d}$. If

$$
\begin{equation*}
\mathcal{L}[u] \geq 0 \text { in } G_{0}^{d}, \quad \mathcal{B}[u] \leq 0 \text { on } \Gamma_{0}^{d} \tag{10.1.9}
\end{equation*}
$$

then $u$ is constant in $G_{0}^{d}$.
Proposition 10.14. The local maximum principle (see Theorem 3.3 [225], Theorem 4.3 [234]; see as well [233]).

Let the hypotheses of Proposition 10.11 hold. In addition, suppose $a^{i}(x) \in L^{p}(G), p>N$ and $a(x) \in L^{N}(G)$. Then for any $q>0$ and $\sigma \in(0,1)$, we have

$$
\sup _{G_{0}^{R}}|u(x)| \leq C\left\{\left(\frac{\int_{0}^{R}|u|^{q} d x}{m e a s G_{0}^{R}}\right)^{1 / q}+R\left(\|f\|_{L^{N}\left(G_{0}^{R}\right)}+\|g\|_{L^{\infty}(\partial G)}\right)\right\}
$$

where $C=C\left(\nu, \mu, \gamma_{0}, N, p, R, G,\left\|a^{i}\right\|_{L^{p}(G)},\|a\|_{L^{N}(G)}\right)$.
Proposition 10.15. The maximum principle.
Let $G$ be a bounded domain in $\mathbb{R}^{N}$ with the $C^{1}$-boundary $\partial G \backslash \Gamma_{0}^{d}$ and $G_{0}^{d}$ be a convex rotational cone with vertex at $\mathcal{O}$ and the aperture $\omega_{0} \in\left(\frac{\pi}{2}, \pi\right)$. Let $u(x)$ be a strong solution of the problem

$$
\left\{\begin{aligned}
\mathcal{L}[u]=f(x) & \text { in } \quad G_{0}^{d}, \\
\mathcal{B}[u]=g(x) & \text { on } \quad \Gamma_{0}^{d}, \\
u=h(x) & \text { on } \quad \Omega_{d} \cup \mathcal{O}
\end{aligned}\right.
$$

and suppose the operator $\mathcal{L}$ is uniformly elliptic with the ellipticity constants $0<\nu \leq \mu, \quad a^{i}(x), a(x) \in L_{l o c}^{\infty}\left(G_{0}^{d}\right), a(x) \leq 0$ in $G_{0}^{d}$, as well $\gamma(x) \in$ $L^{\infty}\left(\Gamma_{0}^{d}\right), g(x) \in L^{\infty}\left(\Gamma_{0}^{d}\right), h(x) \in L^{\infty}\left(\Omega_{d} \cup \mathcal{O}\right) \gamma(x) \geq \gamma_{0}>0$ on $\Gamma_{0}^{d}$. In addition, suppose that the functions $w_{1}(x), w_{2}(x)$ can be found which satisfy the following inequalities:

$$
\left\{\begin{aligned}
\mathcal{L}\left[w_{1}\right] \leq f(x) & \text { in } \\
\mathcal{B}\left[w_{1}^{d}\right] \geq g(x) & \text { on } \quad \Gamma_{0}^{d} \\
w_{1} \geq h(x) & \text { on } \quad \Omega_{d} \cup \mathcal{O}
\end{aligned}\right.
$$

and

$$
\left\{\begin{aligned}
\mathcal{L}\left[w_{2}\right] \geq f(x) & \text { in } \quad G_{0}^{d}, \\
\mathcal{B}\left[w_{2}\right] \leq g(x) & \text { on } \quad \Gamma_{0}^{d}, \\
w_{2} \leq h(x) & \text { on } \quad \Omega_{d} \cup \mathcal{O}
\end{aligned}\right.
$$

respectively. Then the solution $u$ satisfies the inequalities

$$
w_{2}(x) \leq u(x) \leq w_{1}(x) \text { in } \overline{G_{0}^{d}} .
$$

Proof. Under such circumstance, the function $v=u-w_{1}$ satisfies these three inequalities

$$
\left\{\begin{aligned}
\mathcal{L}[v] \geq 0 & \text { in } G_{0}^{d} \\
\mathcal{B}[v] \leq 0 & \text { on } \Gamma_{0}^{d} \\
v \leq 0 & \text { on } \Omega_{d} \cup \mathcal{O} .
\end{aligned}\right.
$$

According to the E. Hopf strong maximum principle, Theorem 4.3 , if $v$ is not identically constant, it can only have a nonnegative maximum at a point on the boundary. By Proposition 10.13, $v$ cannot have a nonnegative maximum on $\Gamma_{0}^{d}$ unless it is a constant. Thus $v$ can only have a nonnegative maximum on $\Omega_{d} \cup \mathcal{O}$ and therefore we conclude that $v \leq 0$ in $G_{0}^{d}$. To obtain a lower bound we consider the function $v=w_{2}-u$ manner reasoning in the same as we did for $w_{1}$.

Proposition 10.16. The comparison principle.
Let $G_{0}^{d}$ be a convex rotational cone with vertex at $\mathcal{O}$ and the aperture $\omega_{0} \in\left(\frac{\pi}{2}, \pi\right)$. Let $\mathcal{L}$ be uniformly elliptic in $G_{0}^{d}$ with the ellipticity constants $0<\nu \leq \mu, a^{i}(x), a(x) \in L_{l o c}^{\infty}\left(G_{0}^{d}\right), a(x) \leq 0$ in. $G_{0}^{d}$. Let $\gamma(x) \in L^{\infty}\left(\Gamma_{0}^{d}\right), \gamma(x) \geq \gamma_{0}>0$ on $\Gamma_{0}^{d}$. Suppose that $v$ and $w$ are functions in $W_{\text {loc }}^{2, N}\left(G_{0}^{d}\right) \cap C^{0}\left(\overline{G_{0}^{d}}\right)$ satisfying

$$
\left\{\begin{array}{cl}
\mathcal{L}[w(x)] \leq \mathcal{L}[v(x)], & x \in G_{0}^{d} ;  \tag{10.1.10}\\
\mathcal{B}[w(x)] \geq \mathcal{B}[v(x)], & x \in \Gamma_{0}^{d} ; \\
w(x) \geq v(x), & x \in \Omega_{d} \cup \mathcal{O} .
\end{array}\right.
$$

Then $v(x) \leq w(x)$ in $\overline{G_{0}^{d}}$.
Proof. This proposition is the direct consequence of Proposition 10.15.

Theorem 10.17. $L_{p}$-estimate of solutions of the elliptic oblique problem in the smooth domain (see Theorem 15.3 of [4]).

Let $G$ be a domain in $\mathbb{R}^{N}$ with a $C^{2}$ boundary portion $T \subset \partial G$. Let $\mathcal{L}$ be uniformly elliptic in $G$ with the ellipticity constants $0<\nu \leq \mu$ and
$u \in W^{2, p}(G), p>1$ be a strong solution of the problem

$$
\left\{\begin{array}{l}
\mathcal{L}[u]=f \quad \text { in } G \\
\mathcal{B}[u]=g \quad \text { on } T
\end{array}\right.
$$

in the weak sense, where
(i) $a^{i j}(x), a^{i}(x), a(x) \in C^{0}(G) ; \gamma(x) \in C^{1}(T)$ and
(ii) $f(x) \in L^{p}(G), g(x) \in W^{1-\frac{1}{p}, p}(T)$.

Then, for any domain $G^{\prime} \subset \subset G \cup T$ we have

$$
\|u\|_{W^{2, p}\left(G^{\prime}\right)} \leq C\left(\|u\|_{L^{p}(G)}+\|f\|_{L^{p}(G)}+\|g\|_{W^{1-\frac{1}{p}, p}(T)},\right)
$$

where the constant $C$ is independent of $u$ and depends only on $N, p, \nu, \mu$, $T, G^{\prime}, G,\left\|a^{i}(x)\right\|_{C^{0}(G)},\|a(x)\|_{C^{0}(G)},\|\gamma(x)\|_{C^{1}(T)}$ and the moduli of continuity of the coefficients $a^{i j}(x)$ on $G^{\prime}$.
10.1.3. The barrier function. The preliminary estimate of the solution modulus. Let $G_{0}^{d}$ be a convex rotational cone with a solid angle $\omega_{0} \in(0, \pi)$ and the lateral surface $\Gamma_{0}^{d}$ such that $G_{0}^{d} \subset\left\{x_{1} \geq 0\right\}$. Let us define the following linear elliptic operator

$$
\mathcal{L}_{0} \equiv a^{i j}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} ; a^{i j}(x)=a^{j i}(x), x \in G_{0}^{d}
$$

where

$$
\nu \xi^{2} \leq a^{i j}(x) \xi_{i} \xi_{j} \leq \mu \xi^{2}, \forall x \in G_{0}^{d}, \forall \xi \in \mathbb{R}^{N} \text { and } \nu, \mu=\text { const }>0
$$

and the boundary operator

$$
\mathcal{B} \equiv \frac{\partial}{\partial \vec{n}}+\frac{1}{|x|} \gamma(x), \quad \gamma(x) \geq \gamma_{0}>0, x \in \Gamma_{0}^{d}
$$

Lemma 10.18. (Existence of the barrier function).
Fix the numbers $\gamma_{0}>\tan \frac{\omega_{0}}{2}, \delta>0, g_{1} \geq 0, d \in(0,1)$. There exist $h>0$ depending only on $\omega_{0}$, the number $\varkappa_{0} \in\left(0, \gamma_{0} \cot \frac{\omega_{0}}{2}-1\right)$, a number $B>0$ and a function $w(x) \in C^{1}\left(\overline{G_{0}}\right) \cap C^{2}\left(G_{0}\right)$ that depend only on $\omega_{0}$, the ellipticity constants $\nu, \mu$ of the operator $\mathcal{L}_{0}$ and the quantities $\gamma_{0}, \delta, g_{1}$, such that for any $\varkappa \in\left(0 ; \min \left(\delta, \varkappa_{0}\right)\right)$ the following inequalities hold:

$$
\begin{gather*}
\mathcal{L}_{0}[w(x)] \leq-\nu h^{2}|x|^{\varkappa-1} ; x \in G_{0}^{d} ;  \tag{10.1.11}\\
\mathcal{B}[w(x)] \geq g_{1}|x|^{\delta} ; x \in \Gamma_{0}^{d} \backslash \mathcal{O} ;  \tag{10.1.12}\\
0 \leq w(x) \leq C_{0}\left(\varkappa_{0}, B, \omega_{0}\right)|x|^{\varkappa+1} ; x \in \overline{G_{0}^{d}} ;  \tag{10.1.13}\\
|\nabla w(x)| \leq C_{1}\left(\varkappa_{0}, B, \omega_{0}\right)|x|^{\varkappa} ; x \in \overline{G_{0}^{d}} . \tag{10.1.14}
\end{gather*}
$$

Proof. Let $\left(x, y, x^{\prime}\right) \in \mathbb{R}^{N}$, where $x=x_{1}, y=x_{2}, x^{\prime}=\left(x_{3}, \ldots, x_{N}\right)$. In $\left\{x_{1} \geq 0\right\}$ we consider the cone $K$ with the vertex in $\mathcal{O}$, such that $K \supset G_{0}^{d}$. (We recall that $G_{0}^{d} \subset\left\{x_{1} \geq 0\right\}$.) Let $\partial K$ be the lateral surface of $K$ and let $\partial K \cap y \mathcal{O} x=\Gamma_{ \pm}$be $x= \pm h y$, where $h=\cot \frac{\omega_{0}}{2}, 0<\omega_{0}<\pi$, such that in the interior of $K$ the inequality $x>h|y|$ holds. We shall consider the following function

$$
\begin{equation*}
w\left(x ; y, x^{\prime}\right) \equiv x^{\varkappa-1}\left(x^{2}-h^{2} y^{2}\right)+B x^{\varkappa+1} \tag{10.1.15}
\end{equation*}
$$

with some $\varkappa \in(0 ; 1), B>0$.
Let the coefficients of the operator $\mathcal{L}_{0}$ be $a^{2,2}=a, a^{1,2}=b, a^{1,1}=c$. Then we have

$$
\begin{equation*}
\mathcal{L}_{0} w=a w_{y y}+2 b w_{x y}+c w_{x x} \tag{10.1.16}
\end{equation*}
$$

where

$$
\begin{gather*}
\nu \eta^{2} \leq a \eta_{1}^{2}+2 b \eta_{1} \eta_{2}+c \eta_{2}^{2} \leq \mu \eta^{2} \quad \text { and } \\
\eta^{2}=\eta_{1}^{2}+\eta_{2}^{2} ; \forall \eta_{1}, \eta_{2} \in \mathbb{R} \tag{10.1.17}
\end{gather*}
$$

Let us calculate the operator $\mathcal{L}_{0}$ on the function (10.1.15). For $t=\frac{y}{x},|t|<\frac{1}{h}$ we obtain

$$
\mathcal{L}_{0} w=-h^{2} x^{\varkappa-1} \phi(\varkappa),
$$

where

$$
\begin{aligned}
& \phi(\varkappa)=2 a-4 b t+4 b t \varkappa-c h^{-1}(1+B)\left(\varkappa^{2}+\varkappa\right)+c t^{2} \varkappa^{2}-3 c t^{2} \varkappa+2 c t^{2}= \\
& =c\left(t^{2}-h^{-2}(1+B)\right) \varkappa^{2}+\left(4 b t-c h^{-2}(1+B)-3 c t^{2}\right) \varkappa+2\left(c t^{2}-2 b t+a\right)
\end{aligned}
$$

and

$$
c\left(t^{2}-h^{-2}(1+B)\right)=c\left(\frac{y^{2}}{x^{2}}-\frac{1+B}{h^{2}}\right) \leq-c \frac{B}{h^{2}}<0 .
$$

Because of (10.1.17), we have $\phi(0)=2\left(c t^{2}-2 b t+a\right) \geq 2 \nu$ and since $\phi(\varkappa)$ is a square function there exists the number $\varkappa_{0}>0$ depending only on $\nu, \mu, h$ such that $\phi(\varkappa) \geq \nu$ for $\varkappa \in\left[0 ; \varkappa_{0}\right]$. Therefore we obtain (10.1.11).

Now, let us notice that

$$
\begin{equation*}
\Gamma_{ \pm}: x= \pm h y, h=\cot \frac{\omega_{0}}{2}, 0<\omega_{0}<\pi \tag{10.1.18}
\end{equation*}
$$

Then we have

$$
\begin{aligned}
& \text { on } \Gamma_{+}:\left\{\begin{array}{l}
x=r \cos \frac{\omega_{0}}{2},\left\{\begin{array}{l}
\angle(\vec{n}, x)=\frac{\pi}{2}+\frac{\omega_{0}}{2}, \\
y=r \sin \frac{\omega_{0}}{2}
\end{array},\left\{(\vec{n}, y)=\frac{\omega_{0}}{2}\right.\right.
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \sin \frac{\omega_{0}}{2}=\frac{1}{\sqrt{1+h^{2}}}, \quad \cos \frac{\omega_{0}}{2}=\frac{h}{\sqrt{1+h^{2}}} .
\end{aligned}
$$

Therefore we obtain

$$
w_{x}=(1+\varkappa) x^{\varkappa}(1+B)-\left.(\varkappa-1) h^{2} y^{2} x^{\varkappa-2} \Rightarrow w_{x}\right|_{\Gamma_{ \pm}}=[2+B(1+\varkappa)] x^{\varkappa}
$$

$$
\begin{equation*}
w_{y}=-\left.2 h^{2} y x^{\varkappa-1} \Rightarrow w_{y}\right|_{\Gamma_{ \pm}}=\mp 2 h x^{\star} \tag{10.1.19}
\end{equation*}
$$

Because of

$$
\left.\frac{\partial w}{\partial \vec{n}}\right|_{\Gamma_{ \pm}}=\left.w_{x} \cos \angle(\vec{n}, x)\right|_{\Gamma_{ \pm}}+\left.w_{y} \cos \angle(\vec{n}, y)\right|_{\Gamma_{ \pm}}
$$

and (10.1.19), we get

$$
\left.\frac{\partial w}{\partial \vec{n}}\right|_{\Gamma_{ \pm}}=-r^{\varkappa} \frac{h^{\varkappa}}{\left(1+h^{2}\right)^{\frac{\varkappa+1}{2}}}\left[2\left(1+h^{2}\right)+B(1+\varkappa)\right] .
$$

Hence it follows that

$$
\left.\mathcal{B}[w]\right|_{\Gamma_{ \pm}} \geq \frac{h^{\varkappa}}{\left(1+h^{2}\right)^{\frac{\varkappa+1}{2}}} r^{\varkappa}\left[B h \gamma_{0}-B(1+\varkappa)-2\left(1+h^{2}\right)\right] .
$$

Since $h>\frac{1}{\gamma_{0}}$ for $\varkappa \leq \varkappa_{0}$ we obtain
$\left.\mathcal{B}[w]\right|_{\Gamma_{ \pm}^{d}} \geq \frac{h^{\varkappa_{0}} r^{\varkappa}}{\left(1+h^{2}\right)^{\frac{\varkappa_{0}+1}{2}}}\left[B\left(h \gamma_{0}-1-\varkappa_{0}\right)-2\left(1+h^{2}\right)\right] \geq g_{1} r^{\delta}, 0<r<d<1$
if we choose

$$
\varkappa \leq \delta \Rightarrow r^{\varkappa} \geq r^{\delta} \quad \text { and }
$$

$$
\begin{equation*}
B \geq\left\{\frac{g_{1}\left(1+h^{2}\right)^{\frac{\varkappa_{0}+1}{2}}}{h^{\varkappa_{0}}}+2\left(1+h^{2}\right)\right\} \cdot \frac{1}{h \gamma_{0}-1-\varkappa_{0}} \tag{10.1.20}
\end{equation*}
$$

(It should be pointed out that we can choose, if necessary, $\varkappa_{0}$ so small that $\varkappa_{0}<h \gamma_{0}-1$ ).

Now will show (10.1.13). Let us rewrite the function (10.1.15) in spherical coordinates. Recalling that $h=\cot \frac{\omega_{0}}{2}$ we obtain

$$
\begin{aligned}
& w\left(x ; y, x^{\prime}\right)=(1+B)(r \cos \omega)^{1+\varkappa}-h^{2} r^{2} \sin ^{2} \omega(r \cos \omega)^{\varkappa-1}= \\
& =r^{1+\varkappa} \cos ^{\varkappa-1} \omega\left(B \cos ^{2} \omega+\frac{\chi(\omega)}{\sin ^{2} \frac{\omega_{0}}{2}}\right), \quad \forall \omega \in\left[-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right],
\end{aligned}
$$

where

$$
\chi(\omega)=\sin \left(\frac{\omega_{0}}{2}-\omega\right) \cdot \sin \left(\frac{\omega_{0}}{2}+\omega\right) .
$$

We find $\chi^{\prime}(\omega)=-\sin 2 \omega$ and $\chi^{\prime}(\omega)=0$ for $\omega=0$. Now we see that $\chi^{\prime \prime}(0)=-2 \cos 0=-2<0$. In this way we have

$$
\max _{\omega \in\left[-\omega_{0} / 2, \omega_{0} / 2\right]} \chi(\omega)=\chi(0)=\sin ^{2} \frac{\omega_{0}}{2}
$$

and therefore

$$
\begin{aligned}
w\left(x ; y, x^{\prime}\right) & \leq r^{1+\varkappa} \cos ^{\varkappa-1} \omega\left(B \cos ^{2} \omega+1\right) \leq r^{1+\varkappa} \cos ^{\varkappa+1} \omega\left(B+\frac{1}{\cos ^{2} \omega}\right) \\
& \leq r^{1+\varkappa}\left(B+\frac{1}{\cos ^{2} \omega}\right)
\end{aligned}
$$

Hence (10.1.13) follows. Finally, (10.1.14) follows in virtue of (10.1.19).
Now we can estimate $|u(x)|$ for ( $L R P$ ) in the neighborhood of a conical point.

THEOREM 10.19. Let $u(x)$ be a strong solution of the problem (LRP) and satisfy assumptions (a)-(d). Then there exist numbers $d \in(0,1)$ and $\varkappa>0$ depending only on $\nu, \mu, N, \varkappa_{0}, \omega_{0}, f_{1}, \beta, \gamma_{0}, s, g_{1}, M_{0}$ and the domain $G$ such that

$$
\begin{equation*}
|u(x)-u(0)| \leq C_{0}|x|^{\varkappa+1}, \quad x \in G_{0}^{d}, \tag{10.1.21}
\end{equation*}
$$

where the positive constant $C_{0}$ depends only on $\nu, \mu, N, f_{1}, g_{1}, \beta, s, \gamma_{0}, M_{0}$ and the domain $G$, and does not depend on $u(x)$.

Proof. Without loss of generality we may suppose that $u(0) \geq 0$. Let us take the barrier function $w(x)$ defined by (10.1.15) with $\varkappa \in\left(0, \varkappa_{0}\right)$ and the function $v(x)=u(x)-u(0)$. For them we shall show

$$
\left\{\begin{array}{l}
\mathcal{L}(A w(x)) \leq \mathcal{L} v(x), x \in G_{0}^{d},  \tag{10.1.22}\\
\mathcal{B}[A w(x)] \geq \mathcal{B}[v(x)], x \in \Gamma_{\mathbf{0}}^{d}, \\
A w(x) \geq v(x), \quad x \in \Omega_{d} \cup \mathcal{O} .
\end{array}\right.
$$

Let us calculate the operator $\mathcal{L}$ on these functions. Because of Lemma 10.18 and the assumptions $(b),(d)$, we obtain

$$
\mathcal{L} v(x)=\mathcal{L} u(x)-a(x) u(0)=f(x)-a(x) u(0) \geq f(x) \geq-f_{1} r^{\beta}
$$

and

$$
\mathcal{L} w(x) \leq \mathcal{L}_{0} w+a^{i}(x) w_{x_{i}} \leq-\nu h^{2} r^{\varkappa-1}+\frac{\mathcal{A}(r)}{r} C_{1} r^{\varkappa} \leq-\frac{1}{2} \nu h^{2} r^{\varkappa_{0}-1} .
$$

By the continuity of $\mathcal{A}(r), d>0$ has been chosen so small that

$$
\begin{equation*}
C_{1} \mathcal{A}(r) \leq C_{1} \mathcal{A}(d) \leq \frac{1}{2} \nu h^{2} \text { for } r \leq d \tag{10.1.23}
\end{equation*}
$$

Since $0<\varkappa<\varkappa_{0}$, hence it follows that

$$
\mathcal{L}[A w(x)] \leq-\frac{1}{2} A \nu h^{2} r^{\varkappa_{0}-1} \leq \mathcal{L} v(x), \quad x \in G_{0}^{d}
$$

if numbers $\varkappa_{0}, A$ are chosen such that

$$
\begin{equation*}
\varkappa_{0} \leq \beta+1, A \geq \frac{2 f_{1}}{\nu h^{2}} \tag{10.1.24}
\end{equation*}
$$

From (10.1.12) we get

$$
\begin{equation*}
\left.\mathcal{B}[A w]\right|_{\Gamma_{ \pm}^{d}} \geq A g_{1} r^{\delta} . \tag{10.1.25}
\end{equation*}
$$

Let us calculate $\mathcal{B}[v]$ on $\Gamma_{ \pm}^{d}$. If $A \geq 1$ and $0<\delta \leq s-1$ then

$$
\begin{align*}
\mathcal{B}[v(x)] & =\frac{\partial u}{\partial \vec{n}}+\frac{1}{|x|} \gamma(x)(u(x)-u(0))=g(x)-\frac{1}{|x|} \gamma(x) u(0)  \tag{10.1.26}\\
& \leq g(x) \leq g_{1} r^{s-1} \leq g_{1} r^{\delta} \leq \mathcal{B}[A w], \quad x \in \Gamma_{ \pm}^{d}
\end{align*}
$$

by (10.1.25).
Now we compare $v(x)$ and $w(x)$ on $\Omega_{d}$. Since $x^{2} \geq h^{2} y^{2}$ in $\bar{K}$, from (10.1.15) we have

$$
\begin{equation*}
\left.w(x)\right|_{r=d} \geq\left. B|x|^{1+\varkappa}\right|_{r=d}=B d^{1+\varkappa} \cos ^{\varkappa+1} \frac{\omega_{0}}{2} \tag{10.1.27}
\end{equation*}
$$

On the other hand

$$
\begin{equation*}
\left.v(x)\right|_{\Omega_{d}}=\left.(u(x)-u(0))\right|_{\Omega_{d}} \leq M_{0} \tag{10.1.28}
\end{equation*}
$$

and therefore from (10.1.27) and (10.1.28), in virtue of (10.1.20), we obtain

$$
\begin{aligned}
\left.A w(x)\right|_{\Omega_{d}} & \geq A B d^{1+\varkappa} \cos ^{\varkappa+1} \frac{\omega_{0}}{2} \geq A\left\{\frac{g_{1}\left(1+h^{2}\right)^{\frac{\varkappa_{0}+1}{2}}}{h^{\varkappa_{0}}}+2\left(1+h^{2}\right)\right\} \times \\
& \times \frac{1}{h \gamma_{0}-1-\varkappa_{0}} d^{1+\varkappa_{0}} h^{1+\varkappa_{0}}\left(1+h^{2}\right)^{-\frac{1+\varkappa_{0}}{2}} \geq \\
& \geq M_{0} \geq\left. v\right|_{\Omega_{d}}
\end{aligned}
$$

where $A$ is made great enough to satisfy

$$
\begin{equation*}
A \geq \frac{M_{0}\left(h \gamma_{0}-1-\varkappa_{0}\right)}{h d^{1+\varkappa_{0}}\left[g_{1}+2 h^{\varkappa_{0}}\left(1+h^{2}\right)^{\frac{1-\varkappa_{0}}{2}}\right]} . \tag{10.1.29}
\end{equation*}
$$

Thus, if we choose the small number $d>0$ according to (10.1.23) and large numbers $B>0, A \geq 1$ according to (10.1.20), (10.1.24), (10.1.29), we provide the validity of (10.1.22).

Therefore the functions $v(x), A w(x)$ satisfy the comparison principle, Proposition 10.16, and we have

$$
\begin{equation*}
u(x)-u(0) \leq A w(x), x \in \overline{G_{0}^{d}} \tag{10.1.30}
\end{equation*}
$$

Similarly, we derive the estimate

$$
u(x)-u(0) \geq-A w(x)
$$

if we consider an auxiliary function $v(x)=u(0)-u(x)$. The theorem is proved, in virtue of (10.1.13).

### 10.1.4. Global integral weighted estimate.

Theorem 10.20. Let $u(x)$ be a strong solution of the problem (LRP). Let assumptions (a) - (c) be satisfied. Suppose, in addition, that $g(x) \in$ $\mathfrak{W}_{\alpha}^{\frac{1}{2}}(\partial G)$, where

$$
\begin{equation*}
4-N<\alpha<2 \tag{10.1.31}
\end{equation*}
$$

Then $u(x) \in \stackrel{\circ}{W_{\alpha}^{2}}(G)$ and

$$
\begin{equation*}
\|u\|_{\dot{W}_{\alpha}^{2}(G)} \leq C\left(\|u\|_{2, G}+\|f\|_{\dot{W}_{\alpha}^{\circ}(G)}+\|g\|_{\dot{W}_{\alpha}^{\frac{1}{2}}(\partial G)}\right) \tag{10.1.32}
\end{equation*}
$$

where the constant $C>0$ depends only on $\nu, \mu, \alpha, N,\left\|a^{i}\right\|_{p, G}, i=1, \ldots, N$ and $\|a\|_{N, G}, \gamma_{0},\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}$, the moduli of continuity of the coefficients a ${ }^{i j}$ and the domain $G$.

Proof. Since $a^{i j}(0)=\delta_{i}^{j}$, we have

$$
\begin{array}{r}
\Delta u(x)=f(x)-\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} u(x)-a^{i}(x) D_{i} u(x)-  \tag{10.1.33}\\
-a(x) u(x) \text { in } G .
\end{array}
$$

Integrating by parts, using the Gauss-Ostrogradskiy formula, we show that

$$
\begin{aligned}
\int_{G_{\varepsilon}} r^{\alpha-2} u \Delta u d x & =-\varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} u \frac{\partial u}{\partial r} d \Omega_{\varepsilon}+\int_{\Gamma_{\varepsilon}} r^{\alpha-2} u \frac{\partial u}{\partial \vec{n}} d s- \\
& -\int_{G_{\varepsilon}}\left\langle\nabla u, \nabla\left(r^{\alpha-2} u\right)\right\rangle d x=-\varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} u \frac{\partial u}{\partial r} d \Omega_{\varepsilon}+ \\
& +\int_{\Gamma_{\varepsilon}} r^{\alpha-2} u \frac{\partial u}{\partial \vec{n}} d s-\int_{G_{\varepsilon}} r^{\alpha-2}|\nabla u|^{2} d x+ \\
& +(2-\alpha) \int_{G_{\varepsilon}} r^{\alpha-4} u\langle x, \nabla u\rangle d x .
\end{aligned}
$$

Integrating again by parts we obtain

$$
\begin{aligned}
\int_{G_{\varepsilon}} r^{\alpha-4} u\langle x, \nabla u\rangle d x & =\frac{1}{2} \int_{G_{\varepsilon}}\left\langle r^{\alpha-4} x, \nabla u^{2}\right\rangle d x- \\
& -\frac{1}{2} \varepsilon^{\alpha-3} \int_{\Omega_{\varepsilon}} u^{2} d \Omega_{\varepsilon}+\frac{1}{2} \int_{\Gamma_{\varepsilon}} r^{\alpha-4} u^{2} x_{i} \cos \left(\vec{n}, x_{i}\right) d s- \\
& -\frac{1}{2} \int_{G_{\varepsilon}} u^{2} \sum_{i=1}^{N} D_{i}\left(r^{\alpha-4} x_{i}\right) d x=-\frac{1}{2} \varepsilon^{\alpha-3} \int_{\Omega_{\varepsilon}} u^{2} d \Omega_{\varepsilon}+ \\
& +\int_{\Gamma_{d}} r^{\alpha-3} u^{2} \frac{\partial r}{\partial \vec{n}} d s-\frac{N+\alpha-4}{2} \int_{G_{\varepsilon}} r^{\alpha-4} u^{2} d x
\end{aligned}
$$

because of

$$
\sum_{i=1}^{N} D_{i}\left(r^{\alpha-4} x_{i}\right)=N r^{\alpha-4}+(\alpha-4) r^{\alpha-5} \sum_{i=1}^{N} \frac{x_{i}^{2}}{r}=(N+\alpha-4) r^{\alpha-4}
$$

and (1.3.14) of Lemma 1.10
Thus, multiplying both sides of (10.1.33) by $r^{\alpha-2} u(x)$ and integrating over $G_{\varepsilon}$ and because of the boundary condition of the (LRP), we obtain

$$
\begin{equation*}
\int_{G_{\varepsilon}} r^{\alpha-2}|\nabla u|^{2} d x+\frac{2-\alpha}{2} \varepsilon^{\alpha-3} \int_{\Omega_{\varepsilon}} u^{2} d \Omega_{\varepsilon}+\int_{\Gamma_{\epsilon}} r^{\alpha-3} \gamma(x) u^{2} d s+ \tag{10.1.34}
\end{equation*}
$$

$$
\begin{array}{r}
+\frac{2-\alpha}{2}(N+\alpha-4) \int_{G_{e}} r^{\alpha-4} u^{2} d x=-\varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} u \frac{\partial u}{\partial r} d \Omega_{\varepsilon}+\int_{\Gamma_{\varepsilon}} r^{\alpha-2} g(x) u d s+ \\
+\frac{2-\alpha}{2} \int_{\Gamma_{d}} r^{\alpha-3} u^{2} \frac{\partial r}{\partial \vec{n}} d s+\int_{G_{\varepsilon}} r^{\alpha-2} u\left(-f(x)+\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} u(x)+\right. \\
\left.+a^{i}(x) D_{i} u(x)+a(x) u(x)\right) d x
\end{array}
$$

Let us estimate the integral over $\Omega_{\varepsilon}$ in the above equality. To this end we consider the function

$$
M(\varepsilon)=\max _{x \in \Omega_{\varepsilon}}|u(x)|
$$

Lemma 10.21.

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow+0} \varepsilon^{\alpha-2} \int_{\Omega_{\mathrm{s}}} u \frac{\partial u}{\partial r} d \Omega_{\varepsilon}=0, \forall \alpha \in(4-N, 2] . \tag{10.1.35}
\end{equation*}
$$

Proof. We consider the set $G_{\varepsilon}^{2 \varepsilon}$. We have $\Omega_{\varepsilon} \subset \partial G_{\varepsilon}^{2 \varepsilon}$. Now we use the inequality (1.6.1)

$$
\int_{\Omega_{\varepsilon}}|w| d \Omega_{\varepsilon} \leq c \int_{G_{\varepsilon}^{2 \varepsilon}}(|w|+|\nabla w|) d x
$$

Setting $w=u \frac{\partial u}{\partial r}$ we find $|w|+|\nabla w| \leq c\left(r^{2} u_{x x}^{2}+|\nabla u|^{2}+r^{-2} u^{2}\right)$. Therefore we get

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}\left|u \frac{\partial u}{\partial r}\right| d \Omega_{\varepsilon} \leq c \int_{G_{\varepsilon}^{2 \varepsilon}}\left(r^{2} u_{x x}^{2}+|\nabla u|^{2}+r^{-2} u^{2}\right) d x \tag{10.1.36}
\end{equation*}
$$

Let us now consider the sets $G_{\varepsilon / 2}^{5 \varepsilon / 2}$ and $G_{\varepsilon}^{2 \varepsilon} \subset G_{\varepsilon / 2}^{5 \varepsilon / 2}$ and new variables $x^{\prime}$ defined by $x=\varepsilon x^{\prime}$. Then the function $w\left(x^{\prime}\right)=u\left(\varepsilon x^{\prime}\right)$ satisfies in $G_{1 / 2}^{5 / 2}$ the problem
$(L P R)^{\prime} \quad\left\{\begin{array}{l}a^{i j}\left(\varepsilon x^{\prime}\right) \frac{\partial^{2} w}{\partial x_{i}^{\prime} \partial x_{j}^{\prime}}+\varepsilon a^{i}\left(\varepsilon x^{\prime}\right) \frac{\partial w}{\partial x_{i}^{\prime}}+\varepsilon^{2} a\left(\varepsilon x^{\prime}\right) w=\varepsilon^{2} f\left(\varepsilon x^{\prime}\right), \\ \frac{\partial w}{\partial \vec{n}^{\prime}}+\frac{1}{\left|x^{\prime}\right|} \gamma\left(\varepsilon x^{\prime}\right) w=\varepsilon g\left(\varepsilon x^{\prime}\right), \quad x^{\prime} \in \Gamma_{1 / 2}^{5 / 2} .\end{array}\right.$

Because of the interior and near a smooth portion of the boundary $L^{2}$-estimate, Theorem 10.17, for the equation $(L P R)^{\prime}$ solution we have:

$$
\begin{aligned}
& \int_{G_{1}^{2}}\left(w_{x^{\prime} x^{\prime}}^{2}+\left|\nabla^{\prime} w\right|^{2}\right) d x^{\prime} \leq C_{1} \int_{G_{1 / 2}^{5 / 2}}\left(\varepsilon^{4} f^{2}+w^{2}\right) d x^{\prime}+ \\
& \quad+C_{2} \varepsilon^{2} \inf \int_{G_{1 / 2}^{5 / 2}}\left(\left|\nabla^{\prime} \mathcal{G}\right|^{2}+|\mathcal{G}|^{2}\right) d x^{\prime}
\end{aligned}
$$

where infimum is taken over all $\mathcal{G}$ such that $\left.\mathcal{G}\right|_{\Gamma_{1 / 2}^{5 / 2}}=g$ and the constants $C_{1}, C_{2}>0$ depend only on $\nu, \mu, \max _{x^{\prime}, y^{\prime} \in G_{1 / 2}^{5 / 2}} \mathcal{A}\left(\left|x^{\prime}-y^{\prime}\right|\right),\|\gamma\|_{C^{1}\left(\Gamma_{1 / 2}^{5 / 2}\right)}$ and the domain $G$.

Returning to the variable $x$, we obtain

$$
\begin{align*}
& \int_{G_{\varepsilon}^{2 \varepsilon}}\left(r^{2}\left|D^{2} u\right|^{2}+|\nabla u|^{2}+r^{-2} u^{2}\right) d x \leq  \tag{10.1.37}\\
& \quad \leq c \int_{G_{\varepsilon / 2}^{5 \varepsilon / 2}}\left(r^{2} f^{2}+r^{-2} u^{2}\right) d x+C_{2} \inf \int_{G_{\varepsilon / 2}^{5 \varepsilon / 2}}\left(r^{2}|\nabla \mathcal{G}|^{2}+|\mathcal{G}|^{2}\right) d x
\end{align*}
$$

By the Mean Value Theorem 1.58 with regard to $u \in C^{0}(\bar{G})$, we have

$$
\begin{align*}
\int_{G_{\varepsilon / 2}^{5 s / 2}} r^{-2} u^{2} d x & =\int_{\varepsilon / 2}^{5 \varepsilon / 2} r^{N-3} \int_{\Omega} u^{2}(r, \omega) d \Omega d r \\
& \leq 2 \varepsilon\left(\theta_{1} \varepsilon\right)^{N-3} \int_{\Omega} u^{2}\left(\theta_{1} \varepsilon, \omega\right) d \Omega  \tag{10.1.38}\\
& \leq 2 \varepsilon^{N-2} \theta_{1}^{N-3} M^{2}\left(\theta_{1} \varepsilon\right) \text { meas } \Omega
\end{align*}
$$

for some $\frac{1}{2}<\theta_{1}<\frac{5}{2}$. From (10.1.36), (10.1.37), and (10.1.38) we obtain

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}}\left|u \frac{\partial u}{\partial r}\right| d \Omega_{\varepsilon} \leq c_{1} \varepsilon^{N-2} M^{2}(\varepsilon)+c_{2} \int_{G_{\varepsilon / 2}^{5 \epsilon / 2}} r^{2} f^{2} d x+ \tag{10.1.39}
\end{equation*}
$$

$$
\begin{aligned}
& +C_{2} \inf \int_{G_{\varepsilon / 2}^{5 \varepsilon / 2}}\left(r^{2}|\nabla \mathcal{G}|^{2}+|\mathcal{G}|^{2}\right) d x \leq c_{1} \varepsilon^{N-2} M^{2}(\varepsilon)+ \\
& \quad+c_{3} \varepsilon^{2-\alpha} \int_{G_{\varepsilon / 2}^{5 \varepsilon / 2}}\left\{r^{\alpha} f^{2}+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right\} d x, \forall \alpha \leq 2
\end{aligned}
$$

Also we have

$$
\begin{align*}
& \varepsilon^{\alpha-2} \int_{\Omega_{c}}\left|u \frac{\partial u}{\partial r}\right| d \Omega_{\varepsilon} \leq c_{1} \varepsilon^{\alpha+N-4} M^{2}(\varepsilon)+  \tag{10.1.40}\\
& \quad+c_{3} \int_{G_{\varepsilon / 2}^{5 / 2}}\left\{r^{\alpha} f^{2}+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right\} d x, \forall \alpha \leq 2 .
\end{align*}
$$

By the hypotheses of our Theorem, we have $f \in \dot{W}_{\alpha}^{0}(G), g(x) \in W_{\alpha}^{\frac{1}{2}}(\partial G)$, hence

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow+0} \int_{G_{\varepsilon / 2}^{\delta s / 2}}\left\{r^{\alpha} f^{2}+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right\} d x=0 \tag{10.1.41}
\end{equation*}
$$

Because $u \in C^{0}(\bar{G})$ and $4-N<\alpha \leq 2$, from (10.1.40) and (10.1.41), we deduce the validity of the statement (10.1.35) of our lemma.

Now we estimate each integral from the right hand side of (10.1.34).
1)

$$
\int_{\Gamma_{d}} r^{\alpha-3} u^{2} \frac{\partial r}{\partial \vec{n}} d s \leq d^{\alpha-3} \int_{\Gamma_{d}} u^{2} d s \quad \text { since } r \geq d, \alpha \leq 2
$$

hence, applying (1.6.2), we get

$$
\begin{equation*}
\int_{\Gamma_{d}} r^{\alpha-3} u^{2} \frac{\partial r}{\partial \vec{n}} d s \leq \delta d^{\alpha-3} \int_{G_{d}}|\nabla u|^{2} d x+c_{\delta} \int_{G_{\boldsymbol{d}}}|u|^{2} d x ; \forall \delta>0 . \tag{10.1.42}
\end{equation*}
$$

2) Using the Cauchy inequality we obtain

$$
\begin{array}{r}
\int_{\Gamma_{\varepsilon}} r^{\alpha-2}|u||g| d s=\int_{\Gamma_{\varepsilon}}\left(r^{\frac{\alpha-1}{2}} \frac{1}{\sqrt{\gamma(x)}}|g|\right)\left(r^{\frac{\alpha-3}{2}} \sqrt{\gamma(x)}|u|\right) d s \leq \\
\leq \frac{\delta}{2} \int_{\Gamma_{e}} r^{\alpha-3} \gamma(x) u^{2} d s+\frac{1}{2 \delta \gamma_{0}} \int_{\partial G} r^{\alpha-1} g^{2} d s ; \forall \delta>0 . \tag{10.1.43}
\end{array}
$$

3) We get, by the Cauchy inequality,

$$
\begin{array}{r}
\int_{G_{\varepsilon}} r^{\alpha-2} u(x) f(x) d x=\int_{G_{\varepsilon}}\left(r^{\alpha / 2-2} u(x)\right)\left(r^{\alpha / 2} f(x)\right) d x  \tag{10.1.44}\\
\quad \leq \frac{\delta}{2} \int_{G_{\varepsilon}} r^{\alpha-4} u^{2} d x+\frac{1}{2 \delta} \int_{G_{\varepsilon}} r^{\alpha} f^{2}(x) d x, \forall \delta>0 .
\end{array}
$$

4) Applying the assumption b) together with the Cauchy inequality we obtain

$$
\begin{gather*}
r^{\alpha-2} u\left(\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} u(x)+a^{i}(x) D_{i} u(x)+a(x) u(x)\right)  \tag{10.1.45}\\
\leq \mathcal{A}(r)\left(\left(r^{\frac{\alpha}{2}}\left|D^{2} u\right|\right)\left(r^{\frac{\alpha}{2}-2} u\right)+r^{\alpha-2}|\nabla u|\left(r^{-1} u\right)+r^{\alpha-4} u^{2}\right) \\
\leq \mathcal{A}(r)\left(r^{\alpha}\left|D^{2} u\right|^{2}+r^{\alpha-2}|\nabla u|^{2}+2 r^{\alpha-4} u^{2}\right) .
\end{gather*}
$$

Finally, by (10.1.42) and (10.1.45) from (10.1.34), we obtain

$$
\begin{equation*}
\int_{G_{\varepsilon}} r^{\alpha-2}|\nabla u|^{2} d x+\frac{2-\alpha}{2}(N+\alpha-4) \int_{G_{e}} \dot{r}^{\alpha-4} u^{2} d x+ \tag{10.1.46}
\end{equation*}
$$

$$
+\frac{1}{2} \int_{\Gamma_{\varepsilon}} r^{\alpha-3} \gamma(x) u^{2} d s \leq \varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} u \frac{\partial u}{\partial r} d \Omega_{\varepsilon}+\delta \int_{G_{\varepsilon}} r^{\alpha-4}|u|^{2} d x+
$$

$$
+\frac{2-\alpha}{2} c \int_{G_{d}}\left(|\nabla u|^{2}+|u|^{2}\right) d x+c_{\delta} \int_{G} r^{\alpha} f^{2}(x) d x+\frac{1}{2 \gamma_{0}} \int_{\partial G} r^{\alpha-1} g^{2} d s+
$$

$$
+\int_{G_{\varepsilon}} \mathcal{A}(|x|)\left(r^{\alpha}\left|D^{2} u\right|^{2}+r^{\alpha-2}|\nabla u|^{2}+2 r^{\alpha-4} u^{2}\right) d x
$$

for $\forall \delta>0$.
Let us now estimate the last integral in (10.1.46). Due to assumption b), we have

$$
\begin{equation*}
\forall \delta>0 \quad \exists d>0 \text { such that } \mathcal{A}(r)<\delta \text { for all } 0<r<d \tag{10.1.47}
\end{equation*}
$$

Let $2 \varepsilon<d$. From (10.1.37), (10.1.38) it follows that

$$
\begin{align*}
& \int_{G_{\varepsilon}^{2 \varepsilon}} r^{\alpha}\left|D^{2} u\right|^{2} d x \leq c \varepsilon^{\alpha-2} \int_{G_{\varepsilon}^{2 \varepsilon}} r^{2}\left|D^{2} u\right|^{2} d x \leq c \varepsilon^{\alpha+N-4} M^{2}(\varepsilon)+  \tag{10.1.48}\\
&+c \int_{G_{\varepsilon / 2}^{5 \varepsilon / 2}}\left(r^{\alpha} f^{2}+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right) d x
\end{align*}
$$

and consequently

$$
\begin{aligned}
& \int_{G_{e}} \mathcal{A}(r) r^{\alpha}\left|D^{2} u\right|^{2} d x=\int_{G_{\varepsilon}^{2 \varepsilon}} \mathcal{A}(r) r^{\alpha}\left|D^{2} u\right|^{2} d x+\int_{G_{2 \varepsilon}^{d}} \mathcal{A}(r) r^{\alpha}\left|D^{2} u\right|^{2} d x+ \\
& +\int_{G_{d}} \mathcal{A}(r) r^{\alpha}\left|D^{2} u\right|^{2} d x \leq c \mathcal{A}(2 \varepsilon) \int_{G_{\varepsilon / 2}^{5 / 2}}\left(r^{\alpha} f^{2}+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right) d x+ \\
& +\delta \int_{G_{\varepsilon}^{2 d}}\left(r^{\alpha} f^{2}(x)+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}+r^{\alpha-4} u^{2}\right) d x+ \\
& \quad+c \mathcal{A}(2 \varepsilon) \varepsilon^{\alpha+N-4}+c \max _{r \in[d, \operatorname{diam} G]} \mathcal{A}(r) \int_{G_{d}}\left|D^{2} u\right|^{2} d x
\end{aligned}
$$

for $\forall \delta>0$ and $0<\varepsilon<d / 2$. Here $c$ does not depend on $\varepsilon$.
Applying all these estimates to the inequality (10.1.46), we obtain
$\int_{G_{\varepsilon}} r^{\alpha-2}|\nabla u|^{2} d x+\frac{2-\alpha}{2}(N+\alpha-4) \int_{G_{\varepsilon}} r^{\alpha-4} u^{2} d x \leq$ $\leq c \mathcal{A}(2 \varepsilon)\left(\varepsilon^{\alpha+N-4}+\int_{G_{\varepsilon / 2}^{\text {Sc/2 }}}\left(r^{\alpha} f^{2}+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right) d x\right)+$ $+\delta \int_{\boldsymbol{G}_{\varepsilon}}\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x+c \int_{G_{d}}\left(\left|D^{2} u\right|^{2}+|\nabla u|^{2}+u^{2}\right) d x+$
$+c \int_{G}\left(r^{\alpha} f^{2}+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right) d x+c \int_{\partial G} r^{\alpha-1} g^{2} d s+\varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} u \frac{\partial u}{\partial r} d \Omega_{\varepsilon}$
for $\forall \delta>0$ and $0<\varepsilon<d / 2$.
Finally, we apply $L^{2}$-estimate, Theorem 10.17, to the solution $u$ of the $(L R P)$ in $G_{d}$

$$
\begin{equation*}
\int_{G_{d}}\left(\left|D^{2} u\right|^{2}+|\nabla u|^{2}\right) d x \leq c \int_{G_{d / 2}}\left(u^{2}+f^{2}\right) d x+c\|g\|_{W^{1 / 2,2}\left(\Gamma_{d / 2}\right)}^{2} \tag{10.1.51}
\end{equation*}
$$

Now we use the inequality

$$
\begin{equation*}
\int_{\Gamma_{o}^{d}} r^{\alpha-1} g^{2}(x) d s \leq C\|g\|_{W_{\alpha}^{1 / 2}\left(\Gamma_{0}^{d}\right)}^{2} \tag{10.1.52}
\end{equation*}
$$

(see Lemma 1.40). Then from (10.1.50), (10.1.51), and (10.1.52) we obtain

$$
\begin{equation*}
\int_{G_{\varepsilon}} r^{\alpha-2}|\nabla u|^{2} d x+\frac{2-\alpha}{2}(N+\alpha-4) \int_{G_{\varepsilon}} r^{\alpha-4} u^{2} d x \leq \tag{10.1.53}
\end{equation*}
$$

$$
\leq \varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} u \frac{\partial u}{\partial r} d \Omega_{\varepsilon}+c \mathcal{A}(2 \varepsilon) \int_{G_{\varepsilon / 2}^{5 / 2}}\left(r^{\alpha} f^{2}+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right) d x+
$$

$$
+\delta \int_{G_{\varepsilon}}\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x+c\left(\|u\|_{2, G}^{2}+\|f\|_{W_{\alpha}^{0}(G)}^{2}+\|g\|_{W_{\alpha}^{\frac{1}{2}}(\partial G)}^{2}\right)+
$$

$$
+c \mathcal{A}(2 \varepsilon) \varepsilon^{\alpha+N-4}
$$

for $\forall \delta>0$ and $0<\varepsilon<d / 2$.
Now, since $4-N<\alpha<2$, we can choose $\delta=\min \left(\frac{1}{2} ; \frac{(2-\alpha)(N+\alpha-4)}{4}\right)$.
Then

$$
\begin{align*}
& \text { 54) } c_{\alpha, N} \int_{G_{\varepsilon}}\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x \leq \varepsilon^{\alpha-2} \int_{\Omega_{\varepsilon}} u \frac{\partial u}{\partial r} d \Omega_{\varepsilon}+  \tag{10.1.54}\\
& +c \mathcal{A}(2 \varepsilon)\left(\int_{G_{\epsilon / 2}^{5 \varepsilon / 2}}\left(r^{\alpha} f^{2}+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right) d x+\varepsilon^{\alpha+N-4}\right)+ \\
& +c\left(\|u\|_{2, G}^{2}+\|f\|_{W_{\alpha}^{o}(G)}^{2}+\|g\|_{W_{\alpha}^{\frac{1}{2}}(\partial G)}^{2}\right) .
\end{align*}
$$

We observe that the constant $c$ in (10.1.54) does not depend on $\varepsilon$. Therefore we can perform the passage to the limit as $\varepsilon \rightarrow+0$ by the Fatou theorem. Indeed, we apply Lemma 10.21 , (10.1.41) and use the continuity of $\mathcal{A}(r)$ and $\mathcal{A}(0)=0$. Thus, we get

$$
\begin{align*}
\int_{G}\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x \leq c\left(\|u\|_{2, G}^{2}+\|f\|_{W_{\alpha}^{\circ}(G)}^{2}\right. &  \tag{10.1.55}\\
& \left.+\|g\|_{\dot{W}_{\alpha}^{\frac{1}{2}}(\partial G)}^{2}\right)
\end{align*}
$$

Now from (10.1.37) we obtain

$$
\begin{align*}
\int_{G_{\varepsilon}^{2 e}} r^{\alpha}\left|D^{2} u\right|^{2} d x \leq c & \int_{G_{\varepsilon / 2}^{5 s / 2}}\left(r^{\alpha} f^{2}+r^{\alpha-4} u^{2}\right) d x+  \tag{10.1.56}\\
& +C_{2} \inf \int_{G_{\varepsilon / 2}^{5 \varepsilon / 2}}\left(r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right) d x .
\end{align*}
$$

Let $\varepsilon=2^{-k} d,(k=0,1,2, \ldots)$ and let us sum the obtained inequalities over all $k$. Then we have

$$
\begin{align*}
\int_{G_{0}^{d}}\left(r^{\alpha} u_{x x}^{2}+r^{\alpha-2}|\nabla u|^{2}\right) d x & \leq C_{3} \int_{G_{0}^{2 d}} r^{\alpha-4} u^{2} d x+  \tag{10.1.57}\\
& +C_{4}\|g\|_{\dot{W}_{\alpha}^{1 / 2}\left(\Gamma_{0}^{2 d}\right)}^{2}+C_{5}\|f\|_{\hat{W}_{\alpha}^{0}\left(G_{0}^{2 d}\right)}^{2} .
\end{align*}
$$

From (10.1.55), (10.1.57), and (10.1.51) we deduce the validity of our theorem.

Theorem 10.22. Let $u(x)$ be a strong solution of the problem (LRP). Let $N \geq 3$ and assumptions (a)-(c) be satisfied. Suppose, in addition, that $g(x) \in \mathscr{W}_{2}^{\frac{1}{2}}(\partial G)$. Then $u(x) \in \mathfrak{W}_{2}^{2}(G)$ and

$$
\begin{equation*}
\|u\|_{\dot{W}_{2}^{2}(G)} \leq C\left(|u|_{0, G}+\|f\|_{\dot{W}_{2}^{0}(G)}+\|g\|_{\dot{W}_{2}^{\frac{1}{2}}(\partial G)}\right), \tag{10.1.58}
\end{equation*}
$$

where the constant $C>0$ depends only on $\nu, \mu, N,\left\|a^{i}\right\|_{p, G}, i=1, \ldots, N$ and $\|a\|_{N, G}, \gamma_{0},\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}$, the moduli of continuity of the coefficients $a^{i j}$ and the domain $G$.

Proof. We repeat verbatim the proof of Theorem 10.20 with $\alpha=2$. Then from (10.1.53) and (10.1.40) we have

$$
\begin{align*}
\int_{G_{e}}|\nabla u|^{2} d x & \leq c_{4} \int_{G_{\varepsilon / 2}^{5 \epsilon / 2}}\left\{r^{2} f^{2}+r^{2}|\nabla \mathcal{G}|^{2}+|\mathcal{G}|^{2}\right\} d x+ \\
& +c \mathcal{A}(2 \varepsilon) \varepsilon^{N-2}+\delta_{1} \int_{G_{\varepsilon}}|\nabla u|^{2} d x+  \tag{10.1.59}\\
& +\delta_{2} \int_{G_{\varepsilon}} r^{-2} u^{2} d x+c_{1} \varepsilon^{N-2} M^{2}(\varepsilon)+ \\
& +c\left(\|u\|_{2, G}^{2}+\|f\|_{W_{2}^{0}(G)}^{2}+\|g\|_{W_{2}^{\frac{1}{2}}(\partial G)}^{2}\right)
\end{align*}
$$

for any $\delta_{1}>0, \delta_{2}>0$ and $0<\varepsilon<d / 2$. Now, since $N \geq 3$ we can estimate

$$
\int_{G_{0}^{d}} r^{-2} u^{2} d x \leq|u|_{0, G}^{2} \operatorname{meas} \Omega \int_{0}^{d} r^{N-3} d r<\frac{d^{N-2}}{N-2} \operatorname{meas} \Omega|u|_{0, G}^{2}
$$

Therefore, for $\delta_{1}=\frac{1}{2}$ it follows from (10.1.59) that

$$
\begin{align*}
\frac{1}{2} \int_{G_{\varepsilon}}|\nabla u|^{2} d x & \leq c_{4} \int_{G_{\varepsilon / 2}^{G \varepsilon / 2}}\left\{r^{2} f^{2}+r^{2}|\nabla \mathcal{G}|^{2}+|\mathcal{G}|^{2}\right\} d x+ \\
& +c_{1} \varepsilon^{N-2} M^{2}(\varepsilon)+c \mathcal{A}(2 \varepsilon) \varepsilon^{N-2}+  \tag{10.1.60}\\
& +c\left(|u|_{0, G}^{2}+\|f\|_{W_{2}^{o}(G)}^{2}+\|g\|_{W_{2}^{\frac{1}{2}}(\partial G)}^{2}\right)
\end{align*}
$$

for any $\varepsilon \in(0, d / 2)$. Performing the passage to the limit as $\varepsilon \rightarrow+0$ by the Fatou theorem, we deduce the validity of our theorem.

Now we consider $\alpha=4-N, N \geq 2$. In order to do this, we turn to Theorem 10.19, based on Lemma 10.18 about the existence of the barrier function.

Theorem 10.23. Let $u$ be a strong solution of the problem (LRP). Let assumptions (a)-(d) be satisfied. Suppose, in addition, that $g(x) \in$ $\dot{W}_{4-N}^{\frac{1}{2}}(\partial G)$ and $a(x) \in \mathscr{W}_{4-N}^{0}(G), \gamma(x) \in \dot{W}_{2-N}^{\frac{1}{2}}(\partial G)$, if $u(0) \neq 0$.

Then $(u(x)-u(0)) \in W_{4-N}^{2}(G)$ and

$$
\begin{align*}
& \left(\int_{\partial G} r^{1-N} \gamma(x)|u(x)-u(0)|^{2} d s\right)^{\frac{1}{2}}+\|u(x)-u(0)\|_{\mathscr{W}_{4-N}^{2}(G)} \leq  \tag{10.1.61}\\
& \leq C\left(|u|_{0, G}+\|f\|_{\mathscr{W}_{4-N}^{0}(G)}+|u(0)| \cdot\left(1+\|\gamma\|_{\mathscr{W}_{2-N}(\partial G)}^{1 / 2}+\right.\right. \\
& \\
& \left.\left.+\|a\|_{W_{4-N}^{0}(G)}\right)+\|g\|_{W_{4-N}(\partial G)}\right),
\end{align*}
$$

where the constant $C>0$ depends only on $\nu, \mu, N,\left\|a^{i}\right\|_{p, G}, i=1, \ldots, N$ and $\|a\|_{N, G}, \gamma_{0},\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}$, the moduli of continuity of the coefficients $a^{i j}$ and the domain $G$.

Proof. Setting $v(x)=u(x)-u(0)$ we have $v \in C^{0}(\overline{\boldsymbol{G}}), v(0)=0$ and $v$ is a strong solution of the problem
$(L R P)_{0}\left\{\begin{array}{r}a^{i j}(x) v_{x_{i} x_{j}}+a^{i}(x) v_{x_{i}}+a(x) v=f(x)-a(x) u(0) \equiv \\ \equiv f_{0}(x), x \in G, \\ \frac{\partial v}{\partial \vec{n}}+\frac{1}{|x|} \gamma(x) v=g(x)-\frac{1}{|x|} \gamma(x) u(0) \equiv g_{0}(x), x \in \partial G \backslash \mathcal{O} .\end{array}\right.$
We repeat verbatim the arguments of the proof of Theorem 10.20 with $\alpha=4-N$. Then from (10.1.34) with regard to $a(x) \leq 0$ we have

$$
\begin{align*}
& \text { (10.1.62) } \int_{G_{\varepsilon}} r^{2-N}|\nabla v|^{2} d x+\int_{\Gamma_{\varepsilon}} r^{1-N} \gamma(x) v^{2} d s \leq \varepsilon^{2-N}\left|\int_{\Omega_{\varepsilon}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}\right|+  \tag{10.1.62}\\
& +\int_{\Gamma_{\varepsilon}} r^{2-N} g(x) v d s+|u(0)| \int_{\Gamma_{\varepsilon}} r^{1-N} \gamma(x)|v| d s+\frac{N-2}{2} \int_{\Gamma_{d}} r^{1-N} v^{2} \frac{\partial r}{\partial \vec{n}} d s \\
& +\int_{G_{\varepsilon}} r^{2-N} v\left(-f(x)+u(0) a(x)+\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} v(x)+a^{i}(x) D_{i} v(x)\right) d x .
\end{align*}
$$

We estimate each term of (10.1.62). First (10.1.40) has the form

$$
\begin{align*}
& \varepsilon^{2-N} \int_{\Omega_{\varepsilon}}\left|v \frac{\partial v}{\partial r}\right| d \Omega_{\varepsilon} \leq c_{1} \max _{x \in \Omega_{\varepsilon}}|u(x)-u(0)|^{2}+  \tag{10.1.63}\\
& +c_{3} \int_{G_{\varepsilon / 2}^{5 s / 2}}\left\{r^{4-N} f^{2}+r^{4-N}|\nabla \mathcal{G}|^{2}+r^{2-N}|\mathcal{G}|^{2}\right\} d x+ \\
& \quad+c_{4} u^{2}(0) \int_{G_{\varepsilon / 2}^{5 \varepsilon / 2}}\left\{r^{4-N} a^{2}(x)+r^{2-N}|\nabla \gamma|^{2}+r^{-N} \gamma^{2}(x)\right\} d x .
\end{align*}
$$

By the hypotheses of our theorem, we get

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow+0} \varepsilon^{2-N} \int_{\Omega_{\varepsilon}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}=0 \tag{10.1.64}
\end{equation*}
$$

Using the Cauchy inequality we get

$$
\begin{align*}
|u(0)| \int_{\Gamma_{\varepsilon}} r^{1-N} \gamma(x)|v| d s \leq & \frac{\delta}{2} \int_{\Gamma_{\varepsilon}} r^{1-N} \gamma(x)|v|^{2} d s+  \tag{10.1.65}\\
& +\frac{1}{2 \delta}|u(0)|^{2} \int_{\Gamma_{e}} r^{1-N} \gamma(x) d s, \forall \delta>0 .
\end{align*}
$$

Since $\gamma(x) \geq \gamma_{0}>0$ and because of (10.1.52),

$$
\begin{equation*}
\int_{\Gamma_{\varepsilon}} r^{1-N} \gamma(x) d s \leq \frac{1}{\gamma_{0}} \int_{\Gamma_{\varepsilon}} r^{1-N} \gamma^{2}(x) d s \leq \frac{c}{\gamma_{0}}\|\gamma\|_{W_{2-N}^{1 / 2}(\partial G)}^{2} . \tag{10.1.66}
\end{equation*}
$$

From (10.1.62) and (10.1.65) (with $\delta=1$ ) and (10.1.66) it follows that
(10.1.67) $\int_{G_{\varepsilon}} r^{2-N}|\nabla v|^{2} d x+\frac{1}{2} \int_{\Gamma_{\epsilon}} r^{1-N} \gamma(x) v^{2} d s \leq \varepsilon^{2-N}\left|\int_{\Omega_{\varepsilon}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}\right|+$

$$
+\int_{\Gamma_{\varepsilon}} r^{2-N} g(x) v d s+|u(0)|^{2} \frac{c}{2 \gamma_{0}}\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}^{2}+\frac{N-2}{2} \int_{\Gamma_{d}} r^{1-N} v^{2} \frac{\partial r}{\partial \vec{n}} d s
$$

$$
+\int_{G_{\varepsilon}} r^{2-N} v\left(-f(x)+u(0) a(x)+\left(a^{i j}(x)-a^{i j}(0)\right) D_{i j} v(x)+a^{i}(x) D_{i} v(x)\right) d x
$$

Taking into account the estimates (10.1.42), (10.1.43) (with $\delta=1$ ), (10.1.44), (10.1.45), (10.1.49), (10.1.51), (10.1.52) we obtain
(10.1.68) $\frac{1}{2} \int_{\Gamma_{\varepsilon}} r^{1-N} \gamma(x)|v|^{2} d s+\int_{G_{\varepsilon}} r^{2-N}|\nabla v|^{2} d x \leq \varepsilon^{2-N}\left|\int_{\Omega_{\varepsilon}} v \frac{\partial v}{\partial r} d \Omega_{\varepsilon}\right|+$

$$
\begin{aligned}
& +c|u(0)|^{2}\left(\|\gamma\|_{W_{2-N}^{1 / 2}(\partial G)}^{2}+\|a\|_{W_{4-N}(G)}^{2}\right)+ \\
& +c \mathcal{A}(2 \varepsilon)\left(1+\int_{G_{c / 2}^{G s / 2}}^{2}\left(r^{4-N} f^{2}+\right.\right.
\end{aligned}
$$

$$
\left.\left.+r^{4-N}|\nabla \mathcal{G}|^{2}+r^{2-N}|\mathcal{G}|^{2}\right) d x\right)+
$$

$$
+\delta_{1} \int_{G_{e}} r^{2-N}|\nabla v|^{2} d x+\delta_{2} \int_{G_{e}} r^{-N} v^{2} d x+
$$

$$
+c\left(\|v\|_{2, G}^{2}+\|f\|_{\mathscr{W}_{4-N}^{0}(G)}^{2}+\|g\|_{\dot{W}_{4-N}(\partial G)}^{2}\right)
$$

for any $\delta_{1}, \delta_{2}>0$ and $0<\varepsilon<d / 2$.
Finally, we apply Theorem 10.19. The assumptions of our theorem guarantee the fulfilment of all suppositions of this theorem. Therefore we
can estimate

$$
\begin{gathered}
\int_{G_{0}^{d}} r^{-N} v^{2} d x \leq C_{0}^{2} \cdot \operatorname{meas} \Omega \int_{0}^{d} r^{2 \varkappa+1} d r \leq c d^{2 \varkappa+2}, \varkappa>0 ; \Longrightarrow \\
\int_{G} r^{-N} v^{2} d x<\infty .
\end{gathered}
$$

Now choosing $\delta_{1}=\frac{1}{2}$, because of (10.1.69), we may perform the passage to the limit as $\varepsilon \rightarrow+0$ by the Fatou Theorem in (10.1.68). By (10.1.64), we get

$$
\begin{align*}
& \int_{G} r^{2-N}|\nabla v|^{2} d x+\int_{\partial G} r^{1-N} \gamma(x) v^{2} d s \leq  \tag{10.1.70}\\
& \quad \leq \delta \int_{G} r^{-N} u^{2} d x+c_{1}\left(\|u\|_{2, G}^{2}+\|f\|_{\mathscr{W}_{4-N}(G)}^{2}+\right. \\
& \left.\quad+\|g\|_{W_{4-N}^{(2)}(\partial G)}^{2}\right)+c_{2} u^{2}(0)\left(\|a\|_{\mathscr{W}_{4-N}^{0}(G)}^{2}+\|\gamma\|_{\mathscr{W}_{2-N}(\partial G)}^{2}\right)
\end{align*}
$$

for any $\delta>0$.
From (10.1.69) and (10.1.70) it follows that $v \in{\stackrel{\rightharpoonup}{W_{2-N}}}_{1}^{1}(G)$; moreover, $v(0)=0$. This makes possible to apply the Hardy-Friedrichs-Wirtinger inequality (2.5.12). Therefore choosing appropriatly small $\delta>0$ we deduce from (10.1.70) the inequality

$$
\int_{G}\left(r^{2-N}|\nabla v|^{2}+r^{-N} v^{2}\right) d x++\int_{\partial G} r^{1-N} \gamma(x) v^{2} d s \leq c_{1}\left(\|v\|_{2, G}^{2}+\right.
$$

$$
\begin{equation*}
\left.+\|f\|_{\dot{W}_{4-N}(G)}^{20}+\|g\|_{\dot{W}_{4-N}(\partial G)}^{2}\right)+c_{2} u^{2}(0)\left(\|a\|_{W_{4-N}^{0}(G)}^{2}+\|\gamma\|_{W_{2-N}^{1 / 2}(\partial G)}^{2}\right) . \tag{10.1.71}
\end{equation*}
$$

Finally, putting in (10.1.57) $\alpha=4-N$ and replacing $f$ by $f_{0}$ and $g$ by $g_{0}$ from the $(L R P)_{0}$ we obtain

$$
\begin{align*}
\int_{G_{0}^{d}} r^{4-N} v_{x x}^{2} d x & \leq C_{3} \int_{G_{0}^{2 d}} r^{-N} v^{2} d x+C_{4}\|g\|_{W_{\alpha}^{1 / 2}\left(\Gamma_{0}^{2 d}\right)}^{2}+ \\
& +C_{5}\|f\|_{W_{\alpha}^{0}\left(G_{0}^{2 d}\right)}^{2}+C_{6} u^{2}(0)\left(\|a\|_{W_{4-N}(G)}^{2}+\right.  \tag{10.1.72}\\
& \left.+\|\gamma\|_{W_{2-N}^{1 / 2 G)}}^{2}\right) .
\end{align*}
$$

From (10.1.71) and (10.1.72) follows the desired estimate (10.1.61).
Theorem 10.24. Let $u$ be a strong solution of the problem (LRP) and $\lambda$ be as above (see (2.5.11) or (2.5.19)) . Let assumptions (a)-(d) with $\beta>\lambda-2$ be satisfied. Suppose, in addition, that $g(x) \in \mathfrak{W}_{\alpha}^{\frac{1}{2}}(\partial G)$, where

$$
4-N-2 \lambda<\alpha<4-N
$$

and $a(x) \in W_{\alpha}^{0}(G), \gamma(x) \in W_{\alpha-2}^{\frac{1}{2}}(\partial G)$, if $u(0) \neq 0$.
Then $(u(x)-u(0)) \in \mathscr{W}_{\alpha}^{2}(G)$ and

$$
\begin{align*}
& \left(\int_{\partial G} r^{\alpha-3} \gamma(x)(u(x)-u(0))^{2} d s\right)^{\frac{1}{2}}+\|u(x)-u(0)\|_{\mathscr{W}_{\alpha}^{2}(G)} \leq  \tag{10.1.73}\\
& \leq C\left(|u|_{0, G}+\|f\|_{\dot{W}_{\alpha}^{0}(G)}+\|g\|_{\dot{W}_{\alpha}^{1 / 2}(\partial G)}+\right. \\
& \left.+|u(0)|\left(1+\|a\|_{\mathscr{W}_{\alpha}^{0}(G)}+\|\gamma\|_{W_{\alpha-2}^{1 / 2}(G)}\right)\right),
\end{align*}
$$

where the constant $C>0$ depends only on $\nu, \mu, \alpha, N,\left\|a^{i}\right\|_{p, G}, i=1, \ldots, N$; $\|a\|_{N, G}, \lambda, \gamma_{0},\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}$, the moduli of continuity of the coefficients $a^{i j}$ and the domain $G$.

Proof. We consider the function $v(x)=u(x)-u(0)$ which satisfies the problem $(L R P)_{0}$ and multiply both sides of the equation of the $(L R P)_{0}$ by $r_{\varepsilon}^{\alpha-2} v(x)$ and integrate over $G$. We obtain:

$$
\begin{array}{r}
\int_{G} r_{\varepsilon}^{\alpha-2} v \triangle v d x=\int_{G} r_{\varepsilon}^{\alpha-2} v\{f(x)-a(x) u(0)-  \tag{10.1.74}\\
\left.-\left\langle\left(a^{i j}(x)-a^{i j}(0)\right) v_{x_{i} x_{j}}+a^{i}(x) v_{x_{i}}+a(x) v\right\rangle\right\}, \forall \varepsilon>0 .
\end{array}
$$

We transform the integral from the left in (10.1.74) by the Gauss-Ostrogradskiy formula

$$
\begin{align*}
\int_{G} r_{\varepsilon}^{\alpha-2} v \triangle v d x=\int_{\partial G} r_{\varepsilon}^{\alpha-2} v \frac{\partial v}{\partial \vec{n}} d s- & \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+  \tag{10.1.75}\\
& +\frac{2-\alpha}{2} \int_{G} r_{\varepsilon}^{\alpha-3} \frac{\partial v^{2}}{\partial x_{i}} \frac{\partial r_{\varepsilon}}{\partial x_{i}} d x
\end{align*}
$$

Because of the boundary condition of the $(L R P)_{0}$, we obtain

$$
\begin{align*}
& \text { 0.1.76) } \int_{G} r_{\varepsilon}^{\alpha-2} v \triangle v d x=\frac{2-\alpha}{2} \int_{G} r_{\varepsilon}^{\alpha-3} \frac{\partial v^{2}}{\partial x_{i}} \frac{\partial r_{\varepsilon}}{\partial x_{i}} d x-  \tag{10.1.76}\\
& -\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\int_{\partial G} r_{\varepsilon}^{\alpha-2} v\left\{g(x)-\frac{1}{r} \gamma(x) u(0)-\frac{1}{r} \gamma(x) v\right\} d s, \forall \varepsilon>0 .
\end{align*}
$$

Now we transform the second integral from the right in (10.1.76). For this we use the Gauss-Ostrogradskiy formula once more

$$
\begin{align*}
\int_{G} r_{\varepsilon}^{\alpha-3} \frac{\partial r_{\varepsilon}}{\partial x_{i}} \frac{\partial v^{2}}{\partial x_{i}} d x=\int_{\partial G} r_{\varepsilon}^{\alpha-3} v^{2} \frac{\partial r_{\varepsilon}}{\partial x_{i}} & \cos \left(\vec{n}, x_{i}\right) d s-  \tag{10.1.77}\\
& -\int_{G} v^{2} \frac{\partial}{\partial x_{i}}\left(r_{\varepsilon}^{\alpha-3} \frac{\partial r_{\varepsilon}}{\partial x_{i}}\right) d x
\end{align*}
$$

Because of $\frac{\partial r_{\varepsilon}}{\partial x_{1}}=\frac{x_{1}+\varepsilon}{r_{\varepsilon}}, \frac{\partial r_{c}}{\partial x_{i}}=\frac{x_{i}}{r_{e}}(i \geq 2), \partial G=\Gamma_{0}^{d} \cup \Gamma_{d}$ and by (1.3.14), we obtain

$$
\begin{align*}
\int_{\partial G} r_{\varepsilon}^{\alpha-3} v^{2} \frac{\partial r_{\varepsilon}}{\partial x_{i}} \cos \left(\vec{n}, x_{i}\right) d s=-\varepsilon \sin \frac{\omega_{0}}{2} \int_{\Gamma_{0}^{d}} & r_{\varepsilon}^{\alpha-4} v^{2} d s+  \tag{10.1.78}\\
& +\int_{\Gamma_{d}} r_{\varepsilon}^{\alpha-3} v^{2} \frac{\partial r_{\varepsilon}}{\partial \vec{n}} d s
\end{align*}
$$

However, by the fourth property of $r_{\varepsilon}$, we have

$$
\begin{equation*}
-\int_{G} v^{2} \frac{\partial}{\partial x_{i}}\left(r_{\varepsilon}^{\alpha-3} \frac{\partial r_{\varepsilon}}{\partial x_{i}}\right) d x=(4-N-\alpha) \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x \tag{10.1.79}
\end{equation*}
$$

From (10.1.77)-(10.1.79) it follows that

$$
\begin{aligned}
& (10.1 .80) \quad \frac{2-\alpha}{2} \int_{G} r_{\varepsilon}^{\alpha-3} \frac{\partial v^{2}}{\partial x_{i}} \frac{\partial r_{\varepsilon}}{\partial x_{i}} d x=\frac{2-\alpha}{2} \int_{\Gamma_{d}} r_{\varepsilon}^{\alpha-3} v^{2} \frac{\partial r_{\varepsilon}}{\partial \vec{n}} d s- \\
& -\frac{2-\alpha}{2} \varepsilon \sin \frac{\omega_{0}}{2} \int_{\Gamma_{0}^{d}} r_{\varepsilon}^{\alpha-4} v^{2} d s+\frac{(2-\alpha)(4-N-\alpha)}{2} \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x, \forall \varepsilon>0 .
\end{aligned}
$$

From (10.1.74), (10.1.75) and (10.1.80) with regard to $a(x) \leq 0$ we obtain the following equality

$$
\begin{align*}
& \text { (10.1.81) } \int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\varepsilon \frac{2-\alpha}{2} \sin \frac{\omega_{0}}{2} \int_{\Gamma_{0}^{d}} r_{\varepsilon}^{\alpha-4} v^{2} d s+  \tag{10.1.81}\\
& \quad+\int_{\partial G} r_{\varepsilon}^{\alpha-2} \frac{1}{r} \gamma(x) v^{2} d s=\frac{(2-\alpha)(4-\alpha-N)}{2} \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x+ \\
& +\int_{G} r_{\varepsilon}^{\alpha-2} v\left\{\left(a^{i j}(x)-a^{i j}(0)\right) v_{x_{i} x_{j}}+a^{i}(x) v_{x_{i}}+a(x) u(0)-f(x)\right\} d x+ \\
& +\frac{2-\alpha}{2} \int_{\Gamma_{d}} r_{\varepsilon}^{\alpha-3} v^{2} \frac{\partial r_{\varepsilon}}{\partial \vec{n}} d s+\int_{\partial G} r_{\varepsilon}^{\alpha-2} v g(x) d s-u(0) \int_{\partial G} r_{\varepsilon}^{\alpha-2} \frac{1}{r} \gamma(x) v d s, \forall \varepsilon>0 .
\end{align*}
$$

Now we estimate the integral over $\Gamma_{d}$. Since we have of on $\Gamma_{d}$ that $r_{\varepsilon} \geq h r \geq h d \Rightarrow(\alpha-3) \ln r_{\varepsilon} \leq(\alpha-3) \ln (h d)$, and since $\alpha<2$, we have $\left.r_{\varepsilon}^{\alpha-3}\right|_{\Gamma_{d}} \leq(h d)^{\alpha-3}$ and therefore

$$
\begin{equation*}
\frac{2-\alpha}{2} \int_{\Gamma_{d}} r_{\varepsilon}^{\alpha-3} v^{2} \frac{\partial r_{\varepsilon}}{\partial \vec{n}} d s \leq \frac{2-\alpha}{2}(h d)^{\alpha-3} \int_{\Gamma_{d}} v^{2} d s \tag{10.1.82}
\end{equation*}
$$

By (1.6.2), we obtain

$$
\begin{equation*}
\int_{\Gamma_{d}} v^{2} d s \leq C_{\delta} \int_{G_{\boldsymbol{d}}} v^{2} d x+\delta \int_{G_{\boldsymbol{d}}}|\nabla v|^{2} d x, \forall \delta>0 \tag{10.1.83}
\end{equation*}
$$

By the Cauchy inequality,

$$
v g=\left(r^{\frac{1}{2}} \frac{1}{\sqrt{\gamma(x)}}|g|\right)\left(r^{-\frac{1}{2}} \sqrt{\gamma(x)}|v|\right) \leq \frac{\delta}{2} r^{-1} \gamma(x) v^{2}+\frac{1}{2 \delta \gamma_{0}} r g^{2}, \forall \delta>0
$$

Taking into account property 1) of $r_{\varepsilon}$, we obtain

$$
\begin{align*}
& \int_{\partial G} r_{\varepsilon}^{\alpha-2}|v||g| d \sigma \leq \frac{\delta}{2} \int_{\partial G} r_{\varepsilon}^{\alpha-2} \frac{1}{r} \gamma(x) v^{2} d s+  \tag{10.1.84}\\
&+\frac{1}{2 \delta \gamma_{0}} h^{\alpha-2} \int_{\partial G} r^{\alpha-1} g^{2} d s, \forall \delta>0 .
\end{align*}
$$

From assumptions $(a)-(b)$ we have

$$
\max _{\Gamma_{0}^{d}}\left|a^{i j}(x)-a^{i j}(0)\right| \leq \mathcal{A}(d), \text { and } \max _{\Gamma_{d}}\left|a^{i j}(x)-a^{i j}(0)\right| \leq 1+\mu .
$$

Hence by the Cauchy inequality and assumption (b), we obtain

$$
\begin{align*}
& \int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2} v\left\{\left(a^{i j}(x)-a^{i j}(0)\right) v_{x_{i} x_{j}}+|x| a^{i}(x) r^{-1} v_{x_{i}}\right\} d x \leq  \tag{10.1.85}\\
& \quad \leq \mathcal{A}(d) C_{1}(N) \int_{G_{0}^{d}}\left(r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}+r^{-2} r_{\varepsilon}^{\alpha-2} v^{2}\right) d x .
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
\int_{G_{d}} r_{\varepsilon}^{\alpha-2} v\left\{\left(a^{i j}(x)\right.\right. & \left.\left.-a^{i j}(0)\right) v_{x_{i} x_{j}}+a^{i}(x) v_{x_{i}}\right\} d x \leq  \tag{10.1.86}\\
& \leq C_{2}(N, \operatorname{diam} G)(h d)^{\alpha-2} \int_{G_{d}}\left(v_{x x}^{2}+|\nabla v|^{2}\right) d x .
\end{align*}
$$

Further, from the Cauchy inequality we obtain

$$
\begin{align*}
& \int_{G} r_{\varepsilon}^{\alpha-2} v f(x) d x \leq \frac{\delta}{2} \int_{G} r^{-2} r_{\varepsilon}^{\alpha-2} v^{2} d x+  \tag{10.1.87}\\
&+\frac{1}{2 \delta} \int_{G} r^{2} r_{\varepsilon}^{\alpha-2} f^{2}(x) d x, \forall \delta>0
\end{align*}
$$

(10.1.89)

$$
\begin{align*}
|u(0)| \int_{\partial G} r_{\varepsilon}^{\alpha-2} r^{-1} \gamma(x)|v| d s & \leq \frac{\delta}{2} \int_{\partial G} r_{\varepsilon}^{\alpha-2} r^{-1} \gamma(x)|v|^{2} d s+  \tag{10.1.88}\\
& +\frac{1}{2 \delta}|u(0)|^{2} \int_{\partial G} r_{\varepsilon}^{\alpha-2} r^{-1} \gamma(x) d s, \forall \delta>0
\end{align*}
$$

$$
\int_{G} r_{\varepsilon}^{\alpha-2} v(x) u(0) a(x) d x \leq \frac{\delta}{2} \int_{G} r^{-2} r_{\varepsilon}^{\alpha-2} v^{2} d x+
$$

$$
+\frac{1}{2 \delta}|u(0)|^{2} \int_{G} r^{2} r_{\varepsilon}^{\alpha-2} a^{2}(x) d x, \forall \delta>0
$$

As a result from (10.1.81)-(10.1.89) we obtain with $\forall \delta>0$ :

$$
\begin{equation*}
\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s \leq \tag{10.1.90}
\end{equation*}
$$

$$
\begin{aligned}
& \leq \frac{(2-\alpha)(4-\alpha-N)}{2} \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x+\delta \int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s+ \\
& +\frac{1}{2 \gamma_{0}} h^{\alpha-2} \int_{\partial G} r^{\alpha-1} g^{2} d s+\mathcal{A}(d) C_{3}(\delta, \lambda, N) \int_{G_{0}^{d}}\left(r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}+\right. \\
& \left.+r^{-2} r_{\varepsilon}^{\alpha-2} v^{2}\right) d x+C_{\delta} \int_{G} r^{2} r_{\varepsilon}^{\alpha-2} f^{2}(x) d x+\delta \int_{G}\left(r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}+r^{-2} r_{\varepsilon}^{\alpha-2} v^{2}\right) d x+ \\
& +C_{4}(\alpha, h, d, \operatorname{diam} G) \int_{G_{d}}\left(v_{x x}^{2}+|\nabla v|^{2}\right) d x+C_{\delta}|u(0)|^{2}\left(\int_{\partial G} r_{\varepsilon}^{\alpha-2} r^{-1} \gamma(x) d s+\right. \\
& \left.+\int_{G} r^{2} r_{\varepsilon}^{\alpha-2} a^{2}(x) d x\right) .
\end{aligned}
$$

Now we consider two sets $G_{\rho / 4}^{2 \rho}$ and $G_{\rho / 2}^{\rho} \subset G_{\rho / 4}^{2 \rho}, \rho>0$. We make the coordinate transformation $x=\rho x^{\prime}$. The function $z\left(x^{\prime}\right)=v\left(\rho x^{\prime}\right)$ in $G_{1 / 4}^{2}$ satisfies the equation
$(L R P)^{\prime \prime} \quad\left\{\begin{array}{l}a^{i j}\left(\rho x^{\prime}\right) z_{x_{i}^{\prime} x_{j}^{\prime}}+\rho a^{i}\left(\rho x^{\prime}\right) z_{x_{i}^{\prime}}+\rho^{2} a\left(\rho x^{\prime}\right) z=\rho^{2} f\left(\rho x^{\prime}\right), \\ \\ \frac{\partial z}{\partial \vec{n}^{\prime}}+\frac{1}{\left|x^{\prime}\right|} \gamma\left(\rho x^{\prime}\right) z=\rho g\left(\rho x^{\prime}\right), \quad x^{\prime} \in \Gamma_{1 / 4}^{2} .\end{array}\right.$

Because of the interior and near a smooth portion of the boundary $L^{2}$-estimates, Theorem 10.17, for the equation of the ( $\left.L R P\right)^{\prime \prime}$ solution, we have:

$$
\begin{aligned}
\int_{G_{1 / 2}^{1}}\left(z_{x^{\prime} x^{\prime}}^{2}+\left|\nabla^{\prime} z\right|^{2}\right) d x^{\prime} & \leq C_{5} \int_{G_{1 / 4}^{2}}\left(\rho^{4} f^{2}+z^{2}\right) d x^{\prime}+ \\
& +C_{6} \varrho^{2} \inf \int_{G_{1 / 4}^{2}}\left(\left|\nabla^{\prime} \mathcal{G}\right|^{2}+|\mathcal{G}|^{2}\right) d x^{\prime}
\end{aligned}
$$

where infimum is taken over all $\mathcal{G}$ such that $\left.\mathcal{G}\right|_{\Gamma_{1 / 4}^{2}}=g$ and the constants $C_{5}, C_{6}>0$ depend only on $\nu, \mu, \max _{x^{\prime} \in G_{1 / 4}^{2}} \mathcal{A}\left(\left|x^{\prime}\right|\right),\|\gamma\|_{C^{1}\left(\Gamma_{1 / 4}^{2}\right)}$ and the domain $G$. Multiplying both sides of this inequality by $(\varrho+\varepsilon)^{\alpha-2}$ and returning to
the variable $x$, we obtain

$$
\begin{aligned}
& \left.\left.\int_{G_{\rho / 2}^{\rho}}\left\langle\varrho^{2}(\varrho+\varepsilon)^{\alpha-2} v_{x x}^{2}+(\varrho+\varepsilon)^{\alpha-2}\right| \nabla v\right|^{2}\right\rangle d x \leq C_{5} \int_{G_{\rho / 4}^{2 \rho}}\left\langle\left(\varrho^{2}(\varrho+\varepsilon)^{\alpha-2} f^{2}+\right.\right. \\
+ & \left.\varrho^{-2}(\varrho+\varepsilon)^{\alpha-2} v^{2}\right\rangle d x+C_{6}(\varrho+\varepsilon)^{\alpha-2} \inf \int_{G_{\varrho / 4}^{2 \rho}}\left(\varrho^{2}|\nabla \mathcal{G}|^{2}+|\mathcal{G}|^{2}\right) d x, \forall \varepsilon>0 .
\end{aligned}
$$

Now, in the domain $G_{\rho / 2}^{\rho}$, we have

$$
\begin{gathered}
\frac{\varrho}{2}<r<\varrho \Rightarrow r<\varrho<2 r \Rightarrow \varrho+\varepsilon<2 r+\varepsilon \leq \frac{3}{h} r_{\varepsilon} \text { by the property 1) of } r_{\varepsilon} \\
\quad \Rightarrow \quad(\varrho+\varepsilon)^{\alpha-2} \geq\left(3 h^{-1}\right)^{\alpha-2} r_{\varepsilon}^{\alpha-2}, \text { since } \alpha<2
\end{gathered}
$$

Similarly in the domain $G_{\rho / 4}^{2 \rho}$ we have

$$
\begin{aligned}
\frac{\varrho}{4}<r<2 \varrho \Rightarrow & \frac{1}{2} r<\varrho<4 r \Rightarrow \varrho+\varepsilon \geq \frac{1}{2} r+\varepsilon>\frac{1}{2}(r+\varepsilon) \geq \frac{1}{2} r_{\varepsilon} \Rightarrow \\
& (\varrho+\varepsilon)^{\alpha-2} \leq 2^{2-\alpha} r_{\varepsilon}^{\alpha-2}, \text { since } \alpha<2 .
\end{aligned}
$$

Thus we obtain

$$
\begin{aligned}
& \int_{G_{\rho / 2}^{\rho}}\left(r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}\right) d x \leq \\
& \leq C_{7}(h, \alpha)\left\{C_{5} \int_{G_{\rho / 4}^{2 \rho}}\left(r^{\alpha} f^{2}+r^{-2} r_{\varepsilon}^{\alpha-2} v^{2}\right) d x+\right. \\
& \left.\quad+C_{6} \inf \int_{G_{\rho / 4}^{2 \rho}}\left(r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2}|\mathcal{G}|^{2}\right) d x\right\}, \forall \varepsilon>0 .
\end{aligned}
$$

Let $\rho=2^{-k} d,(k=0,1,2, \ldots)$ and let us sum the obtained inequalities over all $k$. Then we have

$$
\begin{align*}
\int_{G_{0}^{d}}\left(r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2}+\right. & \left.r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}\right) d x \leq C_{8} \int_{G_{0}^{2 d}} r^{-2} r_{\varepsilon}^{\alpha-2} v^{2} d x+  \tag{10.1.91}\\
& +C_{9}\|g\|_{W_{\alpha}^{1 / 2}\left(\Gamma_{0}^{2 d}\right)}^{2}+C_{10}\|f\|_{W_{\alpha}^{0}\left(G_{0}^{2 d}\right)}^{2}, \forall \varepsilon>0 .
\end{align*}
$$

Finally, we use once more the interior and near a smooth portion of the boundary $L^{2}$ - estimate for the equation ( $L$ ) solution. We obtain analogously

$$
\begin{align*}
& \text { 1.92) } \int_{G_{d}}\left(v_{x x}^{2}+|\nabla v|^{2}\right) d x \leq C_{11} \int_{G_{d / 2}}\left(f^{2}+v^{2}\right) d x+  \tag{10.1.92}\\
& +C_{12}\|g\|_{\dot{W}^{1 / 2}\left(\Gamma_{d / 2}\right)}^{2} \leq C(d, \operatorname{diam} G)\left(\|f\|_{\stackrel{\circ}{W}_{\alpha}^{0}\left(G_{d / 2}\right)}^{2}+\right. \\
& \\
& \\
&
\end{align*}
$$

Since $\alpha<2$ and by the property 1) of $r_{\varepsilon}$ we have $r_{\varepsilon}^{\alpha-2} \leq r^{\alpha-2}$ and therefore with regard to (10.1.52) we get

$$
\begin{align*}
& \int_{\partial G} r_{\varepsilon}^{\alpha-2} r^{-1} \gamma(x) d s \leq \int_{\partial G} r^{\alpha-3} \gamma(x) d s \leq \frac{1}{\gamma_{0}} \int_{\partial G} r^{\alpha-3} \gamma^{2}(x) d s \leq  \tag{10.1.93}\\
& \leq c \\
& \gamma_{0}
\end{align*} \gamma \|_{W_{\alpha-2}^{1 / 2}(G)}^{2} .
$$

From (10.1.90)-(10.1.93) we obtain

$$
\begin{align*}
& \text { 94) } \int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s+\int_{G}\left(r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}\right) d x \leq  \tag{10.1.94}\\
& \leq \\
& \frac{(2-\alpha)(4-\alpha-N)}{2} \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x+\delta \int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s+ \\
& +(\mathcal{A}(d)+\delta) C_{13}(d, \lambda, N) \int_{G}\left(r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}+r^{-2} r_{\varepsilon}^{\alpha-2} v^{2}\right) d x+ \\
& +C_{14}\left(\alpha, d, h, \delta, \gamma_{0} d i a m G\right)\left(\|v\|_{2, G}^{2}+\|f\|_{W_{\alpha}^{0}(G)}^{2}+\|g\|_{\mathscr{W}_{\alpha}^{1 / 2}(\partial G)}^{2}+\right. \\
& \left.\quad+|u(0)|^{2}\left(\|a\|_{\mathscr{W}_{\alpha}^{0}(G)}^{2}+\|\gamma\|_{\mathscr{W}_{\alpha-2}^{1 / 2}(G)}^{2}\right)\right), \forall \varepsilon>0 .
\end{align*}
$$

By our assumptions of the theorem, in virtue of the obvious embedding

$$
\mathscr{W}_{\alpha}^{0}(G) \hookrightarrow \mathfrak{W}_{\beta}^{0}(G), \mathscr{W}_{\alpha}^{1 / 2}(\partial G) \hookrightarrow \mathfrak{W}_{\beta}^{1 / 2}(\partial G), \forall \beta \geq \alpha
$$

we obtain

$$
g(x) \in \mathscr{W}_{4-N}^{\frac{1}{2}}(\partial G), a(x) \in \mathscr{W}_{4-N}^{0}(G), \gamma(x) \in \mathscr{W}_{2-N}^{\frac{1}{2}}(\partial G)
$$

and therefore by Theorem $10.23 v(x) \in \stackrel{W}{4-N}_{2}^{2}(G)$. But then we can apply Theorem 2.18 and according to (2.5.13) we have

$$
\begin{array}{r}
\int_{\Omega} v^{2}(r, \omega) d \Omega \leq \frac{1}{\lambda(\lambda+N-2)}\left\{\int_{\Omega}\left|\nabla_{\omega} v(r, \omega)\right|^{2} d \Omega+\int_{\partial \Omega} \gamma(r, \omega) v^{2} d s\right\} \\
\quad \text { for a.e. } r \in(0, d)
\end{array}
$$

Multiplying both sides of this inequality by $(\varrho+\varepsilon)^{\alpha-2} r^{N-3}$ and integrating over $r \in\left(\frac{\varrho}{2}, \varrho\right)$ we obtain

$$
\begin{aligned}
\left.\int_{G_{\varrho / 2}^{\varrho}}(\varrho+\varepsilon)^{\alpha-2} r^{-2} v^{2} d x \leq \frac{1}{\lambda(\lambda}+N-2\right) & \left\{\int_{G_{\ell / 2}^{Q}}(\varrho+\varepsilon)^{\alpha-2}|\nabla v|^{2} d x+\right. \\
& \left.\quad+\int_{\Gamma_{\varrho / 2}^{\varrho}} r^{-1}(\varrho+\varepsilon)^{\alpha-2} \gamma(x) v^{2} d s\right\}, \forall \varepsilon>0
\end{aligned}
$$

or since $\varrho+\varepsilon \sim r_{\varepsilon}$

$$
\begin{aligned}
& \int_{G_{\varepsilon / 2}^{e}} r_{\varepsilon}^{\alpha-2} r^{-2} v^{2} d x \leq \frac{1}{\lambda(\lambda+N-2)}\left\{\int_{G_{\varepsilon / 2}^{Q}} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\right. \\
&\left.+\int_{\Gamma_{\varepsilon / 2}^{e}} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s\right\}, \forall \varepsilon>0 .
\end{aligned}
$$

Letting $\rho=2^{-k} d,(k=0,1,2, \ldots)$ and summing the obtained inequalities over all $k$ we get

$$
\begin{align*}
\int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2} r^{-2} v^{2} d x \leq \frac{1}{\lambda(\lambda+N-2)} & \left\{\int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\right.  \tag{10.1.95}\\
& \left.+\int_{\Gamma_{0}^{d}} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s\right\}, \forall \varepsilon>0 .
\end{align*}
$$

Therefore from (10.1.94), (10.1.95) it follows that

$$
\begin{equation*}
\int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s+\int_{G}\left(r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}\right) d x \leq \tag{10.1.96}
\end{equation*}
$$

$$
\begin{aligned}
& \leq \frac{(2-\alpha)(4-\alpha-N)}{2} \int_{G} r_{\varepsilon}^{\alpha-4} v^{2} d x+ \\
& +(\mathcal{A}(d)+\delta) C_{15}(d, \lambda, N)\left(\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s\right)+ \\
& \quad+C_{14}\left(\alpha, d, h, \delta, \gamma_{0}, \operatorname{diam} G\right)\left(\|v\|_{2, G}^{2}+\|f\|_{W_{\alpha}^{0}(G)}^{2}+\|g\|_{W_{\alpha}^{1 / 2}(\partial G)}^{2}+\right. \\
& \\
& \left.\quad+|u(0)|^{2}\left(\|a\|_{W_{\alpha}^{0}(G)}^{2}+\|\gamma\|_{W_{\alpha-2}(G)}^{21 / 2}\right)\right) .
\end{aligned}
$$

Finally, we use Lemma 2.37 and take into account that $r_{\varepsilon} \geq r$, because of the convexity of $G_{0}^{d}$. Then from (10.1.96) we get

$$
\begin{gather*}
\int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s+\int_{G}\left(r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}\right) d x \leq \\
\leq \frac{2(2-\alpha)(4-\alpha-N)}{(4-N-\alpha)^{2}+4 \lambda(\lambda+N-2)}\left\{\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\right. \\
\left.+\int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s\right\}+C_{14}|u(0)|^{2}\left(\|a\|_{W_{\alpha}^{0}(G)}^{2}+\|\gamma\|_{\mathscr{W}_{\alpha-2}^{1 / G)}}^{2}\right)+ \\
+C_{15}(\mathcal{A}(d)+\delta)\left(\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s\right)+ \\
\quad+C_{14}\left(\|v\|_{2, G}^{2}+\|f\|_{W_{\alpha}^{0}(G)}^{2}+\|g\|_{W_{\alpha}^{1 / 2}(\partial G)}^{2}\right), \forall \varepsilon>0 . \tag{10.1.97}
\end{gather*}
$$

In our case, by $4-N-2 \lambda<\alpha<4-N$, we have

$$
\frac{2(2-\alpha)(4-\alpha-N)}{(4-N-\alpha)^{2}+4 \lambda(\lambda+N-2)}<1
$$

and therefore we can rewrite (10.1.97) in the form

$$
\left(1-\frac{2(2-\alpha)(4-\alpha-N)}{(4-N-\alpha)^{2}+4 \lambda(\lambda+N-2)}\right)\left\{\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2}\right) d x+
$$

$$
\begin{aligned}
& \left.+\int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s\right\}+\int_{G} r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2} d x \leq \\
& \leq C_{15}(\mathcal{A}(d)+\delta)\left\{\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s\right\}+ \\
& +C_{14}\left(\alpha, d, h, \delta, \gamma_{0}, \operatorname{diam} G\right)\left(\|v\|_{2, G}^{2}+\|f\|_{\mathscr{W}_{\alpha}^{0}(G)}^{2}+\|g\|_{\mathscr{W}_{\alpha}^{1 / 2}(\partial G)}^{2}+\right. \\
& \\
& \left.+|u(0)|^{2}\left(\|a\|_{\mathscr{W}_{\alpha}^{0}(G)}^{2}+\|\gamma\|_{\mathscr{W}_{\alpha-2}(G)}^{2 / 2}\right)\right)
\end{aligned}
$$

In this case we choose

$$
\delta=\frac{1}{4 C_{15}}\left(1-\frac{2(2-\alpha)(4-\alpha-N)}{(4-N-\alpha)^{2}+4 \lambda(\lambda+N-2)}\right)
$$

and next $d>0$ such that, by the continuity of $\mathcal{A}(r)$ at zero,

$$
C_{15} \mathcal{A}(d) \leq \frac{1}{4}\left(1-\frac{2(2-\alpha)(4-\alpha-N)}{(4-N-\alpha)^{2}+4 \lambda(\lambda+N-2)}\right)
$$

Thus we have

$$
\begin{aligned}
& \int_{G} r^{2} r_{\varepsilon}^{\alpha-2} v_{x x}^{2} d x+\int_{G} r_{\varepsilon}^{\alpha-2}|\nabla v|^{2} d x+\int_{\partial G} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) v^{2} d s \leq \\
& \leq C_{16}\left(\alpha, d, h, \delta, \gamma_{0}, \operatorname{diam} G\right)\left(\|v\|_{2, G}^{2}+\|f\|_{\dot{W}_{\alpha}^{0}(G)}^{2}+\|g\|_{W_{\alpha}^{1 / 2}(\partial G)}^{2}+\right. \\
& \left..98) \quad+|u(0)|^{2}\left(\|a\|_{\mathscr{W}_{\alpha}^{0}(G)}^{2}+\|\gamma\|_{\mathscr{W}_{\alpha-2}^{1 / 2}(G)}^{2}\right)\right), \quad \forall \varepsilon>0 .
\end{aligned}
$$

We observe that the right hand side of (10.1.98) does not depend on $\varepsilon$. Therefore we can perform the passage to the limit as $\varepsilon \rightarrow+0$ by the Fatou Theorem. Hence it follows that

$$
\begin{align*}
\int_{\partial G} r^{\alpha-3} \gamma(x) v^{2} d s+\int_{G} & \left(r^{\alpha} v_{x x}^{2}+r^{\alpha-2}|\nabla v|^{2}\right) d x \leq  \tag{10.1.99}\\
\leq C_{16}\left(\alpha, d, h, \delta, \gamma_{0}, \operatorname{diam} G\right) & \left(\|v\|_{2, G}^{2}+\|f\|_{W_{\alpha}^{0}(G)}^{2}+\|g\|_{W_{\alpha}^{1 / 2}(\partial G)}^{2}+\right. \\
& \left.+|u(0)|^{2}\left(\|a\|_{W_{\alpha}^{0}(G)}^{2}+\|\gamma\|_{\dot{W}_{\alpha-2}(G)}^{21 / 2}\right)\right) .
\end{align*}
$$

Now, by the Hardy-Friedrichs-Wirtinger inequality (2.5.12), from (10.1.99) we get the desired estimate (10.1.73).

### 10.1.5. Local integral weighted estimates.

Theorem 10.25. Let $u(x)$ be a strong solution of the problem (LRP) and assumptions (a)-(d) be satisfied for $\mathcal{A}(r)$ being Dini continuous at zero. Suppose, in addition, that

$$
\begin{gathered}
g(x) \in \stackrel{W}{4-N}_{1 / 2}(\partial G) \quad \text { and } \\
a(x) \in \mathscr{W}_{4-N}^{0}(G), \gamma(x) \in \stackrel{W}{W}_{2-N}^{1 / 2}(\partial G), \text { if } u(0) \neq 0
\end{gathered}
$$

and there is $k_{s}$ from (10.1.1).
Then $(u(x)-u(0)) \in \stackrel{\AA}{4-N}_{2}^{2}(G)$ and there are $d \in(0,1)$ and a constant $C>0$ depending only on $\nu, \mu, d, \mathcal{A}(d), N, s, \lambda, \gamma_{0}, g_{1},\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}$, meas $G$ and on the quantity $\int_{0}^{d} \frac{\mathcal{A}(r)}{r} d r$, such that $\forall \varrho \in(0, d)$

$$
\|u(x)-u(0)\|_{\dot{W}_{4-N}^{2}\left(G_{0}^{\rho}\right)}^{2} \leq C\left(|u|_{0, G}+\|f\|_{\mathscr{W}_{4-N}^{0}(G)}+\|g\|_{\dot{W}_{4-N}^{1 / 2}(\partial G)}+\right.
$$

$$
\left.+|u(0)|\left(1+\|a\|_{\mathscr{W}_{4-N}^{0}(G)}+\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}\right)+k_{s}\right) \begin{cases}\varrho^{\lambda}, & \text { if } s>\lambda  \tag{10.1.100}\\ \varrho^{\lambda} \ln ^{3 / 2}\left(\frac{1}{\varrho}\right), & \text { if } s=\lambda \\ \varrho^{s}, & \text { if } s<\lambda\end{cases}
$$

Proof. From Theorem 10.23 it follows that $v(x)=u(x)-u(0)$ belongs to $\mathscr{W}_{4-N}^{2}(G)$, so it is enough to prove the estimate (10.1.100). We set

$$
\begin{equation*}
V(\rho) \equiv \int_{G_{0}^{o}} r^{2-N}|\nabla v|^{2} d x+\int_{\Gamma_{o}^{o}} r^{1-N} \gamma(x) v^{2} d s \tag{10.1.101}
\end{equation*}
$$

and multiply both sides of the $(L)_{0}$ equation by $r^{2-N} v(x)$ and integrate over the domain $G_{0}^{\rho}, 0<\rho<d$. As the result we obtain

$$
\begin{align*}
& V(\varrho)=\int_{\Omega}\left(\varrho v \frac{\partial v}{\partial r}+\frac{N-2}{2} v^{2}\right) d \Omega+\int_{\Gamma_{0}^{o}} r^{2-N} v g d s-  \tag{10.1.102}\\
& -u(0) \int_{\Gamma_{o}^{o}} r^{1-N} v \gamma(x) d s+\int_{G_{0}^{o}} r^{2-N} v\left\{\left(a^{i j}(x)-a^{i j}(0)\right) v_{x_{i} x_{j}}+\right. \\
& \left.+a^{i}(x) v_{x_{i}}+a(x) v-f(x)+u(0) a(x)\right\} d x .
\end{align*}
$$

We shall obtain an upper bound for each integral on the right. According to Lemma 2.35, we estimate the first integral.

Lemma 10.26 .

$$
\begin{gather*}
\int_{G_{0}^{e}} r^{4-N} v_{x x}^{2} d x \leq C_{1}\left(\nu, \mu, N, d, \mathcal{A}(d), g_{1},\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}\right)(V(2 \varrho)+ \\
.103) \quad+\|f\|_{\mathscr{W}_{4-N}^{0}\left(G_{0}^{2 e}\right)}^{2}+\|g\|_{\mathscr{W}_{4-N}^{1 / 2}\left(\Gamma_{0}^{2 e}\right)}^{2}+  \tag{10.1.103}\\
\left.+u^{2}(0)\left(\|a\|_{\mathscr{W}_{4-N}^{0}\left(G_{0}^{2 e}\right)}^{2}+\|\gamma\|_{W_{2-N}^{1 / 2}\left(\Gamma_{0}^{2 \rho}\right)}^{2}\right)\right) .
\end{gather*}
$$

Proof. The proof is analogous to reasoning deriving (10.1.57).

Now we estimate the second integral in (10.1.102). By the Cauchy inequality and Lemma 1.40

$$
\begin{align*}
\int_{\Gamma_{0}^{o}} r^{2-N}|v \| g| d s \leq \frac{\delta}{2} \int_{\Gamma_{0}^{o}} r^{1-N} \gamma(x) & v^{2} d s+  \tag{10.1.104}\\
& +\frac{C_{2}}{\delta \gamma_{0}}\|g\|_{W_{4-N}\left(\Gamma_{0}^{o}\right)}^{2 / 2}, \forall \delta>0 .
\end{align*}
$$

By (10.1.65) and (10.1.66), we obtain

$$
\begin{align*}
|u(0)| \int_{\Gamma_{0}^{o}} r^{1-N} \gamma(x)|v| d s \leq & \frac{\delta}{2} \int_{\Gamma_{0}^{o}} r^{1-N} \gamma(x)|v|^{2} d s+  \tag{10.1.105}\\
& +|u(0)|^{2} \frac{C_{2}}{\delta \gamma_{0}}\|\gamma\|_{W_{2-N}^{1 / 2}\left(\Gamma_{0}^{o}\right)}^{2}, \forall \delta>0 .
\end{align*}
$$

To estimate the last integral in (10.1.102) we use the Cauchy inequality, (2.5.12) with $\alpha=4-N$ and with the assumption (b) regarding the equation coefficients. We get

$$
\begin{array}{r}
\int_{G_{0}^{g}} r^{2-N} v\left\{\left(a^{i j}(x)-a^{i j}(0)\right) v_{x_{i} x_{j}}+a^{i}(x) v_{x_{i}}+a(x) v\right\} d x \leq  \tag{10.1.106}\\
\leq \mathcal{A}(\varrho) \int_{G_{0}^{o}} r^{4-N} v_{x x}^{2} d x+\mathcal{A}(\varrho) C_{2}(\lambda, N) V(\varrho)
\end{array}
$$

and

$$
\begin{array}{r}
.107) \int_{G_{0}^{o}} r^{2-N}|v(x)||-f(x)+u(0) a(x)| d x \leq \frac{\delta}{2} \int_{G_{0}^{e}} r^{-N} v^{2}(x) d x+  \tag{10.1.107}\\
+\frac{1}{\delta} \int_{G_{0}^{g}} r^{4-N}\left(f^{2}(x)+|u(0)|^{2} a^{2}(x)\right) d x \leq \frac{\delta}{2} H(\lambda, N, 4-N) V(\varrho)+ \\
+\frac{1}{\delta} k_{s}^{2} \varrho^{2 s}, \forall \delta>0,
\end{array}
$$

because of the supposition (10.1.1). By Lemma 2.35 and (10.1.103)(10.1.107), we get from (10.1.102) the differential inequality

$$
\begin{align*}
& V(\varrho) \leq \frac{\varrho}{2 \lambda} V^{\prime}(\varrho)+C_{1} \mathcal{A}(\varrho) V(2 \varrho)+C_{4}(\delta+\mathcal{A}(\varrho)) V(\varrho)+  \tag{10.1.108}\\
& \quad+C_{5} \delta^{-1} k_{s}^{2} \varrho^{2 s}, \forall \delta>0, \quad 0<\varrho<d .
\end{align*}
$$

We adjoin the initial condition $V(d) \leq V_{0}$ to it. By Theorem 10.23 for $\alpha=4-N$ we have

$$
\begin{align*}
& V(d)=\int_{G_{0}^{d}} r^{2-N}|\nabla u|^{2} d x+\int_{\Gamma_{0}^{d}} r^{1-N} \gamma(x) v^{2} d s \leq  \tag{10.1.109}\\
& \quad \leq C\left(|u|_{0, G}^{2}+\|f\|_{W_{4-N}^{0}(G)}^{2}+\|g\|_{\mathscr{W}_{4-N}^{1 / 2}(\partial G)}^{2}+\right. \\
& \left.\quad \quad+|u(0)|^{2} \cdot\left(\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}^{2}+\|a\|_{W_{4-N}(G)}^{2}\right)\right) \equiv V_{0} .
\end{align*}
$$

1) $s>\lambda$

Setting $\delta=\varrho^{\varepsilon}$ we obtain, from (10.1.108), the problem (CP) with

$$
\begin{gathered}
\mathcal{P}(\varrho)=\frac{2 \lambda}{\varrho}-C_{7}\left(\frac{\mathcal{A}(\varrho)}{\varrho}+\varrho^{\varepsilon-1}\right) ; \quad \mathcal{N}(\varrho)=2 \lambda C_{1} \frac{\mathcal{A}(\varrho)}{\varrho} ; \\
\mathcal{Q}(\varrho)=k_{s}^{2} C_{6} \varrho^{2 s-1-\varepsilon}, \forall \varepsilon>0 .
\end{gathered}
$$

Now we have, by (1.10.2),

$$
\begin{gathered}
\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau=2 \lambda \ln \frac{d}{\varrho}-C_{7}\left(\int_{\varrho}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau+\frac{d^{\varepsilon}-\varrho^{\varepsilon}}{\varepsilon}\right) \Rightarrow \\
\exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(\tau) d \tau\right) \leq 2^{2 \lambda} ; \quad \int_{\varrho}^{d} \mathcal{B}(\tau) d \tau \leq 2^{2 \lambda+1} \lambda C_{1} \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau
\end{gathered}
$$

and

$$
\begin{aligned}
& \exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda} \exp \left(C_{7} \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau\right) \exp \left(C_{7} \varepsilon^{-1} d^{\varepsilon}\right)= \\
&=C_{8}\left(\frac{\varrho}{d}\right)^{2 \lambda}
\end{aligned}
$$

In this case we also have

$$
\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau \leq k_{s}^{2} C_{9} \varrho^{2 \lambda} \int_{\varrho}^{d} \tau^{2 s-2 \lambda-\varepsilon-1} d \tau \leq k_{s}^{2} C_{10} \varrho^{2 \lambda}
$$

since $s>\lambda$.
Now we apply Theorem 1.57, and then from (1.10.1), by virtue of the deduced inequalities and with regard to (10.1.103), we obtain the first statement of (10.1.100).
2) $s=\lambda$

Taking in (10.1.108) any function $\delta(\varrho)>0$ instead of $\delta>0$, we obtain the problem ( $C P$ ) with

$$
\begin{gathered}
\mathcal{P}(\varrho)=\frac{2 \lambda(1-\delta(\varrho))}{\varrho}-C_{7} \frac{\mathcal{A}(\varrho)}{\varrho} ; \quad \mathcal{N}(\varrho)=2 \lambda C_{1} \frac{\mathcal{A}(\varrho)}{\varrho} ; \\
\mathcal{Q}(\varrho)=k_{s}^{2} C_{6} \delta^{-1}(\varrho) \varrho^{2 \lambda-1}
\end{gathered}
$$

We choose

$$
\delta(\varrho)=\frac{1}{2 \lambda \ln \left(\frac{e d}{\varrho}\right)}, 0<\varrho<d
$$

where $e$ is the Euler number. Then we obtain

$$
\exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(\tau) d \tau\right) \leq 2^{2 \lambda} ; \quad \int_{\varrho}^{d} \mathcal{B}(\tau) d \tau \leq 2^{2 \lambda+1} \lambda C_{1} \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau
$$

and

$$
\begin{gathered}
-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau \leq \ln \left(\frac{\varrho}{d}\right)^{2 \lambda}+\int_{\varrho}^{d} \frac{d \tau}{\tau \ln \left(\frac{e d}{\tau}\right)}+C_{7} \int_{0}^{d} \mathcal{A}(\tau) d \tau= \\
=\ln \left(\frac{\varrho}{d}\right)^{2 \lambda}+\ln \ln \left(\frac{e d}{\varrho}\right)+C_{7} \int_{0}^{d} \mathcal{A}(\tau) d \tau \Rightarrow \\
\exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda} \ln \left(\frac{e d}{\varrho}\right) \exp \left(C_{7} \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau\right)
\end{gathered}
$$

because of (1.10.2). In this case we also have

$$
\begin{array}{r}
\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau \leq k_{s}^{2} C_{11} \varrho^{2 \lambda} \int_{\varrho}^{d} \delta^{-1}(\tau) \tau^{-1} \ln \left(\frac{e d}{\tau}\right) d \tau \leq \\
\leq k_{s}^{2} C_{12} \varrho^{2 \lambda} \ln ^{3}\left(\frac{e d}{\varrho}\right)
\end{array}
$$

Now we apply Theorem 1.57, and from (1.10.1), by virtue of the deduced inequalities, we obtain

$$
V(\varrho) \leq C_{17}\left(V_{0}+k_{s}^{2}\right) \varrho^{2 \lambda} \ln ^{3} \frac{1}{\varrho}, \quad 0<\varrho<d<\frac{1}{e} .
$$

Taking into account (10.1.103), we obtain the second statement of (10.1.100).
3) $0<s<\lambda$

From (10.1.108) we obtain the problem ( $C P$ ) with

$$
\mathcal{P}(\varrho)=\frac{2 \lambda(1-\delta)}{\varrho}-C_{7} \frac{\mathcal{A}(\varrho)}{\varrho}, \quad \mathcal{N}(\varrho)=2 \lambda C_{1} \frac{\mathcal{A}(\varrho)}{\varrho}
$$

and

$$
\mathcal{Q}(\varrho)=k_{s}^{2} C_{6} \delta^{-1} \varrho^{2 s-1}, \forall \delta>0
$$

Now similar to case 1) we have

$$
\exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(\tau) d \tau\right) \leq 2^{2 \lambda(1-\delta)}, \quad \int_{\varrho}^{d} \mathcal{B}(\tau) d \tau \leq 2^{2 \lambda+1} \lambda C_{1} \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau
$$

and

$$
\exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda(1-\delta)} \exp \left(C_{7} \int_{0}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau\right)=C_{13}\left(\frac{\varrho}{d}\right)^{2 \lambda(1-\delta)}
$$

because of (1.10.2).
In this case we also have

$$
\begin{array}{r}
\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau \leq k_{s}^{2} C_{16} \delta^{-1} \varrho^{2 \lambda(1-\delta)} \int_{\varrho}^{d} \tau^{2 s-2 \lambda(1-\delta)-1} d \tau \leq \\
\leq k_{s}^{2} C_{14} \varrho^{2 s}
\end{array}
$$

if we choose $\delta \in\left(0, \frac{\lambda-s}{\lambda}\right)$.
Now we apply Theorem 1.57, and then from (1.10.1), by virtue of the deduced inequalities, we obtain

$$
V(\varrho) \leq C_{15}\left(V_{0} \varrho^{2 \lambda(1-\delta)}+k_{s}^{2} \varrho^{2 s}\right) \leq C_{16}\left(V_{0}+k_{s}^{2}\right) \varrho^{2 s},
$$

because of chosen $\delta$.
Taking into account (10.1.103), we deduce the third statement of (10.1.100).

Theorems 10.27 and 10.28 together with examples from Subsection 10.2.7 show that the assumptions about the smoothness of the coefficients of ( $L$ ) in Theorem 10.25 (i.e. Dini continuity of the function $\mathcal{A}(r)$ at zero from the hypothesis (b)) are essential for their validity.

Theorem 10.27. Let $u(x)$ be a strong solution of the problem (LRP) and the assumptions of Theorem 10.25 be satisfied with $\mathcal{A}(r)$, that is continuous at zero but not Dini continuous at zero. Then there are $d \in(0,1)$ and for each $\varepsilon>0$ a constant $C_{\varepsilon}>0$ depending only on $\varepsilon, \nu, \mu, d, s, N, \lambda, \gamma_{0}$, $\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}, g_{1}$, meas $G$, such that $\forall \varrho \in(0, d)$

$$
\begin{equation*}
\|u(x)-u(0)\|_{\mathscr{W}_{4-N}^{2}\left(G_{0}^{g}\right)} \leq C\left(|u|_{0, G}+\|f\|_{W_{4-N}^{0}(G)}+\|g\|_{\mathscr{W}_{4-N}^{1 / 2}(\partial G)}+\right. \tag{10.1.110}
\end{equation*}
$$

$$
\left.+|u(0)|\left(1+\|a\|_{\mathscr{W}_{4-N}^{0}(G)}+\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}\right)+k_{s}\right) \begin{cases}\varrho^{\lambda-\varepsilon}, & \text { if } s>\lambda \\ \varrho^{s-\varepsilon}, & \text { if } s \leq \lambda\end{cases}
$$

Proof. As above in Theorem 10.25, we get the problem ( $C P$ ), that is (10.1.108) and (10.1.109), with

$$
\mathcal{P}(\varrho)=\frac{2 \lambda}{\varrho}\left(1-\frac{\delta}{2}-C_{7} \mathcal{A}(\varrho)\right), \forall \delta>0, \quad \mathcal{N}(\varrho)=2 \lambda C_{1} \frac{\mathcal{A}(\varrho)}{\varrho}
$$

and

$$
\mathcal{Q}(\varrho)=k_{s}^{2} C_{17} \varrho^{2 s-1}
$$

Therefore we have

$$
-\int_{e}^{d} \mathcal{P}(\tau) d \tau=2 \lambda\left(1-\frac{\delta}{2}\right) \ln \frac{\varrho}{d}+2 \lambda C_{7} \int_{e}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau
$$

Now we apply the mean value theorem for integrals

$$
\int_{\varrho}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau \leq \mathcal{A}(d) \ln \frac{d}{\varrho}
$$

and choose $d>0$ by continuity of $\mathcal{A}(r)$ so that $2 C_{7} \mathcal{A}(d)<\delta$. Thus we obtain

$$
\exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda(1-\delta)}, \forall \delta>0
$$

Similarly we have

$$
\exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) \leq\left(\frac{\varrho}{\tau}\right)^{2 \lambda(1-\delta)}, \forall \delta>0
$$

Further it is obvious that

$$
\int_{\varrho}^{2 \varrho} \mathcal{P}(\tau) d \tau \leq 2 \lambda \ln 2
$$

and with regard to (1.10.2)

$$
\begin{gathered}
\int_{\varrho}^{d} \mathcal{B}(\tau) d \tau \leq 2 \lambda 2^{2 \lambda} C_{7} \int_{\varrho}^{d} \frac{\mathcal{A}(\tau)}{\tau} d \tau \leq 2 \lambda 2^{2 \lambda} C_{7} \mathcal{A}(d) \ln \frac{d}{\varrho} \leq \delta \lambda 2^{2 \lambda} \ln \frac{d}{\varrho} \Rightarrow \\
\exp \left(\int_{\varrho}^{d} \mathcal{B}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{-\delta \lambda 2^{2 \lambda}}, \forall \delta>0 .
\end{gathered}
$$

Hence, by (1.10.1) of Theorem 1.57, we have

$$
\begin{align*}
V(\varrho) \leq\left(\frac{\varrho}{d}\right)^{-\delta \lambda 2^{2 \lambda}} & \left\{V_{0}\left(\frac{\varrho}{d}\right)^{2 \lambda(1-\delta)}+\right.  \tag{10.1.111}\\
& \left.+\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau\right\}, \quad \forall \delta>0 .
\end{align*}
$$

Now we estimate the last integral

$$
\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau \leq k_{s}^{2} C_{17} \varrho^{2 \lambda(1-\delta)} \int_{\varrho}^{d} \tau^{2 s-2 \lambda(1-\delta)-1} d \tau=
$$

$$
=k_{s}^{2} C_{17} \varrho^{2 \lambda(1-\delta)} \frac{d^{2 s-2 \lambda(1-\delta)}-\varrho^{2 s-2 \lambda(1-\delta)}}{2 s-2 \lambda(1-\delta)} \leq k_{s}^{2} C_{18}\left\{\begin{array}{l}
\varrho^{2 \lambda(1-\delta)}, \text { if } s \geq \lambda,  \tag{10.1.112}\\
\varrho^{2 s}, \quad \text { if } 0<s<\lambda
\end{array}\right.
$$

(We choose $\delta>0$ so that $\delta \neq \frac{\lambda-s}{\lambda}$.)
From (10.1.111) - (10.1.112) and because of (10.1.103) Lemma 10.26 follows the desired estimate (10.1.110).

We can improve Theorem 10.27 in the case $s \geq \lambda$, if $\mathcal{A}(r) \ln \frac{1}{r} \leq$ const.
Theorem 10.28. Let $u(x)$ be a strong solution of the problem (LRP) and the assumptions of Theorem 10.25 be satisfied with $s \geq \lambda$ and $\mathcal{A}(r) \ln \frac{1}{r} \leq$ const, $\mathcal{A}(0)=0$. Then there are $d \in(0,1)$ and the constants $C>0, c>0$ depending only on $\nu, \mu, d, N, \lambda, \gamma_{0}, g_{1},\|\gamma\|_{C^{1}(\partial G \backslash \mathcal{O})}$, meas $G$, such that

$$
\begin{equation*}
\|u(x)-u(0)\|_{\mathscr{W}_{4-N}^{2}\left(G_{0}^{e}\right)}^{2} \leq C\left(|u|_{0, G}+\|f\|_{\mathscr{W}_{4-N}^{0}(G)}+\|g\|_{\mathscr{W}_{4-N}^{1 / 2}(\partial G)}+\right. \tag{10.1.113}
\end{equation*}
$$

$$
\left.+|u(0)|\left(1+\|a\|_{W_{4-N}^{0}(G)}+\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}\right)+k_{\lambda}\right) \varrho^{\lambda} \ln ^{c+1} \frac{1}{\varrho}, \quad 0<\varrho<d
$$

Proof. As above in Theorem 10.25, we get the problem ( $C P$ ), that is (10.1.108) and (10.1.109). Taking in (10.1.108) any function $\delta(\varrho)>0$ instead of $\delta>0$ we obtain the problem ( $C P$ ) with

$$
\mathcal{P}(\varrho)=\frac{2 \lambda(1-\delta(\varrho))}{\varrho}-C_{7} \frac{\mathcal{A}(\varrho)}{\varrho}, \quad \mathcal{N}(\varrho)=2 \lambda C_{1} \frac{\mathcal{A}(\varrho)}{\varrho}
$$

and

$$
\mathcal{Q}(\varrho)=k_{s}^{2} C_{6} \delta^{-1}(\varrho) \varrho^{2 s-1} .
$$

We choose

$$
\delta(\varrho)=\frac{1}{2 \lambda \ln \left(\frac{e d}{\varrho}\right)}, 0<\varrho<d
$$

where $e$ is the Euler number. Because of (1.10.2), since $\mathcal{A}(\varrho) \leq C \delta(\varrho)$, we have

$$
\begin{gathered}
\exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(\tau) d \tau\right) \leq 2^{2 \lambda} ; \quad \exp \left(\int_{\varrho}^{d} \mathcal{B}(\tau) d \tau\right) \leq \ln ^{c}\left(\frac{e d}{\varrho}\right), \quad c>0 \\
-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau \leq \ln \left(\frac{\varrho}{d}\right)^{2 \lambda}+c \int_{\varrho}^{d} \frac{d \tau}{\tau \ln \left(\frac{e d}{\tau}\right)}=\ln \left(\frac{\varrho}{d}\right)^{2 \lambda}+c \ln \ln \left(\frac{e d}{\varrho}\right) \Rightarrow \\
\quad \exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right) \leq\left(\frac{\varrho}{d}\right)^{2 \lambda} \ln ^{c}\left(\frac{e d}{\varrho}\right)
\end{gathered}
$$

for suitable small $d>0$.. In this case we also have

$$
\begin{array}{r}
\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau \leq k_{s}^{2} C_{19} \varrho^{2 \lambda} \int_{\varrho}^{d} \delta^{-1}(\tau) \tau^{2(s-\lambda)} \ln ^{c}\left(\frac{e \tau}{\varrho}\right) \frac{d \tau}{\tau} \\
\leq k_{s}^{2} C_{20} \varrho^{2 \lambda} \ln ^{c+2}\left(\frac{e d}{\varrho}\right)
\end{array}
$$

because $s \geq \lambda$.
Now we apply Theorem 1.57 and then from (1.10.1), by virtue of the deduced inequalities, we obtain

$$
\begin{equation*}
V(\varrho) \leq C_{21}\left(V_{0}+k_{s}^{2}\right) \varrho^{2 \lambda} \ln ^{2 c+2} \frac{1}{\varrho}, \quad 0<\varrho<d<\frac{1}{e} . \tag{10.1.114}
\end{equation*}
$$

From (10.1.114) and because of (10.1.103) the desired estimate (10.1.113) follows.
10.1.6. The power modulus of continuity at the conical point for strong solutions. In this section we prove Theorems 10.2, 10.3, 10.4.

## Proof of Theorem 10.2.

We define the functions $v(x)=u(x)-u(0)$ and

$$
\psi(\varrho)= \begin{cases}\varrho^{\lambda}, & \text { if } s>\lambda  \tag{10.1.115}\\ \varrho^{\lambda} \ln ^{3 / 2}\left(\frac{1}{\varrho}\right), & \text { if } s=\lambda \\ \varrho^{s}, & \text { if } s<\lambda\end{cases}
$$

for $0<\varrho<d$ and consider two sets $G_{\varrho / 4}^{2 \varrho}$ and $G_{\varrho / 2}^{\varrho} \subset G_{\varrho / 4}^{2 \varrho}, \varrho>0$. We perform the change of variables $x=\varrho x^{\prime}$ and $v\left(\varrho x^{\prime}\right)=\psi(\varrho) z\left(x^{\prime}\right)$. Because of $(L R P)_{0}$, the function $z\left(x^{\prime}\right)$ satisfies the problem
$(L R P)_{0}^{\prime}$

$$
\left\{\begin{array}{r}
a^{i j}\left(\varrho x^{\prime}\right) z_{x_{i}^{\prime} x_{j}^{\prime}}+\varrho a^{i}\left(\varrho x^{\prime}\right) z_{x_{i}^{\prime}}+\varrho^{2} a\left(\varrho x^{\prime}\right) z= \\
=\frac{\varrho^{2}}{\psi(\varrho)}\left(f\left(\varrho x^{\prime}\right)-u(0) a\left(\varrho x^{\prime}\right)\right), x^{\prime} \in G_{1 / 4}^{2} \\
\left.\frac{\partial z}{\partial \vec{n}^{\prime}}+\frac{1}{\left|x^{\prime}\right|} \gamma\left(\varrho x^{\prime}\right) z=\frac{\varrho}{\psi(\varrho)}\left(g\left(\varrho x^{\prime}\right)-u(0) \frac{\gamma\left(\rho x^{\prime}\right)}{\varrho\left|x^{\prime}\right|}\right)\right] \leq \\
\leq \frac{\varrho}{\psi(\varrho)} g\left(\varrho x^{\prime}\right), \quad x^{\prime} \in \Gamma_{1 / 4}^{2}
\end{array}\right.
$$

since without loss of generality we can suppose that $u(0) \geq 0$. We apply now Proposition 10.14. Because of the estimates proved there, we have

$$
\begin{align*}
& \sup _{G_{1 / 2}^{1}}\left|z\left(x^{\prime}\right)\right| \leq C\left\{\left(\int_{G_{1 / 4}^{2}} z^{2} d x^{\prime}\right)^{\frac{1}{2}}+\frac{\varrho}{\psi(\varrho)} \sup _{G_{1 / 4}^{2}}\left|g\left(\varrho x^{\prime}\right)\right|+\right. \\
&\left.+\frac{\rho^{2}}{\psi(\varrho)}\left(\int_{G_{1 / 4}^{2}}\left|f\left(\varrho x^{\prime}\right)-u(0) a\left(\varrho x^{\prime}\right)\right|^{N} d x^{\prime}\right)^{\frac{1}{N}}\right\} \tag{10.1.116}
\end{align*}
$$

where the constant $C>0$ depends only on $\left\|\left(\sum_{1}^{N}\left|a^{i}\right|^{2}\right)^{1 / 2}\right\|_{L_{q}\left(G_{1 / 4}^{2}\right)}$, $\|a\|_{L_{N}\left(G_{1 / 4}^{2}\right)}, M_{0}, g_{1}, \gamma_{0},\|\gamma\|_{L^{\infty}(\partial G)}, N, \nu, \operatorname{diam} G, \omega_{0}, \quad \sup _{\frac{1}{4}<\varrho<2} \frac{\rho}{\psi(\varrho)} \quad$ and $\int_{0}^{d} \frac{\mathcal{A}(r)}{r} d r$. Returning to the variable $x$ and the function $u(x)$, by Theorem
10.25 with (10.1.115), we obtain

$$
\begin{align*}
& \text { (10.1.117) } \int_{G_{1 / 4}^{2}} z^{2} d x^{\prime}=\frac{1}{\psi^{2}(\varrho)} \int_{G_{Q / 4}^{2 e}} \varrho^{-N}|u(x)-u(0)|^{2} d x \leq C\left(\left(|u|_{0, G}+\right.\right.  \tag{10.1.117}\\
& \left.+\|f\|_{\mathscr{W}_{4-N}^{0}(G)}+\|g\|_{\mathscr{W}_{4-N}^{1 / 2}(\partial G)}+|u(0)|\left(1+\|a\|_{\mathscr{W}_{4-N}^{0}(G)}^{0}+\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}\right)+k_{s}\right)^{2}
\end{align*}
$$

and

$$
\begin{align*}
& \left(\int_{G_{1 / 4}^{2}}\left|f\left(\varrho x^{\prime}\right)-u(0) a\left(\varrho x^{\prime}\right)\right|^{n} d x^{\prime}\right)^{\frac{1}{N}}=\varrho^{-1}\left(\int_{G_{\varrho / 4}^{2 \varrho}}|f(x)-u(0) a(x)|^{N} d x\right)^{\frac{1}{N}} \\
& \Rightarrow \frac{\varrho^{2}}{\psi(\varrho)}\left(\int_{G_{1 / 4}^{2}}|f(x)-u(0) a(x)|^{N} d x^{\prime}\right)^{\frac{1}{N}} \leq\|f+u(0) a\|_{N, G_{Q / 4}^{2 \varrho}} \frac{\varrho}{\psi(\varrho)} \leq \\
& 10.1 .118) \quad \leq \varkappa_{s} \frac{\varrho^{s}}{\psi(\varrho)} \leq \operatorname{const}(N, s, \lambda, d) \cdot \varkappa_{s} \tag{10.1.118}
\end{align*}
$$

by our assumptions. From (10.1.116), (10.1.117), and (10.1.118) we get:

$$
\sup _{G_{\rho / 2}^{\rho}}|u(x)-u(0)| \leq C\left(|u|_{0, G}+\|f\|_{\mathfrak{W}_{4-N}^{0}(G)}+\|g\|_{\mathfrak{W}_{4-N}^{1 / 2}(\partial G)}+\right.
$$

(10.1.119)

$$
\left.+g_{1}+|u(0)|\left(1+\|a\|_{W_{4-N}^{0}(G)}+\|\gamma\|_{\mathscr{W}_{2-N}^{1 / 2}(\partial G)}\right)+k_{s}+\varkappa_{s}\right) \psi(\varrho) .
$$

Putting now $|x|=\frac{2}{3} \varrho$ we finally obtain the desired estimate (10.1.2).
By the Sobolev Imbedding Theorems we have

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|\nabla^{\prime} z\left(x^{\prime}\right)\right| \leq c\|z\|_{W^{2, p}\left(G_{1 / 2}^{1}\right)}, \quad p>N \tag{10.1.120}
\end{equation*}
$$

By the local $L^{p}$ a priori estimate, Theorem 10.17, for the solution of the equation of the $(L R P)_{0}^{\prime}$ inside the domain and near a smooth portion of the boundary we have
(10.1.121) $\|z\|_{W^{2, p}\left(G_{1 / 2}^{1}\right)} \leq c(N, \nu, \mu, A(2))\left\{\frac{\varrho^{2}}{\psi(\varrho)}\|f+u(0) a\|_{L^{p}\left(G_{1 / 4}^{2}\right)}+\right.$

$$
\left.+\frac{\varrho}{\psi(\varrho)}\left\|g+u(0) \frac{\gamma\left(\varrho x^{\prime}\right)}{\varrho\left|x^{\prime}\right|}\right\|_{W^{1-1 / p, p}\left(\Gamma_{1 / 4}^{2}\right)}+\|z\|_{L^{p}\left(G_{1 / 4}^{2}\right)}\right\} .
$$

Returning back to the variables $x$, from (10.1.120) and (10.1.121), it follows that

$$
\begin{aligned}
& \sup _{G_{e / 2}^{e}}|\nabla v| \leq c \varrho^{-1}\left\{\varrho^{-N / p}\|v\|_{L^{p}\left(G_{e / 4}^{2 e}\right)}+\varrho^{2-N / p}\|f+u(0) a\|_{p, G_{e / 4}^{2 e}}+\right. \\
&\left.+\varrho^{2-N / p}\|g\|_{V_{p, 0}^{1-1 / p}\left(\Gamma_{e / 4}^{2 e}\right)}+\varrho^{1-N / p}|u(0)|\|\gamma\|_{V_{p, 0}^{1-1 / p}\left(\Gamma_{\ell / 4}^{2 e}\right)}\right\}
\end{aligned}
$$

or

$$
\begin{align*}
& \sup _{G_{\rho / 2}^{e}}|\nabla v| \leq c \varrho^{-1}\left\{|v|_{0, G^{2} / 4}^{2 \rho}+|u(0)|\|a\|_{V_{p, 2 p-N}^{0}}\left(G_{\ell / 4}^{2 e}\right)+\right.  \tag{10.1.122}\\
& \left.+\|f\|_{V_{p, 2 p-N}^{0}\left(G_{e / 4}^{2 \rho}\right)}+\|g\|_{V_{p, 2 p-N}^{1-1 / p}\left(\Gamma_{e / 4}^{2 \rho}\right)}+\mid u(0)\|\gamma\|_{V_{p, p-N}^{1-1 / p}\left(\Gamma_{e / 4}^{2 \rho}\right)}\right\} .
\end{align*}
$$

Because of (10.1.119), (10.1.2) and by the assumption (10.1.3), we get from (10.1.122) the required result (10.1.4).

## Proof of Theorem 10.3

We repeat verbatim the proof of Theorem 10.2 taking

$$
\psi(\varrho)= \begin{cases}\varrho^{\lambda-\varepsilon}, & \text { if } s>\lambda, \\ \varrho^{s-\varepsilon}, & \text { if } s \leq \lambda\end{cases}
$$

and applying Theorem 10.27.

## Proof of Theorem 10.4

We repeat verbatim the proof of Theorem 10.2 taking

$$
\psi(\varrho)=\varrho^{\lambda} \ln ^{c+1} \frac{1}{\varrho}
$$

and applying Theorem 10.28.
10.1.7. Examples. We present the examples that show that the conditions of Theorems 10.2-10.4 (in particular the Dini condition for the function $\mathcal{A}(r)$ in condition (b) at the point $\mathcal{O}$ in Theorem 10.2) are essential for their validity. We recall also Remark 2.38. Suppose $N=2$, the domain $G$ lies inside the corner

$$
\left.G_{0}=\left\{(r, \omega) \mid r>0 ;-\frac{\omega_{0}}{2}<\omega<\frac{\omega_{0}}{2}\right\}, \quad \omega_{0} \in\right] 0, \pi[,
$$

$\mathcal{O} \in \partial G$ and in some neighborhood of $\mathcal{O}$ the boundary $\partial G$ coincides with the sides of the corner $\omega=-\frac{\omega_{0}}{2}$ and $\omega=\frac{\omega_{0}}{2}$. We denote

$$
\Gamma_{ \pm}=\left\{(r, \omega) \mid r>0 ; \omega= \pm \frac{\omega_{0}}{2}\right\}
$$

and we put

$$
\left.\gamma(x)\right|_{\omega= \pm \frac{\omega_{0}}{2}}=\gamma_{ \pm}=\text {const }>0
$$

I.

$$
\left\{\begin{array}{l}
\triangle u=0, \quad x \in G_{0} \\
\left.\left(\frac{\partial u}{\partial n}+\frac{1}{r} \gamma_{ \pm} u\right)\right|_{\Gamma_{ \pm}}=0 .
\end{array}\right.
$$

We verify that the function $u(r, \omega)=r^{\lambda} \psi(\omega)$ is a solution of our problem, if $\lambda^{2}$ is the least positive eigenvalue of the problem

$$
\left\{\begin{array}{l}
\psi^{\prime \prime}+\lambda^{2} \psi=0, \quad \omega \in\left(-\frac{\omega_{0}}{2}, \frac{\omega_{0}}{2}\right) \\
\left.\left( \pm \psi^{\prime}+\gamma_{ \pm} \psi\right)\right|_{\omega= \pm \frac{\omega_{0}}{2}}=0
\end{array}\right.
$$

and $\psi(\omega)$ is a regular eigenfunction associated with $\lambda^{2}$. Precisely $\lambda$ is defined from the transcedence equation

$$
\begin{equation*}
\tan \left(\lambda \omega_{0}\right)=\frac{\lambda\left(\gamma_{+}+\gamma_{-}\right)}{\lambda^{2}-\gamma_{+} \gamma_{-}} \tag{10.1.123}
\end{equation*}
$$

Then we find the eigenfunction

$$
\begin{equation*}
\psi(\omega)=\lambda \cos \left[\lambda\left(\omega-\frac{\omega_{0}}{2}\right)\right]-\gamma_{+} \sin \left[\lambda\left(\omega-\frac{\omega_{0}}{2}\right)\right] . \tag{10.1.124}
\end{equation*}
$$

The existence of the positive solution of (10.1.123) may be deduced by the graphic method (see Figure 2). This example shows that the exponent $\lambda$ in (10.1.2) cannot be increased.

REmark 10.29. In order to have $\lambda>1$ we show that the condition $\gamma(x) \geq \gamma_{0}>\tan \frac{\omega_{0}}{2}$ from the assumption (c) of our Theorems is justified. In fact, we rewrite the equation (10.1.123) in the equivalent form

$$
\begin{equation*}
\lambda=\frac{1}{\omega_{0}}\left(\arctan \frac{\gamma_{+}}{\lambda}+\arctan \frac{\gamma_{-}}{\lambda}\right) . \tag{10.1.125}
\end{equation*}
$$

Hence it follows that

$$
\begin{align*}
1<\lambda & <\frac{1}{\omega_{0}}\left(\arctan \gamma_{+}+\arctan \gamma_{-}\right) \Rightarrow \\
\omega_{0} & <\arctan \frac{\gamma_{+}+\gamma_{-}}{1-\gamma_{+} \gamma_{-}}, \text {provided } \gamma_{+} \gamma_{-}<1 \tag{10.1.126}
\end{align*}
$$

has to be fulfilled. But our condition from the assumption (c) means that $\gamma_{ \pm} \geq \gamma_{0}>\tan \frac{\omega_{0}}{2}$. Hence we obtain

$$
\frac{\gamma_{+}+\gamma_{-}}{1-\gamma_{+} \gamma_{-}} \geq \frac{2 \gamma_{0}}{1-\gamma_{0}^{2}}>\frac{2 \tan \frac{\omega_{0}}{2}}{1-\tan ^{2} \frac{\omega_{0}}{2}}=\tan \omega_{0}, \omega_{0}<\frac{\pi}{2}
$$

Thus we get (10.1.126). In the case $\gamma_{ \pm} \geq \gamma_{0}>\tan \frac{\omega_{0}}{2} \geq 1$ for $\omega_{0} \in\left[\frac{\pi}{2}, \pi\right)$ the inequality $\lambda>1$ is fulfilled a fortiori, because of the property of the monotonic increase of the eigenvalues together with the increase of $\gamma(x)$ (see for example Theorem $6 \S 2$, chapter VI [87]).


Figure 2
II. The function

$$
u(r, \omega)=r^{\lambda}\left(\ln \frac{1}{r}\right)^{\frac{\lambda-1}{\lambda+1}} \psi(\omega)
$$

with $\lambda$ and $\psi(\omega)$ defined by (10.1.123) - (10.1.124) is a solution of the problem

$$
\left\{\begin{array}{l}
\sum_{i, j=1}^{N} a^{i j}(x) u_{x_{i} x_{j}}=0, x \in G_{0} \\
\left.\left(\frac{\partial u}{\partial n}+\frac{1}{r} \gamma_{ \pm} u\right)\right|_{\Gamma_{ \pm}}=0, \gamma_{ \pm}>0
\end{array}\right.
$$

in the corner $G_{0}$, where

$$
\begin{gathered}
a^{11}(x)=1-\frac{2}{\lambda+1} \cdot \frac{x_{2}^{2}}{r^{2} \ln 1 / r}, \quad r>0 \\
a^{12}(x)=a^{21}(x)=\frac{2}{\lambda+1} \cdot \frac{x_{1} x_{2}}{r^{2} \ln 1 / r}, \quad r>0 ; \\
a^{22}(x)=1-\frac{2}{\lambda+1} \cdot \frac{x_{1}^{2}}{r^{2} \ln 1 / r}, \quad r>0 ; \\
a^{i j}(0)=\delta_{i}^{j},(i, j=1,2) .
\end{gathered}
$$

In the domain $G_{0}^{d}, d<e^{-2}$ the equation is uniformly elliptic with ellipticity constants $\mu=1$ and $\nu=1-\frac{2}{\ln (1 / d)}$. Further, $\mathcal{A}(r)=\frac{2}{\lambda+1} \ln ^{-1}\left(\frac{1}{r}\right)$, i.e., the function $\mathcal{A}(r)$ does not satisfy the Dini condition at zero. Moreover, $a^{i j}(x)$ are continuous at the point $\mathcal{O}$. This example shows that the condition of Theorem 10.2 about Dini-continuity of the leading coefficients of the ( $L R P$ ) are essential, and it illustrates the precision of the assumptions of Theorem 10.4 as well.
III. The function

$$
u(r, \omega)=r^{\lambda} \ln \frac{1}{r} \psi(\omega)
$$

$\lambda$ and $\psi(\omega)$ defined by (10.1.123) - (10.1.124) is a solution of the problem

$$
\left\{\begin{array}{l}
\Delta u+\frac{2 \lambda}{r^{2} \ln \frac{1}{r}} u=0, x \in G_{0} \\
\left.\left(\frac{\partial u}{\partial n}+\frac{1}{r} \gamma_{ \pm} u\right)\right|_{\Gamma_{ \pm}}=0, \gamma_{ \pm}>0
\end{array}\right.
$$

in the corner $G_{0}$. This example shows that the assumptions of Theorem 10.4 on the lowest coefficients of the ( $L R P$ ) are precise and essential.
IV. The function

$$
u(r, \omega)=r^{\lambda} \ln \frac{1}{r} \psi(\omega)
$$

with $\lambda$ and $\psi(\omega)$ defined by (10.1.123) - (10.1.124) is a solution of the problem

$$
\left\{\begin{array}{l}
\Delta u=-2 \lambda r^{\lambda-2} \psi(\omega), x \in G_{0} \\
\left.\left(\frac{\partial u}{\partial n}+\frac{1}{r} \gamma_{ \pm} u\right)\right|_{\Gamma_{ \pm}}=0, \gamma_{ \pm}>0
\end{array}\right.
$$

in the corner $G_{0}$. All assumptions of Theorem 10.3 are fulfilled with $s=\lambda$. This example shows the precision of the assumptions for the right hand side of the ( $L R P$ ) in Theorem 10.2.

### 10.2. The quasilinear problem

10.2.1. Introduction. In this Section we consider the elliptic value problem (QLRP). We obtain the best possible estimates of the problem ( $Q L R P$ ) strong solutions near a conical boundary point. The analogous results were established in Chapter 7 for the Dirichlet problem.

Definition 10.30. A strong solution of the problem (QLRP) is a function $u(x) \in C^{0}(\bar{G}) \cap W^{1}(G) \cap W_{l o c}^{2, q}(\bar{G} \backslash \mathcal{O}), q \geq N$ that satisfies the equation for almost all $x \in G$, and the boundary condition in the sense of traces on $\partial G \backslash \mathcal{O}$.

We assume that $M_{0}=\max _{x \in \bar{G}}|u(x)|$ is known.
Let us recall some known facts about $W_{l o c}^{2, p}(G)$-solutions $(p>N)$ of the quasilinear oblique derivative problem in smooth domains.

Theorem 10.31. Local gradient bound estimate (see Theorems 13.13 and 13.14 [237]).

Let $G^{\prime} \subset \subset \bar{G} \backslash \mathcal{O}$ be any subdomain with a $C^{2}$ boundary portion $T=\left(\partial G^{\prime} \cap \partial G\right) \subset \partial G \backslash \mathcal{O}$. Let $u \in W^{2, p}\left(G^{\prime}\right) \cap C^{1}(T), p>N$ be a strong solution of the problem

$$
\begin{cases}a_{i j}\left(x, u, u_{x}\right) u_{x_{i}, x_{j}}+a\left(x, u, u_{x}\right)=0, & x \in G^{\prime}, \\ \frac{\partial u}{\partial \vec{n}}+\frac{1}{|x|} \gamma(x) u=g(x), & x \in T\end{cases}
$$

with $|u| \leq M_{0}$. Suppose that

$$
\begin{gathered}
a_{i j}(x, u, z), a(x, u, z) \in C^{1}\left(\overline{G^{\prime}} \times\left[-M_{0}, M_{0}\right] \times \mathbb{R}^{N}\right), \\
\gamma(x), g(x) \in C^{1}(T)
\end{gathered}
$$

and there are positive constants $\nu, \mu, \mu_{1}, K$ such that $a_{i j}(x, u, z), a(x, u, z)$ satisfy

$$
\begin{gathered}
\nu \xi^{2} \leq a_{i j}(x, u, z) \xi_{i} \xi_{j} \leq \mu \xi^{2}, \quad \forall \xi \in \mathbb{R}^{N} ; \\
|z|^{2}\left|\frac{\partial a_{i j}}{\partial z_{k}}\right|+|z|\left|\frac{\partial a_{i j}}{\partial u}\right|+\left|\frac{\partial a_{i j}}{\partial x_{k}}\right| \leq \mu_{1}|z| ; \\
|a(x, u, z)| \leq \mu_{1}\left(1+|z|^{2}\right) ; \\
|z|^{2}\left|\frac{\partial a}{\partial u}\right|+|z|^{2}\left|\frac{\partial a}{\partial z_{k}}\right|+\left|\frac{\partial a}{\partial x_{k}}\right| \leq \mu_{1}|z|^{3}
\end{gathered}
$$

for $|z| \geq K$. Then for any subdomain $G^{\prime \prime} \subset \subset G^{\prime} \cup T$ there is a constant $M_{1}>0$ depending only on $N, \nu, \mu, \mu_{1},\|\gamma\|_{C^{1}(T)},\|g\|_{C^{1}(T)}, M_{0}, K$ and $G^{\prime}$, $G^{\prime \prime}, T$ such that

$$
\sup _{G^{\prime \prime}}|\nabla u| \leq M_{1} .
$$

Theorem 10.32. Local Hölder gradient estimate (see Lemma 2.3 [236]). Let $G^{\prime} \subset \subset \bar{G} \backslash \mathcal{O}$ be any subdomain with a $C^{2}$ boundary portion $T=\left(\partial G^{\prime} \cap \partial G\right) \subset \partial G \backslash \mathcal{O}$. Let $u \in W^{2, p}\left(G^{\prime}\right) \cap C^{1}(T), p>N$ be a strong solution of the problem

$$
\begin{cases}a_{i j}\left(x, u, u_{x}\right) u_{x_{i}, x_{j}}+a\left(x, u, u_{x}\right)=0, & x \in G^{\prime}, \\ \frac{\partial u}{\partial \vec{n}}+\frac{1}{|x|} \gamma(x) u=g(x), & x \in T\end{cases}
$$

with $|u| \leq M_{0},|\nabla u| \leq M_{1}$. Suppose that

$$
\begin{gathered}
a_{i j}(x, u, z), a(x, u, z) \in C^{1}\left(\overline{G^{\prime}} \times\left[-M_{0}, M_{0}\right] \times\left[-M_{1}, M_{1}\right]\right), \\
\gamma(x), g(x) \in C^{1}(T)
\end{gathered}
$$

and there are positive constants $\nu, \mu, \mu_{1}$ such that $a_{i j}(x, u, z), a(x, u, z)$ satisfy

$$
\begin{gathered}
\nu \xi^{2} \leq a_{i j}(x, u, z) \xi_{i} \xi_{j} \leq \mu \xi^{2}, \quad \forall \xi \in \mathbb{R}^{N} ; \\
\left|\frac{\partial a_{i j}}{\partial z_{k}}\right|+\left|\frac{\partial a_{i j}}{\partial u}\right|+\left|\frac{\partial a_{i j}}{\partial x_{k}}\right|+|a(x, u, z)| \leq \mu_{1}
\end{gathered}
$$

for $|u| \leq M_{0},|\nabla u| \leq M_{1}$. Then for any subdomain $G^{\prime \prime} \subset \subset G^{\prime} \cup T$ there are constants $C>0, \tilde{\varkappa_{\varkappa}} \in(0,1)$ depending only on $N, \nu, \mu, \mu_{1},\|\gamma\|_{C^{1}(T)}$, $\|g\|_{C^{1}(T)}, M_{0}, M_{1}$ and $G^{\prime}, G^{\prime \prime}, T$ such that

$$
|u|_{1+\tilde{\varkappa}, G^{\prime \prime}} \leq C .
$$

We assume the existence $d>0$ such that $G_{0}^{d}$ is the convex rotational cone with the vertex at $\mathcal{O}$ and the aperture $\omega_{0} \in\left(\frac{\pi}{2}, \pi\right)$ (see (1.3.13)). Let $\mathfrak{M}=\left\{(x, u, z) \mid x \in \bar{G}, u \in \mathbb{R}, z \in \mathbb{R}^{N}\right\}$. Regarding the equation we assume that the following conditions are satisfied on $\mathfrak{M}$
(A) $a_{i j}(x, u, z) \in W^{1, q}(\mathfrak{M}), q>N ; \quad \gamma(x) \in L^{\infty}(\partial G) \cap C^{1}(\partial G \backslash \mathcal{O})$; the condition of Caratheodory: functions

$$
a(x, u, z), \frac{\partial a(x, u, z)}{\partial u} \in C A R
$$

that is
(i) they are measurable on $G$ as functions of variable $x$ for $\forall u, z$, (ii) they are continuous with respect to $u, z$ for almost all $x \in G$,
(B) the condition of uniform ellipticity

$$
\nu \xi^{2} \leq a_{i j}(x, u, z) \xi_{i} \xi_{j} \leq \mu \xi^{2},
$$

$$
\forall \xi \in \mathbb{R}^{N}, x \in G, u \in \mathbb{R}, z \in \mathbb{R}^{N} \text { and } \nu, \mu=\text { const }>0
$$

(C) $\frac{\partial a(x, u, z)}{\partial u} \leq 0$,
(D) there exist numbers $\beta>-1, \gamma_{0}>\tan \frac{\omega_{0}}{2}, \gamma_{1} \geq \gamma_{0}$, nonnegative constants $\delta, \mu_{1}, k_{1}, g_{0}$ and functions $b(x), f(x) \in L_{\text {loc }}^{q}(\bar{G} \backslash \mathcal{O}), q \geq N$ such that on $\mathfrak{M}$ the inequalities

$$
\begin{gathered}
|a(x, u, z)|+\left|\frac{\partial a(x, u, z)}{\partial u}\right| \leq \mu_{1}|z|^{2}+b(x)|z|+f(x) \\
b(x)+f(x) \leq k_{1}|x|^{\beta},|g(x)| \leq g_{0}|x|^{\delta} \\
\gamma_{0} \leq \gamma(x) \leq \gamma_{1}
\end{gathered}
$$

hold,
(E) the problem (QLRP) coefficients satisfy such conditions that guarantee $u \in C^{1+\tilde{x}}\left(G^{\prime}\right)$ and the existence of the local a priori estimate

$$
|u|_{1+\tilde{\varkappa}, G^{\prime}} \leq M_{1}, \tilde{\varkappa} \in(0,1)
$$

for any smooth $G^{\prime} \subset \subset \bar{G} \backslash\{\mathcal{O}\}$ (see Theorems 10.31 and 10.32).
Proposition 10.33. The local maximum principle (see Theorem 3.3 [225], Theorem 4.3 [234]; see as well [233]).

Let $G$ be a bounded domain in $\mathbb{R}^{N}$ with the $C^{1}$-boundary $\partial G \backslash \Gamma_{0}^{d}$ and $G_{0}^{d}$ be a convex rotational cone with the vertex at $\mathcal{O}$ and the aperture $\omega_{0} \in$ $\left(\frac{\pi}{2}, \pi\right)$. Let $u(x)$ be a strong solution of the problem (QLRP) with $|u| \leq M_{0}$. Suppose the conditions $(A),(B),(C)$ are satisfied. In addition, suppose that there are nonnegative number $\mu_{1}$ and nonnegative functions $b(x) \in L^{s}(G)$, $s>N, f(x) \in L^{N}(G)$, such that

$$
|a(x, u, z)| \leq \mu_{1}|z|^{2}+b(x)|z|+f(x) .
$$

Suppose finally that $g \in L^{\infty}(\partial G)$.

Then for any $q>0$ and $\sigma \in(0,1)$, there is a constant $C=C\left(\nu, \mu, \mu_{1}, M_{0}, \gamma_{0}, \omega_{0}, N, p, R, G,\|b\|_{L^{s}(G)},\|f\|_{L^{N}(G)}\right)$ such that

$$
\begin{aligned}
& \sup _{G_{0}^{R}}|u(x)| \leq C\left\{\left(\frac{1}{\operatorname{meas} G_{0}^{R}} \int_{G_{0}^{R}}|u|^{q} d x\right)^{1 / q}+\right. \\
& + \\
& \left.+R\left(\|f\|_{L^{N}\left(G_{0}^{R}\right)}+\|g\|_{L^{\infty}(\partial G)}\right)\right\}
\end{aligned}
$$

10.2.2. Weak smoothness of the strong solution. First we estimate $|u(x)|$ for the $(Q L R P)$ in the neighborhood of a conical point. To this end we use the barrier function, constructed in Lemma 10.18, Subsection 10.1.2.

ThEOREM 10.34. Let $u(x)$ be a strong solution of the problem (QLRP) and assumptions (A)-(D) be satisfied. Then there exist the numbers $d>0$ and $\varkappa>0$ depending only on $\nu, \mu, \mu_{1}, N, \varkappa_{0}, \omega_{0}, k_{1}, \beta, \delta, \gamma_{0}, g_{0}, M_{0}$ and the domain $G$ such that

$$
\begin{equation*}
|u(x)-u(0)| \leq C_{0}|x|^{\varkappa+1}, x \in G_{0}^{d} \tag{10.2.1}
\end{equation*}
$$

where the positive constant $C_{0}$ does not depend on $u$ but depends only on $\nu, \mu, \mu_{1}, g_{0}, N, k_{1}, \beta, \gamma_{0}, M_{0}$ and the domain $G$.

Proof. Let us take the linear elliptic operator

$$
\tilde{\mathcal{L}} \equiv a^{i j}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+a^{i}(x) \frac{\partial}{\partial x_{i}}, x \in G,
$$

where

$$
\begin{equation*}
a^{i j}(x)=a_{i j}\left(x, u(x), u_{x}(x)\right) ; a^{i}(x)=b(x)|\nabla u(x)|^{-1} u_{x_{i}}(x) \tag{10.2.2}
\end{equation*}
$$

Here we suppose that $a^{i}(x)=0, i=1, \ldots, N$ in such points $x$, where $|\nabla u(x)|=0$. Let us take the barrier function (10.1.15) and define the auxiliary function $v(x)$ as follows

$$
\begin{equation*}
v(x)=-1+\exp \left(\nu^{-1} \mu_{1}(u(x)-u(0))\right) \tag{10.2.3}
\end{equation*}
$$

For those functions we shall show that

$$
\left\{\begin{array}{l}
\tilde{\mathcal{L}}(A w(x)) \leq \tilde{\mathcal{L}} v(x), x \in G_{0}^{d}  \tag{10.2.4}\\
\mathcal{B}[A w(x)] \geq \mathcal{B}[v(x)], \quad x \in \Gamma_{0}^{d} \backslash \mathcal{O} \\
A w(x) \geq v(x), \quad x \in \Omega_{d} \cup \mathcal{O}
\end{array}\right.
$$

Let us calculate the operator $\widetilde{\mathcal{L}}$ on the function (10.2.3). We obtain

$$
\begin{aligned}
\widetilde{\mathcal{L}} v(x) & \equiv \nu^{-1} \mu_{1}\left(a^{i j}(x) u_{x_{i} x_{j}}+\nu^{-1} \mu_{1} a^{i j}(x) u_{x_{i}} u_{x_{j}}+b(x)|\nabla u(x)|\right) \times \\
& \times \exp \left(\nu^{-1} \mu_{1}(u(x)-u(0))\right)=\nu^{-1} \mu_{1}\left[b(x)|\nabla u(x)|-a\left(x, u(x), u_{x}(x)\right)\right. \\
& \left.+a^{i j}(x) u_{x_{i}} u_{x_{j}}\right] \exp \left(\nu^{-1} \mu_{1}(u(x)-u(0))\right) \geq \\
& \geq-\nu^{-1} \mu_{1} f(x) \exp \left(2 \nu^{-1} \mu_{1} M_{0}\right)
\end{aligned}
$$

in virtue of assumptions $(C)$ and $(D)$. Since $f(x) \leq k_{1} r^{\beta}$, we obtain

$$
\begin{equation*}
\widetilde{\mathcal{L}} v(x) \geq-\nu^{-1} \mu_{1} k_{1} r^{\beta} \exp \left(2 \nu^{-1} \mu_{1} M_{0}\right), x \in G_{0}^{d} . \tag{10.2.5}
\end{equation*}
$$

Let us calculate the operator $\widetilde{\mathcal{L}}$ on the barrier function (10.1.15). Let the number $\varkappa_{0}$ be such that Lemma 10.18 holds and suppose $\varkappa$ satisfies the inequality

$$
0<\varkappa \leq \min \left(\delta, \varkappa_{0}, \beta+1\right) .
$$

By (10.1.11) and (10.2.2), we obtain

$$
\begin{aligned}
& \widetilde{\mathcal{L}} w=\mathcal{L}_{0} w+b(x) \frac{u_{x_{i}}}{|\nabla u(x)|} w_{x_{i}} \leq-\nu h^{2}|x|^{\varkappa-1}+b(x)|\nabla w| \leq \\
& \quad \leq-\nu h^{2}|x|^{\varkappa-1}+b(x)|x|^{\varkappa} \sqrt{2+4 h^{2}+B\left(1+\varkappa_{0}\right)^{2}}
\end{aligned}
$$

Because of $b(x) \leq k_{1} r^{\beta}$, we get in $G_{0}^{d}$

$$
\widetilde{\mathcal{L}} w \leq r^{\varkappa-1}\left(-\nu h^{2}+d^{\beta+1} k_{1} \sqrt{2+4 h^{2}+B\left(1+\varkappa_{0}\right)^{2}}\right) \leq-\frac{1}{2} \nu h^{2} r^{\varkappa-1}
$$

if

$$
\begin{gather*}
k_{1} \sqrt{2+4 h^{2}+B\left(1+\varkappa_{0}\right)^{2}} d^{\beta+1} \leq \frac{1}{2} \nu h^{2} \Rightarrow \\
d \leq\left(\frac{\nu h^{2}}{2 k_{1} \sqrt{2+4 h^{2}+B\left(1+\varkappa_{0}\right)^{2}}}\right)^{\frac{1}{1+\beta}} . \tag{10.2.6}
\end{gather*}
$$

Hence, in virtue of (10.2.5), it follows that

$$
\widetilde{\mathcal{L}}[A w(x)] \leq \widetilde{\mathcal{L}} v(x), \quad x \in G_{0}^{d}
$$

if we define the number $A$ such that

$$
\begin{equation*}
A \geq 2 \mu_{1} k_{1} \nu^{-2} h^{-2} d^{1-\varkappa_{0}+\beta} \exp \left(2 \nu^{-1} \mu_{1} M_{0}\right) \tag{10.2.7}
\end{equation*}
$$

From (10.1.12) we get

$$
\begin{equation*}
\left.\mathcal{B}[A w]\right|_{\Gamma_{ \pm}^{d}} \geq A g_{0} r^{\delta} \tag{10.2.8}
\end{equation*}
$$

Let us calculate the operator $\mathcal{B}$ on the function $v(x)$ that is defined by (10.2.3)

$$
\mathcal{B}[v(x)] \equiv \frac{\partial v}{\partial \vec{n}}+\frac{1}{|x|} \gamma(x) v(x), \quad x \in \Gamma_{ \pm}^{d} \backslash \mathcal{O} .
$$

By the (QLRP) boundary condition, we have

$$
\begin{align*}
\left.\frac{\partial v}{\partial \vec{n}}\right|_{\Gamma_{ \pm}^{d} \backslash \mathcal{O}} & =\left.\nu^{-1} \mu_{1} \exp \left(\nu^{-1} \mu_{1}(u(x)-u(0))\right) \frac{\partial u}{\partial \vec{n}}\right|_{\Gamma_{ \pm}^{d} \backslash \mathcal{O}}= \\
& =\nu^{-1} \mu_{1} \exp \left(\nu^{-1} \mu_{1}(u(x)-u(0))\right)\left\langle g(x)-\frac{\gamma(x)}{|x|} u(x)\right\rangle \tag{10.2.9}
\end{align*}
$$

Using (10.2.9) and our assumptions, we calculate

$$
\begin{equation*}
\left.\mathcal{B}[v]\right|_{\Gamma_{ \pm}^{d} \backslash \mathcal{O}} \leq \nu^{-1} \mu_{1} \exp \left(2 \nu^{-1} \mu_{1} M_{0}\right)\left\langle g_{0} r^{\delta}-\frac{\gamma(x)}{|x|} u(x)\right\rangle+\frac{\gamma(x)}{|x|} v(x) \leq \tag{10.2.10}
\end{equation*}
$$

$$
\leq \exp \left(2 \nu^{-1} \mu_{1} M_{0}\right) g_{0} r^{\delta}+\frac{\gamma(x)}{|x|}\left[v-(1+v) \nu^{-1} \mu_{1} u(x)\right], \quad v>-1
$$

Because of (10.2.3), we have

$$
\begin{gathered}
\exp \left(\nu^{-1} \mu_{1}(u(x)-u(0))\right)=v+1 \Rightarrow \nu^{-1} \mu_{1}(u(x)-u(0))=\ln (1+v) \Rightarrow \\
\quad \Rightarrow(1+v) \nu^{-1} \mu_{1} u(x)=(1+v) \ln (1+v)+(1+v) \nu^{-1} \mu_{1} u(0)
\end{gathered}
$$

and, therefore, from (10.2.10) we obtain

$$
\begin{equation*}
\left.\mathcal{B}[v]\right|_{\Gamma_{ \pm}^{d} \backslash \mathcal{O}} \leq \exp \left(2 \nu^{-1} \mu_{1} M_{0}\right) g_{0} r^{\delta}+\frac{\gamma(x)}{|x|}[v-(1+v) \ln (1+v)] \leq \tag{10.2.11}
\end{equation*}
$$

if only $u(0) \geq 0$. Indeed, if we denote $f(v)=v-(1+v) \ln (1+v), v>-1$ we get $f^{\prime}(v)=$
$=-\ln (1+v)$ and $f^{\prime \prime}(v)=-\frac{1}{1+v}$. We see that $f^{\prime}(v)=0 \Leftrightarrow v=0$ and $f^{\prime \prime}(0)=$
$=-1<0$. Then we obtain

$$
\max _{v>-1} f(v)=f(0)=0 \Longrightarrow(10.2 .11)
$$

Taking into account (10.2.8) and (10.2.11), we choose

$$
\begin{equation*}
A \geq \nu^{-1} \mu_{1} g_{0}^{-1} \exp \left(2 \nu^{-1} \mu_{1} M_{0}\right) \tag{10.2.12}
\end{equation*}
$$

and we obtain

$$
\mathcal{B}[A w] \geq \mathcal{B}[v] \text { on } \Gamma_{ \pm}^{d} \backslash \mathcal{O}
$$

If $u(0)<0$, instead of the function $v(x)$, defined by (10.2.3), we have to take the function

$$
\begin{equation*}
z(x):=1-\exp \left(-\nu^{-1} \mu_{1}(u(x)-u(0))\right) . \tag{10.2.13}
\end{equation*}
$$

Now we compare $v(x)$ and $w(x)$ on $\Omega_{d}$. Since $x^{2} \geq h^{2} y^{2}$ in $\bar{K}$, from (10.1.15) we have

$$
\begin{equation*}
\left.w(x)\right|_{r=d} \geq\left. B|x|^{1+\varkappa}\right|_{r=d}=B d^{1+\varkappa} \cos ^{\varkappa+1} \frac{\omega_{0}}{2} \tag{10.2.14}
\end{equation*}
$$

On the other hand

$$
\begin{align*}
\left.v(x)\right|_{\Omega_{d}} & =-1+\left.\exp \left(\nu^{-1} \mu_{1}(u(x)-u(0))\right)\right|_{\Omega_{d}} \leq  \tag{10.2.15}\\
& \leq-1+\exp \left(2 \nu^{-1} \mu_{1} M_{0}\right)
\end{align*}
$$

and, therefore, from (10.2.14) and(10.2.15), in virtue of (10.1.20), we obtain:

$$
\begin{aligned}
\left.A w(x)\right|_{\Omega_{d}} & \geq A B d^{1+\varkappa} \cos ^{\varkappa+1} \frac{\omega_{0}}{2} \geq A\left\{\frac{g_{0}\left(1+h^{2}\right)^{\frac{\varkappa_{0}+1}{2}}}{h^{\varkappa_{0}}}+2\left(1+h^{2}\right)\right\} \times \\
& \times \frac{1}{h \gamma_{0}-1-\varkappa_{0}} d^{1+\varkappa_{0}} h^{1+\varkappa_{0}}\left(1+h^{2}\right)^{-\frac{1+\varkappa_{0}}{2}} \geq \\
& \geq \exp \left(2 \nu^{-1} \mu_{1} M_{0}\right)-1 \geq\left. v\right|_{\Omega_{d}}
\end{aligned}
$$

if we choose $A$ enough great

$$
\begin{equation*}
A \geq \frac{\left[\exp \left(2 \nu^{-1} \mu_{1} M_{0}\right)-1\right]\left(h \gamma_{0}-1-\varkappa_{0}\right)}{h d^{1+\varkappa_{0}}\left[g_{0}+2 h^{\varkappa_{0}}\left(1+h^{2}\right)^{\frac{1-\varkappa_{0}}{2}}\right]} . \tag{10.2.16}
\end{equation*}
$$

Thus, if we choose a small number $d>0$ according to (10.2.6) and large numbers $A, B$ according to (10.1.20), (10.2.7), (10.2.12) and (10.2.16), we provide the validity of (10.2.4).

Therefore the functions (10.1.15) and (10.2.3) satisfy the comparison principle, Proposition 10.16, and, by it, we have

$$
\begin{equation*}
v(x) \leq A w(x), x \in \overline{G_{0}^{d}} . \tag{10.2.17}
\end{equation*}
$$

Returning to the function $u(x)$ from (10.2.3), on the basis of (10.2.17), we have

$$
u(x)-u(0)=\nu \mu_{1}^{-1} \ln (v(x)+1) \leq \nu \mu_{1}^{-1} \ln (A w(x)+1) \leq \nu \mu_{1}^{-1} A w(x)
$$

Similarly, we derive the estimate

$$
u(x)-u(0) \geq-\nu \mu_{1}^{-1} A w(x)
$$

if we consider an auxiliary function (10.2.13). In virtue of (10.1.13), the theorem is proved.

Now we will estimate the gradient modulus of the problem ( $Q L R P$ ) solution near a conical point.

Theorem 10.35. Let $u(x)$ be a strong solution of the problem (QLRP), $q>N$ and suppose that assumptions (A)-(E) are satisfied. Let $\varkappa>0$ be a number defined by Theorem 10.34. Then there exists the number $d>0$ such that

$$
\begin{equation*}
|\nabla u(x)|<C_{1}|x|^{\varkappa}, \quad x \in G_{0}^{d} \tag{10.2.18}
\end{equation*}
$$

where the constant $C_{1}$ does not depend on $u$, but depends only on $\nu, \mu, N, k_{1}$, $\beta, g_{0}, \gamma_{0}, M_{1}$ and the domain $G$.

Proof. Let us consider the set $G_{\rho / 2}^{\rho} \subset G, 0<\rho<d$. We make the transformation $x=\rho x^{\prime} ; v\left(x^{\prime}\right)=\rho^{-1-\varkappa} u\left(\rho x^{\prime}\right)$. The function $v\left(x^{\prime}\right)$ satisfies the problem
$(Q L R P)^{\prime}$

$$
\left\{\begin{array}{l}
a^{i j}\left(x^{\prime}\right) v_{x_{i}^{\prime} x_{j}^{\prime}}=F\left(x^{\prime}\right), x^{\prime} \in G_{1 / 2}^{1} \\
\frac{\partial v}{\partial \bar{n}^{\prime}}+\frac{1}{\left|x^{\prime}\right|} \gamma\left(\rho x^{\prime}\right) v\left(x^{\prime}\right)=\rho^{-\varkappa} g\left(\rho x^{\prime}\right), x \in \Gamma_{1 / 2}^{1}
\end{array}\right.
$$

where

$$
a^{i j}\left(x^{\prime}\right) \equiv a_{i j}\left(\rho x^{\prime}, \rho^{1+\varkappa} v\left(x^{\prime}\right), \rho^{\kappa} v_{x^{\prime}}\left(x^{\prime}\right)\right)
$$

and

$$
F\left(x^{\prime}\right) \equiv-\rho^{1-\varkappa} a\left(\rho x^{\prime}, \rho^{1+\varkappa} v\left(x^{\prime}\right), \rho^{\varkappa} v_{x^{\prime}}\left(x^{\prime}\right)\right)
$$

Now we apply the assumption ( $E$ )

$$
\begin{equation*}
\max _{x^{\prime} \in G_{1 / 2}^{1}}\left|\nabla^{\prime} v\left(x^{\prime}\right)\right| \leq M_{1}^{\prime} \tag{10.2.19}
\end{equation*}
$$

Returning to the variable $x$ and the function $u(x)$ we obtain from (10.2.19)

$$
|\nabla u(x)| \leq M_{1} \rho^{\varkappa}, x \in G_{\rho / 2}^{\rho}, 0<\rho<d .
$$

Putting now $|x|=\frac{2}{3} \rho$ we obtain the desired estimate (10.2.18).
Corollary 10.36. Let $u(x)$ be a strong solution of the problem (QLRP), $q>N$ and suppose that assumptions ( $A$ )-(E) are satisfied. Then $u(0)=0$ and therefore the inequality (10.2.1) take a form

$$
\begin{equation*}
|u(x)| \leq C_{0}|x|^{\varkappa+1}, x \in G_{0}^{d} \tag{10.2.20}
\end{equation*}
$$

Proof. From the problem boundary condition it follows that

$$
\gamma(x) u(x)=|x| g(x)-|x| \frac{\partial u}{\partial n}, \quad x \in \partial G \backslash \mathcal{O} .
$$

By the assumption (D) and the estimate (10.2.18), we obtain

$$
\gamma_{0}|u(x)| \leq \gamma(x)|u(x)| \leq|x||g(x)|+|x||\nabla u| \leq g_{0}|x|^{\delta+1}+C_{1}|x|^{\varkappa+1} .
$$

By letting $|x|$ tend to 0 we get, because of the continuity of $u(x)$, that $\gamma_{0}|u(0)|=0$ and taking into account $\gamma_{0}>0$, we find $u(0)=0$.

ThEOREM 10.37. Let $u(x)$ be a strong solution of the problem (QLRP), $q>N$ and suppose that assumptions (A)-(E) are satisfied. Let $\varkappa_{0}$ be the number from the lemma about the barrier function. In addition, let $g(x) \in$ $V_{q, q}^{1-\frac{1}{q}}(\partial G)$ and

$$
\begin{equation*}
\|g\|_{V_{q, q}^{1-\frac{1}{q}}\left(\Gamma_{\rho / 4}^{2 \rho}\right)} \leq C \rho^{\kappa+\frac{N}{q}} . \tag{10.2.21}
\end{equation*}
$$

Then $u(x) \in C^{1+\varkappa}\left(\overline{G_{0}^{d}}\right), 0<\varkappa \leq \min \left(\widetilde{\varkappa}, \varkappa_{0}, \beta+1,1-\frac{N}{q}\right)$ for some $d \in$ $(0,1)$.

Proof. Let $d>0$ be a number such that estimates (10.1.21) and (10.2.18) are satisfied. Let us consider the set $G_{\rho / 2}^{\rho} \subset G ; 0<\rho<d$. We make the transformation $x=\rho x^{\prime} ; v\left(x^{\prime}\right)=\rho^{-1-\varkappa} u\left(\rho x^{\prime}\right)$, where $\varkappa>0$ is defined by Theorem 10.34. The function $v\left(x^{\prime}\right)$ satisfies the problem $(Q L R P)^{\prime}$. By the Sobolev Embedding Theorem, we have

$$
\begin{equation*}
\sup _{x^{\prime}, y^{\prime} \in G_{1 / 2}^{1}}^{x^{\prime} \neq y^{\prime}} \boldsymbol{} \frac{\left|\nabla^{\prime} v\left(x^{\prime}\right)-\nabla^{\prime} v\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|^{1-\frac{N}{q}}} \leq C(N, q, G)\|v\|_{W^{2, q}\left(G_{1 / 2}^{1}\right)}, \tag{10.2.22}
\end{equation*}
$$

where $q>N$.
We shall verify that the local interior and near a smooth boundary portion $L^{q} a$-priori estimate (Theorem 4.8) for the solution of the $(Q L R P)^{\prime}$ equation holds. On the basis of assumption $(E)$ we have that the functions $a_{i j}(x, u, z)$ are continuous on $\mathfrak{M}$, that is for $\forall \varepsilon>0$ there exists such $\eta$ that

$$
\left|a_{i j}\left(x, u(x), u_{x}(x)\right)-a_{i j}\left(y, u(y), u_{x}(y)\right)\right|<\varepsilon,
$$

if only

$$
|x-y|+|u(x)-u(y)|+\left|u_{x}(x)-u_{x}(y)\right|<\eta, \quad \forall x, y \in G_{\rho / 2}^{\rho}, \rho \in(0, d)
$$

Assumption ( $E$ ) guarantees the existence of the local interior and near a smooth boundary portion a priori $C^{1+\check{\varkappa}}$-estimate. There exist a number $\widetilde{\varkappa}>0$ and a number $M_{1}>0$ such that

$$
|u(x)-u(y)|+|\nabla u(x)-\nabla u(y)| \leq M_{1}|x-y|^{\tilde{x}}, \forall x, y \in G_{\rho / 2}^{\rho}, \rho \in(0, d)
$$

Then functions $a^{i j}\left(x^{\prime}\right)$ are uniformly continuous in $\overline{G_{1 / 2}^{1}}$. It means that for $\forall \varepsilon>0$ exists $\delta>0$ (we choose the number $\delta$ such that $\delta d+M_{1}(\delta d)^{\tilde{x}}<\eta$ ) such that $\left|a^{i j}\left(x^{\prime}\right)-a^{i j}\left(y^{\prime}\right)\right|<\varepsilon$, if only $\left|x^{\prime}-y^{\prime}\right|<\delta, \forall x^{\prime}, y^{\prime} \in \overline{G_{1 / 2}^{1}}$. We see that the assumptions of Theorem 10.17 about the local $L^{q}-a$ priori
estimate for the $(Q L R P)^{\prime}$ are satisfied. By this theorem, we have

$$
\begin{align*}
& \left.\|v\|_{W^{2, q}\left(G_{1 / 2}^{1}\right)}^{q} \leq\left. C_{3} \int_{G_{1 / 4}^{2}}\langle | v\right|^{q}+\rho^{q(1-\varkappa)}\left|a\left(\rho x^{\prime}, \rho^{1+\varkappa} v\left(x^{\prime}\right), \rho^{\varkappa} v_{x^{\prime}}(x)\right)\right|^{q}\right\rangle d x^{\prime}+ \\
& (10.2 .23) \quad+C_{4} \inf \int_{G_{1 / 4}^{2}}\left(\left|\nabla^{\prime} \mathcal{G}\right|^{q}+|\mathcal{G}|^{q}\right) d x^{\prime} \cdot \rho^{-q \varkappa}, \tag{10.2.23}
\end{align*}
$$

where the constants $C_{3}, C_{4}$ do not depend on $v$. Returning to the variable $x$ and using the estimate (10.1.21) we obtain
(10.2.24)

$$
\begin{aligned}
\int_{G_{1 / 4}^{2}}|v|^{q} d x^{\prime} & =\int_{G_{\frac{\rho}{4}}^{2 \rho}} \rho^{-q(1+x)}|u(x)|^{q} \rho^{-N} d x \leq \\
& \leq C_{0}^{q} \text { meas } \Omega C(q, \varkappa) \int_{\frac{\rho}{4}}^{2 \rho} \frac{d r}{r}=C_{0}^{q} \operatorname{mes} \Omega C(q, \varkappa) \ln 8 .
\end{aligned}
$$

Similarly, by the assumption $(D)$, the estimate (10.2.18) and the inequality

$$
\left(\sum_{i=1}^{N} c_{i}\right)^{t} \leq N^{t-1} \sum_{i=1}^{N} c_{i}^{t} \text { for any } c_{i}>0 \text { and } t \geq 1
$$

we have

$$
\begin{aligned}
& \int_{G_{1 / 4}^{2}} \rho^{q(1-\varkappa)}\left|a\left(\rho x^{\prime}, \rho^{1+\varkappa} v\left(x^{\prime}\right), \rho^{\varkappa} v_{x^{\prime}}(x)\right)\right|^{q} d x^{\prime} \leq \\
\leq & \rho^{q(1-\varkappa)-N} \int_{G_{\frac{\rho}{4}}^{2 \rho}}\left(\mu_{1}|\nabla u|^{2}+b(x)|\nabla u|+f(x)\right)^{q} d x \leq
\end{aligned}
$$

$$
\begin{gather*}
\leq 2^{N} 3^{q-1} \rho^{q(1-\varkappa)} \operatorname{mes} \Omega \int_{\frac{\rho}{4}}^{2 \rho}\left(\mu_{1}^{q} C_{1}^{2 q} r^{2 q \varkappa-1}+\left(k_{1} C_{1}\right)^{q} r^{q(\beta+\varkappa)-1}+\right.  \tag{10.2.25}\\
\left.\quad+k_{1}^{q} r^{q \beta-1}\right) d r \leq C\left(N, q, \varkappa, \beta, \mu_{1}, C_{1}, k_{1}\right)
\end{gather*}
$$

if only $0<\varkappa \leq 1+\beta$. Because of the assumption (10.2.21) of our theorem, we have
(10.2.26)

$$
\begin{aligned}
\int_{G_{1 / 4}^{2}}\left(\left|\nabla^{\prime} \mathcal{G}\right|^{q}+|\mathcal{G}|^{q}\right) d x^{\prime} \cdot \rho^{-q \varkappa}=\int_{G_{\frac{G_{e}^{2}}{2}}^{2 \rho}}\left(\rho^{q}|\nabla \mathcal{G}|^{q}+|\mathcal{G}|^{q}\right) \rho^{-q \varkappa-N} d x \leq \\
\leq C \int_{G_{\frac{\rho}{4}}^{2 \rho}}\left(r^{q}|\nabla \mathcal{G}|^{q}+|\mathcal{G}|^{q}\right) d x \cdot \rho^{-\varkappa q-N} \leq \text { const. }
\end{aligned}
$$

In virtue of (10.2.23), we obtain from (10.2.24)-(10.2.26)

$$
\begin{equation*}
\|v\|_{W^{2, q}\left(G_{1 / 2}^{1}\right)}^{q} \leq C . \tag{10.2.27}
\end{equation*}
$$

From (10.2.22) and (10.2.27) we have

$$
\begin{equation*}
\sup _{\substack{x^{\prime}, y^{\prime} \in G_{1 / 2}^{1} \\ x^{\prime} \neq y^{\prime}}} \frac{\left|\nabla^{\prime} v\left(x^{\prime}\right)-\nabla^{\prime} v\left(y^{\prime}\right)\right|}{\left|x^{\prime}-y^{\prime}\right|^{1-\frac{N}{q}}} \leq C_{5}, q>N \tag{10.2.28}
\end{equation*}
$$

Returning to the variable $x$ and the function $u$ we have (10.2.29)

$$
\sup _{\substack{x, y \in G_{\rho / 2}^{\rho} \\ x \neq y}} \frac{|\nabla u(x)-\nabla u(y)|}{|x-y|^{1-\frac{N}{q}}} \leq C_{5} \rho^{\varkappa-1+\frac{N}{q}}, q>N, \rho \in(0, d) .
$$

Let us recall that from the assumptions of our theorem, we have $\varkappa \leq \varkappa^{*} \leq$ $1-\frac{N}{q}$. From this we obtain $q \geq \frac{N}{1-\varkappa}$. We take $\tau=\varkappa-1+\frac{N}{q} \leq 0$. Then from (10.2.29) it follows that

$$
\begin{equation*}
|\nabla u(x)-\nabla u(y)| \leq C_{5} \rho^{\tau}|x-y|^{\kappa-\tau}, \quad \forall x, y \in G_{\rho / 2}^{\rho}, \rho \in(0, d) \tag{10.2.30}
\end{equation*}
$$

Because $x, y \in G_{\rho / 2}^{\rho}$, then $|x-y| \leq 2 \rho$ and because $\tau \leq 0,|x-y|^{\tau} \geq(2 \rho)^{\tau}$. That is the way we obtain

$$
\begin{align*}
& |\nabla u(x)-\nabla u(y)| \leq C_{5} 2^{-\tau}|x-y|^{\varkappa}, \forall x, y \in G_{\rho / 2}^{\rho}, \rho \in(0, d) \Rightarrow \\
& 31) \quad \sup _{\substack{x, y \in G_{\rho / 2}^{\rho} \\
x \neq y}} \frac{|\nabla u(x)-\nabla u(y)|}{|x-y|^{\varkappa}} \leq C_{5} 2^{-\tau}, \rho \in(0, d) . \tag{10.2.31}
\end{align*}
$$

Let now $x, y \in \overline{G_{0}^{d}}$. If $x, y \in G_{\rho / 2}^{\rho}, \forall \rho \in(0, d)$ we have (10.2.31). If $|x-y|>$ $\rho=|x|$ then, because of (10.2.18), we have

$$
\frac{|\nabla u(x)-\nabla u(y)|}{|x-y|^{\varkappa}} \leq 2 \rho^{-\varkappa}|\nabla u(x)| \leq 2 C_{1} .
$$

From this inequality and (10.2.31) it follows that

$$
\begin{equation*}
\sup _{\substack{x, y \in G_{0}^{d} \\ x \neq y}} \frac{|\nabla u(x)-\nabla u(y)|}{|x-y|^{\varkappa}} \leq \text { const. } \tag{10.2.32}
\end{equation*}
$$

Because of (10.2.32), (10.2.1) and (10.2.18), we get that $u \in C^{1+\varkappa}\left(\overline{G_{0}^{d}}\right)$.
10.2.3. Integral weighted estimates. On the basis of the obtained in Subsection 10.2.2 estimates, we deduce integral weighted estimates of second order generalized derivatives of a strong solution and establish the best possible exponent of the weight. Let $\lambda$ be the number that is defined by (2.5.11) or (2.5.19) from Section 2.5 .

Theorem 10.38. Let $u(x)$ be a solution of the problem (QLRP), $q>N$. Suppose that assumptions ( $A$ )-(E) are satisfied. In addition, suppose that
(AA) $a_{i j}(0, u(0), 0)=\delta_{i}^{j}(i, j=1, \ldots, N)$ - the Kronecker symbol.
Then there exist the numbers $d, C>0$, which do not depend on $u$, such that if $b(x), f(x) \in \mathscr{W}_{\alpha}^{0}(G), g(x) \in \mathscr{W}_{\alpha}^{1 / 2}(\partial G)$ and $\gamma(x) \in \mathscr{W}_{\alpha-2}^{1 / 2}(\partial G)$ for

$$
\begin{equation*}
4-N-2 \lambda<\alpha \leq 2 \tag{10.2.33}
\end{equation*}
$$

then $u(x) \in \stackrel{W}{\alpha}_{\alpha}^{2}\left(G_{0}^{d / 2}\right)$ and

$$
\begin{align*}
& \int_{G_{0}^{d / 2}}\left(r^{\alpha} u_{x x}^{2}+r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4}|u(x)|^{2}\right) d x \leq C\left\{|u|_{0}^{2}+\right.  \tag{10.2.34}\\
& \left.\quad+\mid g \|_{W_{\alpha}^{1 / 2}\left(\Gamma_{0}^{2 d}\right)}^{2}+\int_{G_{0}^{2 d}}\left(|\nabla u|^{2}+r^{\alpha}\left(b^{2}(x)+f^{2}(x)\right)\right) d x+1\right\} .
\end{align*}
$$

Proof. We break the proof into three steps.

Step 1. $4-N<\alpha \leq 2, N \geq 3$.
By (10.2.18), we obtain

$$
\begin{array}{r}
1.25) \int_{G_{0}^{d}}\left(r^{\alpha-2}|\nabla u|^{2}+r^{\alpha-4} u^{2}\right) d x \leq C m e a s \Omega \int_{0}^{d} r^{\alpha-2+2 \varkappa} \cdot r^{N-1} d r+  \tag{10.2.35}\\
+M_{0}^{2} m e a s \Omega \int_{0}^{d} r^{\alpha-4+N-1} d r \leq C\left(\alpha, N, M_{0}, \text { meas } \Omega, \varkappa\right)\left(d^{\alpha+N-2+2 \varkappa}+\right. \\
\left.+d^{\alpha+N-4}\right) \leq \mathrm{const}
\end{array}
$$

By assumption (A), we have $a_{i j}(x, u, z) \in W^{1, q}(\mathfrak{M}), q>N$ and, by the embedding theorem, $a_{i j}(x, u, z), i, j=1, \ldots, N$ are uniformly continuous on $\mathfrak{M}$. Therefore for $\forall \delta>0$ there exists $d_{\delta}>0$ such that

$$
\begin{equation*}
\left|a_{i j}\left(x, u(x), u_{x}(x)\right)-a_{i j}\left(y, u(y), u_{x}(y)\right)\right|<\delta \tag{10.2.36}
\end{equation*}
$$

if only

$$
\begin{equation*}
|x-y|+|u(x)-u(y)|+\left|u_{x}(x)-u_{x}(y)\right|<d_{\delta} . \tag{10.2.37}
\end{equation*}
$$

By (10.2.1), (10.2.18), and (10.2.32) we get:

$$
\begin{array}{r}
|x-y|+|u(x)-u(y)|+\left|u_{x}(x)-u_{x}(y)\right|<d+C_{0} d^{1+\varkappa}+C_{1} d^{\varkappa},  \tag{10.2.38}\\
\forall x \in G_{0}^{d} .
\end{array}
$$

Now we choose $d>0$ such that the inequality

$$
\begin{equation*}
d+C_{0} d^{1+\varkappa}+C_{1} d^{\varkappa} \leq d_{\delta} \tag{10.2.39}
\end{equation*}
$$

holds. For such $d$ we may guarantee (10.2.36) in $G_{0}^{d}$.
Now we shall estimate the second derivatives of the problem (QLRP) solution. We make the transformation $x=\varrho x^{\prime}, u\left(\varrho x^{\prime}\right)=v\left(x^{\prime}\right)$. Then $\left(x_{1}, \ldots, x_{N}\right) \in G_{\varrho / 2}^{\varrho} \rightarrow G_{1 / 2}^{1} \ni\left(x_{1}^{\prime}, \ldots, x_{N}^{\prime}\right)$ and the function $v\left(x^{\prime}\right)$ satisfies the problem
$(Q L R P)^{\prime \prime} \quad\left\{\begin{array}{l}a^{i j}\left(x^{\prime}\right) v_{x_{i}^{\prime} x_{j}^{\prime}}=F\left(x^{\prime}\right), x^{\prime} \in G_{1 / 2}^{1}, \\ \frac{\partial v}{\partial \vec{n}^{\prime}}+\frac{1}{\left|x^{\prime}\right|} \gamma\left(\varrho x^{\prime}\right) v\left(x^{\prime}\right)=\varrho g\left(\left(\varrho x^{\prime}\right), x \in \Gamma_{1 / 2}^{1},\right.\end{array}\right.$
where

$$
\begin{equation*}
a^{i j}\left(x^{\prime}\right) \equiv a_{i j}\left(\varrho x^{\prime}, v\left(x^{\prime}\right), \varrho^{-1} v_{x^{\prime}}\left(x^{\prime}\right)\right) \tag{10.2.40}
\end{equation*}
$$

$$
F\left(x^{\prime}\right) \equiv-\varrho^{2} a\left(\varrho x^{\prime}, v\left(x^{\prime}\right), \varrho^{-1} v_{x^{\prime}}\left(x^{\prime}\right)\right)
$$

Because of (10.2.36), we can apply Theorem 10.17 about interior and near a smooth portion of the boundary $L^{2}$-estimate to the solution of the $(Q L R P)^{\prime \prime}$ equation:

$$
\begin{align*}
\int_{G_{1 / 2}^{1}}\left(v_{x^{\prime} x^{\prime}}^{2}+\left|\nabla^{\prime} v\right|^{2}\right) d x^{\prime} \leq C_{4} \int_{G_{1 / 4}^{2}}\left(v^{2}\left(x^{\prime}\right)\right. & +F^{2}\left(x^{\prime}\right)+  \tag{10.2.41}\\
& +\varrho^{2}\left(\left|\nabla^{\prime} \mathcal{G}\right|^{2}+\mathcal{G}^{2}\right) d x^{\prime}
\end{align*}
$$

where the constant $C_{4}$ does not depend on $v, F, g$ and it is defined by $\nu, \mu$, $\|\gamma(x)\|_{C^{1}\left(\Gamma_{1 / 4}^{2}\right)}$, the continuity moduli of $a^{i j}\left(x^{\prime}\right)$ and $G_{1 / 4}^{2}$. Returning to the variable $x$ and the function $u(x)$ in (10.2.41) we obtain

$$
\begin{align*}
& \int_{G_{e / 2}^{Q}} r^{\alpha} u_{x x}^{2} d x \leq C_{4} \int_{G_{e / 4}^{2 e}}\left(r^{\alpha-4} u^{2}+r^{\alpha} a^{2}\left(x, u, u_{x}\right)\right.+r^{\alpha}|\nabla \mathcal{G}|^{2}+  \tag{10.2.42}\\
&\left.+r^{\alpha-2} \mathcal{G}^{2}\right) d x
\end{align*}
$$

Putting in (10.2.42) $\varrho=2^{-k} d$ and summing up over $k=0,1, \ldots, \log _{2}(d / \varepsilon)$ $\forall \varepsilon \in(0, d)$ we get

$$
\begin{align*}
& \int_{G_{\varepsilon}^{d}} r^{\alpha} u_{x x}^{2} d x \leq C_{4} \int_{G_{\varepsilon / 4}^{2 d}}\left(r^{\alpha-4} u^{2}+r^{\alpha} a^{2}\left(x, u, u_{x}\right)+\right.  \tag{10.2.43}\\
& \\
& \left.+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2} \mathcal{G}^{2}\right) d x
\end{align*}
$$

By the assumption ( $D$ ) and (10.2.18) with regard to (10.2.35), we have

$$
\begin{align*}
\int_{G_{\varepsilon}^{d}} r^{\alpha} u_{x x}^{2} d x \leq & C_{4} \int_{G_{0}^{G^{2}}}\left(r^{\alpha-4} u^{2}+r^{\alpha} f^{2}(x)+r^{\alpha} b^{2}(x)+\right.  \tag{10.2.44}\\
& \left.+r^{\alpha-2}|\nabla u|^{2}+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2} \mathcal{G}^{2}\right) d x, \forall \varepsilon>0
\end{align*}
$$

where the constant $C_{4}$ does not depend on $\varepsilon$. Therefore we can perform the passage to the limit as $\varepsilon \rightarrow+0$, by the Fatou theorem, and we get

$$
\begin{align*}
& \int_{G_{0}^{d}} r^{\alpha} u_{x x}^{2} d x \leq C_{4}\left\{\int _ { G _ { 0 } ^ { 2 d } } \left(r^{\alpha-4} u^{2}+r^{\alpha} f^{2}(x)+r^{\alpha} b^{2}(x)+\right.\right.  \tag{10.2.45}\\
&\left.\left.+r^{\alpha-2}|\nabla u|^{2}\right) d x+\|g\|_{\dot{W}_{\alpha}^{1 / 2}\left(\Gamma_{0}^{2 d}\right)}^{2}\right\} .
\end{align*}
$$

On the basis of the inequalities (10.2.35) and (10.2.45), we have $u(x) \in$ $\grave{W}_{\alpha}^{2}\left(G_{0}^{d}\right)$. Now we shall prove (10.2.34). Let $\zeta(r) \in C^{2}[0, d]$ be a cut off
function such that

$$
\begin{gathered}
\zeta(r) \equiv 1 \text { for } r \in[0, d / 2], \quad 0 \leq \zeta(r) \leq 1 \text { for } r \in[d / 2, d], \\
\zeta(r) \equiv 0 \text { for } r>d, \quad \zeta(d)=\zeta^{\prime}(d)=0, \\
\left|\zeta^{\prime}(r)\right| \leq \frac{C}{r} \text { for } r \in[d / 2, d] .
\end{gathered}
$$

We multiply both sides of the ( $Q L R P$ ) equation by $\zeta^{2}(r) r^{\alpha-2} u(x)$ and integrate over $G_{0}^{d}$. We get

$$
\begin{align*}
\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u \triangle u d x= & -\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u\left\{\left(a_{i j}\left(x, u, u_{x}\right)-\right.\right.  \tag{10.2.46}\\
& \left.\left.-a_{i j}(0, u(0), 0)\right) u_{x_{i} x_{j}}+a\left(x, u, u_{x}\right)\right\} d x
\end{align*}
$$

We apply the Gauss-Ostrogradskiy formula:

$$
\begin{align*}
\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u \Delta u d x & =\int_{\partial G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u \frac{\partial u}{\partial \vec{n}} d s- \\
& -\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2}|\nabla u|^{2} d x- \\
& -\int_{G_{0}^{d}} \zeta(r) \zeta^{\prime}(r) x_{i} r^{\alpha-3} \frac{\partial u^{2}}{\partial x_{i}} d x+  \tag{10.2.47}\\
& +\frac{2-\alpha}{2} \int_{G_{0}^{d}} \zeta^{2}(r) x_{i} r^{\alpha-4} \frac{\partial u^{2}}{\partial x_{i}} d x
\end{align*}
$$

Because of the (QLRP) boundary condition and by the properties of $\zeta(r)$, we obtain

$$
\begin{align*}
\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u \triangle u d x & =-\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2}|\nabla u|^{2} d x- \\
& -\int_{G_{0}^{d}} \zeta(r) \zeta^{\prime}(r) x_{i} r^{\alpha-3} \frac{\partial u^{2}}{\partial x_{i}} d x+  \tag{10.2.48}\\
& +\frac{2-\alpha}{2} \int_{G_{0}^{d}} \zeta^{2}(r) x_{i} r^{\alpha-4} \frac{\partial u^{2}}{\partial x_{i}} d x+ \\
& +\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u\left\{g(x)-\frac{1}{r} \gamma(x) u\right\} d s .
\end{align*}
$$

Now we calculate the second and the third integral from the right in (10.2.48). For this we use the Gauss-Ostrogradskiy formula once more

$$
\begin{gathered}
\int_{G_{0}^{d}} \zeta(r) \zeta^{\prime}(r) x_{i} r^{\alpha-3} \frac{\partial u^{2}}{\partial x_{i}} d x=\int_{\partial G_{0}^{d}} \zeta(r) \zeta^{\prime}(r) r^{\alpha-3} u^{2} x_{i} \cos \left(\vec{n}, x_{i}\right) d s- \\
-\int_{G_{0}^{d}} u^{2} \frac{\partial}{\partial x_{i}}\left(\zeta(r) \zeta^{\prime}(r) x_{i} r^{\alpha-3}\right) d x=\int_{\Omega_{d} \cup \Gamma_{0}^{d}} \zeta(r) \zeta^{\prime}(r) r^{\alpha-3} u^{2} x_{i} \cos \left(\vec{n}, x_{i}\right) d s-
\end{gathered}
$$

(10.2.49)

$$
-\int_{G_{0}^{d}} u^{2}\left\langle{\zeta^{\prime}}^{2}(r) r^{\alpha-2}+\zeta(r) \zeta^{\prime \prime}(r) r^{\alpha-2}+(\alpha+N-3) \zeta(r) \zeta^{\prime}(r) r^{\alpha-3}\right\rangle d x
$$

and

$$
\begin{gather*}
\int_{G_{0}^{d}} \zeta^{2}(r) x_{i} r^{\alpha-4} \frac{\partial u^{2}}{\partial x_{i}} d x=\int_{\partial G_{0}^{d}} \zeta^{2}(r) r^{\alpha-4} u^{2} x_{i} \cos \left(\vec{n}, x_{i}\right) d s- \\
-\int_{G_{0}^{d}} u^{2} \frac{\partial}{\partial x_{i}}\left\langle\zeta^{2}(r) x_{i} r^{\alpha-4}\right\rangle d x=\int_{\Omega_{d} \cup \Gamma_{0}^{d}} \zeta^{2}(r) r^{\alpha-4} u^{2} x_{i} \cos \left(\vec{n}, x_{i}\right) d s- \\
\quad-\int_{G_{0}^{d}} u^{2}\left\langle 2 \zeta(r) \zeta^{\prime}(r) r^{\alpha-3}+(\alpha+N-4) \zeta^{2}(r) r^{\alpha-4}\right\rangle d x . \tag{10.2.50}
\end{gather*}
$$

Since $\left.\zeta(r)\right|_{\Omega_{d}}=0,\left.\quad \zeta^{\prime}(r)\right|_{\Gamma_{0}^{d / 2}}=0$ and $\left.x_{i} \cos \left(\vec{n}, x_{i}\right)\right|_{\Gamma_{0}^{d}}=0$, from (10.2.46)(10.2.50) it follows that

$$
\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2}|\nabla u|^{2} d x+\frac{(2-\alpha)(\alpha+N-4)}{2} \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-4} u^{2} d x+
$$

$$
\begin{equation*}
+\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r^{\alpha-3} \gamma(x) u^{2} d s=\int_{\Gamma_{o}^{d}} \zeta^{2}(r) r^{\alpha-2} u g(x) d s+ \tag{10.2.51}
\end{equation*}
$$

$$
+\int_{G_{d / 2}^{d}} u^{2}\left\langle(2 \alpha+N-5) \zeta(r) \zeta^{\prime}(r) r^{\alpha-3}+\zeta(r) \zeta^{\prime \prime}(r) r^{\alpha-2}+\left(\zeta^{\prime}(r)\right)^{2} r^{\alpha-2}\right\rangle d x+
$$

$$
+\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u\left\{\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right) u_{x_{i} x_{j}}+a\left(x, u, u_{x}\right)\right\} d x
$$

Now, by the Cauchy inequality, we estimate the first integral from the right

$$
\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r^{\alpha-2}|u||g| d s=\int_{\Gamma_{0}^{d}} \zeta^{2}(r)\left(r^{\frac{\alpha-1}{2}} \frac{1}{\sqrt{\gamma(x)}}|g|\right)\left(r^{\frac{\alpha-3}{2}} \sqrt{\gamma(x)}|u|\right) d s \leq
$$

$$
\begin{equation*}
\leq \frac{1}{2} \int_{\Gamma_{0}^{d}} \zeta^{2}(r) r^{\alpha-3} \gamma(x) u^{2} d s+\frac{1}{2 \gamma_{0}} \int_{\partial G} r^{\alpha-1} g^{2} d s \tag{10.2.52}
\end{equation*}
$$

Choosing an adequate $\delta$ in (10.2.52) we obtain from (10.2.51) the estimate

$$
\begin{aligned}
& \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2}|\nabla u|^{2} d x+\frac{(2-\alpha)(\alpha+N-4)}{2} \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-4} u^{2} d x+ \\
& +\frac{1}{2} \int_{\Gamma_{0}^{d}} \zeta^{2}(r) r^{\alpha-3} \gamma(x) u^{2} d s \leq \int_{G_{d / 2}^{d}} u^{2}\left\langle(2 \alpha+N-5) \zeta(r) \zeta^{\prime}(r) r^{\alpha-3}+\right. \\
& \left.+\zeta(r) \zeta^{\prime \prime}(r) r^{\alpha-2}+\left(\zeta^{\prime}(r)\right)^{2} r^{\alpha-2}\right\rangle d x+\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u a\left(x, u, u_{x}\right) d x+ \\
& \quad+\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u u_{x_{i} x_{j}}\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right) d x+ \\
& \quad+\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u a\left(x, u, u_{x}\right) d x+\frac{1}{2 \gamma_{0}} \int_{\partial G} r^{\alpha-1} g^{2} d s .
\end{aligned}
$$

Using the Cauchy inequality, (10.2.36) and (10.2.45) we obtain

$$
\begin{align*}
& \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u u_{x_{i} x_{j}}\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right) d x \leq  \tag{10.2.54}\\
& \left.\leq \delta \int_{G_{0}^{d}} r^{\alpha-2}\left|u_{x x}\right||u| d x \leq\left.\frac{\delta}{2} \int_{G_{0}^{d}}\left\langle r^{\alpha}\right| u_{x x}\right|^{2}+r^{\alpha-4} u^{2}\right\rangle d x \leq \\
& \left.\leq\left.\delta C_{5} \int_{G_{0}^{2 d}}\left\langle r^{\alpha-4} u^{2}+r^{\alpha} f^{2}(x)+r^{\alpha} b^{2}(x)+r^{\alpha-2}\right| \nabla u\right|^{2}\right\rangle d x+ \\
& \quad+\frac{1}{2 \gamma_{0}} \int_{\partial G} r^{\alpha-1} g^{2} d s, \forall \delta>0 .
\end{align*}
$$

From the assumption $(D)$ and by (10.2.1) and (10.2.18) we get

$$
\begin{aligned}
r^{\alpha-2} u a\left(x, u, u_{x}\right) & \left.\leq\left. r^{\alpha-2}|u|\left\langle\mu_{1}\right| \nabla u\right|^{2}+b(x)|\nabla u|+f(x)\right\rangle \leq \\
& \leq|\nabla u|\left\langle\mu_{1} r^{\alpha-2}\right| u| | \nabla u\left|+r^{\alpha-2} b(x)\right| u| \rangle+r^{\alpha-2}|u||f| \leq \\
& \left.\leq\left. C_{1} d^{\kappa}\left\langle r^{\alpha-2}\right| \nabla u\right|^{2}+r^{\alpha-4} u^{2}+r^{\alpha} b^{2}(x)\right\rangle+\frac{\delta}{2} r^{\alpha-4} u^{2}+ \\
& +\frac{1}{2 \delta} r^{\alpha} f^{2}, \forall \delta>0
\end{aligned}
$$

and therefore

$$
\text { 55) } \begin{align*}
\int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2} u a\left(x, u, u_{x}\right) d x \leq & C d^{\varkappa} \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-2}|\nabla u|^{2} d x+  \tag{10.2.55}\\
+\left(C d^{\varkappa}+\frac{\delta}{2}\right) \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha-4} u^{2}(x) d x & +C d^{\varkappa} \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha} b^{2}(x) d x+ \\
& +\frac{1}{2 \delta} \int_{G_{0}^{d}} \zeta^{2}(r) r^{\alpha} f^{2}(x) d x, \forall \delta>0 .
\end{align*}
$$

From (10.2.53) and (10.2.54), (10.2.55) it follows that

$$
\begin{array}{r}
\int_{G_{0}^{d / 2}} r^{\alpha-2}|\nabla u|^{2} d x+\frac{(2-\alpha)(\alpha+N-4)}{2} \int_{G_{0}^{d / 2}} r^{\alpha-4} u^{2} d x \leq \\
\left.\leq\left. C_{5}\left(\delta+d^{\alpha}\right) \int_{G_{0}^{d / 2}}\left\langle r^{\alpha-2}\right| \nabla u\right|^{2}+r^{\alpha-4} u^{2}\right\rangle d x+  \tag{10.2.56}\\
+C_{6} \int_{G_{0}^{2 d}} r^{\alpha}\left(b^{2}(x)+f^{2}(x)\right) d x+ \\
+C_{7} \int_{G_{d / 2}^{2 d}}\left(|\nabla u|^{2}+u^{2}\right) d x+\frac{1}{2 \gamma_{0}} \int_{\partial G} r^{\alpha-1} g^{2} d s, \forall \delta>0 .
\end{array}
$$

In our case $N+\alpha-4>0$. If $\alpha<2$ then we choose $d, \delta$ appropriately positive small and obtain

$$
\begin{align*}
& \int_{G_{0}^{d / 2}} r^{\alpha-2}|\nabla u|^{2} d x \leq C\left\{|u|_{0}^{2}+\frac{1}{2 \gamma_{0}} \int_{\partial G} r^{\alpha-1} g^{2} d s+\right.  \tag{10.2.57}\\
& \left.+\int_{G_{0}^{2 d}}\left\{|\nabla u|^{2}+r^{\alpha}\left(b^{2}(x)+f^{2}(x)\right)\right\} d x\right\} .
\end{align*}
$$

If $\alpha=2$ then again for appropriate positive small $d, \delta$ and, because of (10.2.35), we get the validity of (10.2.57). Now we use Lemma 1.40. From (10.2.45) and (10.2.57) with regard to (10.2.35), (10.2.34) follows.

Step 2. $\alpha=4-N, N \geq 2$.
Because of (10.2.1) and (10.2.18), we obtain

$$
\begin{align*}
& \int_{G_{0}^{d}}\left(r^{2-N}|\nabla u|^{2}+r^{-N}|u(x)|^{2}\right) d x \leq  \tag{10.2.58}\\
& \quad \leq C \operatorname{meas} \Omega \int_{0}^{d} r^{2-N+2 \varkappa} \cdot r^{N-1} d r \leq C d^{2+2 \varkappa} \leq \text { const. }
\end{align*}
$$

Hence it follows that $u \in \stackrel{W}{W}_{2-N}^{1}(G)$. We repeat verbatim the arguments of the deduction of (10.2.45) and (10.2.56) for $\alpha=4-N$. We obtain

$$
\int_{G_{0}^{d}} r^{4-N} u_{x x}^{2} d x \leq C_{4}\left\{\|g\|_{W_{4-N}^{1 / 2}\left(\Gamma_{0}^{2 d}\right)}^{2}+\int_{G_{0}^{2 d}}\left(r^{-N} u^{2}+r^{4-N} f^{2}(x)+\right.\right.
$$

$$
\begin{equation*}
\left.\left.+r^{4-N} b^{2}(x)+r^{2-N}|\nabla u|^{2}\right) d x\right\} \tag{10.2.59}
\end{equation*}
$$

and
(10.2.60) $\quad \frac{1}{2} \int_{\Gamma_{0}^{d / 2}} r^{1-N} \gamma(x) u^{2}(x) d s+\int_{G_{0}^{d / 2}} r^{2-N}|\nabla u|^{2} d x \leq$
$\left.\leq\left. C_{5}\left(\delta+d^{\varkappa}\right) \int_{G_{0}^{d / 2}}\left\langle r^{2-N}\right| \nabla u\right|^{2}+r^{-N} u^{2}\right\rangle d x+C_{6} \int_{G_{0}^{2 d}} r^{4-N}\left(b^{2}(x)+f^{2}(x)\right) d x+$
$+C_{7} \int_{G_{d / 2}^{2 d}}\left(|\nabla u|^{2}+u^{2}\right) d x+C_{8}\|g\|_{W_{4-N}\left(\Gamma_{0}^{2 d}\right)}^{2 / 2}, \forall \delta>0$.
Since $u \in \mathscr{W}_{2-N}^{1}(G)$ we can apply the Hardy-Friedrichs-Wirtinger inequality (2.5.12) for $\alpha=4-N$. Then from (10.2.59) and (10.2.60) we obtain again the validity of (10.2.34).

Step 3. $4-N-2 \lambda<\alpha<4-N$.
From the assumption $(D)$ it follows that $b(x), f(x) \in \mathscr{W}_{4-N}^{0}\left(G_{0}^{d}\right)$. In the second step we proved that $u(x) \in \stackrel{\grave{W}}{4-N}_{2}^{( }\left(G_{0}^{d / 2}\right)$. It means

$$
\begin{equation*}
\int_{G_{0}^{d / 2}}\left(r^{4-N} u_{x x}^{2}+r^{2-N}|\nabla u|^{2}+r^{-N}|u(x)|^{2}\right) d x<\infty . \tag{10.2.61}
\end{equation*}
$$

In this step we use the quasi-distance $r_{\varepsilon}(x)=\sqrt{\left(x_{1}+\varepsilon\right)^{2}+\sum_{i=2}^{N}} x_{i}^{2}$ (see §1.4).

Similar to (10.2.41) we obtain

$$
\begin{aligned}
& \int_{G_{1 / 2}^{1}}\left(u_{x^{\prime} x^{\prime}}^{2}+\left|\nabla^{\prime} u\right|^{2}\right) d x^{\prime} \leq C_{4} \int_{G_{1 / 4}^{2}}\left(u^{2}\left(x^{\prime}\right)+\varrho^{4} a^{2}\left(\varrho x^{\prime}, u, \varrho^{-1} u_{x^{\prime}}\right)+\right. \\
& \left.2.62) \quad+\varrho^{2}\left(\left|\nabla^{\prime} \mathcal{G}\right|^{2}+\mathcal{G}^{2}\right)\right) d x^{\prime} .
\end{aligned}
$$

We put $\varrho=2^{-k} d$ and notice that

$$
2^{-k-1} d+\varepsilon<r+\varepsilon<2^{-k} d+\varepsilon
$$

in $G^{(k)}$ and

$$
2^{-k-2} d+\varepsilon<r+\varepsilon<2^{-k+1} d+\varepsilon
$$

in $G^{(k-1)} \cup G^{(k)} \cup G^{(k+1)}$. We multiply the inequality (10.2.62) by ( $2^{-k} d+$ $\varepsilon)^{\alpha-2}$. Returning to the variable $x$, we obtain

$$
\begin{equation*}
\int_{G^{(k)}}\left(r^{2}(r+\varepsilon)^{\alpha-2} u_{x x}^{2}+(r+\varepsilon)^{\alpha-2}|\nabla u|^{2}\right) d x \leq \tag{10.2.63}
\end{equation*}
$$

$$
\leq C \int_{G^{(k-1)} \cup G^{(k)} \cup G^{(k+1)}}\left(r^{-2}(r+\varepsilon)^{\alpha-2} u^{2}+r^{2}(r+\varepsilon)^{\alpha-2} a^{2}\left(x, u, u_{x}\right)+\right.
$$

$$
\left.+r^{2}(r+\varepsilon)^{\alpha-2}|\nabla \mathcal{G}|^{2}+(r+\varepsilon)^{\alpha-2} \mathcal{G}^{2}\right) d x, \forall \varepsilon>0
$$

And, in virtue of property 2) for $r_{\varepsilon}(x)$, we have

$$
\begin{align*}
& \int_{G^{(k)}}\left(r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}\right) d x \leq  \tag{10.2.64}\\
& \leq C \int_{G^{(k-1)} \cup G^{(k)} \cup G^{(k+1)}}\left(r^{-2} r_{\varepsilon}^{\alpha-2} u^{2}+r^{2} r_{\varepsilon}^{\alpha-2} a^{2}\left(x, u, u_{x}\right)+\right. \\
& \\
& \left.\quad+r^{2} r_{\varepsilon}^{\alpha-2}|\nabla \mathcal{G}|^{2}+r_{\varepsilon}^{\alpha-2} \mathcal{G}^{2}\right) d x, \forall \varepsilon>0 .
\end{align*}
$$

Hence, by summing up over all $k=0,1,2, \ldots$, we get

$$
\begin{align*}
& \int_{G_{0}^{d}}\left(r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}\right) d x \leq \int_{G_{0}^{2 d}}\left(r^{-2} r_{\varepsilon}^{\alpha-2} u^{2}+\right.  \tag{10.2.65}\\
& \left.\quad+r^{2} r_{\varepsilon}^{\alpha-2} a^{2}\left(x, u, u_{x}\right)+r^{2} r_{\varepsilon}^{\alpha-2}|\nabla \mathcal{G}|^{2}+r_{\varepsilon}^{\alpha-2} \mathcal{G}^{2}\right) d x, \forall \varepsilon>0
\end{align*}
$$

Now we multiply both sides of the $(Q L R P)_{0}$ equation by $\zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u(x)$ and integrate over $G_{0}^{d}$. We obtain

$$
\begin{align*}
& \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u \triangle u d x=-\int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u\left\{a\left(x, u, u_{x}\right)+\right.  \tag{10.2.66}\\
&\left.+\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right) u_{x_{i} x_{j}}\right\} d x, \forall \varepsilon>0
\end{align*}
$$

Using the Gauss-Ostrogradskiy formula in the integral from the left and the $(Q L R P)_{0}$ boundary condition we obtain

$$
\begin{align*}
\int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u \triangle u d x & =-\int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x- \\
& -\int_{G_{0}^{d}} \zeta(r) \zeta^{\prime}(r) r_{\varepsilon}^{\alpha-2} \frac{x_{i}}{r} \frac{\partial u^{2}}{\partial x_{i}} d x+ \\
& +\frac{2-\alpha}{2} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-3} \frac{\partial r_{\varepsilon}}{\partial x_{i}} \frac{\partial u^{2}}{\partial x_{i}} d x+  \tag{10.2.67}\\
& +\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u\left\{g(x)-\frac{1}{r} \gamma(x) u\right\} d s
\end{align*}
$$

From (10.2.66), (10.2.67) it follows that

$$
\begin{align*}
& \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u^{2} \frac{1}{r} \gamma(x) d s=  \tag{10.2.68}\\
= & \int_{G_{0}^{d}} \frac{\partial u^{2}}{\partial x_{i}}\left\{\frac{2-\alpha}{2} \zeta^{2}(r) r_{\varepsilon}^{\alpha-3} \frac{\partial r_{\varepsilon}}{\partial x_{i}}-\zeta(r) \zeta^{\prime}(r) r_{\varepsilon}^{\alpha-2} \frac{x_{i}}{r}\right\} d x+
\end{align*}
$$

$$
+\int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u\left\{\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right) u_{x_{i} x_{j}}+a\left(x, u, u_{x}\right)\right\} d x+
$$

$$
+\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u g(x) d s
$$

We shall estimate the first integral from the right. To this end we use the Gauss-Ostrogradskiy formula once more and take into account property 5) of $r_{\varepsilon}(x)$ and Lemma 1.10

$$
\left.x_{i} \cos \left(\vec{n}, x_{i}\right)\right|_{\Gamma_{0}^{d}}=0,\left.\quad \cos \left(\vec{n}, x_{1}\right)\right|_{\Gamma_{0}^{d}}=-\sin \frac{\omega_{0}}{2}, \quad \zeta(d)=0 .
$$

As a result we obtain

$$
\begin{align*}
& .2 .69) \quad \int_{G_{0}^{d}} \frac{\partial u^{2}}{\partial x_{i}}\left\{\frac{2-\alpha}{2} \zeta^{2}(r) r_{\varepsilon}^{\alpha-3} \frac{\partial r_{\varepsilon}}{\partial x_{i}}-\zeta \zeta^{\prime} r_{\varepsilon}^{\alpha-2} \frac{x_{i}}{r}\right\}=  \tag{10.2.69}\\
& =-\frac{2-\alpha}{2} \varepsilon \sin \frac{\omega_{0}}{2} \cdot \int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-4} u^{2} d s+\int_{G_{0}^{d}} u^{2} \frac{\partial}{\partial x_{i}}\left(\zeta \zeta^{\prime} r_{\varepsilon}^{\alpha-2} \frac{x_{i}}{r}\right) d x+
\end{align*}
$$

$$
+\frac{\alpha-2}{2} \int_{G_{0}^{d}} u^{2} \frac{\partial}{\partial x_{i}}\left(\zeta^{2}(r) r_{\varepsilon}^{\alpha-3} \frac{\partial r_{\varepsilon}}{\partial x_{i}}\right) d x=\frac{\alpha-2}{2} \varepsilon \sin \frac{\omega_{0}}{2} \cdot \int_{\Gamma_{o}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-4} u^{2} d s+
$$

$$
+\frac{(\alpha-2)(\alpha+N-4)}{2} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-4} u^{2} d x+
$$

$$
+2(\alpha-2) \int_{G_{0}^{d}} \zeta \zeta^{\prime} r_{\varepsilon}^{\alpha-4}\left(r+\varepsilon \frac{x_{1}}{r}\right) u^{2} d x+\int_{G_{0}^{d}} u^{2} r_{\varepsilon}^{\alpha-2}\left(\zeta^{\prime 2}+\zeta \zeta^{\prime \prime}+\right.
$$

$$
\left.+\frac{N-1}{r} \zeta \zeta^{\prime}\right) d x
$$

Finally, from (10.2.68) and (10.2.69) we get

$$
\begin{aligned}
& \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+\frac{2-\alpha}{2} \varepsilon \sin \frac{\omega_{0}}{2} \cdot \int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-4} u^{2} d s+ \\
& +\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u^{2} \frac{1}{r} \gamma(x) d s=\frac{(2-\alpha)(4-\alpha-N)}{2} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-4} u^{2} d x+ \\
& +2(\alpha-2) \int_{G_{0}^{d}} \zeta \zeta^{\prime} r_{\varepsilon}^{\alpha-4}\left(r+\varepsilon \frac{x_{1}}{r}\right) u^{2} d x+\int_{G_{0}^{d}} u^{2} r_{\varepsilon}^{\alpha-2}\left(\zeta^{2}+\zeta \zeta^{\prime \prime}+\right. \\
& \left.+\frac{N-1}{r} \zeta \zeta^{\prime}\right) d x+\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u g(x) d s+\int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u\left\{a\left(x, u, u_{x}\right)+\right. \\
& \left.\quad+\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right) u_{x_{i} x_{j}}\right\} d x, \forall \varepsilon>0
\end{aligned}
$$

Using the properties of the function $\zeta(r)$ hence follows

$$
\begin{equation*}
\int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u^{2} \frac{1}{r} \gamma(x) d s \leq \tag{10.2.70}
\end{equation*}
$$

$$
\begin{aligned}
& \leq \frac{(2-\alpha)(4-\alpha-N)}{2} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-4} u^{2} d x+c \int_{G_{d / 2}^{d}} u^{2} d x+ \\
& \quad+\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}|u \| g(x)| d s+\int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u\left\{a\left(x, u, u_{x}\right)+\right. \\
& \left.\quad+\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right) u_{x_{i} x_{j}}\right\} d x, \forall \varepsilon>0 .
\end{aligned}
$$

Let $d>0$ be such that (10.2.39) and (10.2.36) hold. Using the Cauchy inequality we obtain

$$
\begin{align*}
& \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right) v v_{x_{i} x_{j}} d x \leq  \tag{10.2.71}\\
& \quad \leq \\
& \quad \delta \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}\left(r\left|u_{x x}\right|\right)\left(r^{-1}|u|\right) d x \leq \\
& \quad \leq \frac{\delta}{2} \int_{G_{0}^{d}}\left\langle\zeta^{2}(r) r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2}+\zeta^{2}(r) r^{-2} r_{\varepsilon}^{\alpha-2} u^{2}\right\rangle d x, \forall \delta>0
\end{align*}
$$

In addition, by the assumption $(D)$ and the estimates (10.2.1) and (10.2.18), we get
(10.2.72) $\int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}|u|\left|a\left(x, u, u_{x}\right)\right| d x \leq$

$$
\begin{gathered}
\leq \frac{1}{2}\left(C_{1} d^{\varkappa}+\delta\right) \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} r^{-2} u^{2} d x+\frac{1}{2 \delta} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} r^{2} f^{2} d x+ \\
+\mu_{1} C_{0} d^{1+\varkappa} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+\frac{1}{2} C_{1} d^{\varkappa} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} r^{2} b^{2} d x, \quad \forall \delta>0 .
\end{gathered}
$$

Because of the property of $r_{\varepsilon}(x)$, we have $r_{\varepsilon} \geq r$. From $\alpha \leq 2$ it follows that $r_{\varepsilon}^{\alpha-2} \leq r^{\alpha-2}$. We know also that $b(x), f(x) \in W_{\alpha}^{0}(G)$ and therefore

$$
\frac{1}{2 \delta} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} r^{2} f^{2} d x \leq \frac{1}{2 \delta} \int_{G} r^{\alpha} f^{2} d x \text { and }
$$

$$
\begin{equation*}
\frac{1}{2} C_{1} d^{\varkappa} \int_{G_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} r^{2} b^{2} d x \leq \frac{1}{2} C_{1} d^{\varkappa} \int_{G} r^{\alpha} b^{2} d x \tag{10.2.73}
\end{equation*}
$$

By the Cauchy inequality with regard to $\gamma(x) \geq \gamma_{0}>0$,

$$
\begin{array}{r}
|u||g|=\left(r^{1 / 2} \frac{1}{\sqrt{\gamma(x)}}|g|\right)\left(r^{-1 / 2} \sqrt{\gamma(x)}|u|\right) \leq \frac{\delta}{2} r^{-1} \gamma(x) u^{2}+\frac{1}{2 \delta \gamma_{0}} r g^{2} \\
\forall \delta>0 .
\end{array}
$$

Taking into account the first property of $r_{\varepsilon}$ we obtain

$$
\begin{align*}
\int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} u g(x) d s \leq \frac{\delta}{2} \int_{\Gamma_{0}^{d}} \zeta^{2}(r) r_{\varepsilon}^{\alpha-2} & \frac{1}{r} \gamma(x) u^{2} d s+  \tag{10.2.74}\\
& +\frac{1}{2 \delta \gamma_{0}} \int_{\Gamma_{0}^{d}} r^{\alpha-1} g^{2} d s, \forall \delta>0 .
\end{align*}
$$

From (10.2.70) - (10.2.74) it follows that
(10.2.75)

$$
\begin{gathered}
\int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+(1-\delta) \int_{\Gamma_{0}^{d / 2}} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) d s \leq \\
\leq \frac{\delta}{2} \int_{G_{0}^{d}} r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2} d x+\frac{(2-\alpha)(4-N-\alpha)}{2} \int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-4} u^{2} d x+ \\
5)+\frac{1}{2}\left(C_{1} d^{\varkappa}+2 \delta\right) \int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2} r^{-2} u^{2} d x+C d^{1+\varkappa} \int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+ \\
+C \int_{G_{0}^{2 d}}\left(u^{2}+|\nabla u|^{2}\right) d x+C \int_{G_{0}^{2 d}} r^{\alpha}\left(b^{2}+f^{2}\right) d x+ \\
+\frac{1}{2 \delta \gamma_{0}} \int_{\Gamma_{0}^{d}} r^{\alpha-1} g^{2} d s, \forall \delta>0 .
\end{gathered}
$$

Taking into account (10.2.65) and (10.2.75) and choosing $\delta>0$ sufficiently small, we get

$$
\begin{gather*}
\int_{G_{0}^{d / 2}}\left(r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}\right) d x+\int_{\Gamma_{0}^{d / 2}} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) d s \leq \\
\leq \frac{(2-\alpha)(4-N-\alpha)}{2} \int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-4} u^{2} d x+C\left(d^{\varkappa}+\delta\right) \int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2} r^{-2} u^{2} d x+ \\
0.2 .76) \quad+C \int_{G_{0}^{2 d}}\left(u^{2}+|\nabla u|^{2}+r^{\alpha}\left(b^{2}+f^{2}\right)+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2} \mathcal{G}^{2}\right) d x+  \tag{10.2.76}\\
+\frac{1}{2 \delta \gamma_{0}} \int_{\Gamma_{0}^{d}} r^{\alpha-1} g^{2} d s+C d^{2 \varkappa} \int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x, \forall \delta>0, \forall \varepsilon>0 .
\end{gather*}
$$

 then we have (see the inequality (2.5.13))

$$
\int_{\Omega} u^{2}(r, \omega) d \Omega \leq \frac{1}{\lambda(\lambda+N-2)}\left\{\int_{\Omega}\left|\nabla_{\omega} u(r, \omega)\right|^{2} d \Omega+\int_{\partial \Omega} \gamma(x) u^{2}(x) d \sigma\right\}
$$

for a.e. $r \in(0, d)$. Multiplying both sides of this inequality by $(\varrho+\varepsilon)^{\alpha-2} r^{N-3}$ and integrating over $r \in\left(\frac{\varrho}{2}, \varrho\right)$ we obtain

$$
\begin{aligned}
& \int_{G_{\ell / 2}^{e}}^{e}(\varrho+\varepsilon)^{\alpha-2} r^{-2} u^{2} d x \leq \frac{1}{\lambda(\lambda+N-2)} \int_{G_{\ell / 2}^{e}}(\varrho+\varepsilon)^{\alpha-2}|\nabla u|^{2} d x+ \\
&+\frac{1}{\lambda(\lambda+N-2)} \int_{\Gamma_{e / 2}} r^{-1}(\varrho+\varepsilon)^{\alpha-2} \gamma(x) u^{2} d s, \forall \varepsilon>0
\end{aligned}
$$

or since $\varrho+\varepsilon \sim r_{\varepsilon}$

$$
\begin{aligned}
\int_{G_{\varepsilon / 2}^{Q}} r_{\varepsilon}^{\alpha-2} r^{-2} u^{2} d x \leq \frac{1}{\lambda(\lambda+N-2)}\{ & \int_{G_{\varepsilon / 2}^{e}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+ \\
& \left.+\int_{\Gamma_{e / 2}^{e}} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) u^{2} d s\right\}, \forall \varepsilon>0 .
\end{aligned}
$$

Letting $\rho=2^{-k} d,(k=0,1,2, \ldots)$ and summing up the obtained inequalities over all $k$, we get

$$
\begin{align*}
\int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2} r^{-2} u^{2} d x \leq \frac{1}{\lambda(\lambda+N-2)} & \left\{\int_{G_{0}^{d}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+\right.  \tag{10.2.77}\\
& \left.+\int_{\Gamma_{0}^{d}} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) u^{2} d s\right\}, \forall \varepsilon>0 .
\end{align*}
$$

In addition, Corollary 10.36 and Lemma 2.37 hold. Therefore from (10.2.76) in virtue of (10.2.77) and (2.5.18) we obtain

$$
K(\lambda, N, \alpha)\left\{\int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+\int_{\Gamma_{0}^{d / 2}} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) u^{2}(x) d s\right\}+
$$

$$
\begin{aligned}
& +\int_{G_{0}^{d / 2}} r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2} d x \leq \frac{1}{2 \delta \gamma_{0}} \int_{\Gamma_{0}^{d}} r^{\alpha-1} g^{2} d s+C \int_{G_{0}^{2 d}}\left(u^{2}+|\nabla u|^{2}+\right. \\
& 78) \\
& +C\left(r^{\alpha}\left(b^{2}+f^{2}\right)+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2} \mathcal{G}^{2}\right) d x+ \\
& \left\{\int_{G_{0}^{d / 2}} r_{\varepsilon}^{\alpha-2}|\nabla u|^{2} d x+\int_{\Gamma_{0}^{d / 2}} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) u^{2}(x) d s\right\}
\end{aligned}
$$

for any $\delta>0$ and $\varepsilon>0$, where

$$
\begin{aligned}
K(\lambda, N, \alpha) & =1-\frac{(2-\alpha)(4-N-\alpha)}{2} H(\lambda, N, \alpha)= \\
& =1-\frac{2(2-\alpha)(4-N-\alpha)}{(4-N-\alpha)^{2}+4 \lambda(\lambda+N-2)}>0
\end{aligned}
$$

because of $4-N-2 \lambda<\alpha<4-N$. We choose $\delta=\frac{K(\lambda, N, \alpha)}{4 C}$ and $d>0$ such that $d^{\varkappa} \leq \frac{K(\lambda, N, \alpha)}{4 C}$. As a result we get

$$
\begin{align*}
& \int_{G_{0}^{d / 2}}\left(r^{2} r_{\varepsilon}^{\alpha-2} u_{x x}^{2}+r_{\varepsilon}^{\alpha-2}|\nabla u|^{2}\right) d x+\int_{\Gamma_{0}^{d / 2}} r^{-1} r_{\varepsilon}^{\alpha-2} \gamma(x) u^{2}(x) d s \leq \\
& \leq C \int_{G_{0}^{2 d}}\left(u^{2}+|\nabla u|^{2}+r^{\alpha}\left(b^{2}+f^{2}\right)+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2} \mathcal{G}^{2}\right) d x+ \\
& .79) \quad+C \int_{\Gamma_{0}^{d}} r^{\alpha-1} g^{2} d s, \forall \varepsilon>0 . \tag{10.2.79}
\end{align*}
$$

We observe that the right side does not depend on $\varepsilon$. Therefore we can perform the passage to the limit as $\varepsilon \rightarrow+0$, by the Fatou Theorem. Hence we get

$$
\begin{align*}
& \int_{G_{0}^{d / 2}}\left(r^{\alpha} u_{x x}^{2}+r^{\alpha-2}|\nabla u|^{2}\right) d x \leq C \int_{G_{0}^{2 d}}\left(u^{2}+|\nabla u|^{2}+\right.  \tag{10.2.80}\\
& \left.\quad+r^{\alpha}\left(b^{2}+f^{2}\right)+r^{\alpha}|\nabla \mathcal{G}|^{2}+r^{\alpha-2} \mathcal{G}^{2}\right) d x+C \int_{\Gamma_{0}^{d}} r^{\alpha-1} g^{2} d s
\end{align*}
$$

Finally, using Lemma1.40 we obtain the desired estimate (10.2.34).
Theorem 10.39. Let $u(x)$ be a solution of the problem $(Q L R P), q>N$. Suppose that assumptions (A)-(E) are satisfied for $\beta>\lambda-2$. Suppose, in
addition, that $g(x) \in{\stackrel{\circ}{W^{W}}}_{4-N}^{1 / 2}(\partial G)$ and there is

$$
\begin{equation*}
\sup _{\rho>0} \rho^{-s}\|g\|_{W_{4-N}\left(\Gamma_{\mathrm{o}}^{\rho}\right)}^{1 / 2}:=k_{2}, s>\lambda . \tag{10.2.81}
\end{equation*}
$$

Then there exist numbers $d, C>0$ not depending on $u$ such that $u(x) \in \mathscr{W}_{4-N}^{2}\left(G_{0}^{d / 2}\right)$ and

$$
\begin{equation*}
\|u(x)\|_{\dot{W}_{4-N}^{2}\left(G_{0}^{\rho}\right)} \leq C\left(\|u\|_{W^{\mathbf{1}}(G)}+k_{1}+k_{2}\right) \rho^{\lambda}, \rho \in\left(0, \frac{d}{2}\right) . \tag{10.2.82}
\end{equation*}
$$

Proof. The belonging $u(x) \in \dot{\dot{W}}_{4-N}^{2}\left(G_{0}^{d / 2}\right)$ follows from Theorem 10.38. So it is enough to derive the estimate (10.2.82). We set

$$
\begin{equation*}
V(\rho) \equiv \int_{G_{0}^{o}} r^{2-N}|\nabla u|^{2} d x+\int_{\Gamma_{0}^{o}} r^{1-N} \gamma(x) u^{2} d s \tag{10.2.83}
\end{equation*}
$$

and multiply both sides of the $(Q L R P)_{0}$ equation by $r^{2-N} u(x)$ and integrate over $G_{0}^{\rho}, \quad \rho \in\left(0, \frac{d}{2}\right)$. As a result we obtain

$$
\begin{align*}
V(\rho) & =\int_{\Omega}\left(\rho u \frac{\partial u}{\partial r}+\frac{N-2}{2} u^{2}\right) d \omega+\int_{\Gamma_{0}^{o}} r^{2-N} u g d s+ \\
& +\int_{G_{0}^{\rho}} u(x) r^{2-N}\left\{\left(a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right) u_{x_{i} x_{j}}+\right. \tag{10.2.84}
\end{align*}
$$

$$
\left.+a\left(x, u, u_{x}\right)\right\} d x, \quad \rho \in\left(0, \frac{d}{2}\right)
$$

We shall obtain an upper bound for each integral on the right. First of all, we use Lemma 2.35

$$
\begin{equation*}
\int_{\Omega}\left(\varrho u \frac{\partial u}{\partial r}+\frac{N-2}{2} u^{2}\right) d \Omega \leq \frac{\varrho}{2 \lambda} V^{\prime}(\varrho) . \tag{10.2.85}
\end{equation*}
$$

We estimate the second integral in (10.2.84). By the Cauchy inequality with regard to Lemma1.40, we get

$$
\begin{align*}
& \int_{\Gamma_{0}^{o}} r^{2-N} u g d s=\int_{\Gamma_{0}^{\rho}}\left(r^{\frac{1-N}{2}} \gamma^{1 / 2}(x) u(x)\right)\left(r^{\frac{3-N}{2}} \gamma^{-1 / 2}(x) g(x)\right) d s \leq  \tag{10.2.86}\\
& \leq \frac{\delta}{2} \int_{\Gamma_{0}^{\rho}} r^{1-N} \gamma(x) u^{2}(x) d s+\frac{1}{2 \delta \gamma_{0}} \int_{\Gamma_{0}^{o}} r^{3-N} g^{2}(x) d s \leq \\
& \quad \leq \frac{\delta}{2} \int_{\Gamma_{0}^{\rho}} r^{1-N} \gamma(x) u^{2}(x) d s+C\|g(x)\|_{W_{4-N}\left(\Gamma_{0}^{\rho}\right)}^{2}, \forall \delta>0 .
\end{align*}
$$

To estimate the third integral in (10.2.84) we use the assumption $(A)$. Then we have

$$
\begin{array}{r}
a_{i j}(x, u, z) \in W^{1, q}(\mathfrak{M}), q>N \Rightarrow a_{i j}(x, u, z) \in C^{\delta}(\mathfrak{M}), 0<\delta<1-\frac{N}{q} \\
(i, j=1, \ldots, N)
\end{array}
$$

by the embedding theorem. The last together with (10.2.38) means that

$$
\left|a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right| \leq \delta(\varrho),|x| \leq \varrho,
$$

where

$$
\begin{equation*}
\delta(\varrho) \sim \varrho^{\delta \varkappa}, \delta \in\left(0,1-\frac{N}{q}\right) . \tag{10.2.87}
\end{equation*}
$$

Therefore, by the Cauchy and the Hardy-Friedrichs-Wirtinger (2.5.12) inequalities, we obtain

$$
\begin{align*}
& \int_{G_{0}^{\rho}} r^{2-N}|u(x)|\left|u_{x_{i} x_{j}}\right|\left|a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right| d x \leq  \tag{10.2.88}\\
& \leq \delta(\rho) \int_{G_{0}^{\rho}} r^{4-N}\left|u_{x x}\right|^{2} d x+C \delta(\rho) V(\rho)
\end{align*}
$$

We apply the inequality (10.2.59) and once more the Hardy-FriedrichsWirtinger inequality (2.5.12). Then from (10.2.88) we get

$$
\begin{align*}
& \quad \int_{G_{0}^{\rho}} r^{2-N}\left|u(x) \| u_{x x}\right|\left|a_{i j}\left(x, u, u_{x}\right)-a_{i j}(0, u(0), 0)\right| d x \leq  \tag{10.2.89}\\
& \leq C \delta(\rho)\left\{V(\rho)+V(2 \rho)+\|f\|_{\grave{W}_{4-N}^{0}\left(G_{0}^{2 \rho}\right)}^{2}+\|b\|_{\dot{W}_{4-N}^{0}\left(G_{0}^{2 \rho}\right)}^{2}+\right. \\
& \\
& \left.+\|g\|_{\mathscr{W}_{4-N}^{1 / 2}\left(\Gamma_{0}^{2 \rho}\right)}^{2}\right\} .
\end{align*}
$$

Similar to (10.2.55), considering the Hardy-Friedrichs-Wirtinger inequality (2.5.12), we obtain

$$
\begin{align*}
& \int_{G_{0}^{p}} r^{2-N} u(x) a\left(x, u, u_{x}\right) d x \leq C\left\{\left(\rho^{\varkappa}+\delta\right) V(\rho)+\right.  \tag{10.2.90}\\
& \left.\left.\quad+\rho^{\varkappa} \int_{G_{0}^{o}} r^{4-N} b^{2}(x)\right) d x+\frac{1}{2 \delta} \int_{G_{0}^{\rho}} r^{4-N} f^{2}(x) d x\right\}, \quad \forall \delta>0 .
\end{align*}
$$

From (10.2.84), in virtue of (10.2.86) - (10.2.90) for $\delta=\varrho^{\varepsilon}, \forall \varepsilon>0$, it follows that

$$
\begin{align*}
V(\varrho) & \leq \frac{\varrho}{2 \lambda} V^{\prime}(\varrho)+C \delta(\varrho) V(2 \varrho)+C\left(\delta(\varrho)+\varrho^{2}+\varrho^{\varepsilon}\right) V(\varrho)+ \\
& +C\left\{\|b\|_{W_{4-N}^{0}\left(G_{0}^{2 \rho}\right)}^{2}+\varrho^{-\varepsilon}\|f\|_{W_{4-N}\left(G_{0}^{2 \varrho}\right)}^{2}+\|g\|_{W_{4-N}^{1 / 2}\left(\Gamma_{0}^{2 \rho}\right)}^{2}\right\} . \tag{10.2.91}
\end{align*}
$$

Hence the Cauchy problem for the differential inequality follows

$$
\left\{\begin{array}{l}
V^{\prime}(\rho)-\mathcal{P}(\varrho) V(\varrho)+\mathcal{N}(\rho) V(2 \rho)+\mathcal{Q}(\rho) \geq 0, \quad 0<\rho<d,  \tag{CP}\\
V(d) \leq V_{0},
\end{array}\right.
$$

where

$$
\begin{gather*}
\mathcal{P}(\rho)=\frac{2 \lambda}{\rho}-C\left(\frac{\delta(\rho)}{\rho}+\rho^{\varkappa-1}+\rho^{\varepsilon-1}\right)  \tag{10.2.92}\\
\mathcal{N}(\rho)=C \frac{\delta(\rho)}{\rho} \tag{10.2.93}
\end{gather*}
$$

and

$$
\begin{align*}
\mathcal{Q}(\rho)=C\left\{\|b\|_{\mathfrak{W}_{4-N}\left(G_{0}^{2 \rho}\right)}^{2}+\varrho^{-\varepsilon}\|f\|_{\mathfrak{W}_{4-N}^{0}\left(G_{0}^{2 \rho}\right)}^{2}+\right. &  \tag{10.2.94}\\
& \left.+\|g\|_{\mathfrak{W}_{4-N}\left(\Gamma_{0}^{2 \rho}\right)}^{2 / 2}\right\} \rho^{-1} .
\end{align*}
$$

We adjoin it to the initial condition $V(d) \leq V_{0}$. By Theorem 10.38 for $\alpha=4-N$,

$$
\begin{align*}
V(d) & =\int_{G_{0}^{d}} r^{2-N}|\nabla u|^{2} d x+\int_{\Gamma_{0}^{d}} r^{1-N} \gamma(x) u^{2} d s \leq C\left\{|u|_{0}^{2}+\right. \\
& +\int_{G_{0}^{2 d}}\left(|\nabla u|^{2}+r^{4-N}\left(b^{2}(x)+f^{2}(x)\right)\right) d x+  \tag{10.2.95}\\
& \left.+\|g\|_{\bigotimes_{4-N}^{1 /\left(\Gamma_{0}^{2 d}\right)}}^{2}+1\right\} \equiv V_{0} .
\end{align*}
$$

By Theorem 1.57,

$$
\begin{align*}
& V(\varrho) \leq \exp \left(\int_{\varrho}^{d} \mathcal{B}(\tau) d \tau\right)\left\{V_{0} \exp \left(-\int_{\varrho}^{d} \mathcal{P}(\tau) d \tau\right)+\right.  \tag{10.2.96}\\
&\left.+\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\varrho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau\right\}
\end{align*}
$$

with

$$
\mathcal{B}(\varrho)=\mathcal{N}(\varrho) \exp \left(\int_{\varrho}^{2 \varrho} \mathcal{P}(\sigma) d \sigma\right)
$$

Now, by means of simple calculations, from (10.2.92) and (10.2.93) with regard to (10.2.87) we have

$$
\begin{equation*}
\exp \left(-\int_{\rho}^{d} \mathcal{P}(\tau) d \tau\right) \leq C\left(\frac{\rho}{d}\right)^{2 \lambda} \quad \text { and } \quad \int_{\rho}^{d} \mathcal{B}(\tau) d \tau \leq C=\text { const } \tag{10.2.97}
\end{equation*}
$$

In addition,

$$
\begin{align*}
\mathcal{Q}(\tau) \exp \left(-\int_{\rho}^{\tau}\right. & \mathcal{P}(\sigma) d \sigma) \leq C \varrho^{2 \lambda} \tau^{-2 \lambda-1}\left\{\|b\|_{W_{4-N}^{0}\left(G_{0}^{2 \tau}\right)}^{2}+\right.  \tag{10.2.98}\\
& \left.+\tau^{-\varepsilon}\|f\|_{W_{4-N}^{0}\left(G_{0}^{2 \tau}\right)}^{2}+\|g\|_{W_{4-N}^{1 / 2}\left(\Gamma_{0}^{2 \tau}\right)}^{2}\right\}, \forall \varepsilon>0
\end{align*}
$$

Let us recall the assumption ( $D$ )

$$
\|b\|_{\mathscr{W}_{4-N}^{0}\left(G_{0}^{2 \tau}\right)}^{2} \leq c k_{1}^{2} \tau^{2 \beta+4} \quad \text { and } \quad \tau^{-\varepsilon}\|f\|_{W_{4-N}^{0}\left(G_{0}^{2 \tau}\right)}^{2} \leq c k_{1}^{2} \tau^{2 \beta+4-\varepsilon} .
$$

Since $\beta>\lambda-2$, we can put $\beta=\lambda-2+\varepsilon, \forall \varepsilon>0$. Therefore we get

$$
\begin{equation*}
\|b\|_{\mathscr{W}_{4-N}^{0}\left(G_{0}^{2 \tau}\right)}^{2}+\tau^{-\varepsilon}\|f\|_{\mathscr{W}_{4-N}^{0}\left(G_{0}^{2 \tau}\right)}^{2} \leq c k_{1}^{2} \tau^{2 \lambda+\varepsilon}, \forall \varepsilon>0 . \tag{10.2.99}
\end{equation*}
$$

From (10.2.98) and (10.2.99) with regard to (10.2.81) we obtain

$$
\begin{equation*}
\int_{\varrho}^{d} \mathcal{Q}(\tau) \exp \left(-\int_{\rho}^{\tau} \mathcal{P}(\sigma) d \sigma\right) d \tau \leq C\left(k_{1}^{2}+k_{2}^{2}\right) \varrho^{2 \lambda} \tag{10.2.100}
\end{equation*}
$$

Finally, from (1.10.1), by (10.2.95), (10.2.97) and (10.2.100), it follows that

$$
\begin{equation*}
V(\rho) \leq C(N, \lambda, d, \varkappa)\left\langle\|u\|_{W^{1,2}(G)}^{2}+k_{1}^{2}+k_{2}^{2}\right\rangle \varrho^{2 \lambda} . \tag{10.2.101}
\end{equation*}
$$

At last, from (10.2.59) and (10.2.101) we deduce the validity of (10.2.82).
10.2.4. The power modulus of continuity at the conical point for strong solutions. Now we shall make the exponent $\varkappa$ in the estimates (10.2.1) and (10.2.18) more precise and prove the Hölder continuity of the first derivatives of the strong solutions in the neighborhood of a conical point. Let $\lambda$ be the number that is defined by (2.5.11) or (2.5.19) from Section 2.5.

Theorem 10.40. Let $\lambda>1$ and let $u(x)$ be the problem (QLRP) strong solution, $q>N$. Suppose the assumptions (A), (AA), (C) - (E) are satisfied for $\beta>\lambda-2>-1, \delta \geq \lambda-1>0$. Suppose that the function $g(x)$ satisfies the conditions of Theorem 10.39. Then there exist numbers $d>0, \bar{C}_{0}, \bar{C}_{1}$ not depending on $u(x)$, but depending only on $N, \lambda, \nu, \mu, \mu_{1}, \beta, k_{1}, k_{2}, q, g_{0}, M_{0}, M_{1}$ and the domain $G$, such that

1) $|u(x)| \leq \overline{C_{0}}|x|^{\lambda} \quad$ and $\quad|\nabla u(x)| \leq \overline{C_{1}}|x|^{\lambda-1}, x \in G_{0}^{d / 2}$.

In addition, if $g(x) \in V_{q, \alpha}^{1-1 / q}(\partial G)$ and

$$
\begin{equation*}
\|g(x)\|_{V_{q, \alpha}^{1-1 / q}\left(\Gamma_{0}^{g}\right)} \leq C \varrho^{\lambda-2+\frac{\alpha+N}{q}}, \quad 0<\rho<d / 2 \tag{10.2.102}
\end{equation*}
$$

then there exist numbers $d>0, \bar{C}_{2}$, not depending on $u(x)$ but only on $N, \lambda, \nu, \mu, \mu_{1}, \beta, k_{1}, k_{2}, q, g_{0}, M_{0}, M_{1}$ and the domain $G$, such that
2) if $\alpha+q(\lambda-2)+N>0$ then $u(x) \in V_{q, \alpha}^{2}(G)$ and

$$
\|u(x)\|_{V_{q, \alpha}^{2}\left(G_{0}^{p}\right)} \leq \overline{C_{2}} \rho^{\lambda-2+\frac{N+\alpha}{q}}, 0<\rho<d / 2
$$

and
3) if $1<\lambda<2, q\rangle \frac{N}{2-\lambda}$ then $u(x) \in C^{\lambda}\left(\overline{G_{0}^{d / 2}}\right)$.

Proof. Let us consider the sets $G_{\rho / 2}^{\rho}$ and $G_{\rho / 4}^{2 \rho} \supset G_{\rho / 2}^{\rho}, 0<\rho<d / 2$. We make the transformation $x=\rho x^{\prime} ; w\left(x^{\prime}\right)=\rho^{-\lambda} u\left(\rho x^{\prime}\right)$. The function $w\left(x^{\prime}\right)$ satisfies the problem
$(Q L R P)_{0}^{\prime}$

$$
\left\{\begin{array}{l}
a^{i j}\left(x^{\prime}\right) w_{x^{\prime} x_{j}^{\prime}}=F\left(x^{\prime}\right), x^{\prime} \in G_{1 / 2}^{1} \\
\frac{\partial w}{\partial \vec{n}^{\prime}}+\frac{1}{\left|x^{\prime}\right|} \gamma\left(\rho x^{\prime}\right) w\left(x^{\prime}\right)=\varrho^{1-\lambda} g\left(\rho x^{\prime}\right), x \in \Gamma_{1 / 2}^{1}
\end{array}\right.
$$

where

$$
a^{i j}\left(x^{\prime}\right) \equiv a_{i j}\left(\rho x^{\prime}, u, \rho^{\lambda-1} w_{x^{\prime}}\left(x^{\prime}\right)\right)
$$

and

$$
F\left(x^{\prime}\right) \equiv-\rho^{2-\lambda} a\left(\rho x^{\prime}, \rho^{\lambda} w\left(x^{\prime}\right), \rho^{\lambda-1} w_{x^{\prime}}\left(x^{\prime}\right)\right)
$$

The $L^{q}-$ estimate (10.2.23) is satisfied for the function $w\left(x^{\prime}\right)$ (see the proof of Theorem 10.37), that is
(10.2.103)

$$
\begin{aligned}
& \|w\|_{W^{2, q}\left(G_{1 / 2}^{1}\right)}^{q} \leq\left. C_{3} \int_{G_{1 / 4}^{2}}\langle | w\right|^{q}+\rho^{q \lambda}\left|\nabla^{\prime} w\right|^{2 q}+\varrho^{q}|b|^{q}\left|\nabla^{\prime} w\right|^{q}+ \\
& \left.\quad+\rho^{q(2-\lambda)}|f|^{q}\right\rangle d x^{\prime}+C_{4} \rho^{q(1-\lambda)} \int_{G_{1 / 4}^{2}}\left(\left|\nabla^{\prime} g\right|^{q}+|g|^{q}\right) d x^{\prime}
\end{aligned}
$$

where the constants $C_{3}, C_{4}$ do not depend on $w$.
At first we consider the case $2 \leq N<4$. By the Sobolev Imbedding Theorem, we have

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|w\left(x^{\prime}\right)\right| \leq C\|w\|_{2,2 ; G_{1 / 2}^{1}} . \tag{10.2.104}
\end{equation*}
$$

Returning to the variable $x$ and because of the estimate (10.2.82) of Theorem 10.39, we get

$$
\begin{align*}
\|w\|_{2,2 ; G_{1 / 2}^{1}}^{2} & =\int_{G_{1 / 2}^{1}}\left(\left|w_{x^{\prime} x^{\prime}}\right|^{2}+\left|\nabla^{\prime} w\right|^{2}+w^{2}\right) d x^{\prime} \leq \\
& \leq C(N) \rho^{-2 \lambda} \int_{G_{1 / 2}^{1}}\left(r^{4-N}\left|u_{x x}\right|^{2}+r^{2-N}|\nabla u|^{2}+\right.  \tag{10.2.105}\\
& \left.+r^{-N} u^{2}\right) d x \leq C .
\end{align*}
$$

From (10.2.104) and (10.2.105) it follows that

$$
\sup _{x^{\prime} \in G_{1 / 2}^{1}}\left|w\left(x^{\prime}\right)\right| \leq \overline{C_{0}}
$$

and returning to the variable $x$ we get

$$
|u(x)| \leq \overline{C_{0}} \rho^{\lambda}, x \in G_{\rho / 2}^{\rho} .
$$

Putting now $|x|=\frac{2}{3} \rho$ we obtain the first estimate of 1 ) of our theorem.
Let us now $N \geq 4$. We apply the Lieberman local maximum principle, Proposition 10.33. Then, by the condition ( $D$ ), we have

$$
\begin{align*}
& \sup _{x^{\prime} \in G_{1 / 2}^{1}} w\left(x^{\prime}\right) \leq C\left\{\left(\int_{G_{1 / 4}^{2}} w^{2} d x^{\prime}\right)^{\frac{1}{2}}+\rho^{1-\lambda+\delta} g_{0}+\right.  \tag{10.2.106}\\
& \left.\quad+\rho^{2-\lambda}\left(\int_{G_{1 / 4}^{2}}\left|a\left(\rho x^{\prime}, \rho^{\lambda} w\left(x^{\prime}\right), \rho^{\lambda-1} w_{x^{\prime}}\right)\right|^{N} d x^{\prime}\right)^{\frac{1}{N}}\right\} .
\end{align*}
$$

We shall estimate each integral from the right hand side of (10.2.106). We estimate the first integral by (10.2.82) of Theorem 10.39 as

$$
\begin{equation*}
\int_{G_{1 / 4}^{2}} w^{2} d x^{\prime} \leq \rho^{-2 \lambda} \int_{G_{\rho / 4}^{2}} r^{-N} u^{2} d x \leq C . \tag{10.2.107}
\end{equation*}
$$

Because of the assumption ( $D$ ) and the estimate (10.2.18), we have

$$
\begin{equation*}
\int_{G_{1 / 4}^{2}}\left|a\left(\rho x^{\prime}, \rho^{\lambda} w\left(x^{\prime}\right), \rho^{\lambda-1} w_{x^{\prime}}\right)\right|^{N} d x^{\prime} \leq c(N) \int_{G_{\rho / 4}^{2 \rho}}\left(\mu_{1}^{N}|\nabla u|^{2 N}+\right. \tag{10.2.108}
\end{equation*}
$$

$$
\left.+b^{N}(x)|\nabla u|^{N}+f^{N}(x)\right) r^{-N} d x \leq c(N) \int_{G_{\rho / 4}^{2 \rho}}\left(\mu_{1}^{N}\left(r^{2-N}|\nabla u|^{2}\right) \times\right.
$$

$$
\left.\times\left(r^{-2}|\nabla u|^{2 N-2}\right)+\left(r^{2-N}|\nabla u|^{2}\right) \cdot\left(k_{1}^{N} r^{\beta N-2}|\nabla u|^{N-2}\right)+k_{1}^{N} r^{\beta N-N}\right) d x \leq
$$

$$
\leq c(N)\left(\mu_{1}^{N} C_{1}^{2 N-2} \rho^{2 \varkappa(N-1)-2}+k_{1}^{N} C_{1}^{N-2} \rho^{\varkappa(N-2)+\beta N-2}\right) \int_{G_{\rho / 4}^{2 p}} r^{2-N}|\nabla u|^{2} d x
$$

$$
+c(N)(\beta)^{-1}\left(k_{1}\right)^{N} \operatorname{meas} \Omega\left(2^{\beta N}-2^{-2 \beta N}\right) \rho^{\beta N}, 0<\rho<d / 2
$$

Because of (10.2.82), hence we obtain

$$
\begin{align*}
& (10.2 .109) \quad \rho^{2-\lambda}\left(\int_{G_{1 / 4}^{2}}\left|a\left(\rho x^{\prime}, \rho^{\lambda} w\left(x^{\prime}\right), \rho^{\lambda-1} w_{x^{\prime}}\right)\right|^{N} d x^{\prime}\right)^{\frac{1}{N}} \leq  \tag{10.2.109}\\
& \leq C\left(\rho^{2-\lambda+\frac{2(\lambda-1)}{N}+\frac{2 \varkappa(N-1)}{N}}+\rho^{\left.2-\lambda+\beta+\frac{2(\lambda-1)}{N}+\frac{z(N-2)}{N}+\rho^{\beta+2-\lambda}\right), \quad \forall \rho \in\left(0, \frac{d}{2}\right) .} .\right.
\end{align*}
$$

We recall that $\beta>\lambda-2, \delta \geq \lambda-1$. Hence and from (10.2.106),(10.2.107) and (10.2.109) it follows that

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}} w\left(x^{\prime}\right) \leq C_{1}+C_{2} \rho^{2-\lambda+\frac{2(\lambda-1)}{N}+\frac{2 \varkappa(N-1)}{N}} . \tag{10.2.110}
\end{equation*}
$$

We recall as well as that $\lambda>1$ and $\varkappa>0$. To prove the validity of 1 ) (as in the first case) it is enough to obtain the following estimate

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}} w\left(x^{\prime}\right) \leq \text { const. } \tag{10.2.111}
\end{equation*}
$$

We shall show that the repetition by the finite time of the procedure of the (10.2.110) receiving for various $\varkappa$ can lead to the estimate (10.2.111).

Let the exponent of $\rho$ in (10.2.110) be negative (otherwise the (10.2.110) means the (10.2.111)). Returning to the function $u(x)$ in (10.2.110) and putting $|x|=\frac{2}{3} \rho$ we obtain

$$
\begin{equation*}
u(x) \leq C|x|^{2+\frac{2(\lambda-1)}{N}}, \tag{10.2.112}
\end{equation*}
$$

and hence, by Theorem 10.35 for $\varkappa=\varkappa_{1}$,

$$
\begin{equation*}
\varkappa_{1}=1+\frac{2(\lambda-1)}{N}, \tag{10.2.113}
\end{equation*}
$$

we get
(10.2.114)

$$
|\nabla u(x)| \leq C|x|^{\varkappa_{1}} .
$$

Let us repeat the procedure of receiving the inequalities (10.2.109) and (10.2.110), applying the estimate (10.2.114) instead of the (10.2.18) (i.e. changing $\varkappa$ for $\varkappa_{1}$ ). As a result we obtain

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}} w\left(x^{\prime}\right) \leq C_{1}+C_{2} \rho^{2-\lambda+\frac{2(\lambda-1)}{N}+\frac{2 \kappa_{1}(N-1)}{N}} . \tag{10.2.115}
\end{equation*}
$$

If the exponent of $\rho$ in (10.2.115) is negative, then letting

$$
\begin{equation*}
\varkappa_{2}=1+\frac{2(\lambda-1)}{N}+\frac{2(N-1)}{N} \varkappa_{1}, \tag{10.2.116}
\end{equation*}
$$

by Theorem 10.35 for $\varkappa=\varkappa_{2}$, we get

$$
\begin{equation*}
|\nabla u(x)| \leq C_{19}|x|^{\varkappa_{2}}, \tag{10.2.117}
\end{equation*}
$$

and repeating the above procedure we get the estimate

$$
\begin{equation*}
\sup _{x^{\prime} \in G_{1 / 2}^{1}} w\left(x^{\prime}\right) \leq C_{1}+C_{2} \rho^{2-\lambda+\frac{2(\lambda-1)}{N}+\frac{2 \kappa_{2}(N-1)}{N}} . \tag{10.2.118}
\end{equation*}
$$

Letting

$$
\begin{equation*}
t=\frac{2(N-1)}{N} \geq \frac{3}{2} \quad \forall N \geq 4 \tag{10.2.119}
\end{equation*}
$$

we consider the following number sequence $\left\{\varkappa_{k}\right\}$

$$
\begin{gathered}
\varkappa_{1} \text { defined by }(10.2 .113), \\
\varkappa_{2}=\varkappa_{1}(1+t), \\
\varkappa_{3}=\varkappa_{2}\left(1+t+t^{2}\right),
\end{gathered}
$$

$$
\begin{equation*}
\varkappa_{k+1}=\varkappa_{1}\left(1+t+\ldots+t^{k}\right)=\varkappa_{1} \frac{t^{k+1}-1}{t-1}, \quad k=0,1, \ldots \tag{10.2.120}
\end{equation*}
$$

Repeating the stated process $k$ times we obtain the estimates
(10.2.121) $\sup _{x^{\prime} \in G_{1 / 2}^{1}} w\left(x^{\prime}\right) \leq C_{1}+C_{2} \rho^{1-\lambda+\varkappa_{k+1}}, \quad 0<\rho<d / 2 ;$

$$
k=0,1, \ldots .
$$

Now we shall show that for $\forall N \geq 4$ exists integer $k$ such that

$$
\begin{equation*}
1-\lambda+\varkappa_{k+1} \geq 0 \tag{10.2.122}
\end{equation*}
$$

From (10.2.113) and (10.2.120) we have

$$
1-\lambda+\varkappa_{k+1}=\frac{t^{k+1}-1}{t-1}+\frac{\lambda-1}{N(t-1)}\left(2 t^{k+1}-2-N t+N\right) .
$$

The first term on the right is positive, by (10.2.119). For the second term from (10.2.119) it follows that

$$
2 t^{k+1}-2-N t+N=2^{k+2}(1-1 / N)^{k+1}-N \geq 0
$$

if $\{(2 N-2) / N\}^{k+1} \geq N / 2$. Hence we get that (10.2.122) holds if

$$
k+1 \geq \frac{\ln \frac{N}{2}}{\ln \frac{2 N-2}{N}}
$$

Choosing $k=\left[\frac{\ln \frac{N}{2}}{\ln \frac{N^{2}-2}{N}}\right]$, where $[a]$ is an integer part of $a$, we guarantee (10.2.122) $\forall N \geq 4$. By this, the validity of 1 ) of our theorem is proved.

The validity of the second estimate we get from Theorem 10.35 for $\varkappa=\lambda-1$.

Now we shall prove the validity of 2). Returning to the variable $x$ and the function $u(x)$ in (10.2.103) we have

$$
\begin{array}{r}
\int_{G_{\varrho / 2}^{\varrho}}\left(\left|u_{x x}\right|^{q}+\varrho^{-q}|\nabla u|^{q}+\varrho^{-2 q}|u|^{q}\right) d x \leq C_{4} \int_{G_{\varrho}^{2 e}}\left(\varrho^{-2 q}|u|^{q}+|\nabla u|^{2 q}+\right. \\
\left.+|b|^{q}|\nabla u|^{q}+|f|^{q}+|\nabla g|^{q}+\varrho^{-q}|g|^{q}\right) d x .
\end{array}
$$

Multiplying this inequality by $\varrho^{\alpha}$, replacing $\varrho$ by $2^{-k} \varrho$ and summing up over all $k=0,1, \ldots$ we obtain

$$
\begin{aligned}
& \|u\|_{V_{q, \alpha}^{2}\left(G_{0}^{\rho}\right)}^{q} \leq C_{4} \int_{G_{0}^{2 \rho}}\left(r^{\alpha-2 q}|u|^{q}+r^{\alpha}|\nabla u|^{2 q}+r^{\alpha}|b|^{q}|\nabla u|^{q}+\right. \\
& \left.\quad+r^{\alpha}|f|^{q}+r^{\alpha}|\nabla g|^{q}+r^{\alpha-q}|g|^{q}\right) d x, \forall q>1 .
\end{aligned}
$$

Using the estimates from 1), by the assumption ( $D$ ) and the assumption (10.2.102) of our theorem, taking into consideration $\beta>\lambda-2>-1$ we get

$$
\begin{equation*}
\|u\|_{V_{q, 0}^{2}\left(G_{0}^{p}\right)} \leq C \varrho^{\lambda-2+\frac{\alpha+N}{q}} \tag{10.2.123}
\end{equation*}
$$

if only $\alpha+N+(\lambda-2) q>0$. From (10.2.123) we obtain the validity of 2 ) of our theorem.

Finally, repeating verbatim the proof of Theorem 10.37 for $\varkappa=\lambda-1$, we obtain the validity of 3 ) of our theorem.

### 10.3. Notes

Many mathematicians have considered the third boundary value problem. The oblique derivative problem for elliptic equations in non-smooth domains was investigated by M.Faierman [121], M.Garroni, V.A.Solonnikov and M.Vivaldi [127],P. Grisvard [133], G. Liberman [225, 226, 232, 234, 227], H.Reisman [350] and others.
P. Grisvard has investigated (Chapter 4 [133]) the properties of the second weak derivatives of the weak solutions of the oblique problem for the Laplace operator in a plane domain with a polygonal boundary. He has established $W^{2, p}$-a priori estimates for such solutions and conditions, when such estimates hold.
M. Dauge and S. Nicaise [94] have investigated oblique derivative and interface problems associated to the Laplace operator on a polygon. They have obtained index formulae, a calculus of the dimension of the kernel, an expansion of the weak solutions into regular and singular parts, and formulae for the coefficients of the singularities in such expansions
M. Faierman [121] has extended the P. Grisvard results to the elliptic operator of the form

$$
L=-\sum_{i=1}^{N} a_{i i}(x) D_{i}^{2}+\sum_{i=1}^{N} a^{i}(x) D_{i}+a(x)
$$

in a $N$-dimensional rectangle.
H.Reisman [350] considered elliptic boundary value problems for the equation from ( $L$ ) with infinitely differentiable coefficients in a bounded domain $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ with non smooth boundary that has dihedral edges. He considered the boundary conditions that are an oblique derivative on one side of the edge and an oblique derivative or a Dirichlet condition on the other side of the edge. The main results in his work are uniqueness, existence, and regularity theorems for such problems in weighted Sobolev spaces.
M.G.Garroni, V.A.Solonnikov and M.A.Vivaldi [127] have considered the following elliptic boundary value problem for the Poisson equation on the infinite angle

$$
\left\{\begin{array}{l}
-\Delta u+s u=f(x), x \in d_{\vartheta}, \\
\left.\left(\frac{\partial u}{\partial \vec{n}}+h_{i} \frac{\partial u}{\partial r}\right)\right|_{\gamma_{i}}=\varphi_{i}(r), i=0,1,
\end{array}\right.
$$

where $d_{\vartheta} \subset \mathbb{R}^{2}$ is the infinite angle of the opening $\vartheta \in(0,2 \pi]$ with the sides $\gamma_{0}$ and $\gamma_{1}$ given by

$$
\gamma_{0}=\left\{0 \leq x_{1}<\infty, x_{2}=0\right\}
$$

$$
\gamma_{1}=\left\{x_{1}=r \cos \vartheta, x_{2}=r \sin \vartheta, 0 \leq r=\sqrt{x_{1}^{2}+x_{2}^{2}}<\infty\right\}
$$

in a Cartesian coordinate system $\left\{x_{1}, x_{2}\right\}$. Here $\vec{n}$ is the exterior normal to $\gamma_{i}, h_{0}$ and $h_{1}$ are given real constants, $s$ is a complex parameter with Res $\equiv a^{2} \geq 0$. The authors have obtained the estimates of the above problem solution, which are uniform with respect to $s$ in weighted Sobolev spaces introduced by V.A.Kondrat'ev for the investigation of elliptic boundary value problems in domains with angular and conical points at the boundary. In these spaces the distance $|x|$ from the origin, with an appropriate exponent, is the weight. The spaces, in which the solution exists, depend on the sign of $h_{0}+h_{1}$.

At last, the oblique derivative problem in Lipschitz domains has been investigated by G. Lieberman [225, 226, 232, 234, 227]. He has studied the problem of the existence and the regularity of solutions in Lipschitz domains for elliptic equations with Hölder continuous coefficients. He has proved [225, 234] the local and global maximum principle (see Propositions 10.11, 10.14) for the oblique derivative problem for general second order linear and quasilinear elliptic equations in arbitrary Lipschitz domains. Without making any continuity assumptions on the known functions, he has derived the Harnack and Hölder estimates for strong solutions near the boundary of the domain. He as well has bounded the maximum of the solution modulus in terms of an appropriate norms and the known functions.

An important element in the study of elliptic equations is the modulus of continuity estimate for the gradient of the solutions. Usually this modulus of continuity estimate is in fact a Hölder estimate, so it is often referred to as a Hölder gradient estimate. For elliptic nonlinear oblique boundary value problem in a smooth domain, the Hölder gradient estimate first has been proved by G. Lieberman [236, 237] and by Lieberman-Trudinger [238].
M. Dauge and S. Nicaise [94] have investigated the oblique derivative and interface problems on polygonal domains.
L. Lanzani and Zh. Shen [220] have obtained existence and uniqueness results for harmonic functions satisfying the Robin boundary condition with boundary data in $L_{p}(\partial G), 1<p<2+\varepsilon$ and $G$ being a bounded Lipschitz domain.
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## Index

$L^{p}$-estimates
Dirichlet problem
local boundary, 98
global, 99
local boundary, 99, 128, 349
local interior, 338
near a conical point, 129-131, 315-321
oblique problem
local boundary, 414
$\alpha$-Dini function, 32
a priori estimates
global in weighted Sobolev space
Dirichlet problem, 254
apriori estimates
global elliptic inequality
Dirichlet problem, 191
global in weighted Sobolev
space
Dirichlet problem, 101, 171, 216, 314
Robin problem, 420, 428, 429, 433
local in weighted Sobolev space
Dirichlet problem, 110, 116, 121, 123, 175, 180, 217, 245, 246, 271, 279, 281, 322, 354

Robin problem, 443, 448, 450, 469, 484
power modulus of continuity
for linear Dirichlet problem, $124,126,127$
for linear Robin problem, 409, 410
for pseudolaplacian, 323
for quasilinear Dirichlet problem, 281
for quasilinear Dirichlet problem, 245, 328, 330, 331, 334, 366
for quasilinear Robin problem, 489
for semilinear equation, 220 , 225
barrier function, 231, 264, 382, 415
Beltrami-Laplace operator, 20
Bernstein estimate, 99
Caratheodory's function, 241
Cauchy's Inequality, 16
Clarkson's Inequality, 23
comparison principle
Dirichlet problem
$m$-Laplacian, 303
linear equation, 98
semilinear equation, 225
mixed problem, 367, 414
conical point, 18
convex rotational cone, 20
difference quotient, 46
differential inequality ( $C P$ ), 37
Dini continuity, 32
Dini gradient continuity global
conical domain, 209
local
smooth boundary, 194
Dini-continuity, 60
Dini-Liapunov region, 144
Dini-Liapunov surface, 143
Dirichlet problem
for the Poisson equation
in a conical domain, 95
in a smooth domain, 81
distance function, 43
eigenvalue, 54-55
eigenvalue problem
for $m$ - Laplacian, 307
for the Laplace-Beltrami
operator
Dirichlet boundary
condition, 54
Robin boundary condition, 55
elliptic inequality, 190
elliptic operator, 299
equation
(ECC), 94
(ME), 363
extension lemma, 43
Fatou's Theorem, 23
fixed point Leray-Schauder
Theorem, 36
Friedrichs-Wirtinger inequality

Robin boundary condition, 69 Fubini's Theorem, 22 fundamental solution, 81
generalized solution, 303
global bound of a weak solution
quasilinear Dirichlet problem, 324
quasilinear mixed problem, 372
gradient bound
local for linear Dirichlet problem, 99
local for linear Robin problem, 410, 411
local for quasilinear Dirichlet problem, 242, 245, 281, 323, 336
local for quasilinear Robin problem, 489
Green's function
of a ball, 93
of a domain, 92
of the half-space, 90,92
Hölder continuity, 26
generalized solution, 328
weak solution, 188,315 quasilinear equation, 300
Hölder estimate
linear Dirichlet problem, 131-134
quasilinear Dirichlet problem, 242
Hölder gradient estimate
linear Dirichlet problem, 135, 136, 138
quasilinear Dirichlet problem, 243, 302
Hölder's Inequality, 17, 22
Hardy inequality, 49, 51
Hardy-Friedrichs-Wirtinger
type inequality

Dirichlet boundary
condition, 61-68
Robin boundary condition, 69
higher regularity
linear problem, 140, 142
quasilinear equation, 287, 292
inequality for boundary and domain integrals, 27-29, 31, 64, 65, 70
Interpolation inequality, 23, 27, 34

Jensen's Inequality, 17
linear problem
smoothness in a Dini-Liapunov region, 144
local bound of a strong solution semilinear problem, 220, 231
local bound of a weak solution linear problem, 183, 186
semilinear problem, 233
maximum principle
for quasilinear equations, 299
local, 98
mixed problem
global, 413
of Alexandrov, 97
Robin problem
global, 412
local, 413, 460
strong, 412
strong of Hopf, 98, 371
method of continuity, 36,158
Minkowski's Inequality, 23
mixed problem, 359
modulus of obliqueness, 411
Newtonian potential, 81
oblique operator, 411
Poincaré inequality, 52
problem
$(B V P)_{0}, 382$
$(E V R)_{0}, 68$
(StL), 382
(BVP), 359
(CPE), 382
(DL), 165
(DPE), 95
(DQL), 299
(DSL), 232
(EVD), 54
(EVR), 55
(IDL), 190
(L), 97
(LPA), 303
(LRP), 407
(NEVP), 304
(PE), 81
(QL), 241
(QLRP), 407
(SL), 215
quasi-distance function, 21
regularization of a function, 24
semilinear equation
divergent, 232
nondivergent, 215
set of type ( $A$ ), 242
Sobolev imbedding theorems, 28
space of Dini continuous
functions, 34
Stampacchia's Lemma, 40
strong solution, 100, 215, 244, 263, 408, 458
the Bernstein method, 256
unbounded solutions, 235, 238
uniform ellipticity condition, 97 , $100,166,198,215,232,241$
unique solvability
linear problem
conical domain, 155, 158, 160,163
smooth domain, 97
variational principle, 36,55
weak eigenfunction, $54,55,307$
weak Harnack inequality, 300
weak solution, 166, 232, 299, 303, 363
weighted Sobolev space, 29
Wirtinger inequality
Dirichlet boundary condition, 54-55

Young's Inequality, 17

## Notation Index

```
: \(C^{l}(\bar{G}), 26\)
: \(C^{0, \mathcal{A}}, 34\)
: \(C^{k, \mathcal{A}}(G), 34\)
: \(C_{0}^{l}(G), 26\)
: \(G(x, y), 93\)
: \(G^{(k)}, 19\)
: \(G_{a}^{b}, 18\)
: \(G_{d}, 19\)
: \(L^{p}(G), 22\)
: \(L_{l o c}^{p}(G), 23\)
: Lu, 97
: \(M_{0}, 241\)
: \(M_{1}, 245\)
: \(V_{p, \alpha}^{k}(G), 29\)
: \(V_{p, \alpha}^{k-1 / p}(\Gamma), 29\)
: \(W^{k, p}(G), 26\)
\(: W^{k, p}(G \backslash \mathcal{O}), 26\)
: \(W_{0}^{k, p}(G), 26\)
: \(W^{k-1 / 2}(\Gamma), 27\)
: \(W^{k-\frac{1}{p}, p}(\Gamma), 27\)
: \(W^{k}(G), 26\)
\(: W_{0}^{k}(G), 26\)
: \(X(G, \Gamma), 361\)
\(:[u]_{\mathcal{A} ; G}, 34\)
: \([f]_{\alpha ; G}, 26\)
: \(\Delta_{\omega} u, 19\)
: \(\Delta_{m}, 303\)
: \(\Gamma(x-y), 81\)
\(: \Gamma_{a}^{b}, 18\)
\(: \Gamma_{d}, 19\)
\(: \Omega, 18\)
: \(\Omega_{\rho}, 19\)
: \(\Phi(\omega), 384\)
: \(\Downarrow_{\alpha}^{k}(G), 29\)
: \(\stackrel{W}{\alpha}_{\alpha-1 / 2}(\Gamma), 29\)
: \(\chi_{0}, 316\)
: \(\lambda, 68,361\)
: \(\lambda_{0}, 304,385-388\)
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