
Recent Advances on 

IElliptic and Parabolic 

SSUES 

Editors 

Michel Chipot | Hirokazu Ninomiya 

P r o c e e d i n g s of t h e 
2 0 0 4 S w i s s - J a p a n e s e S e m i n a r 



R e c e n t A d v a n c e s on 

Elliptic and Parabolic 
SGI ICC 



This page is intentionally left blank



J ^ Proceedings of the 

^ 2 0 0 4 S w i s s - J a p a n e s e S e m i n a r 

R e c e n t A d v a n c e s o n 

IElliptic and Parabolic 
SSUES 

Zurich, Switzerland • 6-10 December 2004 

Editors 

Michel Chipot 
University of Zurich, Switzerland 

Hirokazu Ninomiya 
Ryukoku University, Japan 

\IJP World Scientific 
NEW JERSEY • LONDON • SINGAPORE • BEIJING • SHANGHAI • HONGKONG • TAIPE 



Published by 

World Scientific Publishing Co. Pte. Ltd. 

5 Ton Tuck Link, Singapore 596224 

USA office: 27 Warren Street, Suite 401-402, Hackensack, NJ 07601 

UK office: 57 Shelton Street, Covent Garden, London WC2H 9HE 

British Library Cataloguing-in-Publication Data 
A catalogue record for this book is available from the British Library. 

RECENT ADVANCES ON ELLIPTIC AND PARABOLIC ISSUES 
Proceedings of the 2004 Swiss-Japanese Seminar 

Copyright © 2006 by World Scientific Publishing Co. Pte. Ltd. 

All rights reserved. This book, or parts thereof, may not be reproduced in any form or by any means, 
electronic or mechanical, including photocopying, recording or any information storage and retrieval 
system now known or to be invented, without written permission from the Publisher. 

For photocopying of material in this volume, please pay a copying fee through the Copyright 
Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, USA. In this case permission to 
photocopy is not required from the publisher. 

ISBN 981-256-675-9 

Printed in Singapore by World Scientific Printers (S) Re Ltd 



PREFACE 

The Swiss-Japanese seminar on elliptic and parabolic issues in applied 
sciences was held at the University of Zurich (Switzerland) in December 
7-9, 2004. This book collects different papers on the research themes that 
were discussed during this seminar. 

We hope that these articles will become a landmark in the field of elliptic 
and parabolic problems. 

We thank JSPS and SNF for having generously supported our reunion. We 
extend our warm thanks to the University of Zurich for its hospitality and 
to Ms Zhang and World Scientific for their editing work. 

Zurich, October 2005 

Michel Chipot 
Hirokazu Ninomiya 
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STEADY FREE CONVECTION IN A B O U N D E D A N D 
SATURATED POROUS MEDIUM 

SAMIR AKESBIf, BERNARD BRIGHIf AND JEAN-DAVID HOERNELjl 

In this paper we are interested with a strongly coupled system of partial differential 
equations that modelizes free convection in a two-dimensional bounded domain 
filled with a fluid saturated porous medium. This model is inspired by the one of 
free convection near a semi-infinite impermeable vertical flat plate embedded in a 
fluid saturated porous medium. We establish the existence and uniqueness of the 
solution for small data in some unusual spaces. 

1. Introduction 

In the literature, many papers about free convection in fluid saturated 
porous media study the case of the semi-infinite vertical fiat plate in the 
framework of boundary layer approximations. This approach allows to 
introduce similarity variables to reduce the whole system of partial differ
ential equations into one single ordinary differential equation of the third 
order with appropriate boundary values. This two points boundary value 
problem can be studied using a shooting method or an auxiliary dynam
ical system either in the case of prescribed temperature or in the case of 
prescribed heat flux along the plate. 

In this article we first present the derivation of the equations, show how 
the boundary layer approximation leads to the two points boundary value 
problem and the similarity solutions, then we rewrite the full problem of 
free convection in a two-dimensional bounded domain filled with a fluid 
saturated porous medium. This new model, written in terms of stream 
function and temperature, consists in two strongly coupled partial differ
ential equations. We establish the existence and uniqueness of its solution 
for small data. 

AMS 2000 Subject Classification: 34B15, 34B40, 35Q35, 76R10, 76S05. 
Key words and phrases: Free convection, porous medium, coupled pdes. 
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2. The semi-infinite vertical flat plate case 

Let us consider a semi-infinite vertical permeable or impermeable flat plate 
embedded in a fluid saturated porous medium at the ambient tempera
ture Too, and a rectangular Cartesian co-ordinates system with the origin 
fixed at the leading edge of the vertical plate, the x-axis directed upward 
along the plate and the y-axis normal to it. If we suppose that the porous 
medium is homogeneous and isotropic, that all the properties of the fluid 
and the porous medium are constants and that the fluid is incompressible 
and follows the Darcy-Boussinesq law we obtain the following governing 
equations 

du dv 
dx dy 

k [dp \ 
U=~Jl{dx-+P9)' 

k dp 
p,dy 

dT_ dT _ /<92T d2T\ 

dx dy \ dx2 dy2 J ' 

P = p00(l-P(T-T00)) 

in which u and v are the Darcy velocities in the x and y directions, p, 
[i and (3 are the density, viscosity and thermal expansion coefficient of the 
fluid, k is the permeability of the saturated porous medium, A is its thermal 
diffusivity, p is the pressure, T the temperature and g the acceleration of 
the gravity. The subscript oo is used for values taken far from the plate. In 
our system of co-ordinates there are two main interesting sets of boundary 
conditions along the plate. 

First, the temperature is prescribed on the wall that gives 

v(x,0) = LOX^ , T{x,0)=Tw(x) = Too+Axm (1) 

with m e R and A > 0, see [16], [18], [21], [28] and [32]. 

Secondly, the heat flux is prescribed along the plate that leads to 

v(x,0) = LJX^ , — (x,0) = -xm (2) 

with m € E, see [10] and [17]. 
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The parameter w € K is the mass transfer coefficient. For an imper
meable wall we have u = 0, and for a permeable wall, to < 0 corresponds 
to fluid suction and w > 0 to fluid injection. The boundary conditions far 
from the plate are the same in both cases (12) and (13) 

u(x, oo) = 0, T(x, oo) = T^ . 

If we introduce the stream function ^ such that 

dy' dx 

we obtain the system in which it remains only $ and T 

dH | dH = Poof3gkdT 

dx2 dy2 ji dy' 

/ 3 2 T d2T\ _ dTd<b dT d<S> 

\ dx2 dy2 J dx dy dy dx' 

Along the wall, the boundary conditions (12) become 

dty ™-i 
— (X,0) = -LUX—, T(x,0) = Tw{x)=Too+Axm (5) 

and (13) becomes 

3 * m-i dT 

— (X:0) = -UJX^-, —(Xj0) = -xm. (6) 

The boundary conditions far from the plate become 

— (z,oo) = 0, T(x,oo) = T00. (7) 

We will start from the equations (3)-(4) subjected to the boundary con
ditions (5) and (7) with u> = 0 to write a new model, settled in a two-
dimensional bounded domain, that we will study in the rest of this paper. 

Before doing this, let us say a few words about the similarity solutions. 
Assuming that convection takes place in a thin layer around the plate, we 
obtain the boundary layer approximation 

d2^ = Poopgk dT 

dy2
 M dy' U 

â T _ i./ara* _5T9£\ 
dy2 X \dx dy dy dx J 

with the same boundary conditions (5) or (6) and (7) as before. 
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For the case of prescribed heat, introducing the new dimensionless sim
ilarity variables 

t = {Rax)*-, x 

*{x,y)=\(Rax)if{t), 

T{x,y) = (Tw(x)-Too)0(t) + 

with 

7"> r oo 

nax = 

the local Rayleigh number, equations (8) and (9) with the boundary con
ditions (5) and (7) leads to the third order ordinary differential equations 

on [0, oo) subjected to 

/(0) = - 7 , / ' (0) = 1 and / '(oo) = 0 

where 
2UJ I JT 

7 = 
m + I y poo 

One can find explicit solutions of this problem for some particular values of 
7 or m in [5], [6], [9], [20], [26], [28], [30] and [35]. For mathematical results 
about existence, nonexistence, uniqueness, nonuniqueness and asymptotic 
behavior, see [2], [5], [6] and [28] for 7 = 0, and [9], [12], [15], [23] and [24] 
for the general case. Numerical investigations can be found in [2], [7], [16], 
[18], [28], [30] and [38]. 

In the case of prescribed heat flux, we introduce the new dimensionless 
similarity variables 

_ i - ™-i 
t = 3 3R£x 3 yt 

y(x,y) = 33m\x*f(t), 

T(x, 

and the Rayleigh number 

T(x,y) = 3iRa *x^0{t) + Ta 

Poopgk 
•Ka = T • 

Then, equations (8) and (9) with the boundary conditions (6)-(7) give 

/ " ' + (m + 2 ) / / " - ( 2 m + l ) / ' 2 = 0 
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and 

/(0) = - 7 , /"(0) = - l and / '(oo) = 0 

where 

_ 35flg^a> 
7 ~ A(m + 2)' 

The study of existence, uniqueness and qualitative properties of the solu
tions of this problem is made in [10]. For a survey of the two cases, see 
[11]. This equation can also be found in industrial processes such as bound
ary layer flow adjacent to stretching walls (see [2], [3], [20], [26], [30]) or 
excitation of liquid metals in a high-frequency magnetic field (see [33]). 

One particular case of the two previous equations is the Blasius equation 
/ ' " + / / " = 0 introduced in [8] and studied, for example, in [4], [19] and 
[27]. 

The case of mixed convection / " ' + / / " + m / ' ( l - / ' ) = 0 with m e t i s 
interesting too and results about it can be found in [1], [13], [25] and [34]. 
The Falkner-Skan equation / ' " + / / " + m(l - / ' 2 ) = 0 with m € K is in 
the same family of problems, see [19], [22], [27], [29], [37], [39] and [40] for 
results about it. 

New results about the more general equation / " ' + / / " + g(f') — 0 for 
some given function g can be found in [14], see also [36]. 

3. A model problem in a bounded domain 

Let fl C R2 be a simply connected, bounded lipschitz domain whose bound
ary r = dQ, is divided in two connected parts Ti and T2 such that 

r~i u r2 = r and rx n r2 = 0. 
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We start from the previous equations (3)-(4) in terms of the stream function 
\I> and the temperature T with K = (0, P°°"9 j , and assuming that T\ 
is impermeable and that the temperature Tw > 0 is known on the whole 
boundary T, we modify the equation (3) by setting K(x) = (ki(x), k2(x)) € 
R2 with 0 < ||if ||oo < o°- Then, we obtain the following new problem in 
the bounded domain Cl, which consists in finding ($ ,T) 

* : n->R 

verifying the equations in fi 

A * = K.VT, (10) 

AAT = VT.(Vtf)-1-, (11) 

the boundary conditions on T for & 

a* 
* = 0 on Ti and — = 0 on T2 (12) 

an 

and the boundary conditions on F for T 

T = TwonT (13) 

where A e R+* and for all x = (u,v) G Q, let a;-1 = (u, —u). 

3.1. Preliminary results 

Let us assume that T™ G H? (T) and let 6 be the unique function in H 1(Q) 
verifying 

A 9 = 0 infi , (14) 

0 = Tu, on T. (15) 

In the following we will need that V 0 e L°°(£l), thus we will suppose that 
it holds (it is the case if Tw E # 5 ( r ) for example). 

If (*, T) is a solution of (10)-(13) and if we set H = T - 9 , then (#, H) 
is a solution of 

A # = K.VH + K.VG, (16) 

AAF = Vf f . (V*) J -+Ve . (V*) - L (17) 

in the domain 0. with the boundary conditions for \& 

$ = 0 on Ti and —- = 0 on T2 (18) 
an 
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and the boundary conditions for H 

H = 0 on T. (19) 

Conversly, it is clear that if (*, H) is a solution of (16)-(19) then ($,T) := 
(*, H + 6 ) is a solution of (10)-(13). 

In the following we set | |. | |Li (n) = ||.||i, | | . | |L2 ( n ) = ||.||2, ||.||Loo(n) = 
ll-lloo and 

(u, v) = / uvdx. 

Definition 3.1. For u G L°°(n), v G H^(Q) and w G H1^) let 

a(u,t>,u>) = (wVv, (V«;)-L)ia(n) i i2 (n). 

Remark 3.1. The trilinear form a is well defined because for u G L°°(fi), 
v G H'o(n) and «; G i?1(Q) we have 

|a(u,v,tu)| < ||w||oo||Vu||2||Vu;||2. 

Proposition 3.1. For u G H&(fi) (~l L°°(fi) and w G fi'1(fi) we have 

a(u,u,v)=0. (20) 

Proof. First, let us notice that if u G H&(Q) n L°°(fi) then u2 G flo(fi) 
and V(w2) — 2uVw. Hence 

o(u,u,w) = (uVu,(V«)1)L2(n),ia(f1) 

= 2 ( V u 2 ' ( V u ) X ) i 2 ( " ) , i 2 (n ) 

= -2( d i v((Vw)X) ,w 2) i / - i (n) ,^(n) 

= 0 

because u = 0 on T and div((Vi))-L) = 0 in i f - 1 (ft). D 

Remark 3.2. For u,v G ̂ ( f i ) n i°°(fi) and w G tf^ft) we have 

a(u,v,w) = — a(v,u,w). (21) 
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3.2. A priori estimates 

Let 

W* = {u | u e tf^fi) and u = 0 on Ti} 

and 

% = i J 0
1 ( Q ) n i o o ( f l ) . 

The spaces W$ and WH are equipped with the norms ||.||w* a n d ||-||W/j 
defined by 

IMIv^ = l|V«||2 and I H I ^ = |NIL + I|V«||1. 
In the following we will use the notation C for the Poincare's constant of 

SI. 

Definition 3.2. We will call (*,ff) G ^ x WH a weak solution of the 
problem (16)-(19) if and only if we have 

(V*, Vu) + (K.VH, u) + (K.VQ, u) = 0, (22) 

A(Vtf, Vu) + o(v, H, * ) + o(u, 0 , * ) = 0 (23) 

for all u G W^, and u g W#. 

Proposition 3.2. Let (<]>, # ) 6 W* x W# 6e a solution of the problem 
(22)-(23) and T = H + 0 , i/ierc 

infT™ ^ T ^ s u p T ^ . (24) 
r r 

Proof. Set I = sup r Tw and T+ = sup(T - /, 0). As T+ e Wff, using (23) 
with v = T+ and noticing that (V0, VT+) = 0 because A 0 = 0, leads to 

A(VT, VT+) + a(T+,T, * ) = 0. 

Using the facts that A(VT,VT+) = A(VT+,VT+) and o ( r + , T , * ) = 
a(T+,T+, * ) = 0 by proposition 3.1 we obtain that 

||VT+||2 = 0 

and as T+ e HQ(Q) we have T+ = 0 on fi. We proceed in the same way 
with I' = infp Tw and T~ = inf(T — /', 0) for the other inequality. • 

Proposition 3.3. Let (\I>, H) £ Wy x WH be a solution of the problem 
(22)-(23), then for ||Ve||oo < 2 C*p:|U we have 

| | V * | | 2 < 2C||,K'||00||V©|l2 and ||Vtf||2 < | |Ve] |2 . 



9 

Proof. Taking u = \I> in (22) and using Poincare's inequality we obtain 

| | V * | | ! < | ( K V t f , * ) | + | ( K V e , * ) | 

<||K||oo(||Vtf||2 + ||VG||2)||v!>||2 

<cpqoo(||Vff||2 + ||ve||2)||v*ih 

and 

| |V*| |2 < C||KHoo (||Vff ||2 + | |V9 | | 2 ) . (25) 

Taking v = H in (23) leads to 

A(Vtf, Vff) + a(H, H, # ) + a{H, 0 , * ) = 0. 

Then, by proposition 3.1 we have 

\\\VH\\l<\a(H,e,*)\ 
< ||Ve|U|JJ||2||W||2 

<q|ve|u|Vtf||2||v*||2 

using Poincare's inequality and 

||Vtf||2 < y| |V0| |oo| |V*| |2 . (26) 

Then, combining (25) and (26) leads to 

||v* ||2 < q|^||oc||V0||2 +
 c2 | l f l l oo i lV0lU|v$||2 . 

Thus 

1 C*\\K\\ 
A - l |ve| |0 O) | |v*| |2<q|A'| |0 O | |ve| |2 

and as c "f"°° HV0|loo < 1/2 we have 

| |V*| | 2<2C| |X| |O O | |V0 | | 2 . 

Using this new inequality in (26), we obtain 

||V#||2 < ||V0||2. n 

Remark 3.3. As 
A 

| |Ve| |2 < (mes ^ 'HVei loo and ||V0||oo < 
20-211^1100 

we can rewrite the previous result as 

| | V * | | 2 < A ( m e s f i ) i and ||Vtf||2 < ^ ^ - ( m e s fi)i 
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3.3. Main results 

Theorem 3.1. Let M = suprT.u,. If MCWKWoo < A, then the problem 
(16)-(19) admits at most one weak solution (^,H) in W^ x WH-

Proof. Let ( * i , # i ) and ($2,H2) be two solutions of (16)-(19). Setting 
H = Hi — H2 and "J — \I>i - \J/2 we obtain 

(V*, V«) + (K.VH, u) = 0, 

A(Vtf, Vu) + a(v,Hi, * i ) - a(v,H2, # 2 ) + a(v,G, # ) = 0 

for u G W^ and v G W#. Choosing u — # and v = H leads to 

( V * , V * ) + ( K V # , * ) = 0, (27) 

A(Vi3", Vfi") + a ( # , F i , * 0 - a(H, H2, * 2 ) + a(H, Q, tf) = 0. (28) 

From equation (27) we deduce that 

•||v*||2<q|iqool|v#||2. (29) 
Let us compute 

a(H,H1,*1)-a(H,H2,*2) = -a(H2,H1,*1)-a(H1,H2,*2) 

= a(H1,H2,*1)-a(H1,H2,*2) 

= a(HuH2,V) 

= a(H,H1,$). 

Thus, using now equation (28) we get 

A(V#, Vi?) + a(H, H1 + Q,$)=0 

and 

A | | v 5 | | l < | o ( 5 , H i + e , * ) | 

< IITiHoollVffllallV^lla 

< M | | V F | | 2 | | V * | | 2 

with M = sup rT,„. Therefore 

| |VF| | 2 < y | |V$ ||2 

and using (29) we have 

MC||if|| 
IIV-fi||2 S ^ ||V/i||2-
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Choosing M c y ° ° < 1 we obtain | |V#| | 2 = 0 and | | W | | 2 = 0. This 
complete the proof. • 

In the following Theorem, we prove the existence of a strong solution 
( * , # ) of the problem (16)-(19) under some hypothesis on the data. To 
this aim, let us define the spaces 

W* = < u | u G H2{n), u = 0 on Ti and - ^ = 0 on T2 \ 

and 

WH = Hi{Sl)nH2{Q). 

These spaces are equipped with the following norms 

IMIk = liv«||^ i ( n ) . 

N i k = ||v«||2 
\wH ~ iivuNff1(n) 

ll(«,«)llk> 
and 

u>w)llk**o, = H ^ + H*H 

l l ( w , « ) | | L 2 ( n ) x L 2 ( n ) = | |w| |2 + | | v | | 2 -

Theorem 3.2. Let M = suprTw. For max{CWVGWocM} < C\\K\\X 

and small values of \\K.V&\\2, there exists a unique solution ($>,H) of the 
problem (16)-(19) in the space Wy X WH-

Proof. Let us define the operator 

A : W* x WH -> L2(ft) x L2(ft) 

such that A(*,H) = (A1{^,H),A2(^>,H)) with 

A1{^,H) = A<S>-K.VH, 

A2{V,H) = XAH - V t f . ( W ) x - V e ^ V * ) - 1 . 

Let us remark that, using the Sobolev embedding theorem, we have 
jy^fi) ^ L4(fi) in such a way that V i J . (V*) x & L2(fi). 
In term of the operator A, the equations (16)-(17) can be rewritten as 

A(*,ff) = (/f.ve,o). 

Notice that ( # , # ) = (0,0) is a solution of A(^,H) - (0,0) and by the 
same argument as in Theorem 3.1, it is the only one. 
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Now we want to show that the solution of A(^, H) = (K.VQ, 0) also exists 
for small values of ||.fiT.VQ||2. To this end, let us compute the Frechet 
derivative of A. For <j> € Wy and G € WH, we have 

A{<f>, G) - (A</> - K V G , AAG - VO^V^)-1-) := A(<f>, G) - £,(</>, G) 

= (0,-VG.(V<A)x) 

= o(\\(<t>,G)\\w„xWH) 

because 

||(0,VG.(V^)±)|U2(a )xL2(n) = ||VG.(V</>)x|U2(n) 

<||VG||L4 (n)||V^||L« (n) 

<Cs
2 | |VG||J /1 (n ) | |V<M|H1(n) 

<^\\^G)\\%^WH 

where Cs is the Sobolev constant corresponding to the continuity of the 
embedding Hl{Q) ^ L4(fi). Thus, L defined by L(<1>,G) = (A(f>-
K.VG, AAG-Ve.(V(/>)x) is the Frechet derivative of A at the point (0,0), 
i.e. 

A'(0,0).(4>, G) = {Acf> - K.VG, AAG - V e . ^ ) - 1 ) . 

For / and g in L2(fi,) let us now consider the system A'(0,0).(4>, G) = (f,g) 
that can be written as 

-A<£ + K.VG = / , (30) 

-AAG + V9.(V(/>)X=0. (31) 

To prove the existence of a solution (\]>, H) of (16)-(19) it remains to show 
that the linear operator A'(Q, 0) : Wy x WH —> L2(£l) x L2(ft) is invertible. 
To this end, we must first prove that for every given / and g in L2(fi) the 
system (30)-(31) admits at least a solution and secondly that for (/, g) = 
(0,0) only (4>,G) = (0,0) is a solution of (30)-(31). 

• First, we want to prove that for every given / and g in L2(fi) the 
system (30)-(31) admits at least a solution. To this aim, let us 
define the operator T = Q o S : G (-• Gx from Hl{Q) into # x(f i ) 
with S : G v-+ <j) where <f> is the solution of 

-Acj) + K.VG = f 

in fl with the boundary conditions <f> = 0 on Ti and | ^ — 0 on T^, 
and Q : <f> \—> G\ where G\ is the solution of 

- A A G ! + V G . ( V ^ ) X = 5 
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in $1 with the boundary conditions Gi = 0 on V. 
Suppose now that G and G' are given in H 1{Q). Let us consider 

</> = S(G), <f>'_ = S{G') and Gx = Q(4>), G[ = Q(cj)'). Setting 
G = G - G', 4> = <j) - ft and Gx = Gi - G[, by (30)-(31) we have 
the inequalities 

/ ||V<£||2^ 

= - f (K.VG)4>dx 

< CWKWn ( j f ||V<A|| W ) 2 ( jf | |VG||2dx) ' 

and 

A / IIVGiH2^ 

= - / V0 . (V^) x Gidx 
Jn 

< qiveiu (7 ||V0||W)2 (7 HVGiii2^2. 

Combining these two inequalities, we obtain 

IIVGi||L2(n) < | |VG||L2 (n ) 

that shows us that if 

cwiooliveii 
A 

lloo j 

then T is a contraction from H1^) into itself and admits a fixed 
point G € H2(Q) that gives us a solution (<fi, G) £ W-q, x WH of 
(30)-(31). 
The system (30)-(31) with (f,g) = (0,0) admits (0,0) for solu
tion, let us show that this solution is unique. Let us suppose that 
(0,G) € W<i x WH is a solution of (30)-(31), multiplying (30) by 
<j>, (31) by G and integrating on fi leads to 

livcib < ^IWUIve|U||VG||2 

from which we deduce G = 0 and <j> = 0 if C2 | |A"||00 | |Ve||00 < A. 
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This shows that, for small values of | |if.V0||2, the problem A(^>,H) = 
(K.WQ,0) does have solutions. Thus, for such values of G and K and 
C2||if||oo||V0||oo < A, the problem (16)-(19) admits at least one solution 
((f>, G) in Wssi x WH and, as W* x WH c W^ x WH, by Theorem 3.1 it is 
unique if, in addition, we have MCH-ffHoo < A. • 

Remark 3.4. Since, in the previous Theorem we have 

ll^veiia^pqooliveiwmesfi)* 
and 

the condition ||if.V6||2 small is realized when <4j(mes ft)? is small. It is 
the case, for example, when the domain Cl is large and the parameter A, 
that is the thermal diffusivity of the porous medium, is small. 

Corollary 3.1. Let Tw e H§{T) and M = sup r T w . If 

max{C||V0||oo,M} < Cu^«— there exists a unique solution (^ ,T) of the 

problem (10)-(13) in the space Wy x H2(D.) for small values of | |if.V0||2. 

Proof. It follows immediately from Theorem 3.2 and the fact that prob
lems (10)-(13) and (16)-(19) are equivalent. • 

4. Conclusion 

In this paper, starting from the model of free convection in a fluid saturated 
porous medium near a semi-infinite vertical flat plate we have written an ex
tension describing this phenomenon in a two-dimensional bounded domain. 
This new problem is given by two strongly coupled partial differential equa
tions, that allows us to compute the stream function and the temperature 
of the fluid in the porous medium. 

In a first approach of this complex problem, we have proved existence 
and uniqueness of a solution for small data when a part of the boundary of 
the domain is assumed to be impermeable. 
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Q U A S I L I N E A R P A R A B O L I C F U N C T I O N A L E V O L U T I O N 
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Zurich, Switzerland, email: herbert.amann@math.unizh.ch 

Based on our recent work on quasilinear parabolic evolution equations and maximal 
regularity we prove a general result for quasilinear evolution equations with mem
ory. It is then applied to the study of quasilinear parabolic differential equations in 
weak settings. We prove that they generate Lipschitz semiflows on natural history 
spaces. The new feature is that delays can occur in the highest order nonlinear 
terms. The general theorems are illustrated by a number of model problems. 

Keywords: nonlinear evolution equations with memory, time delays, parabolic 
functional differential equations, Volterra evolution equations. 

Categories: 35R10, 35K90, 45K05: 45D05, 34K99 

1. Introduction 

In a recent paper [8] we have derived very general existence, uniqueness, and 
continuity theorems for abstract quasilinear evolution equations of the form 

u + A(u)u = F{u). (1) 

Here A{u) is for each given u in an appropriate class of functions a bounded 
measurable function with values in a Banach space of bounded linear op
erators. Thus v + A(u)v = F(u) is for each suitable u a nonautonomous 
evolution equation on some Banach space. The new feature of our result 
is that the class of admissible functions, that is, the domain of definition 
of A(-) and F(-), is the same as the one where a solution of (1) is being 

sought for. More precisely, given Banach spaces E\ <—> EQ and 1 < p < oo, 
we assume that A and F are denned on 

L„((o,r),£;i)n^((o,T),^) (2) 
and map this space into Lo o((0,T), C(E\, Eo)) and L r((0,T),i?o) for some 
r > p, respectively. Consequently, A and F will be nonlocal operators with 
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respect to the time variable, in general. This distinguishes our work in [8] 
from all previous studies of nonlinear evolution equations where A and F 
always have been assumed to be local maps (see [7]). 

The fact that we work on the function space (2) allows for great flexi
bility in applications. In particular, we can use the general results to treat 
evolution equations depending on the history of their solution (see [4], [6], 
and [9]). 

It is the purpose of this paper to give a rigorous basis for such problems. 
More precisely, we develop a general existence, uniqueness, and continuity 
theory for functional evolution equations of the form 

u +A(ut,u)u = F(ut,u), (3) 

where, as usual in the theory of functional differential equations, 
ut{6) := u(t + 0) for t > 0 and -S < 9 < 0. (This notation should not be 
confused with the partial derivative dtu.) In particular, we show that in the 
autonomous case problems of this type generate semiflows on appropriate 
history spaces. So far only semilinear equations of the general form (3) 
have been considered where A is independent of u and Ut. For these prob
lems there is a vast literature for which we refer to [29] and the references 
therein, for example. 

The main results for (3) are given in Section 4. In the section following 
it we prove a rather general theorem for quasilinear parabolic differential 
equations with memory. The main new feature is that we can allow mem
ory terms in the top order coefficients and that we derive the continuous 
dependence of the solution on its history. In the autonomous case this im
plies that (3) generates a semiflow on the history space, a fact which has, 
up to now, only been shown in semilinear problems. 

Problems of this kind occur in several applications, for instance in cli
mate models (see Section 2) or by regularizing ill posed problems in image 
processing (see [9]). For simplicity, we restrict ourselves to weak settings. 
However, it will be clear to the reader that the abstract results can also be 
applied to parabolic differential equations in strong settings (as in e.g., [6] 
and [9]). 

In Section 2 we illustrate the power of our approach by applying the 
main result of Section 5 to some model problems. We restrict ourselves to 
simple cases to give the flavor of the techniques and do not strive for opti
mal results. In particular, we do not present sophisticated global existence 
results. Section 3 contains an existence and continuity theorem for param
eter dependent quasilinear evolution equations. It is an easy consequence 
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of the results in [7], but is put in a form suitable for the study of (3) in 
Section 4. In the last section we show how the results for the model cases 
of Section 2 follow from the basic result of Section 5. 

2. Model problems 

Let fi be a bounded Lipschitz domain in R", where n > 2. Assume that 
Ti is a measurable subset of its boundary, T, denote by x '• r —> {0,1} the 
characteristic function of Ti, and put To := r \ r i . The pair (fi,x) is said 
to be (C2) regular if fi is a C2 domain and x iS continuous. In this case 
To and Ti are both open (and closed) in V. In general, either TQ or Ti can 
be empty, of course. We write v for the outer unit normal on T (defined 
a.e. with respect to the (n — l)-dimensional Hausdorff measure). 

In this section we consider the following evolution system 

dt (e(u)) + V • j(u) = / (« ) on fi x (0, oo), 

XV • j{u) + (1 - x ) 7 u = X9(u) o n £ x ( 0 , o o ) , 
(4) 

7 being the trace operator and V • denoting divergence. We are particularly 
interested in situations where (4) is history dependent. More precisely, we 
consider constitutive hypotheses of the following form 

(5) 

• e(u) := /x * u; 

• j(u) := —vo * (a(-, (To * u)Vu) + V\ * (b(-, o\ * u)Vu); 

• f(u) := po*f(;<r2*u); 

• g{u) := pi*g(-,a3*u), 

where n, Vj, pj, and Oj are bounded (possibly Banach space valued) Radon 
measures on R, to be specified more precisely below. Throughout we sup
pose that 

• a G C ° ' 1 " ( n x R m , R r , x r i ) s u c h t h a t 
a(x, £) is symmetric and positive definit, 
uniformly for x 6 fi and £ in bounded intervals; 

• feGC°'1-(fixRm,Rnxn); 

• / e C°'l-(U x Rm ) ; 

• g G C 0 ' 1 "^ x Rm) 

for some m 6 N. (For convenience, we put [0,oo] := [0,oo) = R + and 
[—oo,0] := (—oo,0].) Here and below, given metric spaces X and Y, an 
open subset O of X x Y, and a Banach space F, we write C0,1'(O,F) for 

(6) 
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the set of all / G C(0, F) such that for each point (x, y) in O there exists 
a neighborhood U x V in O such that f(-,y) : U —> F is Lipschitz contin
uous, uniformly with respect to y G V. As usual, we omit the symbol F if 
F = R. 

In this section we also suppose that 

• either p = 2, | 
> (7) 

• o r n + 2 < p < o o and (Cl, x) is regular. J 
We set 

HltX :={ve Hi := ^ ( f i ) ; (1 - X)v> = 0 }, H~x == ( ^ , x ) ' , 

the dual being determined by means of the Lp duality pairing 

(v,w) := / v-wdx, (v,w) £ Lpi x Lp. 
JQ 

Note that 

Hp,x ^ LP ""* HP,X' 

where <—> denotes continuous and dense embedding. Also note that 
H~£ = Hp1 if x — 0) that is, V = TQ. In this case the second line of (4) 
reduces to the homogeneous Dirichlet boundary condition 711 = 0. We also 
put E{ := H{x for j = ±1 . 

Furthermore, 

1 0/ f-^2, i f p = 2, 
^ l - 2 / P • = ) ' r > 

P'X \ { v G W £ - 2 / P ; (1 - x)jv = 0 } otherwise, 

where Wp
s := Wp

s(fl) are the usual Sobolev-Slobodeckii spaces of order 
s G [0,1]. Recall that, except for equivalent norms, W* = Hp for s = 0,1. 

Let / be an interval with nonempty interior / . Then 

HlJI) := H^pJQ x I) := LP(I, Hlx) n H$ (I, H'x) 

and Hi :—Ho v . It will be shown below that 

W ^ ( / ) ^ C o ( 7 , W ^ - 2 / " ) , (8) 

where Co denotes the space of continuous functions vanishing at infinity. 
For 0 < T < 00 we put JT := [0,T) and J _ r := (-T,Q\. Furthermore, 

we usually employ the same symbol for a function and its restriction to any 
of its subdomains, if no confusion seems likely. 
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Suppose that 0 < S < oo, 

veCod-S^Wj-Vp), (9) 

and 0 < T < oo. By a solution (more precisely: an Tip solution) of (4) 
on (0,T) with history v we mean a 

ueC{[-S,nWp\-
2'r) 

satisfying u\ J-s = v a n d 

u G npJJT), 0 < r < T, (10) 

as well as, given any w e Hp, , 

dt(w,e(u)) + (yw,j(u)) = (w,f(u)) + {1w,g(u))r on (0,T) (11) 

in the sense of distributions, where (•, -)r denotes the LP(T) duality pairing 
(with respect to the Hausdorff volume measure of T). In addition, all 
integrals occurring in (11) have to be well defined. Note that (10) and (11) 
imply that u is a weak solution in the usual sense if p = 2. 

A solution u is maximal if there does not exist a solution being a proper 
extension of u. In this case J? is the maximal existence interval for u. 

Before considering some model problems we recall the concept of a semi-
flow. Let X be a metric space and suppose that J(x) is for each i e l a n 
open subinterval of R + containing 0. Set 

X := (J J(x) x {x}. 
xex 

Then <p : X —» X is said to be a (local) semiflow on X if X is open in 
R+ x X, (p € <?(•¥, X), <p(0, ar) = x for ar e X, and, given (£, x) G X and 
s G J(ip(t,x)), it follows that s + t s J(x) and </?(s, </?(£, x)) = < (̂s + t,x). 
It is global if X — R+ x X. Furthermore, <p is a Lipschitz semiflow if, in 
addition, V G C 0 - 1 " ( A , X ) . 

Given T € (0, oo], a Banach space F , and u G C([—5,T],F), we re
call that 

ut{0) :=u(t-e), 0<9<S, 0<t<T. 

Note that ut e C([-S, 0], F ) for 0 < t < T. 

Suppose that V is a Banach space such that V ^ C([-S,0], Wp
l~Vp). 

Then we say that (4) is well posed in Tij, and generates a semiflow on the 
history space V if there exists for each v G V a unique maximal Tij, solution, 
u(v), of (4) and the map (t, v) t-> u(v)t is a semiflow on V. 
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We start with a simple model problem of reaction-diffusion type: 

dtu - V • j(u) = f(u) on fi, } 

u = Q on To, > (12) 

v • j(u) = g(u) onT i , J 

where 

j(u) := -a(a0 *u)Vu, 

that is, we set VQ :— So, where Sr is the Dirac measure supported in r € M, 
and 6 := 0. For notational simplicity, we usually do no longer indicate the 
x dependence of the nonlinearities. 

First we suppose that m = 1 and the diffusion matrix depends on suit
able space averages of u only. For this we assume that 

KGC(L2,C(U)), (13) 

where C(E, F) is the Banach space of all continuous linear maps from the 
Banach space E into the Banach space F. We also set £(E) := £(E, E). 

We denote by M[0, S] the space of all real valued Radon measures of 
bounded variation on the interval [0,S]. We suppose that 

a£M[0,S] (14) 

and consider the nonlocal time-delayed quasilinear parabolic problem 

dtu — V • (a(a * Ku)Vu) = / ( a * Ku) on f2, "| 

u = Q o n r 0 , \ (15) 

V • a(a * Ku)Vu = g(a* Ku) on T\. ) 

Here and below it is understood that the boundary conditions are taken in 
the sense of traces. In particular, the right hand side of the third equation 
of (15) reads more precisely as 5(70; * Ku). Observe that 

(a * Ku)(x, t)= f (Ku)(x, t - r)a (dr) £ C(JI x [0, T\) 
J[o,s] 

for (x,t) e Q x JT and T > 0, provided u £ C0([-S,T],L2). 

Theorem 2.1. Let (13) and (14) be satisfied. Then (15) is well 
posed in H^ and generates a Lipschitz semiflow on the history space 
Co{[—S,0],L2). It depends Lipschitz continuously on a and K. If the 
support of a is contained in [s, S] for some s E (0, S], then this semiflow is 
global. 
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The proof as well as the proofs of all the following theorems of this section 
are found in Section 6, where it will be made precise how (15) is a par
ticular instant of (4). What is meant by a semiflow depending Lipschitz 
continuously on parameters is defined in Section 4. 

Corollary 2.1. Ifr>0, then the nonlocal retarded problem 

dtu - V • (a(Ku(t - r)) Vu) = f(Ku(t - r)) on 0 , 

u = 0 on To, 

V • a (Ku(t - r)) Vu = g(Ku(t - r)) on Ti 

is well posed in H.^ and generates a global Lipschitz semiflow on the history 
space C([—r, O],!^)- It depends Lipschitz continuously on K. 

Proof. It suffices to choose S :=r and a := Sr. O 

To treat local reaction terms in a weak setting we replace the hypotheses on 
/ and g in (6) by assuming, for simplicity, that n > 3, that / : Q x Rm —» K 
is a Caratheodory function satisfying /(-,0) s £2n/(n+2) a n d 

!/(-,£) - / ( - ,T?) | < c(l + \e/n + HVn) K - r,\ (16) 

for £,77 G Rm , and that g0 £ ^2(r) . Observe that (16) is satisfied for the 
model nonlinearity 

f(;S) = b\t\2/nt + fo (17) 

with m = 1, b £ L^, and /o € L^. Then we consider quasilinear parabolic 
problems with nonlocal time-delays in the diffusion matrix only, the reaction 
term being local, that is, 

dtu — V • (a(a * Ku)Vu) = f(u) on Q, 

u = 0 o n r 0 , \ (18) 

V • a(a * Ku)Vu = go on Ti. 

Theorem 2.2. Suppose that assumptions (13), (14), and (16) hold. Then 
(18) is well posed in TH.}. and generates a semiflow on the history space 
CQ([—S,0],La) which depends Lipschitz continuously on a and K. It is 
global if the following additional conditions are satisfied: 

(i) supp(a) c [s,S] for some s s (0,5]; 
(ii) there exists a constant K such that 

( / ( • ,£) - / ( • , ( ) ) )£ < K ( 1 + | £ | 2 ) , ( e R . 
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Corollary 2.2. If r > 0, then the model problem 

atw - V • ( a ( # u 0 - r))Vu) = b \u\2/n u + f0 on Q, 

u = 0 on To, 

v • a(Ku{t — r))V u = go onTi 

is well posed in H^. and generates a semiflow on Co([—r, 0], LQ), depending 
Lipschitz continuously on K. It is global if b < 0. 

Proof. With (17) this follows by choosing S := r and a := Sr. • 

There are many conceivable choices for K. For example, we could set 

Ku :— (k,u), u £ 1,2, 

for some fixed k £ L2, so that ifw is constant on Q. Nonlocal (non delayed) 
quasilinear parabolic initial boundary value problems, predominantly with 
this choice for K, have recently attracted some interest, in particular by 
M. Chipot and coworkers (cf. [6], [10]-[12], and the references therein). 

Another important case is obtained by setting 

Ku := k*u, u e L2, 

where k € L2(M.n), u is the extension of u to R" by zero in Qc, and • de
notes convolution on M.n. In particular, setting k := XrBn, the characteristic 
function of the ball in W1 with center at 0 and radius r, it follows that 

Ku{x) = / u(y) dy, x £ Q,, 
in(i,r) 

where Q(x, r) :— {x + rW1) n Q.. Thus in this case the diffusion matrix (and 
/ and g in the case of Theorem 2.1) depends on a suitably delayed space 
average of the solution over a neighborhood of x in Q. 

Next we consider model problems where the diffusion matrix depends 
on u in a local way with respect to the x variable, but not necessarily 
with respect to t. For this we suppose that m — 2 and consider the model 
problem 

dtu — V • (a(u, a * u) Vu) = f(u, a * u) on ft, 

u •= 0 on r 0 , 

V • a(u, a * U)VM = g(u, a * u) on Ti. 

Then the following analogue to Theorem 2.1 is valid. 

(19) 



27 

Theorem 2.3. Suppose that (A, \) is regular, n + 2 < p < oo, and (14) is 
satisfied. Then (19) is well posed in TipiX and generates a Lipschitz semiflow 
on the history space CQQ—S, 0], WPtX ) depending Lipschitz continuously 
on a. If supp(a) C [s,S] for some s G (0,S] and (a, f) = (a,f)(a*u), 
then this semiflow is global. 

Remarks 2.1. (a) For simplicity, we have omitted convection terms of the 
form c(u) • Vu and V • (c(u)u), where c(u) is a suitable nonlocal function 
of u. It will be clear from the general abstract results how this can be done. 

(b) From Theorem 4.2 it will also be clear that we can obtain well 
posedness results for nonautonomous equations. Of course, in such a case 
the semiflow property is no longer valid. 

(c) We can replace Q, by a smooth submanifold of some Riemannian 
manifold, provided gradients, divergence, and normals are taken with re
spect to the corresponding Riemannian metric. • 

Problems of the form (19) occur in applications, for example in certain cli
mate models. For instance, in [20] and [21] G. Hetzer studies the quasilinear 
functional differential equation 

c(/3 * u)dtu - V • (fcVw) = R(t, u,(3*u) (20) 

on the Euclidean unit sphere in M3, assuming that c is a bounded C2 func
tion being uniformly positive, /? € C2[0, T] for some T > 0, and k and R are 
sufficiently smooth functions with k being uniformly positive. By dividing 
(20) by c(/3 * u) it is clear, due to Remarks 2.1, that this model fits into the 
framework of this paper. 

In the theory of heat conduction in a rigid body the functions occurring 
in (4) have the following interpretation: u is the temperature, e(u) the 
interval energy density, j(u) the heat flux, f(u) and g(u), respectively, the 
density of external heat sources in Q. and on T, respectively. Considering 
bodies with memory one arrives at the following constitutive hypotheses: 

e(u) = u + h*u 

and 

j(u) = — a(u, a * M)VU — k * (b(u, a * u)V«), 

where we suppose that 

hGLr(R+,C1(Ti)), k€Lr(R+,L00), aeM(R+,C(Q,)) (21) 
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for some r € (l,p']- Thus one is led to consider the problem 

dt{u + h * u) — V • (a(u, a * u)Vu + k* (a(u, a * «)Vu)) = f{u, a*u) (22) 

in fi, subject to the boundary conditions 

U = ° ° n r ° ' ) (23) 
V • a(u, a * u)Vu + k * (a(u, a * u)Vu) = g(u, a * u) o n F i . J 

Observe that, for example, 
/ •OO 

(h*u)(x,t)= h{x,T)u{x,t-T)d,T, ( i , ( ) £ ( l x l + , 
Jo 

where u{t) = u(-,t) etc. 

Theorem 2.4. Suppose that (fl,x) *5 regular, n + 2 < p < oo, and (21) 
is satisfied. Then (22), (23) is well posed in H^ and generates a Lipschitz 
semiflow on the history space Hi, x(J-s), where S € (0, oo] is such that 

(supp(/i) U supp(fc)) + supp(a) C [0, S]. 

If h — 0, then this is true for the history space Co ([—5,0], WPiX ) . 

Setting h — 0 and a = 0 and assuming that k is real valued we obtain as a 
particular case the quasilinear Volterra integro differential equation 

/ •OO 

dtu-V- (a(u)Vu) - I h(r)V • (a(u(t - r))Vu(t - r )) dr = f(u). 
Jo 

Equations of this type, usually with zero Dirichlet boundary conditions, 
have been studied by many authors, even for more general fully nonlin
ear equations, by means of maximal regularity results in Holder and Besov 
space settings (see [15], [26], and the references therein). Another approach 
to such equations is based on sophisticated results from the theory of ab
stract linear Volterra equations (see [27]). Using these techniques it is also 
possible to obtain existence results in the difficult singular case where the 
local second order operator V • (o(«)Vu) is not present (cf. [17]-[19], [25], 
[27], [30], for example, and the references in those papers). 

The only results known to the author for problems containing the 
term dt(h * a) concern linear and semilinear equations (e.g., [13], [14], [22], 
and [29]). 

Another model case is the retarded quasilinear parabolic problem 

0 t e ( u ) ( t ) - V - j ( u ) ( t ) = / (« (* ) , u ( t - r ) ) on SI, ' 

u = 0 on r 0 , > (24) 

P-3{u)(t)=g(u(t),u(t-r)) on T1: j 
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where r > 0, 

e(u)(t) := u(i) + hu(t - r) (25) 

and 

j(u)(t) := -a(u(t),u(t - r))Vu(t) - kb(u{t),u(t - r))Vu(t - r) (26) 

with 

M e C ^ f i ) . (27) 

Theorem 2.5. Suppose that (Cl,x) *s regular and n + 2 < p < oo. ^4/so 
suppose that (25)-(27) are satisfied for some r > 0. T/ien (24) is weM posed 
in Hp and generates a Lipschitz semiflow on the history space If} x ( J _ r ) . 
If h — 0, i/ien £/ws is true for the history space C([-r,0},Wp-2/p). These 
semiflows are global, if a, b, f, and g depend on u{t — r) only and not 
on u(t). 

A very particular instant of problem (24) is the retarded semilinear 
parabolic equation 

dt(u(t) + au(t - r)) - aAu(t) - bAu(t - r) = f(u(t - r)) (28) 

in Cl x (0, oo), where a, a, and b are constants with a > 0, subject to the 
boundary conditions 

u = 0 on To, 

aduu(t) + bdvu{t — r)= g(u(t — r)) on Ti. 

As usual, dv is the normal derivative on T. It follows from Theorem 2.5 
that, given any history v G WpX( J_ r ) , problem (28), (29) possesses a unique 
global Tip solution u(v), and the map 

R+ X Hlx(J-r) ^ nlx{J-r), (t,v) .-» U(v)t 

is a well defined Lipschitz semiflow on H* ( J_ r ) , provided (CI, x) is regular 
and p > n + 2. Furthermore, if a = 0, then this remains true if we replace 
HltX(J-r) by the history space C([-r,0},Wp

1~2/p). 

3. Parameter dependent evolution equations 

Let EQ and E\ be Banach spaces such that E\ '—> E0. We fix p £ (1, oo) 
and, given a subinterval i" of R with nonempty interior, we put 

Hi (I, (Ex, E0)) := LP(I, E,) n Hl
p(I, Ex). 

(29) 
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It follows that 

HP{I,{EUE0))^C0{1,E), (30) 

where 

E :— (Eo,Ei)i/p>>p 

with (•, -)g!P being the real interpolation functor of exponent 6 £ (0,1) and 
parameter p (cf. Theorem III.4.10.2 of [2]). 

Suppose that a := inf / > —oo with a £ I and 

A£Loo(I,C(E1,E0)). 

Then A is said to have (the property of) maximal Lp regularity (on I 
with respect to (EI,EQ)) if the Cauchy problem 

u + Au = / on / , u{d) = 0 

has for each / £ LP(I,EQ) a unique solution Hp(I, (E\,Eo)) and if, in ad
dition, given T,T £ I with T <T, the homogeneous problem 

v + Av = 0 on (T,T), V(T)=0 (31) 

possesses in 7ip{[T, T), (E\,Eo)) the trivial solution only. The proof of Lem
ma 4.1 in [5] shows that assumption (31) is equivalent to: A has maximal 
Lp regularity on every nontrivial bounded subinterval of / being closed on 
the left. (In Lemma 4.1 of [5] hypothesis (31) is missing.) 

We fix a positive number T and set J := Jj. Then we denote by 

M1lp(J) := MH^J^EUEO)) 

the set of all A G L00{},L{Ei,Eo)) possessing maximal Lp regularity, 
endowed with the topology induced by £oo(J, £(Ei,Eo)). We write 
A4TZp(Ei,Eo) for the subset of M.HP{S) consisting of all constant maps 
t \—> A therein and assume that 

MHj,{Ei,Eo)^<l>. (32) 

Let X and Y be nonempty sets and J a subinterval of R + containing 0. 
A function / : XJ -> YJ is a Volterra m a p if, for each T £ J and each 
pair u, v £ XJ with u \ JT = v \ JT, it follows that / («) | JT = f(v) \ JT- Let 
X and Y be metric spaces. Then C1_(X, Y) is the space of all maps from X 
into Y which are bounded on bounded sets and uniformly Lipschitz con
tinuous on such sets. If Y is a Banach space, then C1_(X, Y) is endowed 
with the Prechet topology of uniform convergence on bounded sets of the 
functions and their first order difference quotients on such sets. Note that 
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Cl~{X, Y) equals C1_(X, V), the space of all (locally) Lipschitz continuous 
maps from X into Y, provided X is finite dimensional. 

For abbreviation we put 

H1
P(JT):='H1

P{JT,(E1,E0)), W:=H£(J) 

for 0 < T < T and assume that 

• E is a Banach space and a £ £(E, -E). (33) 

We denote by 70 £ C(H,E) the trace map for t = 0, that is, 70(u) = u(0) 
for u EH, and set 

Z? := { (£,«) G S x W ; a(£) = 7 o(u) }. (34) 

Note that D is the kernel of 

((Z,u)~a(£)->y0(u))eC(2xH,E). 

Thus it is a closed linear subspace of E x %, hence a Banach space. 
For ( e E w e put 

T-ta(t) := { u < = n 5 7o(«) = « ( 0 } 

and assume that 

• AzC1-{D,MKp{l,(EuEQ)))\ 

• F £Cl-{D,Lp{^E0)) for some r e (p,oo]; I (35) 

• (A, i?)(^, •) is for each £ € E a Volterra map on Tia(()-

We consider the parameter dependent quasilinear evolution problem 

w + ^(^-u)w = F(£,u) on (0,T), u(0) = a(£) (36) 

for ( £ 5 . 

Theorem 3.1. i e i assumptions (33) and (35) 6e satisfied and suppose that 
( € S . T/ien; 

(i) (Existence and Uniqueness) There exist a maximal open subinter-
val J* := J(£) of J containing 0 and a unique u* := «(£) : J* —> EQ 
such that u* \Jj< belongs to Wi(Jr) and satisfies 

u* + A(£,u*)u* = F(£,u*) on(0,T) , u*(0) = a(£) 

/or 0 < T < T * :=supJ* . 
(ii) (Global existence) If J* ^ J, then u* $ Hl

p(J*). 
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(iii) (Continuous dependence on £) If' u* £ H, then put To := T. Oth
erwise, fix any positive To <T*. Then there exist r, K > 0 such that, 
given any £j G S satisfying 

Mi-Zh<r, j = l,2, 

it follows that u(£j) G "HP(JT0)
 an^ 

(iv) (Continuous dependence on A and F) Let To be defined as above 
and let ((Aj,Fj)) be a sequence such that (Aj,Fj) satisfies (35) for 
each j G N and (Aj,Fj) —> (A,F) in 

C1-(D,Loo(J,£(E1,E0)) x LP(J,E0)). 

Denote by Uj(£) the solution of (36) with (A,F) replaced by 
(AJtFs). Then Uj($) -> «(£) in W ^ J r J . 

Proof, (i) and (ii) follow from Theorem 2.1 and Remark 4.3 in [8]. As
sertions (iii) and (iv) are easily deduced from the proof of Theorem 3.1 
therein by modifying appropriately the situation considered in Remark 4.3 
of [8]. (In [8] assumption (31) has to be added to the definition of maximal 
Lp regularity since Lemma 4.1 of [5] is used in the proofs.) • 

Remark 3.1. Let II be a Banach space and suppose that 

• A eC 1 - (nxW, .Mf t p ( J I (£!,£()))); 

• F G C1" (n x H, Lr(J, E0)) for some r € (p, oo]; 

• (A, F)(TT, •) is for each 7r G II a Volterra map. 

Then the quasilinear parameter dependent initial value problem 

u + A(n, u)u = F(TT, U) on (0,T), uo = e 

has for each e G E a unique maximal solution in the sense specified in (i) 
of Theorem 3.1. Furthermore, assertions (ii)-(iv) are also valid. 

Proof. This follows from the preceding theorem by setting S := II x E 
and a(£) :— e for £ = (%, e) G E. D 
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4. Functional evolution equations 

Now we fix S e (0, oo] and suppose that 

V G {H1
p((-S,0),(E1,Eo)),CQ([-S,0],E)}. (37) 

We put 

V:={(V,W)GVXH; V(0) = iu(0) }, 

fix a (parameter) Banach space II, and suppose that 

• ^ e c ^ l l x 2?,Mftp(J,(£i, .$,))); 
• F G C1_(n x Z>, L r(J, £b)) for some r G (p, oo]; I . > 

• (A, i 7 ) ^ , v, •) is for each (ir,v) GlLxV 
a Volterra map on 7iv(o). 

Then, given 7r G II and v G V, we consider the following parameter depen
dent quasilinear functional differential equation 

u + A(TT,ut,u)u = F(ir,ut,u) on (0,T), UQ = V. (39) 

By an Hp solution u of (39) on JT, where 0 < T < T, we mean a 
u : [—5, T) —* EQ satisfying u | [—S, 0) = i> and u | J r G Hp(JT) as well as 

u(t) +A(7r,u t ,u)(t)u(t) = F(7r,u t,w)(i), 0 < t < T, 

for 0 < r < T. It is maximal if there does not exist an Hp solution being a 
proper extension of u. In this case JT is called maximal existence interval 
for u. 

The following general existence, uniqueness, and continuity theorem is 
the first main result of this paper. 

Theorem 4.1. Let assumptions (37) and (38) be satisfied. Then: 

(i) (Existence and Uniqueness) Problem (39) has for each 
{TT,V) G II x V a unique maximal Hh solution U(TT,V). 

(ii) (Global existence) Denote by J(TT, V) the maximal existence inter
val ofu(n,v). If J{ir,v) ^ J, then u(n,v) £ Hp(J(n,v)). 

(iii) (Continuous dependence on 7r and v) If U{TX,V) G Hp(J), then set 
To := T. Otherwise, fix any TQ £ J(ir, v). Then there exist r, K > 0 
such that, given (TTJ , Vj) G II x V satisfying 

\\nj - n\\n + \\VJ - v\\v <r, j = 1,2, 

it follows that u(ntVj) G Hp(JT0) and 

| |u(7ri,ui)-u(7r2 ,f2)|k(j 'To) <K(| |TTI -7r2 | |n + IN -v2\\v)-
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(iv) (Continuous dependence on A and F) Let To be defined as in (Hi) 
and let ((A,-,.Fj)) be a sequence such that (Aj,Fj) satisfies (38) 
for each j g N and (Aj,Fj) -> (A,F) in 

Cl-(UxV,Lx{l,C{EuE0))xLPV,E0)). 

Denote by Uj(ir,v) the maximal solution of (39) with (A,F) re

placed by (Aj,Fj). Then Uj(ir,v) —> u(ir,v) in HP(JT0)-

Proof. For (v,w) g V we set 

( v(t), -S < t < 0, 

\w(t), 0<t<J. 

If V = Co ([~Si 0]> E) > then it is obvious that 

((v,w)^(v®w)t) GC^iV^V), 0<t<T. (40) 

In the other case this follows from Lemma 7.1 in [8]. 
Set H := II x V and a(£) := v(0) for £ = (TT, v) g H. Then (33) is satis

fied and D = II x V. 
For (£, M) = (IT, V,U) e D define .4(£, u) and ,F(£, w) by 

(A,F)(£,u)(t):=(A,F)(ir,(v(Bu)t,u){t), t g J. 

It follows from (40), ((w,u) -> u) g C(V,H), and (38) that .4 and .F sat
isfy (35). Thus Theorem 3.1 implies the assertions. • 

Let X and Y be metric spaces and put Z := X x Y. Suppose that J{z) is 
for each z g Z an open subinterval of M+ containing 0. Set 

Z := (J J(z) x {*}. 

Then </? : Z —> X is a parameter dependent Lipschitz semifiow on X, 
provided 

¥>(-,-,y): Z » : = { M e l + x I ; (t,x,y) g Z } -> X 

is for each y g Y a Lipschitz semifiow on X. It depends Lipschitz continu
ously on the parameters y g Y if ((£, z) H-> y>(*> z)) € C0,1"(Z, X). 

Suppose that (38) is satisfied for every T > 0. Then the map (A, F) 
is said to be autonomous if, given s,t g R+ and u g Hp(Js+t), it follows 
that, setting ws(r) := u(s + T) for 0 < r < £, that 

(A, F)(TT,ut+s,u)(t + s) = (A,F)(TT, (v s) t ,v
s)( t) . 



35 

Note that this is true, in particular, if (A,F)(ir,v}-) is a local map. 
Let (38) be satisfied for every T > 0. Then we consider the quasilinear 

functional differential equation 

u + A(-K,ut,u)u = F(TT,ut,u) on (0,oo), UQ = v. (41) 

Clearly, u is an Tip solution if it is an Til solution of (39) for every T > 0. 
The following theorem is the second main abstract theorem of this 

paper. 

Theorem 4.2. Let (37) be true and suppose that (38) holds for every 
T > 0. Then 

(i) Problem (41) has for each (n, v) £ II x V a unique maximal Hp so
lution, u(n,v). 

(ii) / / U{-K,v) £ 7{P(JT H J(7r,v)) for every T > 0, where J(n, v) is the 
maximal existence interval for U(TT,V), then U(TT,V) exists globally, 
that is, J(n,v) = R + . 

(iii) For each T £ J (it, v) there are r, K > 0 such that 

\\U(TTI,VI) -U(TT2,V2)\\-HI(JT) < «( lki -7r2||n + l k i - v 2 | | v ) , 

whenever (TTJ,VJ) £ IT x V satisfy 

\\TTJ ~ An + \\VJ - v\\v <r, j = 1,2. 

(iv) If (A, F) is autonomous then the map (t, v, ir) i—> u(n, v)t defines 
a Lipschitz semiflow on V depending Lipschitz continuously on 
TT Gil. 

Proof, (i)-(iii) are obviously implied by (i)-(iii) of Theorem 4.1. 
(iv) We fix 7r 6 II and omit it from the notation since it does not play a 

role in the following argument. Given w e V and t, s £ R + with t + s £ J(v), 
set w{t) := u(v)(t + s). Then the fact that (A,F) is autonomous implies 
that 

w + A(n,wt, w)w = F(n, wt,w) on J(v) — s 

and wo = u(v)s. Note that u(v)s £ V and w\ JT £ Hp(JT) for r £ J(v) — s. 
Hence we infer from (i) that J(u(v)s) D J(v) — s and w = u(u(v)s) on 
J(v) — s. On the other hand, set 

~M i UM*)' S<t<s, 
w(t) := < 

[ u{u(v)s) (t- s), s <t £ J(u(v)s) + s. 

file:////ttj
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Then using Lemma 7.1 of [8] one verifies that w is an Til solution of (41) 
on J(u(v)s) + s. Thus, by uniqueness, J(v) D J(«(u) s) + s. This implies 
that J(v) = J(u(u) s) + s and 

u(v)s+t = u(u(v)s)t 

for s £ J{v) and t G J(u(v)s). Now the assertion is a consequence of (iii), 
the strong continuity of the translation group on Co(M, E) and Hp(M.), and, 
in the case where V = C0([-S,0],E), of (30). D 

It is easy to derive from Theorem 4.1 (iv) the continuous dependence 
of U(TT, V) on A and F. We leave this to the reader. 

5. Parabolic boundary value problems 

Let / be a nonempty closed interval and F a Banach space. We denote 
by A4(I,F) the Banach space of all bounded F valued Radon measures 
on I (see Section 2.2 in [3] for a brief introduction to the theory of vector 
valued measures and the corresponding integration). We identify M.{I,F) 
with the closed linear subspace of M(R, F) consisting of all bounded F val
ued Radon measures being supported in / . We also identify L\{I,F) with 
the closed linear subspace of M(I,F) consisting of all measures being ab
solutely continuous with respect to Lebesgue's measure dt. Thus, in par
ticular, we identify / e L\{I,F) with its trivial extension (by zero on Ic) 
iaLi(R,F). 

Let FQ, F\, and F2 be Banach spaces and Fi x F2 —» Fo and assume 
that (x, y) 1—> x • y is a multiplication, that is, a continuous bilinear form 
of norm at most 1. In particular, given Banach spaces E and F, we can 
choose Fi := C(E, F), F2 := E, F0 := F, and A • e := Ae for A e C(E, F) 
and e G E. 

We put 00 - 00 := 00. Given 0 < R < S < 00 with S > 0, 0 < T < 00, 
u e C0([-S, T], Fi), and // e M([0, S - R],F2), the convolution integral 

u * n(t) := / u(t - T) • n (dr) (42) 

is well defined for -R <t <T. It is not difficult to see that (u, fi) i-> u * /x 
defines a multiplication 

CQ{[-S,T\,F1)XM{[Q,S-R\,F2)^BUC{\-R,T\,FQ). (43) 

It also follows from Young's inequality that the map (v, w) >—> v * w is a 
well defined multiplication 

Lt({0,S-R)1F1)xLv((-S,T),F2)^Lc{(-R,T),F0), (44) 



37 

provided £,?7,C £ [1>°°] satisfy 

l /£ + 1/r? = 1 + 1/C. (45) 

For abbreviation, we set 

^ ( L 2 , ifp = 2, 

1 C(Q) otherwise. 

In order to specify the measures appearing in (5) we fix R and S as 
above and suppose throughout that 1 < s <p'. Then we introduce the 
following Banach spaces: 

Ho = La{JR,C{H-jc)); H LS(JR,C(LP)); 

M(JR,JZ(C(T),LV(T))); 

M(Js-R,C(X,C(r,Rm))), 

P:=M(JR,C(C(a),L^); P r 

X:=M(Js-R,C(X,C(fl,Rm))); E r 

where pn/(n +p) < £ < oo with £ > 1, and p(n — l ) / n < rj < oo with 
rj > 1, and where we agree to set LS(JR,F) := {0} if 72 = 0. We put 

n : = H 0 x H x H x P x P r x E x E x E x E r 

and denote the general point of this Banach space by 

IT = (h,h0,hi,p0, pi, o-o,o-i,o-2,o-3). 

Given IT S II, we set 

H := 5o + hdt, v>0 :— 5Q + h0 dt, vi := hi dt. (46) 

Now we can formulate and prove the third main result of this paper, the 
following existence, uniqueness, and continuity theorem for problem (4). 

Theorem 5.1. Suppose that assumptions (6) and (7) are satisfied. Fix 
7r € II and define ji, VQ, and vi by (46), and (4) by (5). If R = 00, then 
assume in addition that, for j = 0,1, 

either pj is compactly supported | 

or it is absolutely continuous with respect to dt. J 

Finally, suppose thatV equals either %pX(J-s) or Co(J_s , Wp,x ) w ^ 

V = HlJJ_s), ifh^Q. (48) 

Then: 

(i) Problem (A) has for each history v 6 V a unique maximal Til, solu
tion, u(v). 
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(ii) / / u{v) G Hp^Jr H J(v)^ for each T > 0, where J(v) is the max
imal existence interval of u(y), then u{v) exists globally, that is, 
J(v)=R+. 

(iii) The map (t, v) H-> u(v)t is a Lipschitz semiflow on V depending Lip-
schitz continuously on n E II (subject to condition (47), of course). 

Proof. (1) Set ( £ 0 , £ i ) := ( # ~ x , i ^ i X ) . Then Ex « i E0, and, except for 
equivalent norms, E = Wp^ . Indeed, if p = 2, this follows from Propo
sition 2.1 and Theorem 15.1 in Chapter I of [24] (also see Section 1.15.10 
in [28]). If p > n + 2, then it is implied by Theorem 7.2 of [1], for example. 
(Note that this proves (8).) 

(2) Fix T > 0. The Sobolev embedding Wp~2/p --> C(fi) if p > n + 2 
and (8) imply, together with the definition of v © w, that 

((y,w)~v®w) &Cl-{V,C0{[-S,T},Xj). 

Hence we infer from (43) that the map 

(cr, (v, w)) i-> a * (v © w) (49) 

belongs to C1"(S x V,BUC([-R,T],C(Ti,M.m))). Set 

(a,Z,f)(cr,v,w) := (a,b,f)(-,a*(v®w)). 

Then (6) and the asserted continuity properties of (49) imply that 

S ,6GC 1 - (Sxr> ,5f /C( [ - i ? ,T] ,C(n ,K n x n ) ) ) (50) 

and 

/ G CX-(S x V,BUC([-R,T],C(Q))). (51) 

Similarly, 

g := ((a, (v, w)) h-> g(-, a * (v © to))) 

G ̂ " ( E r x V,BUC([-R,T},C(T))). 

(3) For it G II and (v,u) G V define J4(7T,I;,U) by 

(<p,A(n,v,u)w) := (Vy,a(«7o,v, «)Vw) 

for (y?,u;) G fl,^,iX x # ^ x . Then it follows from (50) that 

AeC1-(UxV,C(l,C(E1,E0))). (53) 

Observe that a(a0,v,u)(x,t) is symmetric and uniformly positive 
semideflnit on f2 x J. Thus, if p = 2, well known results on the weak solv
ability of linear parabolic equations, essentially due to J.-L. Lions [23] (also 

(52) 
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see Theorem 2 in Chapter XVIII of [16], Chapter 23 in [31], or Theorem 11.7 
in [12]), guarantee that 

A(TT,v,u)eMTZp(J,(E1,E0)). (54) 

If p > n + 2, this will be shown elsewhere. In particular, (32) is satisfied. 
(4) For 7T G II and (v,u) £ V we define Fo(n,v,u) by 

(W,F0(IT,V,U)) :=(Vw;, (—/i0 * a(a0,v,u) + hi* b(ai,v,u))^7u) 
~ ~ (55) 

+ (w,po * f(<J2,v,u)) + (~rw,pi * g{a3, v,u))r 

for w € HpX. Using Vw € Lp(J,Lp) and (50) we see that 

((a0,(v,u)) i-i-a(<7o,w,M)Vw) eC 1 _ (S x T>,LP(J,LP)). 

Thus, setting 1/r := l/p + 1/s - 1 G [0, l /p) , we infer from (44), (45) that 
((ho, Co, («, u)) H-> -ft0 * a(<70, v, w)Vu) 

belongs to C1_(H x £ x P , L r (J ,L p ) ) . The same is true, if a, h0, and <r0 

are replaced by b, hi, and cri, respectively. From (43), (47), and (51) we 
deduce that 

((po,<T2,(v,u)) ^ po*f(<r2,v,u)) eC 1 _ (P x £ x P , L M ( J , L { ) ) . 

Note that i f i •—> L^< by Sobolev's embedding theorem. Similarly, (43), 
(47), and (52)'imply 

{(pi,cr3,(v,u)) ^Pl*g{a3,v,u)Vu) GC1"(P r x £ r x V,L^J,LV(T))). 

Furthermore, the trace theorem implies 

1€C(H1
p,tX,Lri,(T)). 

From these considerations and the boundedness of J it follows that 

F o G C ^ ^ x ^ ^ J ^ o ) ) . (56) 

(5) Now suppose that h ^ 0 so that (48) is satisfied. Since 

((v,u)»v®u) GC1- (V, nl
p>x ( J - j U J ) ) 

(see (40)), it follows from 

•Hlx(J_s U J, H-$) - Lp(J_s U J) -> Lp(R, H~x) (57) 

and (44) that 

((h,{v,u)) »h*{v®u)~) G C 1 - ( H 0 x 2 ? , L r ( R , F ^ ) ) , (58) 
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where ~ denotes extension by zero, due to h £ LS(R, £( i7 p ^)) . Similarly, 
using Lemma 7.1 of [8] we see that 

((/i, (v, u))^h*(v® u)~) e C1"(Ho x V, Lr(R, # - £ ) ) . (59) 

Since convolution and distributional derivatives commute, it is not difficult 
to see that 

- / fi(w,h*(v®u)~)dt = / <p(w,h*(v®u))dt (60) 

for each smooth <p having compact support in J and each w G Hp, x 

(cf. Lemma 7.1 in [8]). 
Given (ir, (v,w)) GTlxV, set 

FI(TT,V,W) :=-dt(h * (V @ W)) := -[dt(h* (v®w)~)] |J. 

Then we infer from (59) and (60) that 

^ i G C 1 - ( n x P , L r ( J , £ ; o ) ) . (61) 

(6) Put F := Fo if h = 0, and F := i*o + F\ otherwise. Then assumption 
(38) is satisfied, due to (53), (54), (56), and (61), since the Volterra property 
is obvious. 

Finally, set 

(A,F)(ir,ut) := (A,F){ir,u\J-S,u\J) 

for u : J_s U J -> E0 with (u| J _ s , u | J) G V. Then, given (w,v) G II x V, 
one verifies that u is an Tip solution on JT of (4) with history v G V iff u is 
an Tip solution on JT of the parameter dependent functional differential 
equation 

u + A(-K,ut)u = Jr(ir,ut), u0 = v. 

Hence the assertion follows from Theorem 4.2. • 

6. Proofs for the model problems 

It is now not difficult to prove the theorems of Section 2 by observing that 
the corresponding model problems are particular instances of (4), (5). 

Proof of Theorem 2.1. (1) Set m := 1, p := 2, h := 0, h0 := hx := 0, 
Po •= jS0 with j : C(fi) <-> L2, pi := jrS0 with j r : C(T) --> L2(T), a0 := 
<j\ := CT2 := Ka, and er3 := jKa. Then 

7r := (h,ho,hi,po,pi,a0,<Ti,<T2,<T3) e n 
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with £ := rj :— 2 and R := 0. Hence everything but the last assertion follows 
from Theorem 5.1. 

(2) Suppose that supp(a) C [s, S] for some s G (0, S]. Then 

a*Ku(t)= Ku(t - T) n(dr) + Kv(t - r ) /i(dr), 0 < * < s. 
J[s,S] J[s,S] 

Thus on the interval [0, s] the diffusion matrix and the nonlinearities are 
known functions so that (15) reduces on Js to a linear equation which has 
a unique H^, solution on J s with initial value v(0). Next we consider (15) 
on the interval [s, 2s}. Here we are now also faced with a linear problem 
with initial value u(s) G E having a unique solution. By iterating this argu
ment we see that (15) is globally solvable since we can 'piece together' the 
solutions on the intervals (kr, (k + 1)T) by means of Lemma 7.1 of [8]. • 

It should be observed that the argument of the second part of this proof 
is the 'method of steps', well known in the theory of retarded differential 
equations (e.g., [29]). 

Problem (18) does not fit completely into the framework of Theorem 5.1 
since / is not continuous. However, easy modifications of the proof of the 
latter theorem give the stated results. 

Proof of Theorem 2.2. (1) It follows from (16) and known properties of 
Nemytskii operators that 

(« ^ /(•,«)) G C1-(C([0, T], L2), C([0, T], L()) 

where £ := 2n/(n + 2). Since H^ <—> L^ we see that F(u) is well defined 
forwGC([0,T],L2) by 

(v, F(u)) := (v, / (• ,«)) + (jv,g0)T, v G H*, 

and that 

F G C ^ C c a o . T J . L a J . c a o . T ] , ^ 1 ) ) -

Thus (30) implies 

for every T > 0. With this definition of F the proof of Theorem 5.1 remains 
valid. Thus all but the last assertion follow from that theorem. 

(2) If the additional assumptions are satisfied we apply again the method 
of steps. However, in this case we have to solve at each step a semilinear 
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equation since the diffusion matrix is known but the right hand side is still 

a function of u on the corresponding interval. 

Using condition (ii) and well known arguments for weak solutions 

of semilinear parabolic equations we easily deduce tha t | |M( - , £ ) | |L 2 < C 

for 0 < t < T, where u is the maximal solution of the semilinear prob

lem on Js and r £ (0, s] is its maximal existence t ime. Consequently, 

F(u) 6 Loo( JT, H~l). Now maximal regularity implies u £ H^i J T ) . Hence 

we infer from Theorem 3.1(h), for example, applied to the semilinear prob

lem, tha t u exists on Js and belongs to H^Js). Thus u(s) € L<i and the 

method of steps can be carried through. D 

P r o o f of T h e o r e m 2 .3 . Here we put m := 2 and define CTO by 

oo := [So <8> / , a <8> /] with / being the identity in £(C(f2) ) , t ha t is, 

(a0,<p)=L(0,-), [ <p(t,-)a(dt)), <p£C0(R,C(ty). 

Now the assertions follow by the arguments of the proof of Theorem 2.1.D 

It is now clear how Theorem 5.1 can be applied to prove Theorems 2.3 

and 2.4. Theorem 2.5 is again obtained by the method of steps. At each 

step there has to be solved a quasilinear problem to which Theorem 2.1 

of [8] can be applied. For this we have to observe tha t the translation 

group acts strongly continuously on Hp(R,H~^) and tha t it commutes 

with differentiation. Thus dt(hv(t — •)) is well defined in L p ( J r , H r ^ ) . If 

the solution exists globally on JT then we can go on to the next step. 

Otherwise, we have arrived at the maximal solution. This is t rue for every 

step which can be carried out. Details are left to the reader. 
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A LINEAR PARABOLIC PROBLEM WITH 
NON-DISSIPATIVE DYNAMICAL B O U N D A R Y 

CONDITIONS 

C. BANDLEfW. REICHEL* 

An existence theory for solutions of a parabolic problem ut — div(A(x)Vu) + 
q(x)u = f{x,i) for x 6 D and t E (0,T] under a dynamical boundary condi
tion cr(x)ut + Vu A(x)n = g(x, t) for x 6 dD and t S (0, T] is developed and a 
spectral representation formula is derived. It extends the results of [2] to problems 
with variable coefficients. We are interested in the case where the dynamical co
efficient a is a sign-changing or negative function. The one-dimensional parabolic 
problem is well-posed in the space C([0,T],-ff1(D)). This is not true in higher 
dimensions. Our approach is based on the spectral theory of an associated elliptic 
problem with the eigenvalue parameter both in the equation and the boundary 
condition. By means of the theory of compact operators the spectrum is analyzed. 
Qualitative properties of the eigenfunctions are derived, e.g. strict positivity of 
the principal two eigenfunctions follows from a Harnack-type inequality. An in
teresting phenomenon is the "parameter-resonance", where for a specific value of 
the mean of the dynamical coefficient <r(x), two eigenvalues of the elliptic problem 
cross. 
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Key words. Compact operator, variational characterization of eigenval
ues, series representation of solutions, Harnack inequality. 

1. Introduction 

Let D C RN be a bounded domain with a Lipschitz boundary dD and 
let n be its outer normal defined almost everywhere. For x £ D let A(x) 
be a uniformly positive definite, symmetric matrix. Assume moreover that 
q G Lco{D) is a non-negative function and that a(x) is continuous on dD 
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with a = — min{<j, 0} ^ 0. In this paper we shall discuss parabolic 
problems of the form 

ut - div(A(ar) Vu) + q(x)u = f(x, t) in D x (0, T), (1.1) 

cr(a;)ut + VuT A(x)n = g{x, t) on 3D x (0, T), (1.2) 

u(x,0) = «o(a:) in £>. (1.3) 

We will study the existence of weak solutions by means of a Hilbert space 
approach and derive a representation formula for the solutions. 

Many authors have studied problems with dynamical boundary condi
tions and positive dynamical coefficient a. In this case rather complete 
existence theories are available, cf. Escher [5] for an approach via semi
groups or Bandle, von Below, Reichel [2] for an L2-theory. In [4] von Below 
and Pincet Mailly study the blow-up of solutions. Vitillaro [12] considered 
nonlinear boundary conditions where ut is replaced by | i t t |

m - 1 ut . Fila and 
Quittner [8] treated the problem (1.1)-(1.3) with a nonlinear term at the 
right-hand side of (1.2) of the form fi\u\q~1u. They were mainly interested 
under what conditions solutions exist globally for all times or when they 
blow up in finite time. In all of the above papers it is assumed that a is 
positive. 

The case where a is a negative constant is less studied, see Bandle, 
von Below, Reichel [2] and Vazquez, Vittilaro [11]. It turns out that it is 
much more delicate and gives rise to unexpected phenomena. In fact if 
D — (0, L) is a one-dimensional interval the parabolic problem with initial 
conditions in Hl{D) is well-posed in the space C([0,T], H1(D)). In higher 
space-dimensions the parabolic problem is ill-posed in these spaces. This 
fact can only be compensated by replacing the space of initial conditions 
Hl{D) by a subspace HX{D), cf. Section 2.3. The case of a sign changing 
function a(x) has not been treated so far. This will be done in this paper. 
The goal is to generalize the results of constant coefficients A(x) — Id, 
a = const. < 0 treated in [2] to the case where A(x) is uniformly elliptic 
and a{x) sign-changing or negative. It leads to similar results as in the case 
of constant coefficients, e.g., independently of the matrix A[x) the critical 
case of parameter-resonance happens when the mean of a(x) is equal to 
(70 = -\D\l\dD\. 

For the expansion of the solutions of the heat equation (1.1) with dy
namical boundary conditions (1.2) into a Fourier series we are led to the 
following eigenvalue problem 

- div{A(x)V<p) + q{x)<p = \<p in D, V<pTA(x)n = \a(x)ip on 3D. (1.4) 

file://-/D/l/dD/
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The corresponding Rayleigh quotient reads as 

JDWvTA(x)Vv + q(x)v2dx 

JD
v2dx + $dDa(x)v2ds 

Notice that it takes both positive and negative values if a~ ^ 0. 

The spectral theory for such problems has been treated in [2] if A = Id, 
cr = const, and by Ercolano and Schechter [7] for formally self-adjoint el
liptic operators of second and higher order under lower boundedness as
sumptions. In our case, where a{x) is negative or sign-changing, we will 
show that the spectrum has in dimensions N > 2 two sets of eigenvalues, 
{A„}„>i with lim^ooAn = oo and {A_n}„>i with limn^ooA_„ = - c o . 
For N = 1 there exist at most two negative eigenvalues. The eigenfunctions 
are complete in H1(D) except in the resonance case 

q(x) = 0 and \D\ + (f> a(x) ds = 0 
JdD 

where they have to be supplemented with an additional element. This is 
very similar to the case where cr is a negative constant. 

The main existence results for the eigenvalue problem and the lin
ear heat equation with dynamical boundary conditions are stated in Sec
tions 2.2 and 2.3. We follow the approach used in [2] which has the advan
tage of providing an expansion formula for the solutions. 

Section 3 deals with qualitative aspects of the eigenvalue problem (1.4). 
A Harnack inequality is derived for positive solutions of linear problems 
including the eigenvalue problem. This inequality is used in the discussion 
of the simplicity of the principal eigenvalues Ai and A_i. Moreover it is 
shown that the one-dimensional eigenvalue problem on the interval D = 
(0, L) has at most two negative eigenvalues. 

In Section 4 the spectrum of (1.4) will be described completely by 
means of the theory of compact linear operators. We distinguish the cases 
JD q(x) dx > 0 and q(x) = 0, where in the latter case we need to make 
further distinctions depending on the mean value 

& := ITTnT f * ( * ) d s 

\aU\ JdD 
of a. The critical threshold of the mean value is a0 := —\D\/\dD\ < 0. 
In the last Section 5 we study the phenomenon of parameter resonance in 
detail. As the mean value a of a passes through a critical value a0 the first 
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positive eigenvalue \i((?) varies continuously into the first negative eigen
value X-i(a). At the resonance value <7o itself, the system of eigenfunctions 
is incomplete. 

2. Main existence results 

2.1 . Notation 

Assume that D c M.N is a bounded Lipschitz domain. For x £ D let A(x) be 
a symmetric matrix. Assume there exist positive ellipticity constants a,/3> 
0 such that a|£|2 < £ ^ = 1 ^A^x)^ < /3[£|2 for all £ = ( 6 , ...,£N)eRN 

and almost all a; € D. Consider the linear problem 

ut - d iv^O^Vu) + q(x)u = f{x, t) in D x R+ , (2.1) 

a(x)ut + VuTA{x)n = g(x, t) on 9 D x R + , (2.2) 

u(x,0) = u0(x) in D (2.3) 

with q € L°°(D), a £ C{dD) and a~ ^ 0. For u, v £ Hl{D) we set 

{u,V)=[vuTA{x)VV + q(X)uVdx, 
JD 

(u,v) = / uvdx, (u,v)o= <J> uvds. 
JD JdD 

If q > 0, JD qdx > 0 then the form (•, •) induces a norm which is equivalent 
to the standard norm of Hl(D). 

Let us now define the concept of a weak solution of (2.1)-(2.3). Assume 
that / £ L2((0,T),L2(D)), g £ L2((0,T),L2(dD)) and u0 £ F 1 ^ ) . 

Definition 2.1. A function u £ B := C([0,T],F1(-D)) is called a weaJc 
solution of (2.1)-(2.3) if 

- / (u,(f>t) + {(r(x)u,(j)t)0dt+ (u,cj))dt 
Jo Jo 

= / UA)dt+ I (g,cj))0dt + (uo,(t>) + (cr{x)uo,<l>)o 
Jo Jo 

for all 0 £ C H l O . r i . f f 1 ^ ) ) with ^(-,T) = 0. 

Recall that for domains D with Lipschitz boundary every function u € 
Hl{D) has a trace in HV2(dD) and in particular in L2{dD), cf. Alt [1]. 
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2.2. Results for the eigenvalue problem 

If we are looking for solutions u(x, t) = e~^t(p(x) of the homogeneous heat 
equation (2.1) with / = 0, g = 0 satisfying the boundary conditions (2.2) 
then <p(x) is a solution of the eigenvalue problem 

- div(A(a;)Vv?) + q(x)<p = \<p in D, V(pTA(x)n = a(x)\ip on dD. (2.4) 

In space dimension N = 1 and D = (0, L) the above problem reads 

-{A{x)tp')' + q(x)<p = \p in (0, L) 

with the boundary condition 

- A ( 0 y (0) = <7iAy>(0), A{L)<p'(L) = a2A^(L). 

We first collect some results on the eigenvalue problem (2.4) and refer to a 
later Section 4 for the proofs. Define 

a(u,v) := (u,v) + (cru,v)o = I uvdx+(b a(x)uvdx, u,v £ HX{D). 
JD JdD 

The eigenvalue problem (2.4) can be expressed in the weak form as 

(<p,z) = \a(tp,z) Vz&Hl(D). 

We shall use in the sequel the following notation 

N = {1 ,2 . . . }, N0 = N U {0} and Z = {0, ± 1 , ± 2 , . . . }. 

Let ifi and \ , i € I denote all the eigenfunctions and eigenvalues of (2.4). 
We will show that the index set / is countably infinite. A negative (resp. 
positive) index will stand for a negative (resp. positive) eigenvalue. If zero 
is an eigenvalue then it will be denoted by Ao. Our results on the eigenvalue 
problem are as follows. 

Theorem 2.1. Let q > 0,JDqdx > 0. Then there exists a complete set 
{ipijiel C HX(D) of eigenfunctions of (2.4) with the property (ipi, tjjj) = 5ij. 
For every u e H1(D) we have u = ^ZieI{u, ipi)tf>i in i?1(Z)). 

(i) If N > 2 then there are countably many positive and negative eigen
values, i.e. I = Z \ {0}. 

(ii) Let N = 1. If ox • a2 > 0 then I = {-2, - 1 } U N, i.e., there are 
exactly two negative eigenvalues. If 0\-o~i < 0 then I = {—1} UN, 
i.e, there is exactly one negative eigenvalue. 
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The case q = 0 is more involved. Let a = T^T §dD a(x) ds and let 
a0 = -\D\/\dD\. Note that a0 = -L/2 if N = 1 and D = (0,L). We shall 
distinguish between two cases: firstly a =£ &Q and secondly a = co-
Theorem 2.2. Assume q = 0 onda / (T0. TTien i/iere exists a complete set 

{V't}ie/ C H1(D) of eigenfunctions of (2.4) with the property (tpi, tpj) = Sij 

fori andj ^ 0. Foreveryu £ H1(D) wehaveu = ^2iei\r0-i{u,ipi)ipi+P(u) 

in H1(D) where 

a{u, 1) / D u d j + /ac(r(3;)u(to 
1 ' " o ( l , l ) | -D |+a |0D| 

is a projection into the eigenspace corresponding to Ao = 0. 

(%) IfN>2 then I = Z. 
(^J Let N = 1, D = (0, L) and CTI • CT2 > 0. 7/ - L / 2 < a i/ien 

1 = { - 2 , - l } U N 0 and if a < -L/2 then I = {-1}UN0 . 
(Hi) Let N = 1, D = (0,L) and ax • a2 < 0. If -L/2 < a then 

I = {—1} U N0 and if a < —L/2 then I = N0, i.e., in this case 
there is no negative eigenvalue. 

In order to describe the situation in the resonance case a = cr0 we consider 
an arbitrary solution w of the boundary value problem 

- div(A(x)Vw) = 1 in D, VwTA(x)n = a(x) on dD. (2.5) 

Note that all eigenfunctions, including the constants, belong to the space 

V = {v eH1(D):a(v,l)= / vdx+(b a(x)vds = 0}. 
JD JdD 

In addition, all eigenfunctions except the constants lie in the subspace 

V» = {» £ V : a(v, w) = / vwdx+ d> a(x)vw ds = 0}, 
JD JdD 

where w is an arbitrary but fixed solution of (2.5). Hence every element 
u £ Hl{D) can be split into 

u = uw + P(u) + Q(u)w 

where 

uwevw, P(MH^- a ( w ; f t ' 1 } , <?(«) = ^ 4 
a(l,w) a(l,w)2 a(w,l) 

Theorem 2.3. Assume q = 0 and a = o~Q. Then there exists an orthonor-
mal system {ipi}i£i C H1(D) of eigenfunctions of (2.4) with (ipi,ipj) = 5ij 
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for i and j ^ 0. By adding the functions 1 and w the expansion u = 
Sie/\{o}(u>^»)V'i + P(u) + Q(u)w holds in H1^) for every u G Hl{D). 

(i) IfN>2 then I = Z. 
(ii) Let N = 1, D = (0, L) and ox • a2 > 0. Then I = {-1} U N0. 

(Hi) Let N = 1, D — (0, L) and <7a • u2 < 0. T/ien i" = N0; i.e., in this 
case there is no negative eigenvalue. 

2.3. Existence results for the linear parabolic problem 

The weak solution of the parabolic problem (2.1)-(2.3) can now be con
structed by means of the complete system of eigenfunctions introduced in 
the previous section. Let fa and w have the same meaning as in Theo
rems 2.1, 2.2 and 2.3. Let us introduce the following Banach-spaces 

'H1(D) = {ueH1(D): J ] (u,fa)2ex" < oo}, 
iel,i<0 

C2(D) = {ue L2[D) : J2 (M> ̂ e>?i < °°}> 
iG/,i<0 

C2(dD) = {ueL2(dD): £ ] ( u , V i ) ^ < o o } 
i€I,i<0 

with the norms 

IHI«i(D) : = Yl <«>^>2eA?
 + IIUIIH2 ( Z ? ) , 

iG/,i<0 

The following simple result will be helpful for the convergence proof of the 
formal solution of the parabolic problem. 

Lemma 2.1. There exists a constant C > 0 such that for every f € L2(D) 
and g £ L2(dD) one has 

J2(f>^)2 ^ CH/I IL*(Z». 5 > > & ) 2 < C\\g\\2
L2{dD). 
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Proof. For k G N let Ik = I \ {0} n {-k, ...,k} and let Zk = span[V>i, i G 
Ik]. The function zk := E ; e / f c ( / > ^ 0 ^ satisfies (zk,<f>) = (f,4>) for all 
4> G Zk. Hence 

(zk,zk) = ^ ( / , Vi)2 = (/,**) < | | / | |L2 (D) INIL2( I>) < C'||/||L2(jD)||zfc||Hi(jD). 

Since the constants do not belong to Zk the bilinear form (-, •) produces a 
norm on Zk which is equivalent to the H1(D)-novm. Therefore (zk,zk) = 
Eie/J.AV'i)2 < C\\f\\2

LHD). Letting k -> oo we get E i e/\{o}(/> V'i)2 < 
C||/|||,2(x)) and the same holds if i = 0 is included. A similar proof works 
for the second inequality of the lemma. • 

Theorem 2.4. Let f G H1((0,T),C2{D)), g G H1((0,T),£2(dD)) and 
Mo G Hl(D). Then problem (2.1)-(2.3) has a unique solution u G 
C([0,T],H1(D)), which is in particular a weak solution in the sense of 
Definition 2.1. The solution has the following form: 

U U o > 0 and JD q dx > 0 then 

u(x,t) = Y,(uo,iPi)Mx)e~Xit + J2hi(t)XiMx)e~Xit, 
iei tei 

where hi(t) = fQ [(/(•, r ) , ^ ) + (g(-,r), ^ ) 0 ] e A i T d r for i G I. 
(ii) If q = 0 and <r ^ CTQ i/ien 

i€i\{oy fl(1'1^' 

w/jere ^ ( t ) = /„* [(/(•, r ) , ^ ) + ( s ( - , r ) , ^ )o ]e A -^T /or i G / \ {0} 
and h0(t) = /„'(/(., r ) , 1) + (<,(., r ) , 1)0 dr. 

(Hi) If q = 0 and a = o"o then 

u(x,t) - ] P (uo,ipi)ipi(x)e~Xit 

iG/\{0} 

a(M0,w) a(w,w)a(M0,l) a(M0 , l ) . . . _ 
+ a(l,w) a{l,wf + a(w,l)[W[X) ' 

+ J2 Ht)^i{x)e~Kt+h0{t) + h{t){w{x)-t), 
i€ / \{0} 
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where 

Ht)= I [(f(;T),ipi) + (g(;T),ipi)0}ex^dTforieI\{0}, 
Jo 

u n\ /"* (tt ^ W + T a(w,w)\ 
M 0 = / ( / ( • , T ) , - 7 - z--jz ^)dT 

J0 \ a(l,w) a(l,w)2/ 

i_ /"' / / ^ W + T a(w,w)\ 
70 \ a( l ,w) a( l ,u ; ) 2 /o 

a(w, 1) 

Proof. As an illustration we prove (iii). The proofs of the statements (i) 
and (ii) are almost the same. In view of Theorem 2.3 we look for a solution 
of the form 

u(x,i)= ^2 oij(t)ipi(x)+a0(t)+a(t)(w(x)-t). 
j £A{0} 

First we replace the infinite sum J2jei\{o} ^ v a fhiite s u m 2je/*> ^k = 

/ \ {0} fl {—k,..., k} and show that the coefficients atj(t) have the form 
given in the theorem. We insert the finite-sum expression uk into the weak 
form of (2.1)-(2.3), where u0 is replaced by the projection of uk into Zk = 
span[V>i : i 6 41 © span[l,w;j. For finite sums uk we can use the concept 
of classical solution of (2.1)-(2.3). Testing with a test function <f> 6 Hl{D) 
this means 

a(uk,0) + {uk, 4) = (/, </>) + (g, </>)0. 

Replacing </> successively with i/ji: 1 and w and keeping in mind that 

A ia(^ i,'0j) = $ij, a(ipi,l) = o ( l , l ) =a(ipi,w) = 0 

and (ipi, V>j) = Sij, (tpi, w) = 0, 

we obtain the following set of equations 

T- + ai = (/> iM + (9, A)o if i e / \ {0}, 

<5(t)a(u;, 1) = (/, 1) + (<?, l)o, 

d0(t)a(w, 1) + d(i)a(u; - t, w) = (/, w) + (g, w)0. 

The expressions for the coefficients a , , ao , a follow by straightforward inte
gration if we impose as initial condition uk(0) = uk. Now we can build the 
full series defining u(x,t). We will show next that u e C([0,T],H1(D)). 
This then establishes that u is a weak solution in the sense of Definition 2.1. 

h(t) = / 
Jo 



54 

Note that (•, •) introduces an equivalent norm on H1(D) only in the case 
JDqdx > 0. For q = 0 it is an equivalent norm only on the subspaces 
V, Vw- But since these subspaces have co-dimension 1 or 2, it is enough to 
control (u,u). Let 

ua(x,t) = £ {uo,tpi)tpi(x)e~Xit, ub(x,t) = £ hi(t)Xiipi(x)e~Xit, 
iei\{o} ie/\{0} 

where hi(t) = fi(t) + g^t) and /;(£) = f*(f,ipi)eXiS ds, &(*) = 

fo(9,iPi)oeXiSds. Then for t € [0,T] one finds 

(ua,ua) < £ {u0,A)2e~2Xit + £ ("o.V'i)2 < e T 2 | | u 0 | | ^ i ( D ) 

i€l,i<0 iel,i>0 

by using the trivial inequality —2X^t < Xf + t2. Lebesgue's dominated 
convergence theorem implies that ua(-,t) is continuous as a function from 
[0, T] —> Hl(D). Next we need to show the same for ub. Note first that 

(ub,ub)<2 £ (fi(t)2+9i(t)2)X2e~2Xit- (2-6) 
i€ / \{0} 

For i / 0 one has 

Jo 

V M ) , ^ " ' - f (/(•,<>), V0 - Y [ (ft(;s),^i)e^ds 
*i Ai JO 

Xi 

and hence 

/?(«) < ^ ( / ( • , t ) , ^ ) 2 e 2 A i t + ^ ( / ( - . 0 ) , V i ) 2 + yo ( / t ( - , « ) , ^ ) 2 ^ ^ ^ — • 

Finally this leads to 

£ /^)2A2e-2^ 
i€ / \{0} 

<2 £ (/(.,t),Vi)2 + 2 £ (/(-,0),^)2
e-

2Ait + 2 £ (/(-,0),^)2 

i£ / \{0} iel,i<0 i€J, i>0 

/•' p-2\it ft 1 

+ / £ (M;8)^i)
2—rd3+ £ (ft(;3),^)2

Tds. 
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Applying Lemma 2.1 we obtain 

ie/\{0} 

<c(\\f(-MUD)+eT2\\f(-,0)\\h{D)+ 1^ eT2\\ft(-,s)\\l2{D)ds) 

^ C e T 2 ( , m n ^ , WH'QWl'W) + / \\M;s)\\h(D)ds) 

< C e T 2 / | | / M | & ( I 7 ) + | | / t M | & { D ) d s . 
Jo 

For £ i 6 J \{o}^W 2 A ? e ~ 2 A i t a similar estimate by the H1((0,T),C2(dD))-
norm of g(x,t) holds. This show that the series on the right-hand side 
of (2.6) converges uniformly in t. As before Lebesgue's dominated con
vergence theorem implies that «&(•,£) is continuous as a function from 
[0, T] -> H1 (D). This finishes the proof of the theorem. D 

3. Qualitative properties of eigenfunctions 

The results of this section concern the simplicity of eigenvalues with eigen
functions of constant sign and an upper estimate on the number of negative 
eigenvalues in the case of space dimension N = 1. For the first purpose we 
need the following version of the Harnack inequality. 

Lemma 3.1. Suppose D C RN is a bounded Lipschitz domain. Let v G 
H1(D) be a weak solution of 

- div(A(x)Vv) = a(x)v in D, VvTA(x)n = b(x)v on 3D (3.1) 

with a G L°°(D) and b G L°°(dD). Ifv>0inD then there exist constants 
Ci, C2 > 0 depending only on A, a, b, D and N such that 

supv(x) < Ci||u||L2(D), Mv(x) > C2\\v\\L2,D). 
D D 

In particular either v = 0 or there exist K,S > 0 such that K > v > 6 > 0 
a.e. in D and K > tracer > 5 > 0 a.e. on dD. 

Proof. The proof is based on Moser's iteration method, cf. Gilbarg, 
Trudinger [9]. We will use the following interpolation inequality: there 
exists a constant C = C{D) such that for every e G (0,1) we have 

/ z2ds<- f z2dx + Ce f |Vz|2 dx for every z G Hl{D). (3.2) 
JdD € JD JD 



56 

We begin with the upper estimate stated in the lemma. Let L > 0 be fixed 
and define ip — vmm{v2s,L2} with s > 0. Then 

VvTA(x)V<p > a\Vv\2(mm{v2s, L2} + 2SV2S
X{V<L})-

Since V(vmin{ws, L}) = Vvmin{vs,L} + SVSX{V°<L}VV we obtain 

\V(vmm{vs,L})\2 < ^-^-VvTA(x)V<p. 

Taking f as above as a test function in (3.1) and setting v = vmin{vs,L} 
we obtain 

—!— f \Vv\2dx<c( f v2dx + I v2ds\ (3.3) 

where C = C(a, Halloo, ||6||oo)- Here and in the following the same symbol 
C denotes different constants depending only on a, Halloo and ||6||oo- By 
choosing e = 2Cg1

(s+1) in the interpolation inequality (3.2) we obtain from 
(3.3) 

/ \Vv\2dx<C(s + l)2 [ v2dx 
JD JD 

and by adding the square of the L2-norm of v on both sides and using the 
Sobolev-inequality we find 

\\v\\.&<C(s + l)\\v\\2. (3.4) 

Provided v G L2(S+1\D) we can let L tend to infinity in (3.4) and obtain 
( s + l ) 2 n 

v £ L "-2 (D) and 

N l ( s + 1 ) ^ < (C(s + 1 ) ) & | M | 2 ( S + 1 ) . (3.5) 

Hence, if s0 = 0 and sk+1 + 1 = (sfc + 1 ) ^ 2 t n e n 

Il«ll2(.fc+l+i) < (C(sk + l))^\\v\\2{Sk+1). 

Since sk + 1 = {^b})1*, k G N0 it follows that 

OO 1 

Halloo = ^ | |u| |2 ( s f c + 1 + 1) < [J (CK + 1)) l r F T l|f 112 

fc=0 
00 

fc=0 
00 

lnC(3fc + l ) ' 

c + 1 / 

n-2.k-\ 

= exP(E Sfc + 1 JiN 

<CexP(^A;(!L-i)fc)H2, 
fc=0 



57 

and since the last sum converges we have obtained the upper estimate of 
the lemma. 

Now we turn to the lower estimate of the lemma. Let <p = vs with s < 0 
where v = v + L with L > 0. Then 

VvTA(x)V<p < scw s _ 1 |Vu|2. 

Taking <p as a test function in (3.1), we find 

sa I v"-l\Vv\2dx > I a~(x)vs+1dx + I b~(x)v3+1ds 
JD JD JdD 

>-c( f vs+1dx+ I vs+lds). (3.6) 

If 3 ± - 1 we set V = v*¥ and obtain | W | 2 = (^ i ) 2 |Vw | 2 t ; ' - 1 . K s = - 1 
then we set V = logu and obtain | W | 2 = «_ 2 |Vu|2 . Together with (3.6) 
this implies 

f „ f Cls + llf fn V2 <fc + f„ n ^
2 ds) if 5 ̂  - 1 , 

/ \VV\2dx<{ ' ' V J p J a D / (3.7) 
•/£> [ C if s = —1, 

with C = C(a, ||o||oo) Halloo)- Using the interpolation inequality (3.2) with 
this implies 

2CC\s + l\ 

[ |W| 2dx<C|s + l|2 / V2dx, 
JD JD 

1/P 

provided \s + 1| > |so + 1| > 0. Adding the square of the L2-norm of V on 
both sides and using the Sobolev-inequality we get 

\\V\\^_<C\s + l\\\V\\2. (3.8) 

For p < 0 let 

$(p) = ( J vpdx) 

Then (3.8) implies $((s + 1 ) ^ ) ^ < C\s + 1|$(* + l)^, i.e., 

ms + l)^—)>(C\s + l\)T^$(s + l). (3.9) 
n — 2 

This estimate will be iterated. Set Sk+i + 1 = (sfe + 1)^35 w ^ ^ S l < ~*-

Then sk + l = (Sl + l ) ( - ^ ) f e - i and 

$(s f c + i + 1) > (C\sk + l|)KTiT$(sfc + 1). 
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Solving this difference inequality it follows that 
oo 

inf v > lim $(s f c+i + 1) > TT(C|sfc + l | ) l ^ $ ( * i + 1) 
D k—>oo •L-L + OO 

fc=l 
oo 

/^-21nC|s f c + l | \_, , ^ 
• f c =i lSfc + 1l 

e x p ( E r = i ( ^ i ) ( ^ ) K - i ) 
and since the last sum converges we have obtained that 

> r - i - $ ( s i + 1), 

infv > C * ( s i + l) (3.10) 

for some initial number si < — 1, which we can still choose. It remains to 
give a lower bound for «3?(p) for some p < 0. For this purpose recall the John-
Nirenberg inequality, cf. Gilbarg, Trudinger [9]: suppose V € Wl'x(D) is 
such that there exists C > 0 with JB |VV| dx < CrN~x for every ball Br C 

D. Then there exists a number po > 0 such that JD ePo'v~v\ dx < C where 
V = rjjj JD V dx. We apply this for V = log v. Then the second inequality 
of (3.7) shows that V e W1'2(D) and hence /Bf_ |VV| dx < C\\WV\\2r

N^ < 
C'||VV||2T-'V_1 if N > 2. Thus, the John-Nirenberg inequality applies and 
together with the trivial estimate ±(V — V) < \V — V\ we obtain 

/ ePoV dx < Cep°9, f e-poV dx < Ce~poV, 
JD JD 

f ePoVdx f 
JD JD 

e-poVdx<C2. 

Recalling the definition of V = log v this shows that JD vPo dx JD v Po dx < 
C2 and hence 

\ VPO „, / f \ - i / p o 
vpodx) <C2lpo( / v-podx) 

ID ' KJD ' 

Together with (3.10) this shows that 

i g f t J > C $ ( - p o ) > C " | | l ; | U . 

Letting L —> 0 we obtain the second claim of the lemma. • 

In the next theorem we use the existence of the eigenvalues Ai and A_j. 
This is proved in Section 4. We also use the fact that if JD q(x) dx > 0 
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then the variational characterization as given in Section 4 guarantees that 
at least one corresponding eigenfunction has constant sign. 

Theorem 3.1. Assume q > 0. 

(i) If fD q dx > 0 then the eigenvalues A_i and Ai are simple and their 
eigenfunctions are of constant sign, 

(ii) If\EM.isan eigenvalue such that one eigenfunction is of constant 
sign, then A = Ai, A = 0 or A = A_i. 

Proof. We begin by deriving inequality (3.11) below. Let i/» be an eigen
function associated to an arbitrary eigenvalue /i and let <p be a non-negative 
eigenfunction associated with another eigenvalue A ^ fi. By Lemma 3.1 we 
find that 0<8<(p<KinD. Hence V'Vv is in H1(D) and can be used 
as a test function for the ^-equation. This implies 

[ V^Aix)2^^'^^ dx = / (A - q{x))^ dx+{ <r{x)\^ dx 
JD V JD JdD 

= (A - fj)a(tp, V>) + / Vil>TA(x)Vil>dx. 
JD 

Hence 

0 < f (^V<p-Vi>yA(x)(^V<p-Vip\dx=(ti-\)a(ip,ip). (3.11) 

( - V p - VV>) A(x) (-V<p - Vtp) dx = 0 a.e. in D 

(i): Let ip be an eigenfunction associated to A_i. The variational prin
ciple of Lemma 4.3 implies that <p = \ip\ is also an eigenfunction to A_i. 
By (3.11) we have 

' - V y - V V ' ) 1 ^ ) ^ 

which proves that tp = cip in D. Hence A_i is simple and by Lemma 3.1 
the associated eigenfunction is bounded away from 0. The same argument 
works for Ai. 

(ii): If we choose \i = Ai then it follows from a(%j),ip) > 0 and (3.11) 
that A < Ai. If we take [i = A_i then a(ip,ip) < 0 and (3.11) imply 
A > A_i. Since there are no eigenvalues in (A_i,0) and (0,Ai) it follows 
that A G {A_i,0, AX}. • 

Theorem 3.2. Assume q > 0 and N = 1. Then the eigenvalue problem 
(2.4) has at most two negative eigenvalues. 
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The proof requires the following simple lemma. 

Lemma 3.2. Let N = 1 and D = (0,1/). Suppose A < 0 is an eigenvalue 
of (2.4) with corresponding eigenfunction ip. Then <p has either no zero on 
[0, L] or exactly one zero in (0,L). 

Proof. Suppose <p has a first zero at xi G [0,L]. Clearly xx cannot be 
at 0,L, i.e., x\ G (0,L). Assume further for contradiction that there is a 
second zero x2 £ (x\,L) such that w.l.o.g <p > 0 in (xi,x2)- Since A < 0 
we have (A(x)ip')' > 0 in ( x i , ^ ) , i.e,. A(x)tp'(x) > A(xi)<p'(xi) > 0 for 
all x € (xi,x2]- But clearly at the next zero x2 we must have (p'(x2) < 0. 
This is impossible and thus we have a contradiction to the assumption that 
ip has two zeroes in (0, L). D 

Proof of Theorem 3.2: If A < 0 is an eigenvalue then the associated 
eigenfunction either has no zero or exactly one zero. In the first case The
orem 3.1 shows that A is unique. Now we show that also in the second 
case A is unique. This is done as follows: assume A, /i < 0 are two negative 
eigenvalues such that the associated eigenfunctions ip,ip have exactly one 
zero, i.e., (p(x) —0 = ip(y) with 0 < x < y < L. Note that a 

1 . J^u2dt + alU
2(0) 

— = min —— —— 
fl u(y)=0 /0" A{t)U'2 + q(t)u2 dt' 

where the minimization is done in the rJ1(0,y)-setting. After extending 
the function cp by zero on the interval [x,y] it is an admissible function to 
put into the variational characterization. Thus we find 

1 ^ / 0 V<f t + qiy>2(0) _ / 0 V < f t + o-iy2(0) _ l 

fi - J"0
V A(t)cp'2 + q{t)<p* dt / ; A(t)<p12 + qit)^ dt A' 

i.e. fi < A. Similarly 

1 . J^u2dt + a2u
2(L) ^ 

-= mm - T 2 —L~, u<=HL(x,L). 
X u(x)=° Ix A(t)u'2 + 9(*)"2 dt 

After extending tp by zero on the interval [x,y] the function ip is an ad
missible test function an yields as above 1/A < l//i, i.e, A < fi. Hence 
X = fi, which implies that <p,ijj are linearly dependent and x = y. Hence 

a This variational formulation follows in the same way as Lemma 4.3 (b) in Section 4.1 
since due to the Dirichlet condition at y there is no zero-eigenvalue and hence no extra 
orthogonality condition. 
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the eigenvalue X = fi with eigenfunctions having one sign-change is uniquely 
determined. Together with Lemma 3.2 this finished the proof. • 

4. Spectral theory 

In this section we shall prove Theorem 2.1, Theorem 2.2 and Theorem 2.3 
on the structure of the spectrum of (2.4). We are interested in functions 
a £ C(dD) such that a~ ^ 0. However, if 0 < a £ L°°(dD) then it follows 
immediately from the arguments given below that the eigenvalue problem 
(2.4) has countably many positive eigenvalues 0 < Ai < A2 < . . . such that 
Afc —> 00 as k —> co and no other eigenvalues except Ao = 0 which only 
occurs if q{x) = 0. 

Frequently in this section we use the following well known result, cf. Alt 

[1]: 

Lemma 4.1. If V is a closed subspace of H1(D) not containing the con
stants, then (JD ^/uTA(x)Vudx)1/2 is an equivalent norm on V. In partic
ular, there exist constants C\,C<i > 0 such that for all v £ V: 

v2dx<Cx VvTA(x)Vv dx, I v2ds<C2 VvTA(x)Vv dx. 
JD JD JdD JD 

(4.1) 

4 .1 . The case q(x) > 0, JD q dx > 0 

In this case the form (•, •) generates the norm (JD VvT'A(x)Vv + 
q(x)v2 dx)1/2, which is equivalent to the standard norm of H1(D). To 
see this note first that by Lemma 4.1 

fD vq dx 2 

JDqdx 
<C [ VvTA(x)Vvdx (4.2) 

HHD) JD 

since the space {v € Hi(D) : JD vqdx = 0} does not contain the constants. 
It follows from (4.2) that \\v\\2

H1{D) < C(JD VvTA(x)Vv + q(x)v2dx). Now 
we can describe the eigenvalues of (2.4) as eigenvalues of a compact operator 
as follows. 

Lemma 4.2. For h G HX{D) there exists a unique v £ H1(D) such that 

- div(A{x)Vv) + q(x)v = h in D, VvTA(x)n = <r{x)h on 3D. (4.3) 
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The operator 

K[H\D)^H\D) 
\h I—> v 

is compact, invertible and self-adjoint with respect to the inner product (•, •). 
Hence it has countably many eigenvalues {nk}k£i and the eigenfunctions 
form a complete system in H1(D). The eigenvalues of (2.4) are the recip
rocals Aj = /x~ . 

Proof. For h £ Hl{D) the functional Lh : Hl(D) -> R. given by 
Lh(4>) = fD h<j)dx + §QD a(x)h(j)ds is continuous and hence by the Riesz-
representation theorem there exists a unique v £ H1(D) such that (v,(f>) = 
Lh{(j>) for all (/> £ H1(D). Thus v is the weak solution of (4.3) and the 
operator K is well defined. Continuity and compactness of K are standard 
and invertibility and symmetry are immediate. • 

Remark. The following is a more general version of Lemma 4.2. Let 
W = {(f,g) £ L2(D) x L2(dD)} be equipped with the norm | |(/ ,5)| | = 

(\\f\\h(D) + ll5,Hi2(SD))1/2- T h e n f o r e v e r y (f'ff) G W t h e r e exists a unique 
v £ Hl{D) such that - div(A(x)Vv)+q(x)v = f in D, VvTA(x)n = a(x)g 
on dD. The corresponding solution operator T : (f,g) —> v from W to 
H1(D) is compact. 

As a consequence of Lemma 4.2 eigenvalues of (2.4) can be described 
variationally as critical values of the functional 

J(v) := a(v,v) — / v2 dx + d> a(x)v2 ds 
JD JdD 

in the set {v £ Hl(D) : fD VvTA(x)Vv + q{x)v2 dx = 1}. The following 
variational characterization of the eigenvalues of (2.4) is well known, see 
e.g. De Figueiredo [6]: 

Lemma 4.3. Suppose that 

(J.i = sup{ J(v) : (v, v) = 1} > 0 

and 

(i-i = i n f { J ( u ) : («,v) = l } < 0 . 

Then Ai = /xj" , A_i = nZ{ are the first positive, negative eigenvalues of 
(2-4)- Moreover the following holds: 
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(a) Let k G N. Suppose 0 < Ai < ... < Xk are the (not necessarily dif
ferent) first k positive eigenvalues with eigenfunctions V>i, • • •, ipk • 
Suppose that 

/ife+i = sup j j ( v ) : (v,v) = l,a(ipj,v) = 0, j = 1 , . . . ,fcj > 0. 

T/ien Afc+1 = /ijjT+1 is £/ie ne:ri positive eigenvalue. 
(b) Let k G N. Suppose A_^ < • • • < A_i < 0 are i/ie fno£ nec-

essarily different) first k negative eigenvalues with eigenfunctions 
ip-k, • • •, V"-i- Suppose that 

H-k-i = inf | j ( u ) : (v,v) = l,a(t/}j,v) = 0,j = -fc, . . . , - l j < 0. 

TTien A_fc_i = yT_k-\ *s ^ e n e x* negative eigenvalue. 

It is easy to see that the critical values fij, /J—J are attained provided 
they are positive, negative, resp. 

Theorem 4.1. Problem (2.4) has an unbounded sequence of positive eigen
values. 

(a) If N > 2 then (2.4) has an unbounded sequence of negative eigen
values. 

(b) Let N = 1. If o~i • (72 > 0 then (2.4) has exactly two negative 
eigenvalues. If o~\ • a 2 < 0 then (2.4) has exactly one negative 
eigenvalue. The multiplicity is always one. 

Proof. For any function v G HQ(D) we find J(v) > 0 since the boundary 
integral vanishes. Thus we see that ^i > 0 is attained. Now it suffices to 
show that for any k G N there exists a trial function v such that a(ipj, v) = 0 
for j = l,...,k and J(v) > 0. Such a choice is always possible in any 
(k + l)-dimensional subspace of HQ(D). 

Part (a): We need to show that H-k-i < 0 for all k G No- For this 
purpose we construct a function v such that a(v, ipj) = 0 for j = —k,..., —1. 
Let Q G 3D be a point where a(Q) < 0. After rotating and shifting D 
we may assume that locally near Q the set dD is described as the graph 
(x',r)(x')) of a Lipschitz function n : B£{0) C RN~l -> R where the ball 
B£(0) is so small that o-(x',r)(x')) < 0 for all x' = (xi,... , 2^ -1) G Be(0). 
Moreover, we may assume that rj > 0 on Be(0) and that the cylindrical 
piece 

C = {(a;', t) : x' G 5e(0), 0 < t < rj(x')} 
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lies entirely in D. Next we partition Be(Q) into k + 1 pairwise disjoint open 
sets £>i, . . . , D'k+1 such that 5e(0) = 0*=/ # i - Then 

fc+i 
C = | J A with A = {(*', f ) : x ' £ J ) ; 0 < t < 7/(x')}. 

Next let 0 ^ g{ G Cg°(A!), i = 1,2... k + 1 and fix a > 0. Define fc + 1 
functions on the cylindrical piece C by 

( x%gi(x') if x= (x',xN) G A , 
Vi(*) = j 0 else 

for i = 1 , . . . , k + 1 and extend theses function by zero to all of A Let v = 
^2i=i civi a n d determine the vector c = (c i , . . . ,Cfc+i) from the condition 
a(ipj,v) = 0 for j = —k,..., —1. These fc conditions are represented by the 
linear system 

fc+i 
^^Cia^^Vi) = 0 for j = -k,..., - 1 , 
t = i 

where in case fc = 0 there are no conditions on the value c. Since the 
linear system consists of k equations in A; + 1 unknowns ( c i , . . . , Ck+i) we 
have at least a one-dimensional space of non-trivial solutions 0 ^ c = 
( c i , . . . , Cfc+i) G E*"1"1. Setting ejv = ( 0 , . . . , 0,1)T we have 

/ v2dx = c2 x2^gi{x')2dx 
JDi JDi 

- J V-(x^+1
9i(x')2eN)dx a 

2a 
-2 
l— <p x2^+1gi{x')2eN-nds 
+ i JdDi 2 « T 1 JdD 

diam.D 
< """ T </> u2<£s. 
- 2a + 1 J a D i f / "* 

Taking into account that v = 0 o n dDi H D we obtain by superposition 

/ v dx = / v dx < (b v2 ds = ® u2 ds. 
JD JC 2a+ 1 JdcndD 2a + 1 JdD 

If a > 0 is so large that - ^ f > a{x) for all x edCndD then J(u) = 
J^ v2 dx + §dD a(x)v2 ds < 0. The remaining degree of freedom is the 
multiple of c which is chosen such that JD \Wv\2 + q(x)v2 dx — 1. This 
shows that fi-k-i < 0. 



65 

Part (b): Let D = (0,L). Let us first consider the case ai,a2 < 0. 
By Theorem 3.2 we know that (2.4) has at most two negative eigen
values. It remains to show that there are at least two negative eigen
values. For A_i it suffices to construct a function v such that J(v) = 
J0 v2 dx + aiv2(0) + a2v

2(L) < 0. This is achieved by v(x) = xa with 
sufficiently large a. For A_2 one needs a function v such that J(v) < 0 and 
a(v, V>_i) = Jo vip_i dx + aiv(0)ip-i{0) + (T2v(L)ip^i(L) = 0. This can be 
obtained by the function 

, N (ai\x-L/2\a on [0,1/2], 
v(x) = < 

[a2\x-L/2\a on [L/2,L\. 

For sufficiently large a the functional is negative independent of the choice 
of ai,a2. By choosing a\,a2 appropriately one can achieve a(v,if)-i) = 0. 

Now we turn to the case <7i < 0 and a2 > 0, By Theorem 3.2 there 
are at most two negative eigenvalues. Let us show that there is no sign-
changing eigenfunction corresponding to a negative eigenvalue. If such an 
eigenfunction ip existed then we could assume ip(0) > 0 and tp(L) < 0. 
Then 

-A(0)V>'(0) = ffiAV'(O) > 0, A(L)ip'(L) = a2Xtp(L) > 0, 

i.e. A(0)tp'(Q) < 0 < A(L)ip'(L). But A(x)^'(x) is decreasing where ip is 
negative, i.e., A(x)ip'(x) < 0 where t/j is negative. This is a contradiction. 
Thus, there is a most one negative eigenvalue. The existence of one negative 
eigenvalue is constructed as in the case 0\, a2 < 0. Making use of <Ji < 0 
one utilizes the test-function \L — x\a for sufficiently large a > 0. This 
finishes the proof of Part (b). • 

4.2. The case q{x) = 0 

Again we want to apply the theory of compact self-adjoint operators in 
order to describe the eigenvalues of (2.4). Now A = 0 is an eigenvalue. 
Therefore we need the Hilbert-space V = {v G ^(D) : a(v, 1) = 0} with 
a(u, v) = JD uv dx + tfgD cr(x)uv ds. Recall that a = jgW §gD cr(x) ds and 
aQ = -\D\/\dD\. 

In the case a ^ o§ the space V does not contain the constants and hence 
(ID Vurj4(a;) Vu dx)1/2 is an equivalent norm on V. Every solution of (2.4) 
except the constants belongs to V. 

However, if a = <T0 then the constants do belong to V. We must there
fore change the setting and define a proper subspace V™ of V as follows. 
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Let Vw = {v G V : a(v,w) = 0} where w is a solution of the problem 
- div(A(x)Vw) — 1 in D, VwTA{x)n = a(x) on dD. The constants do 
not belong to Vw and (JD VvT' A(x)Vvdx)x/2 is an equivalent norm on Vw. 
The choice of w may seem arbitrary. In Section 5 we show why no other 
choice for w is possible. 

Lemma 4.4. 

(i) Let a =£ (JQ. For any / i£ V there exists a unique v G V such that 

- div(A(z)Vu) = h inD, X?vTA(x)n = <r/i on 9Z>. (4.4) 

TTie operator 

( V -> V 
[_ n i—> ti 

is compact, invertible and self-adjoint with respect to the inner 
product (•,•). Hence it has countably many eigenvalues {fik}kel 
and the eigenfunctions form a complete system in V. The eigen
values of (2.4) except Ao = 0 are the reciprocals Aj = n~l. 

(ii) The same holds in the case a = ao if V is replaced by Vw • 

Proof. We give the proof in the "resonance"-case o = OQ. In the "non-
resonance"-case <T ^ 00 the same proof works by formally setting w = 0 
in all of the following. For given h G Vw the functional Lh : Vw —> M 
given by Lh(4>) — JDh(j)dx + §dDa{x)h<f>ds is continuous and hence by 
the Riesz-representation theorem there exists a unique v G Vw such that 
(v,<p) = Lh(4>) for all (j) EVW. We want to deduce that v is a weak solution 
of (4.4). Since i?x(Z?) = V^ © span[l, w] this follows once we show that 

(v,(j>) = Lh{4>) V^>Gspan[l,iu]. (4.5) 

The right-hand side Lh(<fr) = a(4>,h) in (4.5) vanishes for (f> G {l,w} by 
the assumption h £ Vw. For </> = 1 also the left-hand side of (4.5) van
ishes. It remains to compute (v,w). Since w weakly solves the equa
tion — div(A(x)Vw) = 1 in D and y\JwTA(x)n ~ a(x) on dD we find 
JD VwT' A(x)Vv dx = JDv dx+§QD a(x)v ds = 0 by definition of V™. Hence 
the operator K is well defined. Continuity and compactness of K are again 
standard, and so are invertibility and symmetry. • 

Remark. There is a more general version of Lemma 4.4. If a ^ a0 then let 
W = {(/, g) G L2(D) x L2{dD) :JDfdx + JD a{x)g ds = 0} with the norm 
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II(/.S)II = (\\f\\h(D) + \\9\\h{dD))
1/2- For every (f,g) £ W there exists a 

unique v eV such that - div(A(x)Vv) = / in D, VvTA{x)n = a{x)g on 
dD. The corresponding solution operator T : (f,g) —> v from W to V is 
compact. If CT = (T0 then the same result holds if W, V are replaced by Ww, 
Vw, where Ww = {(f,g) £ W : JDfwdx + §gD a(x)gwds = 0}. 

Since Ao = 0 is an eigenvalue with the constants as eigenfunctions, the 
variational description of the eigenvalues of (2.4) differs slightly from the 
one given in the case q{x) > 0, ^ 0. The eigenvalues except 0 are critical 
values of 

J(v) := a{v,v) = v2 dx + a d> v2 ds 
JD JdD 

with respect to the set {v £ V : JD VvTA(x)Vu dx = 1} or {v £ Vw : 
fD VvTA(x)Vv dx = 1}. The following variational characterization is stan
dard, see e.g. De Figueiredo [6]: 

Lemma 4.5. Assume a / UQ. Suppose that 

fii = sup{J(v) : » e V , ( » , » ) = l } > 0 

and 

fj.-i = inf{J(v) :vGV, (V, V) = 1} < 0. 

Then Ai = (ij , A_i = (iZ\ are the first positive, negative eigenvalues of 
(2.4)- Moreover the following holds: 

(a) Let k £ N. Suppose 0 = Ao < Ai . . . < Â  are the (not necessarily 
different) first k + 1 non-negative eigenvalues with eigenfunctions 
tpo,... ,ipk- Suppose that 

Mfc+i = s u p | j ( v ) : v £ V,(v,v) = l,a(ipj,v) = 0, j = 1 , . . . , fcj > 0. 

Then \k+i = H~k+i is the next positive eigenvalue. 
(b) Let k € N. Suppose \-k < • • • < A_i < Ao = 0 are the (not neces

sarily different) first k + \ non-positive eigenvalues with eigenfunc
tions ip-k, • •. ,ipo. Suppose that 

fi-k-i =inf | j ( v ) : v £ V,(v,v) = l,a(ipj,v) =0,j = -k,. 

Then \-k-i = vC.\-i is the next negative eigenvalue. 

The same holds in the case a = O-Q if V is replaced by Vw. 

-1 < ( 

file:///-k-i
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Since (v, v)1/2 is an equivalent norm on V, V^ any sequence of extremal 
functions is bounded in the full H 1-norm. Provided fij > 0, fi-j < 0 it is 
easy to see that these values are attained. 

Theorem 2.2 and Theorem 2.3 are implied by the following result. 

Theorem 4.2. Problem (2.4) has an unbounded sequence of positive eigen
values. 

(a) If N > 2 then (2.4) has an unbounded sequence of negative eigen
values. 

(b) Let N = 1, D = (0,L) and ax • cr2 > 0. / / - L / 2 < a then (2.4) 
has exactly two negative eigenvalues. If a < —L/2 then (2.4) has 
exactly one negative eigenvalue. 

(c) Let N = 1, D = (0,L) and ax-a2< 0. If - L / 2 < a then (2.4) 
has exactly one negative eigenvalue. If a < —L/2 then there is no 
negative eigenvalue. 

Proof, (a) The proof is based on the variational characterization of 
Lemma 4.5. It is almost identical with the proof of Theorem 4.1. 

(b) By Theorem 3.2 there are at most two negative eigenvalues. The
orem 5.1 of the last section shows that a negative eigenvalue with corre
sponding eigenfunction of one sign exists only for —L/2 < a. The assertion 
of the theorem will follow provided it is possible to establish for all values of 
a the existence of a negative eigenvalue where the corresponding eigenfunc
tion has exactly one sign-change. This eigenvalue is obtained as follows. 
Fix y £ (0,L) and determine the first negative eigenvalue A_i(0,y) of 

-(A(x)ip')' = \<p in (0, y) with - A(0)V'{0) = <TX\<p(0), <p(y) = 0. 

Similarly let \-i(y,L) be the first negative eigenvalue of 

~(A(x)ip')' = \<p in (y, L) with ip(y) = 0, A(L)<p'(L) = cr2A</?(L). 

It is easy to see that X-i(0,y) and A_i(t/,L) are both continuous in y 
and that l[m.y^,oX_i(0,y) = oo and lim2/_>£, A_i(?/,L) = oo. Hence there 
exists a point y0 e (0,L) such that A_i(0,yo) = A_i(yo,£)- This proves 
the existence of a negative eigenvalue of (2.4) where the corresponding 
eigenfunction has exactly one sign-change. 

(c) The fact that o~\ and o~2 have opposite signs excludes the possibility 
of negative eigenvalues with sign-changing eigenfunctions. Therefore the 
question reduces to the existence/non-existence of eigenfunctions of one-
sign. This is completely described by Theorem 5.1 of the last section. D 
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Remark. Note that in contrast to Theorem 3.1 we do not claim that 
the eigenfunctions associated with A_i, Ai have constant sign. In fact the 
properties of A_i, Ai depend on the value of a and change near the critical 
value <T0 =

 — l-D|/l^-D|, see Corollary 5.1 below: 

a > <7o =^ A_i simple, i/'-i has constant sign, ipi sign-changing, 
a < CQ => Ai simple, tpi has constant sign, ^ - l sign-changing, 
o = c0 =4> ip-i,il>i are both sign-changing. 

5. Eigenvalues in the resonance case 

As we have seen the resonance case q = 0 and a = CFQ = —\D\/\dD\ displays 
special spectral properties, that are discussed in detail in this section. 

5.1. The choice of the space Vw 

Suppose one wants so solve 

- div(A(x)Vv) =hinD, WvTA(x)n = <r(x)h on 3D (5.1) 

for h G H^D). Then necessarily h G V = {v G HX{D) : a(l,v) = 0}, 
where a(u, v) = fD uv dx + §dD a(x)uv ds. The next lemma explains why 
in the resonance case a = O~Q one has to choose h with the extra condition 
a(w, h) = 0 in order to obtain v € V. The only possible choice for w is a 
solution of — div(A(x)Vw) = 1 in D and VwTA(x)n — <7o on 8D. 

Lemma 5.1. Let h G V and let a G L°°(dD) be an arbitrary function. 
Then there exists a one-parameter family S = {vo + 7}7eM C H1(D) of 
solutions of (5.1). 

Proof. Let h G V and define h = \D\_1 fD hdx. 
Case 1: Assume a ^ 0. Let a, b, c G Hl(D) be solutions of 

j - div(A(x)Va) = h - h in D, 

\ VaTA(x)n = 0 on dD, 

-div(A(x)Vb) = h in D, 

VbTA(x)n = ^-a(x)h on dD, 
a 

- div(A(x)Vc) =0 in A 

VcTA(x)n = a(x)h —^-a{x)h on dD. 
a 
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Solutions for (A) and (B) exist for every h G Hl(D) whereas the solution 
of (C) only exists if additionally a(l,h) = 0. Moreover, a,b,c are unique 
up to additive constants. Finally vo = a + b + c solves (5.1). 
Case 2: Assume a = 0. Let a, b G H1(D) be solutions of 

(5 ) 

-div(A(aj)Va) = h-h in D, 

VaTA(x)n = ha(x) on <9£>, 

-div(A(a:)V&) = /i in D, 

S7bTA(x)n = <T(X)(/I - h) on 0.D. 

Solutions for (A) exist for every /i £ H1(D) whereas the solution of (B) only 
exists if additionally a(l,/i) = 0. As before a, b are unique up to additive 
constants and VQ = a + b solves (5.1). • 

Lemma 5.2. Let h G V. 

(%) T/iere exists a unique element in S n V if and only if a ^ OQ. 
(ii) Let a = Co. Then <S C V if and only ifh G Vw = {h G V : a(iy, /i) = 

0}. Furthermore, if h G V™ t/ien i/iere exists a unique element in 
SnVw. 

Proof, (i): A unique solution v0+j G V can be selected provided a( l ,7) ^ 
0. This is the case if only if a ^ UQ. 

(ii): We use the notation of Case 1 of the previous lemma. If w is the 
solution of — div(A(x)Vw) = 1 in D, VwTA(x)n = a(x) on dD then 
b = hw. Testing the equation for w with c and rearranging terms one finds 

/ cdx+ (p a(x)cds = <p a(x)(h — h)wds, 
JD JdD JdD 

and likewise by testing with a one obtains 

/ adx+ <p a(x)ads = I (h — h)wdx. 
JD JdD JD 

Hence, the condition v G V reads 

0 = / a + b + cdx+(b a(x)(a + b + c) ds = l hwdx+f a(x)hwds, 
JD JdD JD JdD 

i.e., one needs the additional condition a(w, h) = 0. Uniqueness of the 
solution in the space Vw holds provided a(l,w) ^ 0. This is true since 
a(l,w) = fD S7wTA(x)Vw dx. D 
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5.2. Behavior of A_i, Ai near a = O-Q 

We consider dynamical coefficients a G C(dD), where C(dD) is equipped 
with the maximum-norm. If a is close to resonance then the consequences 
for the principal eigenvalues and eigenfunctions are described as follows. 

Theorem 5.1. There exists e > 0 and a Cl-map a i—> (A(cr),u(cr)) for 
a € B€{o-0) C C(dfl) with values inRx H1(D) such that (A(cr),v(a)) is an 
eigenpair for the eigenvalue problem (2.4) with the properties JD v{a) dx = 
\D\ and 

""'f.wSv.t"-"'^"-"' 
/ N , \dD\(w — w) , . -.,, .,., 

Moreover, if (A,t») is an eigenpair of (2.4) with \\a — <r0\\ < e, |A| < e and 
v > 0, fDvdx = |.D| £/ien either (A,u) Zies on </ie cw?T;e or (A,v) = (0,1). 

Remark. Note that a > cro implies A(o") < 0 and a < o"o implies A(o") > 0. 
Hence A(o-) parameterizes A_i if a > &o and Ai if a < ao- It shows how A_i 
passes through 0 and becomes Ai as a passes through the critical value o"o, 
see Figure 1. The positivity of the eigenfunction is also passed on from V'-i 
to ijji. Note that the min-max principle implies that the eigenvalues are 
monotone decreasing in a with respect to the natural ordering in C(dD). 

Proof. Consider the normalized eigenvalue problem 

(P) - div(AVu) = \v in D, VvTA(x)n = a(x)Xv on 3D, f vdx = \D\. 
JD 

In the following we describe the solutions of (P) as the zero-set of a non
linear function F(a, \,v) where F : C(dD) x R x f f ^ - t R x Hl(D). 

Construction of the C1 -map: Define the operator 

. f C{dD) x R x H ' ( D ) ^ HX{D), 

'{(o-,\,v) »T(a,\,v):=t, 

where £ is the unique solution of 

-div(4(a:)V£) = Aw in D 

~J9D\ Vt;TA(x)n = a(x)Xv — rg^y (JD vdx + §QD a(x)v ds) on dD, (5.2) 

IDtdx=\D\. 
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Figure 1. Eigenvalues as functions of a 

Let 

F: 
( C(dD) x R x Hl(D) -> R x i f ^ D ) , 

' | (a, A, i>) (fDvdx + §dD a(x)v ds, T{a, A, v)-v\. 

Note that F(ao,Q, 1) = (0,0). Moreover, the following relation between 
zeroes of F and solutions of (P) holds: 

F(<r, A, v) = (0,0) =s> (cr, A, u) solves (P), 

(cr, A, u) solves (P) and 1 . . 
(A,v) ^ (0,1) or cr = CT0 J 

Therefore, solving -F(CT, A, v) = (0,0) near a = CTQ,\ = 0,v = 1 by the 
implicit function theorem will give all statements of the theorem since 

(A((T),I;(<T)) = ( 0 , 1 ) . 
OF 

d(\,v) (<rOl0,l)J 9 ^ (ffo.0,1) 
(o--(To) + C((T-(To)2. 

(5.3) 
It remains to show the invertibility of gof„J(<T0,o,i) a n d *° compute the 
inverse (/?,z) := [^^yI(«T0,O,I)J_1 («,w) for given (a,y) e R x H\D). This 
requires to find the solution ((3, z) of 

/ zax + ao <p z as = a, 
JD JdL IdD d(\,v) (<ro,0,l) 

(A *) (5.4) 



73 

Differentiation of (5.2) w.r.t. (A,u) yields d^v)\(<j0,o,i){P,z) = C> where £ 
solves 

- div(A(x)VC) = /? in £>, VCTA(x)n = /3cr0 on dD, [ (dx = 0, 
JD 

i.e. C, = f3(w — w). Therefore the solution ((3,z) of (5.4) is determined by 

/ zdx + o~o<p z = a, j3{w ~ w) — z = y. 
JD JdD 

The solution (/?, z) can now be computed as 

0 = a + IDydx + (To^aDyds /5 5 ) 
JDwdx + (To §gD w ds 

JDwdx + Co fQD w ds 

The uniqueness of (/?, z) shows the invertibility of gpf^ |(<T0,O,I)- Notice 
that the denominator in the above formula is JD VwTA(x)Vw dx. Finally 
it is easy to see that 

8F_ (C(dD)^RxH1(D), 

~fo (<r0,o,x) ' ( S H {§dD Z(x)ds,0). 

Inserting (a,y) = | f |(<r0,o,i)(^ - °o) = {\dD\{a - o-0),Q) into (5.5)-(5.6) 
and (5.3) gives the expansion of A(cr) and v(a) as claimed in the theorerrQ 

We know from Theorem 3.1(ii) that eigenfunctions of constant sign can 
occur only for A € {A_i, 0, Ai}. The next lemma sharpens this result. 

Lemma 5.3. Suppose q{x) = 0. Let A be an eigenvalue and let v be a 
corresponding positive eigenfunction of (2.4)- If o < O~Q then A £ {0, Ai} 
and if a > O-Q then A € {A_i, 0}. For a = CTQ only A = 0 is possible. 

Proof. The following proof idea is attributed to Hess [10]. By the Harnack 
inequality of Theorem 3.1 there exists S > 0 such that v > 8 in D and 
trace v > 5 on dD. Thus, we may write v = ev with a function y S H1(D). 
For z G C°°(D) let us use z2e~y as a test-function for (2.4). Thus we obtain 

/ . 
-(zVy - Vz)TA{x)(zVy - Vz) + VzTA{x)Vzdx 

= A( / z2dx + w a(x)z2 ds), 
^ JD JOD ' 
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which implies 

J VzTA{x)Vzdx >\( J z2dx+ I a{x)z2dsj \/z e C°°(D). (5.7) 

Now recall that if a < CTQ then 

0 = A0 = min j / VuTA(x)Vudx : u2 + I a(x)u2 ds = - 1 j . 

Together with (5.7) this implies A > 0 and hence by Theorem 3.1(ii) we 
find A £ {0, Ai}. If a0 < a then 

0 = A 0 = m i n | / VuTA(x)Vudx : u2 + <b a(x)u2 ds = l\, 

which together with (5.7) and Theorem 3.1(ii) implies A € {A_i,0}. 
It remains to treat the case a = <JQ. In this case the following two 

characterizations of Ao = 0 hold simultaneously 

0 = Ao=inf j / VuTA{x)Vudx: / u2dx + l a{x)u2 ds = - 1 j (5.8) 

= inf j / S7uTA(x)Vudx : / u2 dx + j> <r(x)u2 ds = l | , (5.9) 

where neither of the two minimization problems has a minimizer. Together 
with (5.7) this implies that necessarily A = 0. So let us show (5.8) and 
(5.9). Assume without loss of generality that diamZ? < 1 and D C {x 6 
RN : 0 < xi < 1}. Define u(x) = 1 ± xf for a > 1. Thus, u(x) -> 1 in 
H1(D) for a —> oo. Furthermore, with e\ = ( 1 , 0 , . . . , 0) we compute 

[ X7uTA(x)X7udx < p [ |Vu|2 = (3a2 f x2a~2 dx 
JD JD JD 

= (3-^—r j V • ( x 2 " - 1 ^ ) dx</3a<f x2a~l ds 
2a — 1 JD JdD 

and 

a(u,u)= f (1 ± x ? ) 2 d x + / a(x)(l ± xf)2 ds 
JD JdD 

= I ±2xf + x\a dx + I a(x)(±2x^+x2
1
a)ds 

JD JdD 

since a = <7o, i.e., JdDa(x)ds — —\D\. Continuing the above calculation 
we find 

f / 2xa+ x + \ f 
a(u, u) = / V • I ± —L-.-ei + -1—-ex) dx + <b a(x)(±2x% + x\a) ds 

JD ^ a + 1 2a + 1 / J9D 

f / 2 r Q + 1
 T

2a+1
 x 

= L (± ^TT + 2aTl) e i •n + <^)(±2** + ^ds-
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Note that there exists a sequence a*, —• oo such that §dD 2a(x)x"k ds ^ 0. 
Thus, for k —> oo the leading order-term for a(uk,Uk) is ± §QD 2a(x)x"k ds. 
Therefore jDVuk

rA{x)Vukdx/a{uk,Uk) —> 0 as k —> oo. If we set uk = 
Sk(l±x"k) and Uk = tk(l T%ik) with appropriate multiples Sk,tk and the 
sign chosen appropriately such that a{uk, u-k) = 1, a(uk,Uk) = — 1, then Uk, 
Uk are minimizing sequences for (5.8), (5.9), respectively. As a result we 
get that the values of the minimization problem (5.8) and (5.9) are zero, 
although they are not attained. This finishes the proof of the claim. • 

Corollary 5.1. If a £ (—00,00) then Ai is simple, the eigenfunctions cor
responding to \i have constant sign and the eigenfunctions corresponding 
to A_i are sign-changing. If a > ao then A_i is simple, the eigenfunctions 
corresponding to A_i have constant sign and the eigenfunctions correspond
ing to Ai are sign-changing. 

Proof. The statements on the sign-change of eigenfunctions follows from 
Lemma 5.3. It remains to prove the statement on the eigenfunctions with 
constant sign. Fix a function a € C(dD) with a ^ Co and let us consider 
the one-parameter family 

f ta + (1 - t)a0 iia>a0, 
°~t = \ _ (5.10) 

[ —ta + (1 + t)a0 if a < a0 

with t s R . With this choice the mean at is increasing in t. By Theorem 5.1 
there exists a one-parameter curve 11—» (X(t),v(t)) for t £ (—e, e) with values 
in K x i f ^ D ) such that F(at,X(t),v(t)) = (0,0) for all* e (-e,e), A(0) = 0, 
v(0) = 1 with 

x(t) = -tf H ' f - g ' +oft2), 
w fDVwTA(x)Vwdx v ' 

v(t) = 1 - t. I^'f'ff1 , fo - «) + 0(t2). 
jD^u)TA(x)Vwdxx 

The parameter t now replaces o\ Let 5^(0, l ) c R x Hl(D) be the open 
unit ball or radius 6 centered at (0,1) £ R x H1(D). For small <5 > 0 we 
know that 

degree(F(<T0, •, •), Bs(0,1), (0,0)) ? 0 

due to the invertibility of dPfv\ |(ffo,o,i)- Therefore, the global continua
tion theorem, see e.g. [3], applies and shows the existence of two continua 
C+ c [0,oo) x R x H1(D) and C~ C (-00,0] x R x ^(D) of solutions 
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(t, X,v) of F(at,X,v) = (0,0) containing the point (0 ,0 ,1) . Locally near 

(t, X,v) = (0 ,0,1) the two continua C+,C~ are described by the curve 

t —> (t, \(t),v(t)). Note tha t the condition JDvdx = \D\ shows t ha t 

v / 0 for every element (t, \,v) £ C+,C~. Thus, the maximum princi

ple of Lemma 3.1 and a continuity argument show tha t v > 0 for every 

(t, A, v) eC+,C~. Similarly, A > 0 for every (t, A, v) e C~ except for t = 0. 

And likewise A < 0 for every (t, A, v) G C+ except for t = 0. Therefore The

orem 3.1 (ii) shows tha t A = AT i provided (t, A, v) G C^ and t ^ 0 and t ha t 

C+,C~ can be parameterized as single-valued continuous curves depending 

on t. Moreover the A-part is decreasing in t. Hence the global continuation 

theorem implies tha t bo th C+ and C~ are unbounded continua. 

Finally let us determine the projection of C^ onto the i-axis. It is clear 

t ha t C~ projects onto (—oo,0] since at is increasing in t and GQ < 0, i.e., 

for every t < 0 the eigenvalue Ai exists. For positive t this is different, since 

for very large positive t the function at could become entirely positive. In 

fact we find tha t C+ projects onto [0, , _maxa+)+) ^n c a s e ^ < a° a n c^ 

onto [0, , -m'Sco—)+) m c a s e & > a0: where the right-end points of the 

intervals are oo if the denominator is 0. 

The statement of the corollary it obtained as follows: if a < CTO then we 

set t = — 1 and obtain from (5.10) the original function a. This means t ha t 

(—1,A(—l),u(—1)) lies on C~ and produces for the original function a the 

positive eigenvalue Ai with a positive eigenfunction. If a > ao then we set 

t = 1 which is an admissible value and also obtain from (5.10) the original 

function a. This t ime it means tha t (1, A(l), u ( l ) ) lies on C+ and produces 

for a a negative eigenvalue A_i with a positive eigenfunction. D 
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The goal of this paper is to provide a simple introduction to the theory of nonlocal 
elliptic problems. 

1. Local versus non loca l 

Denote by Q a bounded open set of IK™ with boundary F = dCl. Let a be a 

continuous function satisfying for some positive constants A, A 

0 < A < a ( s ) < A V s e R . (1.1) 

Let To be a part of T with positive measure. We denote by V or HQ (f2; To) 

the subspace of Hl(Q) defined by 

V = Hi(Sl;T0) = {veH1(n) | v = 0 on T0 }. (1.2) 

Then for / £ V (the dual space of V) we would like to consider the two 

model problems 

I - V • (o (u ( i ) )Vu) = / in Q, 

and 

(L) 

- v . ^ ^ „ ( x ) ^ v „ j = / i „ n , <NL) 

In the above equations V- denotes the divergence operator, J^is the average 

i.e. 

+• u(x) dx = T-̂ T / u(x) dx (1-3) 
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where | • | denotes the Lebesgue measure of the sets. We refer the reader 
to [1], [9], [11], for references on Sobolev spaces. The two above problems 
are meant in a weak sense that is to say for both of them the first equation 
has to be read 

/ aVu-Vvdx = {f,v) VvEHi(n-,r0) (1.4) 
n 

where (•, •) is the duality bracket between V and V. 
The problem (L) is a "local" problem, that is to say to determine the 

solution one has available a rate of diffusion varying from a point to another 
- i.e. determined locally. On the contrary (NL) is a nonlocal problem in 
the sense that the diffusion coefficient is determined by a global quantity, 
here the average of the solution. Clearly (L) imposes more constraints on 
the solution u and one expects this one to be unique. As we will see (NL) 
leaves more flexibility to the solution - for instance very different functions 
can have the same average and thus the same value of a in (NL). This will 
lead to nonuniqueness and even to the possibility of having a continuum 
of solutions. Prom a physical point of view, both equations can describe a 
steady population density u, f is a source term, the diffusion coefficient is 
supposed to vary in function of u(x) at any point in the case (L) and in 
function of the total population only in the case of (NL) - see also the next 
section. 

To verify that (L) possesses a unique solution let us introduce 

A(s)= fSa(0 
Jo 

dC (1.5) 

Due to (1.1) it is clear that u is solution to (L) iff Au is solution in a weak 
above sense to 

(-A(Au)=fmn, 
\Au€f l 0

1 ( f i ; r „ ) . 

Now, clearly, (1.6) is a usual linear problem and has a unique solution. 
Since A is monotone increasing, by (1.1), the solution of (L) is also unique. 

R e m a r k 1.1. If a(u(x)) is replaced by a(x,u(x)) uniqueness can still be 
preserved. We refer the reader to [2] for such issues. 

The rest of the paper will be devoted to problems of the type (NL) or 
intermediate between (L) and (NL). First in the next section we will show 
that (NL) can be obtained as a limit of a sequence of local problems. Then 
we will see that (NL) reduces in fact to solving a nonlinear equation in K. 
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We will consider in Section 4 the case of nonlocal problems in the calculus 
of variations. Finally in the last section we will introduce a class of problem 
interpolating the case of (L) and (NL) and will in particular address the 
question of uniqueness for this kind of problems. 

2. Nonlocal problems as t he limit of local ones 

Let us first start with the following remark. For a > 0 consider the problem 
of finding va solution to 

-aAva + va = fa in fi, 

—— = 0 on dCl. 
ov 

By the Lax-Milgram theorem this problem admit a unique weak solution 
for any fa £ L2(Q). Then we have 

Proposi t ion 2 .1 . Suppose that when a —» +oo 

U^foo in L\Q) (2.2) 

then one has, if Cl is supposed to be connected 

v a ^ l f00{x)dx in Hl{n). (2.3) 
Jn 

Proof. Since fa converges in L2(Q) weakly, fa is clearly bounded in L2(Q). 
Considering the weak formulation of (2.1) - i.e. 

o- i VvaVvdx + I vavdx= I favdx Vv£Hl(Q) (2.4) 
Jn Jn Jn 

and taking v — va in (2.4) we obtain easily by the Cauchy-Schwarz inequal

ity 

(| • |2 denotes the usual L2(^)-norm, | • | the euclidean norm.) Thus it comes 

^va\\l + \va\l<\U\\ (2.5) 

and we derive that it holds 

\\Vva\\\ + W\l<\f*\l V a > l . (2.6) 

It follows that va is bounded in i71(0), when a —> +00, and up to a 
subsequence we have for some VQQ 

t ^ - ^ o o in H1^). (2.7) 



82 

To determine v^,, one notices from (2.5) that 

l l V i v l l ^ l / ^ / a — > 0 (2.8) 

when a —> +oo. Thus Vuff —» 0 strongly in L2(J7) and by (2.7) we deduce 
that it holds that 

VVoo = 0 = » Woo = C S t . 

To determine this constant taking v = 1 in (2.4) leads to 

/ vadx = I fa dx. 
Jn Jn 

Passing to the limit since - up to a subsequence - we can assume that 
Va —> foo in L2(Cl) we get 

"ool^ l = / foodx 

Jn 
and thus 

Voa = + foo(x)dx. 

Jn 
Due to the uniqueness of this limit we have that the whole sequence con
verges weakly in H1(Q) and strongly in L2(fl) toward ttoo- By (2.8) the 
strong convergence in fl"1(fl) follows. This completes the proof of the propo
sition. • 

R e m a r k 2 .1 . In the case where fa = / , W we have of course that 

v00 = l fdx in Hl{Sl). 
Jn 

Any mixed boundary condition would force ua to converge toward 0. We 
could replace in the above proposition —A by a general elliptic operator 
depending even nonlinearly on va. 

Under the assumptions of Section 1 and for a > 0 let us consider the 
following problem (see [10], [12], and the references there). One is looking 
for (u,v) € H%(n;TQ) x ff^fi) satisfying in a weak sense 

—aAv + v = u in f2, 
9v „ 
— = 0 on T, 
on /£ \ 
- V • (a(u)Vu) = / in Q, 

du 
u = 0 on To, — = 0 o n r \ r 0 . 

dn 
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This problem is a local problem. One interpretation could be the following -
for instance when To = V. v is a density of bacteria located in a container fl, 
u is a density of nutrient provided at a constant (in time) rate / . The source 
term of bacteria depends only on the nutrient (many modern societies enjoy 
this property...) and the diffusion of the nutrient depends on the density 
of population locally. The term +v in the first equation corresponds to a 
constant death rate in this population. The boundary conditions are clear. 
Then we have 

Theorem 2 .1 . For a > 0, / G V there exists a weak solution to (La) -
i.e. a couple (u,v) £ HQ(H;TQ) X H1^) such that 

f aVvV£ + v£dx= [ u£dx V£ e H1^), 
JQ Jn 

)Vu-Vydx={f,y) V<peHS(Q;r0). f a(v) 
(2.9) 

Proof. We suppose that HQ(Q,;TO) is equipped with the norm 

| |Vu||2 = j f \Vu(x)\2dx\ , (2.10) 

and H1^) equipped with 

IHIi,2 = {Ml + | |V t ; | | ; } 1 / 2 . (2.11) 

Moreover, we denote by | • |« the strong dual norm on V corresponding to 
(2.10). Taking (p = u in the second equation of (2.9) we get from (1.1) 

A | | V « | | 2 < < / , u > < | / | , | | V U | | 2 (2.12) 

from which it follows 

| | V u | | 2 < ! ^ . (2.13) 

If Cp denotes the constant in the Poincare inequality we derive then 

\u\2 < C„||Vu||2 < cj-^ -.= C. (2.14) 

We set then 

Bc(0) = {w£ L2(Q) | \w\2 < C} (2.15) 

i.e. Bc(0) is the ball of center 0 and radius C in L2(fl). We consider next 
the following mapping 

w i—• Tw = u (2.16) 
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where u is defined as follows. We let v be the solution to 

(2.17) 

ka Jn Wv • V£ d i + Jn v • £dx = Jn w • £dx V£ £ H1 (fi). 

Since a > 0, the existence of v is a simple consequence of the Lax-Milgram 
theorem. Having found v we define u = Tw as the solution to 

u € i # ( f i ; r 0 ) , / a(y)Vu-V<pdx=(f,<p) Vp e / # ( f i ; r 0 ) . (2.18) 

Since a(v) = a(u(-)) € L°°(fi), by (1.1), the existence and uniqueness of u 
follows also from the Lax-Milgram theorem. Now, clearly u satisfies (2.14) 
and T maps Bc(0) into itself. Moreover, by (2.13), T(Bc(0)) is relatively 
compact in Be (0). If T is continuous, by the Schauder fixed point theorem, 
T will have a fixed point u and (u,v) will be the solution to (2.1). To show 
the continuity of T consider a sequence wn such that 

wn g Bc(0), wn —> w in L2(ft). (2.19) 

Denote by vn the solution to (2.17) corresponding to wn. It is clear that 

vn—>v in Hl{fl). (2.20) 

If un = Twn one has - due to (2.13) 

| | V u „ | | 2 < C 

where C is some constant independent of n and - up to a sequence - we 
have for some «o £ HQ{Q.) 

un ->• u0 in HQ(Q;TO), un —> u0 in L2(Cl), vn —> v a.e. in Q. (2.21) 

Considering the equation 

/ a(vn(x))1<7un-S7(pdx = (f,(p) 
Jn 

and noting that 

L2(fi), a(vn(x))V<p —* a(v(x))V<p in L2(n) 

we get by passing to the limit 

a{v)Vu0^Vipdx = (f,<p) V<peHt(n;rQ). J 
Jn 
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i.e. UQ = u = Tw. By uniqueness of the limit it is the whole sequence un 

which satisfies 

un = Twn —• u in L2(Q). 

This shows that T is continuous and completes the proof of the 
theorem. • 

Remark 2.2. At this point we do not know if the solution (u, v) of {La) 
is unique (see also below). 

In the theorem below we denote by (wCT,uCT) a couple of solutions to 
(2.9). We would like to study the asymptotic behaviour of (ua,va) when 
a —> +oo. We have 

Theorem 2.2. There exists (uoo,voo) £ HQ(Q;FO) X H1(Q) and a sub
sequence from a such hat (wCT,uCT) —> (WOOĴ OO) *n H1^)2 where u^ is 
solution to 

(2.22) 
UQO €HO(Q;T0), / a(j-ucodx)'Vuc<>-Vvdx 

= {f,v) Vv€H^Q;T0), 

Voo = f Uoo dx. (2.23) 
Jo, in 

Proof. From (2.14) we have 

A 
K | 2 < C p | | V U f f | | 2 < ^ ^ = C (2.24) 

where C is independent of a. From (2.5) we derive 

o-\\Vva\\\ + \va\l<C2. (2.25) 

Since (ua,va) is bounded independently of a > 1 there exists (UQOI u<x>) € 
#o(^;To) x H1^) and a subsequence of a —> +oo such that 

ua —>• Woo in # o ( 0 ; r 0 ) , % -+ «oo in i2(f i) (2.26) 

va —̂  ^oo in i J^f i ) , vCT —> «oo in L2(Q,), va —> UQO a.e. in fi. (2.27) 

By Proposition 2.1 we have clearly (2.23) and a strong convergence of va 

toward v^ in iJ1(fi). Since without loss of generality we can assume va —> 
Woo a.e. in 17. It is easy to get (2.22) and the strong convergence of ua 

toward u^. This completes the proof of the theorem. • 
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Remark 2.3. If the solution of (2.22) is unique then the whole sequence 
(ua, va) converges toward («oo, uoo)- We do not know if the solution (ua, vCT) 
is unique or is unique for a large. In general it would be interesting to find 
conditions on a imposing uniqueness of a solution to (2.9). 

3. Simple existence result 

In this section we would like to consider problems of the type (NL). We 
make it slightly more general by setting 

t(u) = J g{x)u{x)dx (3.1) 
Jn 

where g £ L2(Q) and by considering u solution to 

'uetfoH^ro). 

/ a(e(u))Vu •Vvdx = (/,«) Vv G #o(ft;r0). 
(3.2) 

It is clear that (NL) is the particular case of (3.2) when <7 = T^T- Let us 
also introduce <p the solution to 

[ Vtp-Vvdx = (f,v) vve^(n ;r0). 

By the Lax-Milgram theorem, for every / e V the dual of HQ(SI; TO), there 
exists a unique solution to (3.3). Then we have 

Theorem 3.1. The mapping u i—> £(u) is a one-to-one mapping from the 
set of solutions of (3.2) onto the set of solutions of the equation in R 

a(/x)/x = % ) . (3.4) 

Proof. First consider u solution to (3.2). By the uniqueness of the solution 
to (3.3) we have 

a(£(u))u = <p. (3.5) 

Taking £ of both sides we obtain 

a(£(u))£(u) = l{ip) 

and £{u) is solution of (3.4), i.e. £ goes from the set of solutions to (3.2) 
into the set of solutions to (3.4). 
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Let (j, be now a solution to (3.4). By the Lax-Milgram theorem there 
exists a unique u = u^ solution to 

f a(jj)Vu-Vvdx = (f,v) \/vGH^{Q;To). 
(3.6) 

As above we have clearly 

a(fi)u = if 

and thus 

a(fi)£(u) = £(ip) = a(/u)/i. 

Since a > 0 this implies that p, = £{u) and thus u = u^ is solution to (3.2). 
This shows that the mapping £ is onto. To complete the proof it is easy to 
see that if u\, u^, are solutions to (3.2) then £{u{) = £{u2) implies clearly 
that u\ = «2. • 

Remark 3.1. What we used here is in fact the homogeneity of £ with 
respect to positive numbers, i.e. the same result would hold true for 

£(u) = / |u(:r)|cfa:, £{u) = \ g\u(x)\dx 
JQ JQ 

and could be easily adapted in the case where 

£{Xu)=X'3u V A X ) 

(see [6]). Note also that only the positivity of a was useful here. 

continuum of solutions for this a 

3 solutions for this a 
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From the above theorem we can easily solve (3.2). Suppose for instance 
the £(<p) > 0. Then the equation (3.4) is equivalent to find fi > 0 such that 

n<„\ W 

i.e. one has to find the intersection between a branch of hyperbola and the 
graph of a. Clearly this intersection could give rise to any of the situa
tions described on the above figure (see also [4]- [6] and also [8] for further 
references and some results on the parabolic case). 

4. Nonlocal problems in the calculus of variations 

In this section we would like to study certain features of nonlocal problems 
in the calculus of variations. In particular, as we saw in the previous section 
for equations, we would like to rely on a problem in R to solve them. Of 
course we will consider a simple class of them. We refer to [7] for a more 
involved analysis. 

Set 

J[u] = la(l(u)) f \Vu\2dx - [ fudx (4.1) 
2 Jn Jn 

where / € L2(Q) and l(u) is a linear form on L2(Q) defined by 

l(u) = / g{x)u{x) dx, g S L2(9), g £ 0. (4.2) 
Ja 

We want to minimize this functional on HQ(Q.;TO). We denote by Km the 
closed convex set of HQ (Q,; TO) defined by 

Km = {v e Hl(Sl;T0) \ l(v) = m } . (4.3) 

We set 

J(m) = lniKmI -a(m) f \Vu\2dx - f fudxl. (4.4) 

We suppose that 

a ( m ) > 0 V m £ l . (4.5) 

Then we have 

Lemma 4 .1 . For every m in R, there exists a unique um £ Km such that 

j(m) = 7,a{m) \ \Vum\2dx- I fumdx. (4.6) 
z Jn Jn 
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Moreover, um is the unique solution to 

Um tE A f f l ) 

f f (4-7) 
/ a(m)VumVwdx = / fwdx Vw S K0. 

,Ja J 9, 

Proof. Since Km is a nonempty closed convex set of HQ (Cl; TO), um is the 
unique solution of the variational inequality: 

Um t XV7715 

r r (4.8) 
/ a(m)VumV(v - um)dx > / f(v - um)dx Vi> 6 Km. 

^Jo, Jo, 

If um is solution of (4.7), for any v e Km, v — um £ KQ and (4.8) holds. 
Conversely if (4.8) holds, taking v = ±w + um in (4.8) with w £ K0 we 
deduce easily (4.7). D 

Then we can show 

Theorem 4.1. The map 

u \—> l{u) 

is a one-to-one mapping from the set of minimizers of J on HQ{Q,\TQ) onto 
the set of minimizers of J over R. 

Proof. Let u be a minimizer of J on HQ(Q\TQ). Let mo = l(u). One has 

J[u] = lniKmo I -a(m0) / \Vu\2dx - / fudx \ = J(m0) 

<J[v) VveH^To). 

Thus, for every v £ Km 

J[u] = J{m0) < J[v] V » e K m Vm 

=£> J[u] = J(mo) < J(m) Vm 

and mo = l{u) is a minimizer of J. The mapping ti H-> l(u) goes from the 
set of minimizers of J into the set of minimizers of J . To show that the 
mapping is onto, let TUQ be a minimizer of J . Let umo the solution to (4.7) 
or (4.8) corresponding to m = mo. It holds that 

J(m0) = J[umo) < J\v] V v e Kmo. 
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Moreover, for v £ Km, m ^ mo we have 

J(m0) < J(m) < J[v\. 

Thus, we have 

J k ] < J H WveH^To) 

and the mapping is onto. If u\, u<i are two rhinfinizers with l(u{) — l(u2) 
then clearly «i = u<i = u/(Ui) and the injectivity is proved. • 

Let us define by 9 = 9g the weak solution to 

l~M°=9 inn> (4.9) 
l^etfoHfijro). 

Then we have 

Lemma 4.2. Given m € R , /e£ wm ie i/?e unique solution to (4.7). 7%ew 
i£ holds that um is the weak solution to 

(4.10) 
J - o ( m ) A % = / + £„(/ in O, 

\ w m eH^^To). 

where c,,, is £/ie constant given by 

cm = {a(m)m-(f,9)}/l(0), (4.11) 

and(f,9) = JQf9dx. 

Proof. Since g jk 0, 9 =/= 0 and from (4.9) we deduce 

J(0) = / 99dx = f \V9\2dx > 0. 
Jn Jo. 

Let v e # Q (fi; To) and g a function fixed in V(£l) such that 

*(e) = i 
(such choice of g is possible since g ^ 0). Prom (4.7) we have, since w = 
v - Z(u)g e ATo, for every v € HQ(Q;TO) 

(—a(m)Aum — / , v) = / {a(m)VumVu — fv}dx 
Ja 

— I {a(m)V«mV/(u)£> — fl(v)g}dx 
Jn 

= l(v) / {a(m)VumVp - fg}dx := cmZ(u). 
i n 
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This proves (4.10) (one can see by (4.7) that cm is independent of g). To 
get cm one multiplies (4.10) by 6 -i.e. one uses the weak formulation of 
(4.10)- to get 

a{m) I VumS79dx = / f9dx + cml(9) 
Ja Ja 

<==> a(m)l(um) = / fOdx + Cml{9) 
Ja 

=>• cm = {a(m)m-(f,0)}/l(0) 

which completes the proof of the Lemma. • 

Theorem 4.2. To stress the dependence of 6 on g we denote it by 9g for 
any g € L2(Q). Then we have 

f r ^ _ 1 f(a(m)m-(f,9g))
2-(g,9g)(f,9f)\ 

Proof. By the uniqueness of the solution of the problems of the type (1.4) 
it holds that (see (4.10)) 

a(m)um = Of + cm6g. (4-13) 

From (4.10) we also have by multiplying both sides by um and integrating 

a(m) / |Vum \2dx = (/, um) + cmm. 
Jn 

Recall that (•, •) denotes the usual scalar product in L2(f2). It follows that 
we have 

1 f 1 
J{m) = 2 a ( m ) / \Vum\2dx- (f,um) = -{cmm- (f,um)}. 

Using now (4.13) it comes 

J(m) = -Z}0™171 7-^(f^f+cm0g) >• 

Using the expression of cm given by (4.11) we get after easy computations 

J(m) 

1 \ a{m)2m2 - (/, 6g)a{m)m - (g, 9g)(f, 9f) - a(m)m(f, 6g) + (/, 9g)
2 

a(m)(g,9g) 

1 a{m)2m2 - 2a(m)m(/, 9g) + (/, 9g)
2 - (g, 9g)(f, 9f) 

2(g,9g) a(m) 
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which completes the proof. • 

Remark 4.1. If we set 

(f,9g)=a (s,0 f l)(/,0/) = /3>O (4.14) 

the minimization of J reduces to the minimization of 

= (a{m)m-af-^ 
a(m) 

Note that a 2 < 3. It is clear that J and J are continuous functions of m 
if a is continuous. 

Since 0 S ifo o n e should notice that 

J(0) < 0 

(this is also clear from J(0) = {a2 — /3}/o(0)). We have shown in Theo
rem 4.1 that J admits minimizers iff J admits minimizers on R. This is 
not always the case. However we have 

Theorem 4.3. Suppose that a is a continuous function satisfying (4.5). If 
for \m\ large enough 

a(m) > — r (4.16) 
\m\ 

where 5 is a positive constant such that 

{5-\a\)2>f3 (4.17) 

then J[-\ and J admit minimizers. This is sharp in the sense that if for 
\m\ large enough 

a ( m ) = |—i 

with (5 — |a | )2 < 3 then J[-} fails to have minimizers. 

Proof. In the case where (4.16), (4.17) hold we have for \m\ large enough 

m x i \ i a2 -/3 
Jim) = a(m)m — 2am -\ ;—r-

a(m) 
8 2 „ a 2 - / ? , . 

> -—rm — 2am H — m 
\m\ o 

a2 ~P , 
= 6\m\ — 2am -\ — \ m \ , 
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(recall that or — 0 < 0). This gives 

a2 -0 
Jim) > S\m\ - 2\a\\m\ + r-^-lml 

o 
. .J8-\a\)2-0^ , , , 

= \m\{ ) —> +oo when \m\ —> +oo. 
b 

Thus the minimization of J reduces to a minimization on a compact set 
and since J - is a continuous function, a minimizer does exist. 

In the case where aim) = A we have 
\ ' \m\ 

a2 -0 
Jim) = S\m\ — 2am H —Iml 

o 
( ^ - | a | ) 2 _ / ? 

= \m\{ } for sign{m) = sign(a). 

and J is not bounded below for (5 — \a\)2 < 0. This completes the proof 
of the theorem. • 

Remark 4.2. It is clear that (4.16) holds for instance when 

a(m) > S > 0 

or more generally when 

a(m) > 5\m\~'1 for \m\ large, 

7 being a constant such that 0 < 7 < 1, S being here an arbitrary positive 
constant. 

Theorem 4.4. Suppose that 

a>6>0. (4.18) 

Then if a is discontinuous J[-] might fail to have a minimizer. 

Proof. Indeed let a be a continuous function satisfying (4.18). Then J 
admits minimizers. Let mo be one of them. One has 

a2 — 0 
J(m0) = a(m0)ml - 2am0 -\ - . 

a(rn0) 

If mo or {a2 — 0) ^ 0 , the function 

2 „ " 2 - P a —> arriQ — zamo H 



94 

is clearly increasing and one can change the value of a(mo) in such a way 
that mo is no longer a minimizer. Thus, this new a - not continuous - will 
be so that J has no minimizer since J has none. • 

Regarding uniqueness we have 

Theorem 4.5. If J is strictly convex then J admits a unique minimizer. 
Otherwise J can have as many minimizers as we wish - even for a smooth 
a. 

Proof. The first point is clear. Note that 

_. . 2 a2 — (3 
J(m)=a(Tn)m —2am-\ ;—r-

a(m) 

and this function is strictly convex, in particular when 

J"(m) = a"m2 + 4a'm + 2a- ^ ~ ^ {a" - 2 — } > 0. 

This is in particular the case when 

a" > 2 — . 
a 

Suppose now - this is of course always possible 

a 2 - 0 < 0. 

Then consider a function J having as many minimizers as we wish. It is 
always possible to find a positive a such that 

2aJ(m) = (am-a)2 - f3 «=» a2m2 - 2a(am + J(m)) + a2 - (3 = 0. 

Indeed the discriminant of this equation is 

A = 4{(am + J ( m ) ) 2 - m 2 ( a 2 - / ? ) } (4.19) 

and it has its roots in R. Moreover since a2 — (3 < 0 the roots do not have 
the same signs and one is positive. We call it a(m). It varies of course, 
continuously with m, and for the corresponding problem of minimizing (4.1) 
one has as many solutions as J has of minimizers. • 

Remark 4.3. Without any changes we can replace f,g £ L2(ft) by / , g £ 
V where V is the dual of H%{Q; T0). 
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5. A class of intermediate problems 

In this section we would like to consider a class of problems interpolating 
between (L) and (NL). More precisely the problems that we will address 
involve a parameter r. When r —> 0 the solution of the problems at hand 
converges toward the solution of (L) and when r is large enough this is the 
solution of (NL). 

Let us denote by Vt(x, r) the set 

fi(ar, r) = fi D B(x, r) (5.1) 

where B(x, r) is the ball of center x and radius r > 0. Then we would like 
to consider the problem of finding u such that 

fu€Hl(Sl;T0), 

- V - ( a ( / u(y)dy)vu}=f in tl, ( 5 ' 2 ) 

I Vn(i,r) / J 

where / e V (the notation is as above, fn(T r ) u{y) dy = jn(*)7.)| ' 

Jn(*,r) u(y) dv)- T n e n w e h a v e 

Theorem 5.1. Suppose that (1.1) holds, then for any r > 0 £/iere exists a 

solution to (5.2). 

Proof. We first get a prior estimate for u. Indeed, considering in the weak 
formulation of (5.2) (see (1.4)) v = u, we easily get 

A | | V u | | J < | / | . | | V « | | a (5.3) 

where |/|« denotes the strong dual norm of / . It follows that it holds 

\u\2<Cp\\Vu\\2<^k = C (5.4) 

where Cp is the Poincare constant. Denote then by Bc(0) the ball of center 
0 and radius C in Z2(f2). For w £ Bc{0) let u — Tw be the solution to 

' - y - \ a ( i w(y)dy]s7u\ = f in £2. ^ 

It is clear that such a u exists and is unique. Moreover due to (5.3), (5.4), 
T maps Bc(0) into itself and T(Bc(0)) is relatively compact in Bc{0)- To 
get existence we just need to prove that the mapping T is continuous. For 
that consider wn G JBc(O) such that 

wn —> ui in L2(f2). 
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We have 

IflC^Oi L , r )
 Wniy) ̂  ~ W(hT\ L,r) W{V) ̂  

^w^\LjWn-wldy-whwlWn-w{2 

(by the Cauchy-Schwarz inequality). Thus we deduce that 

4 wn(y) dy —> 4 w(y) dy a.e. in Q. (5.6) 
Jn(x,r) Jn(x,r) 

Let us denote by un the solution to (5.5) corresponding to wn - i.e. un = 
Twn. By (5.4) it holds that 

| | V " n | | 2 < ^ 

and un is bounded in Hl(Q). Thus - up to a subsequence - we can assume 
that for some «<*, G HQ (0; To) we have 

un -"• «oo in H1^), un —> «oo in L2(fl). 

Passing to the limit in 

f af-f wn(y)dy)Vun-Vv = {f,v) Vv G H^(il;T0) 
Jn \^n(i,r) / 

by (5.6) we get that u^ satisfies 

f af-f w(y)dy)vUooVv = (f,v) Vt, G ^ ( O ^ o ) . 
Jn \Jn(x,r) J 

Thus we have u^ = Tw and by uniqueness of the limit the whole sequence 
un converges toward Tw. This shows that T is continuous and concludes 
the proof by the Schauder fixed point theorem. • 

Let us show that (5.2) somehow is an interpolation between (L) and 
(NL). It is clear that for r large enough fl(x,r) = Cl for every x G fl and 
thus in this case (5.2) is nothing but (NL). Moreover we have: 

Theorem 5.2. Let ur the solution to (5.2). Suppose that 

the "sequence" ur is equicontinuous in every CI' CC fl. (5-7) 

Then we have 

u r - > « in H1^), r ^ O , (5.8) 

where u is the solution to (L). 
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Proof. From (5.3), (5.4) we know that ur is bounded in Hl{£l) indepen
dently of r. Thus -up to a subsequence- we can assume that 

ur —>• UQ in H (ft), ur —» UQ in L2(ft), ur —> «o a.e. in ft. (5.9) 

Let us show that it holds 

-f- ur(y)dy—>uo a.e. in ft. (5.10) 

Let e > 0 be fixed. Let us select r such that 

r < * y ) (5.1!) 

Since u r is an equicontinuous sequence in every subdomain of ft for every 
e > 0 there exists TQ such for r < ro it holds that 

|u r(2/)-u r(a;) | < | Vx € ft', Vy€f t (x , r ) . (5.12) 

It follows that for r small enough we have 

| 4 ur(y) dy - u0(x)\ = \ 4 ur(y) dy - ur(x) + ur(x) - u0(x)\ 
JQ(x,r) Jn(x,r) 

7 (ur {y)~ur (x)) dy + u r (x) - u0 (x) | 
JCl(x,r) 

4 \ur(y)-ur(x)\dy+\ur(x)-u0(x)\ 
Jn(x,r) 

< 

< 

< - + \ur(x) -UQ(X)\ < e 

by (5.9). It follows that 

4 ur(y)dy^>UQ a.e. in ft'. (5.13) 
JCttx.r) )Q(x,r) 

Since ft' is arbitrary (5.10) follows. For v £ HQ(Q,;TO) from the weak 
formulation of (5.2) we have 

r(y)dy)VurVvdx = (f,v). (5.14) 

By (5.9) and (5.10) we have also 

Vu r ->• Vw0 in (£2(ft))n , (5.15) 

/ a[4 ur{ 
Ja \ i ( l ( i , r ) 

7 Ur{ 
Jn(x,r) 

(y) dy ) Vv -> a(ti0)V« in (L2(ft))n. (5.16) 
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Passing to the limit in (5.14) we deduce that it holds 

[ a(u0)Vu0Vvdx=(f,v) VvSH^To) (5.17) 
Ja 

i.e. u0 is the unique solution to (L). Since the limit of the subsequence is 
unique the whole sequence ur satisfies (5.9). To show now that ur converges 
strongly, taking v = ur in (5.14) we obtain 

Ja \Jn(x 
ur(y) dy J VurVurdx = (/, ur). (5.18) 

n(x,r) 

Passing to the limit in r we get 

lim a[ 4 ur(y)dy)Vur\7urdx = (f,uo) = / a(u0)Vu0Vu0dx. r~*°Ja \Jn(x,r) J Jn 
(5.19) 

It follows that it holds 

A | | V ( u r - u 0 ) | | 2 < / a(-l ur(y)dy)V(ur~-u0)V(ur-u0)dx 
Ja \J(l(x,r) / 

= I al 4 ur(y)dy\S7urVurdx — 2 a[j ur(y)dy\VurVuodx 
Jo. \Jn{x,r) J Jn \Jn(x,r) J 

+ / a(uo)\7uoVuodx —> 0. 
Ja 

(5.20) 

when r —> 0. This completes the proof of the theorem. • 

Remark 5.1. 1) The property (5.7) holds for instance when n = 1 due to 
the estimate 

\ur(y)-ur(x)\ = \JVu'r(0^\ (5.21) 

< K l 2 | x - y | * < ^ | z - y | * . (5.22) 

It holds also in any dimension for / G Lp(fl),p > ^ due to the De Giorgi 
estimates (See [9]). 
2) As we have seen, the solution to (L) is unique while (NL) can have 
infinitely many solutions. It would be interesting to study the variation 
of the number of solutions to (5.2) when r varies (see also the following 
theorem). 
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As a contribution to the uniqueness issue, let us consider the following 
one dimensional problem where Q = (0,1), To = {!}• It reads 

— a { u(s)ds)u' > = / in Q,, 
< I Vn(x,r) / J (5.23) 

u'(l) = 0, u(0) = 0. 

Then we have 

Theorem 5.3. Suppose that f £ L2(Q) and that a satisfies (1.1) together 
with 

\a(s) -a(t)\ < A\s-t\ Vs,t € R, (5.24) 

/or some positive constant A. If r is small enough the solution £o(5.23) is 
unique. 

Proof. Suppose that v is another solution to the problems (5.23). It is 
clear by (5.23) that 

a(-f u(s)ds]u' eH\n) (5.25) 

and thus is a continuous function in O. Prom (5.23) we derive also 

a(4 u(s)ds)u'= a(f v(s)ds)v' + c (5.26) 

where c is a constant. Since all the functions above are continuous - taking 
the value at the point 1 we see that c = 0. Thus we get 

a[-f u(s)ds)(u'—v') = <al-l v(s)ds) — al 4 u(s) ds ) >v' 
\Jn(x,r) J I \Ja(x,r) ) \Jn(x,r) ) J 

which implies 

u'-v' = (5.27) 

— £ \a(-f v(s)ds)-a(-f u(s)ds)\v'. (5.28) 

Claim: u' or u' are uniformly bounded. Indeed, from (5.23) integrated 

between x and 1 we get 

a(-f u(s)ds)u'(x) = [ f(s)ds (5.29) 
\Ja{x,r) J Jx 
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which implies 

K ( : C) | < [£ip^\ < m». (5.30) 
A A 

Integrating (5.27) between 0 and x we get 

(it—v)(x) = 

/ "77 T^T\\a\l v{s)ds) - a( 4 u(s)ds) Wdt. 
7n(t,r) 

From this follows easily - see (5.30) 

\(u-v)(x)\<^ f I \{u-v){s)\dtds. (5.31) 
A JO JQ(t,r) 

Let us set 

F(x) = \(u-v)(x)\, C = 
A2 

Then (5.31) reads 

F{x)<C f I F(s)dtds V i € ( 0 , l ) . (5.32) 
Jo Jn(t,r) 

We claim that this implies that F vanishes for r small enough. First, it 
is clear since u', v' are uniformly bounded and w(0) = v(0) = 0 that F is 
uniformly bounded in (0,1). So, suppose that 

0<F(x)<M V i e ( 0 , l ) . (5.33) 

We would like to show that (5.32) implies that 

k\ 

By (5.33) the formula is true for k = 0. Suppose it is true for k. Then by 
(5.32) we get 

F(x) < Ck+1^- C I (s + (k- l)r)k dtds. 
k- Jo Jn(t,r) 

Clearly the function (s + (k — l)r)k is bounded on tt(t,r) by (t + kr)k. Thus 
we get 

F(x)<Ck^~ \ (t + kr)kdt. 
«! Jo 
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r )
f c + l 

Integrating we obtain 

F(x) < Ck+1-^—(x + kr)k+1 - (k 

which completes the proof of (5.34) by induction. We claim then that for 
r small, the series of term 

_ CkM{x + {k-\)r)k 

converges. Indeed we have 

C (x + kr)k+l 

Uk+l/Uk 
k + 1 {x + (k-l)r)k 

C(x + kr) ( x + kr 

k + l \x + (k-l)r 
= c/x±kr\kln{1+^r^} 

^ k + l 

Since for u close to 0 we have 

ln ( l+w) =u(l+s(u)) 

we get 

uk+1/uk = C ^ ^ e - t l ' - ' ^ 1 ^ with e(k) -> 0 when k -> +oo. 
k + 1 

Prom that we derive 

lim Uk+i/uk = Cer < 1 for r small. (5.35) 
k-t+oo 

Going back to (5.34) - since the above series converges for Cer < 1 - we 
get that 

F = 0. 

This completes the proof of the theorem. • 

Remark 5.2. Since C = ^ - , (5.35) gives a precise estimate on the size 
of r which insures uniqueness. 

Acknowledgement: This research has been supported by the Swiss 
National Science foundation under the contract $= 20-105155. 



102 

References 

[1] M. Chipot: Elements of Nonlinear Analysis. Birkhauser, 2000 
[2] M. Chipot, G. Michaille: Uniqueness results and monotonicity properties 

for strongly nonlinear elliptic variational inequalities. Annali della Scuola 
Norm. Sup. Pisa, Serie IV, 16, 1, (1989), p. 137-166. 

[3] M. Chipot, L. Molinet: Asymptotic behaviour of some nonlocal diffusion 
problems. Appl. Anal. 80 (2001), no. 3-4, 279-315. 

[4] M. Chipot, M. Siegwart: On the asymptotic behaviour of some nonlocal 
mixed boundary value problems. Nonlinear Analysis and its Applications, 
to V. Lakshmikantam on his 80th birthday, (2003), p. 431-450, Kluwer Edt. 

[5] M. Chipot, N-H. Chang: Nonlinear nonlocal evolution problems. RACSAM, 
Rev. R. Acad. Cien. Serie A. Mat., Vol 97 (3), (2003), p. 393-415. 

[6] M. Chipot, V. Valente and G. Vergara Caffarelli: Remarks on a nonlocal 
problem involving the Dirichlet energy. Rend. Sem. Mat. Univ. Padova, 110, 
(2003), p. 199-220. 

[7] M. Chipot, W. Gangbo, B. Kalwohl: On some nonlocal variational prob
lems, to appear. 

[8] M. Chipot, S. Zheng: Asymptotic behavior of solutions to nonlinear 
parabolic equations with nonlocal terms, to appear. 

[9] D. Gilbarg, N. Trudinger: Elliptic Partial Differential Equations of Second 
Order. Springer-Verlag, New York, 1985. 

[10] D. Hilhorst, J.F. Rodrigues: On a nonlocal diffusion equation with discon
tinuous reaction. Advances in Differential Equations, 5 (2000), p. 657-680 

[11] D. Kinderlehrer, G. Stampacchia: An introduction to Variational Inequali
ties and their Applications. Academic Press, New York, 1980. 

[12] J.F. Rodrigues: Reaction-Diffusion: from systems to nonlocal equations in 
a class of free boundary problems. Preprint. 



ON SOME DEFINITIONS A N D PROPERTIES OF 
GENERALIZED CONVEX SETS ARISING IN THE 

CALCULUS OF VARIATIONS 

BERNARD DACOROGNA 
(bernard. dacorogna@epfl. ch) 

Section de mathematiques, EPFL, 1015 Lausanne, Switzerland 

ANA M A R G A R I D A R I B E I R O 

(ana.ribeiro@epft. ch) 
Section de mathematiques, EPFL, 1015 Lausanne, Switzerland, 

Faculdade de Ciencias e Tecnologia, UNL, Lisbon, Portugal 

We deal with generalized notions of convexity for sets. Namely, the polyconvexity, 
quasiconvexity, rank one convexity and separate convexity. The question has its 
origin in the calculus of variations. We try to systematize the results concerning 
these generalized notions imitating as much as possible the classical approach of 
convex analysis. Throughout the article, we will discuss the relations between the 
different convexities, separation and Caratheodory type theorems, the notion of 
hull of a set and extremal points. 

1. Introduction 

We discuss here the extension of the notion of convex set to generalized 
convex sets that are encountered in the vector valued calculus of variations 
and in partial differential equations. These are: polyconvex, quasiconvex 
and rank one convex set. 

Contrary to classical convex analysis, where the notion of convex set pre
cedes the one of convex function; this is not the case for the generalized ones. 
This is of course due to historical reasons. Morrey introduced the notions of 
polyconvex, quasiconvex and rank one convex functions in 1952 (although 
the terminology is the one of Ball). It was not until the systematic studies 
of partial differential equations and inclusions by Dacorogna-Marcellini and 
Muller-Sverak that the equivalent definitions for sets became an important 
issue. Moreover these notions were essentially seen through the different 
generalized convex hulls, leading somehow to terminologies that do not ex-
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actly covers the same concepts. One of the aims of the present paper is to 
try to imitate as much as possible the classical approach of convex analysis 
in the present context. This will, we hope, allow to clarify the situation. 

In order to describe the content of our article, we have to get back to 
classical convex analysis. Here are important facts that we will try to mimic 
in the generalized context. 

1) A set E is convex if and only if its indicator function 

f 0 i f x e £ 
XE(X) = < 

I +oo if x f. E 

is convex. 

2) Important facts concerning convex sets are the separation and 
Caratheodory theorems. 

3) The convex hull of a set E is the smallest convex set, denoted col?, 
that contains E. As consequences of this definition, one finds that if 

fE = { / : K m ^ M U {+00} : f\E < 0} 

TE = {/ : Rm - R : f\E < 0} 

then 

coE= {xeRm : f(x)< 0, for every convex / e TE) (1) 

co E = {x g Rm : / (x) < 0, for every convex / G FE} (2) 

where co E denotes the closure of co E. 

4) Minkowski theorem for the convex hull of extreme points of compact 
sets. 

The article is organized as follows. 

In Section 3, we define the notions of polyconvex, quasiconvex and rank 
one convex set. The first and the third one are straightforward and are 
equivalent, as they should be, to the polyconvexity and rank one convexity 
of the indicator function. The second one is more delicate. Indeed one 
would have liked to define it as equivalent to the quasiconvexity of the 
indicator function; but quasiconvex functions allowed to take the value 
+oo are, at the moment, poorly understood. We will give a definition of 
quasiconvex set which is compatible with many of the desired properties 
that should have such definition. Notably we will have that 

E convex => E polyconvex => E quasiconvex => E rank one convex 
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and all counterimplications turn out to be false whenever N,n > 2. This 
last result is better than the corresponding one for functions, since we have 
examples of rank one convex functions that are not quasiconvex (cf. Sverak 
[15]) only when n > 2 and N > 3. 

Separation and Caratheodory type theorems exist for polyconvex sets 
and we will discuss these extensions in Section 4. 

In Section 5, we consider the definitions of polyconvex, quasicon
vex and rank one convex hulls of a given set E denoted respectively 
PcoE,QcoE,RcoE. They are, as they should be, the smallest polycon
vex, quasiconvex and rank one convex set, respectively, that contains E. 
It turns out that for polyconvex sets (and in a similar way for rank one 
convex sets) we have 

PcoE = {£ € K JVxn : / (£) < 0, for every polyconvex / € 7E} 

as for the convex case. However, the representation of the closure of the 
hulls analogous to (2) is not true for general sets. We will discuss this 
question in details introducing three more types of hulls, namely 

Pco/ E = {£ G RNxn : / ( £ ) < 0, for every polyconvex / G FE) 

QC O / E = {£ G RNxn : / ( 0 < 0, for every quasiconvex / G TE) 

R c 0 / E = {£ G RNxn : / ( 0 < 0, for every rank one convex / G J~E\ • 

It turns out that, in general, 

Pco~B C Pco f E, QcoE c Qcof E and RcoE c Rco f E. 

However, if E is compact, then 

PcoE = Pcof E. 

In Section 6 we will introduce the notion of extreme points in these 
generalized senses and establish Minkowski type theorems. 

2. Notations and preliminaries 

We recall the notation below (cf. Dacorogna [4]) used in the context of 
polyconvexity. 

Notation 2.1. (i) For £ e RNxn we let 

T ( 0 = & adj2£,.. . , a d j ^ ) G R ^ ' " ) 
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where adjs£ stands for the matrix of all s x s subdeterminants of the matrix 
£, 1 < s < N An = min {N, n} and where 

JVAn 

T = T ( Jv,„)=g(^(»),„d N\ N\ 
sj s\(N-s)\ 

In particular if N = n = 2, then T ( 0 = (£, det 0 . 

(ii) For s e N , let 

Aa = JA = (Ai , . . . ,A s ) : A i > 0 , ^ A i = l l . 

We also introduce a useful notation when defining a quasiconvex set (cf. 
Definition 3.1). 

Notation 2.2. Let ft be the hypercube (0,1)" of R". For an orthogonal 
transformation R € 0(n), 

- Wp£°(RQ;RN) will denote the space of periodic functions in 
W1'°°(Rn;RN), i.e. functions u verifying u{Rx) = u(R(x + e*)) for all 
vectors ei of the canonical basis of R™ and all x G ft; 

- WR will denote the space W^£?(RQ,;'RN) of functions whose gradients 
take only a finite number of values. 

We now recall the different notions of convexity for functions. 

Definition 2.1. (i) A function / : Rm —> RU {+00} is said to be convex if 

/ ( A £ + ( 1 - A ) T 7 ) < A / ( £ ) + (1-X)f(v) 

for every A G [0,1] and every £, 77 G M.m. 

(ii) A function / : RNxn - > R U {+00} is said to be polyconvex if there 
exists a convex function g : R1"^'") —> R u {+00} such that 

(iii) A Borel measurable function / : RNxn —> R is said to be quasicon
vex if 

/ (0 meas(C0 < [ f (£ + D<p (x)) dx 
Ju 

for every bounded open set U C R", £ G RJVx" and <p G W0
1,o° (£/; R N ) . 

(iv) A function / : R x n - » l U {+00} is said to be rank one convex if 

f (\^+ (1 - X)n) < Xf (0 + (1 - X) f (V) 
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for every A G [0,1] and every £, n £ M.Nxn with rank(£ — 77) = 1. 

(v) A function / : Rm - > i U {+00} is said to be separately convex if 

/(A£ + ( 1 - A)r?) < A/(£) + (1 - A)/(r?) 

for every A £ [0,1] and every £,77 6 Rm with £ - 77 = sej, for some s € i 
and i G {1,.. . , m} (e* denoting the ith-vector of the canonical basis of Km) . 

(vi) A Borel measurable function / : RNxn —> R is said to be quasiaffine 
if both / and —/ are quasiconvex. 

Remark 2.1. A good definition of quasiconvex functions equivalent to the 
weak lower semicontinuity of the corresponding integral taking the value 
+00 is not available at the moment. Moreover, if we allow it in the above 
definition, then the known implication 

/ quasiconvex =*> / rank one convex 

is no longer true. 

Equivalent conditions for polyconvexity and quasiconvexity are given in 
the next result. For the proofs see, respectively, Dacorogna [4] and Sverak 
[15]. 

Theorem 2.1. (i) A function f : RNxn - > t U {+00} is polyconvex if and 
only if 

/ r + l \ r+ l 

\ i = i / i=\ 

whenever (Ai,..., AT+i) £ AT+i and 

(r+l \ r+ l 

(ii) A Borel measurable function f : WLNxn —> R is quasiconvex if and 
only if 

/ ( 0 < / f(Z + D<p(x))dx 
JRU 

for Q := (0, l ) n and every R £ 0(n), <p £ W$g> (flfi; RN) and££RNxn. 
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The different envelopes are then denned as 

Cf = 
Pf = 
Qf = 
Rf = 
Sf = 

= sup{g < f 

= sup{g < f 

= sup {g < f 

= sup {g < f 

= sup {g < f 

g convex}, 

g polyconvex}, 

g quasiconvex} , 

g rank one convex} , 

g separately convex}. 

As well known we have that, provided / : RNxn —• R, the following 
implications hold 

/ convex =$• f polyconvex =£* / quasiconvex 

=> / rank one convex => / separately convex 

and thus 

Cf<Pf<Qf<Rf<Sf< f. 

3. Generalized notions of convexity 

We start giving the generalized definitions of convexity for sets. 

Definition 3.1. (i) We say that E c Mm is convex if for every A e [0,1] 
and £,rj £ E, then 

A£ + (1 - X)n € E. 

(ii) We say that E C RNxn is polyconvex if there exists a convex set 
K C RT(JV-") such that 

n(KnT{RNxn)) = E, 

where n denotes the orthogonal projection of (the first component of) 
^r(N,n) j n ]gWxn_ Equivalently, E is polyconvex if there exists a convex 
set K C ITW") such that 

{£_ e RNxn : T ( 0 € K} = E. 

(iii) We say that E C RNxn is quasiconvex if we have 

£ + Dip(x) £E, a.e. x £ RSI, ) 

for some R £ 0(n) and tp S WR J 

(fj denoting the hypercube (0,1)"). 
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(iv) Let E C RNxn. We say that E is rank one convex if for every 
A 6 [0,1] and £, 77 G E such that rank(£ — 77) = 1, then 

A£ + (1 - \)rj G £• 

(v) We say that i? C Rm is separately convex if for every A € [0,1] 
and £, 77 G E such that £ — 77 = se*, for some s G R and z G {1,. . . , m} (ej 
denoting the i"*-vector of the canonical basis of Km) , then 

Af + (1 - A)T7 G £ . 

Remark 3.1. (i) The operator ir introduced in the above definition is more 
precisely defined as follows. If 

X = (-Xl>—.-Xr(Ar,n)) t n e n ^(X) = (Xi,...,XjVxn)-

In particular, if N = n = 2 and X = (£, 6) G R 2 x 2 x R, then TT(X) = £. 
(ii) The definitions of convex, rank one convex and separately convex 

sets are standard. 
(iii) In what concerns polyconvexity, the more usual way to define it 

is with the condition in Theorem 3.1 below. However, the two conditions 
turn out to be equivalent. With our definition we get some coherence with 
the analogous notion for functions. 

We note that one could think, in view of Definition 2.1 (ii), that a set 
E is polyconvex if T(E) is convex. This is however not true. Consider, for 
example, the polyconvex set E = {/,£}, where / is the identity matrix and 
£ = diag(2,0). Then T(E) = {{1,1), (£,0)} which is not convex. 

(iv) The best definition for quasiconvex sets is unclear. Several defi
nitions have already been considered (see Dacorogna-Marcellini [5], Miiller 
[11], Zhang [18]). The one we propose here is consistent with known proper
ties for functions and have most properties which are desirable (cf. Theorem 
3.2 below). 

We first give an equivalent condition for polyconvexity. 

Theorem 3.1. Let E C RJVx". The following conditions are equivalent, 
(i) E is polyconvex. 

(ii) 

fceE, ( A 1 , . . . , A 7 ) G A 7 J l x 
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Moreover one can take I = T(N,TI) + 1. 

(Hi) Denoting by coT(E) the convex hull ofT(E), 

E = TT(COT(E) nT(RNxn)) 

or equivalently 

E = {£e RNxn : T(£) G coT(E)}. 

Proof, (i) => (ii). Suppose 

^ A i T f e ) = r ( ^ A ^ j , (3) 
»=i \ * = i / 

for some & £ E and (Ai,..., A/) G A/. By hypothesis, & € ?r(if n T ( R W x n ) ) 
for some convex set if C RT(-N<n) and so r (&) G if. Therefore 
Z)t=i ^j^(C») G coif = if and, by (3), we conclude that J2i=i *̂£» £ E. 

The fact that we can take / = r(N,n) + 1 in (ii) is a consequence of 
Caratheodory theorem (see Dacorogna [4] ). 

(ii) =>• (in). We have to see that E = ir(coT(E) n T(RNxn)). Ev
idently E is contained in the set in the right hand side. For the reverse 
inclusion, consider £ G TT(COT(E) n T(R i V x n)) . So, T(£) G coT(£) and we 
can write 

I 

T(0 = ^>T(&) 
i = l 

for some & €. E and (Ai,..., A/) G A/. We then use (ii) to get that £ G JE, 
as wished. 

(iii) =>• (i) This is immediate. D 

The next result shows the relation between the notions of convexity for 
sets and the corresponding notions for functions (the proof is straightfor
ward) . 

Proposition 3.1. Let E C RNxn and XE denote the indicator function of 
E: 

{ +oo if ££ E. 

Then E is, respectively, convex, polyconvex, rank one convex or sepa
rately convex, if and only if XE i-s> respectively, convex, polyconvex, rank 
one convex or separately convex. 



I l l 

Remark 3.2. One would have liked to have the same result for quasiconvex 
sets but, as already discussed, quasiconvex functions taking the value +00 
are not considered here. 

The convexity conditions are related in the following way. 

Theorem 3.2. Let E C RNxn. We have the following implications 

E convex => E polyconvex =>• E quasiconvex 

=S> E rank one convex =>• E separately convex. 

All counterimplications are false, as soon as N,n> 2. 

Remark 3.3. We will see (cf. Proposition 5.2) that, as for the convex case: 
E, respectively, polyconvex, quasiconvex, rank one convex or separately 
convex implies that intE is also, respectively, polyconvex, quasiconvex, rank 
one convex or separately convex. However, this is not anymore true for 
E. Indeed we will give (cf. Proposition 5.2) an example of a bounded 
polyconvex set E C E 2 x 2 with E not even separately convex. 

Proof. Part 1. We only prove the implications related to the notion of 
quasiconvexity since the others are trivial and well known. 
(i) We prove that if E is polyconvex then E is quasiconvex. Assume that 

£ + Dip{x) G E, a.e. x G Rtt 

for some R G 0(n) and <p G WR. We can write D<p(x) G 
{Vi> •••>Vk}, a.e. x G Rfl for some rji such that £ + 77* G E, i = l,...,k. 
Defining 

A, = meas{a; G RSI: Dip(x) = 77*}, 

we have Xt > 0, X) f = 1 ^» = !• Since ip is periodic and the functions adj., 
are quasiaffme (s = 1,..., JV A n) we have 

r k 

no = m+D<P(X)) dx = Yl x*nt+m) • 
Jan. i = 1 

Using the polyconvexity of the set E we obtain that £ G E. 
(ii) We now prove that if a set E is quasiconvex then it is rank one convex. 
Let £, 17 G E be such that rank(£ - 77) = 1 and A G (0,1). We will prove 
that A£ + (1 - A)?7 G E. TO achieve this, it is enough to find R G 0(n) and 
<p € WR such that 

Af + (1 - A)T? + Dtp(x) G {£, T)}, a.e. x G R ft 
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or equivalently 

Dip(x) G {(1 - A)(£ - 77), -A(£ - 77)}, a.e. x G RSI. 

The result will then follows from the quasiconvexity of E. The construction 
of such tp is standard for relaxation theorems (see, for example, Dacorogna 
[4]). We just outline the proof. Since rank(£ — 77) = 1, we can write 
£ — ry = a ® v with a G RN and J/ a unit vector in R™. Choose R G O(n) any 
orthogonal transformation such that Re\ = v (ei denoting the first vector 
of the canonical basis) and define the function h : R —> R by 

M S ) = \A , A < , < 1 

and h(s + 1) = /i(s) + A, V s G R. Then ^(1) = -A(£ - T/)X + a/i((a:; v)) 
satisfies the required conditions, which finishes the proof. 

Part 2. We will next see that the reverse implications are, in general, not 
true. 
(i) There are polyconvex sets which are not convex. Consider, for example, 
the set E = {£,77} C R2 x 2 , where £ = diag(l,0) and r} = diag(0,1). 

(ii) Quasiconvexity does not imply polyconvexity. Consider the matrices 
(cf. Dacorogna [4]) 

* 1 = ( 2 o ) ' 6 = ( o i ) ' 6 = ( o 0 ) 
and 

77 = U/3 I/3J • 
We have 

T(v) = Insi) + ^r(6) + |r(6). 
The set E = {^1,^2^3} is n ° t a polyconvex set since 77 ̂  E. However, it 
is quasiconvex. Suppose £ + Dip G E for some ip G WR where R G 0(2). 
Since rank(£j — £,•) = 2 for i ^ j , we have that the solution of this three 
gradient problem is an afflne function (cf. Sverak [13], [14], Zhang [20]) 
that is to say £ + Dtp is identically equal to one of the matrices £j. Using 
then the periodicity of ip it results that £ = & G E. We can then conclude 
that E is quasiconvex. 

(iii) Rank one convexity does not imply quasiconvexity. We should again 
draw the attention to the fact that our result is better for sets than for 
functions. We prove this assertion in two steps. 
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Step 1. There are (cf. Kirchheim [7]) r]i,...,r]k £ R 2 x 2 such that 
rank(r]i — rjj) = 2, V i ^ j and there exists £ 0 {771,..., r/k} and u £ u^ + 
W0

1,oc((0,1)2;R2) where Du^(x) = £ such that Du(x) £ {771,...,%}, a.e. in 
(0,1)2-

Step 2. Let i? = {771,...,%}. Since there are no rank one connections 
between the matrices rji, the set E is rank one convex. We will see that E 
is not quasiconvex. Let u be the function mentioned in Step 1. Since u is 
Lipschitz and has affine boundary data, we can write u = u^ + <p for some 
(p £ Wr

o
1,o°((0,l)2;R2). Besides Du{x) = £ + Dip{x) £ E, a.e. in (0, l ) 2 , 

but £ ^ E, which ensures that E is not quasiconvex. 

(iv) Separate convexity does not imply rank one convexity. Indeed, the set 
£ = {£,T7}cR2 x 2 , where 

? = ( o o ) ' " = ( ! ! ) 

is separately convex but not rank one convex. • 

4. Separation results for polyconvex sets 

We next deal with the problem of separating polyconvex sets generalizing 
in this way known results in the convex context. 

Theorem 4.1. Let E be a polyconvex set ofRNxn. 
(i) If'77 $ E or 77 £ BE, then there exists (3 £ Rr(JV-Tl) \ {0} such that 

</J ;Tfo) - r (0)<0, V £ e £ . 

(ii) If E is compact and 77 ^ E, then there exists ft £ RT(N>n'> \ {0} such 
that 

</?;T(77)><inf{(/?;T(0>}. 

Proof, (i) Since E is polyconvex, if 77 ^ E then T(ri) $. co T(E); in the case 
77 £ 8E then we get T(/7) £ dcoT(E). In both cases, using the separation 
theorem for convex sets we obtain the existence of (3 satisfying 

( /3 ;T( r7) -X))<0 , VXecoT(E), 

and, in particular, for X £T(E) as desired. 
(ii) This stronger result can be obtained using the strong separation 

theorem for the closed convex set co T(E). • 
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As a consequence of the previous separation theorem we have the char
acterization of a polyconvex set given in the following result. This is an 
extension of the classical version for convex sets which ensures that a closed 
convex set is the intersection of the closed half-spaces containing the set. 

Theorem 4.2. A compact set E c M.Nxn is polyconvex if and only if 

E = {£ G JRJVxn : ip(£) > 0, for every quasiaffine <p with y\E > 0}. 

Proof. Let £ b e a compact polyconvex set and £o be such that <p(£o) > 0 
for every quasiaffine <p satisfying <p\£ > 0. We will see that £o £ E. If this 
was not the case, then, from Theorem 4.1 (ii), 

( /3 ;T(^ 0 ) )<c<inf{( /3 ;T(0)} 

for some /? e R7^™) \ {0} and e e R. Defining C = c- i n f^K/? ;T(£ ) )} 
and the quasiaffine function 

we get a contradiction since V'(^o) — C < 0 but, since ip\E > 0 we should 
have V(£o) > 0. 

The reverse inclusion is evident. • 

5. Generalized convex hulls 

Having defined the generalized notions of convexity, we are now in position 
to introduce the concepts of generalized convex hulls. We follow the same 
procedure as in the classical convex case. 

Definition 5.1. The polyconvex, quasiconvex, rank one convex and sepa
rately convex hulls of a set E C MNxn are, respectively, the smallest poly
convex, quasiconvex, rank one convex and separately convex sets containing 
E and are respectively denoted by Pco E, Qco E, Rco E and Sco E. 

From the discussion made in Section 3, the following inclusions hold: 

£ c S c o £ c Rco£ C Qco£ c P c o £ c coE. 

As we note below (cf. Remark 5.2) there are some authors who have 
adopted other definitions for the rank one convex hull, but this one is more 
consistent with the convex case. Besides, with the above definitions one 
has the following result (cf. Dacorogna-Marcellini [5]) whose proof follows 
in a straightforward manner from Theorem 5.5 below. 
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Proposition 5.1. Let E be a subset of RNxn and XE be its indicator 
function. Then 

PXE = XPCOE 

R-XE = XRco E 

SXE = XSco E 

where PXE, R-XE and SXE are, respectively, the polyconvex, rank one con
vex and separately convex envelopes of XE • 

In the following we will give some representations of the hulls defined above. 
We start giving two characterizations of the polyconvex hull of a set. The 
second one, which has been proved in Dacorogna-Marcellini [5], is a conse
quence of Caratheodory theorem and is the equivalent to what is obtained 
in the convex case. 

Theorem 5.1. Let E c RNxn. Then 

(i) PcoE = TT(COT(E) nT(R J V x n ) ) , 

(ii) Pco E = 
r+ l 

{ £ G R " * » : T ( 0 = £ A < T & ) > ZiZE, ( A 1 , . . . , A r + 1 ) e A r + 1 } . 
i= l 

In particular, if E is compact, then Pco E is also compact and if E is open, 
then Pco E is also open. 

Proof, (i) We prove the first representation of PcoE. It is clear that 
PcoE C ir(coT(E) n T(RNxn)). For the other inclusion we start noting 
that, since Pcoi? is polyconvex, by definition, 

P c o £ = 7r(£ 'nT(R i V x")) 

for some convex set K c W^N,n\ Since E C PcoE, K must contain T(E) 
and, consequently, must contain co T(E), from that the desired inclusion 
follows. 

(ii) For this second representation of Pco E, denoting by Y the set on the 
right hand side, it immediately follows, from the definition of polyconvex 
set, that Y C PcoE. Moreover, one easily verifies that Y is a polyconvex 
set containing E which implies that Pco E CY. 

For the assertion concerning compact sets, it is trivial that PcoE is 
bounded if E is compact. Let then £„ € PcoE with £„ —* £. By the first 
representation of PcoE, T(£„) € coT(E), which is a compact set since 
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T{E) is compact. Then T(f) = l imT(^ ) G coT(E) and thus £ G P c o £ as 
wished. 

Finally, it can be seen, using an inductive argument, that, if 
T+l 

t = i 

for some £,& G RJVx" and (Ai,..., A r + i) G AT + i , then 
r+ l 

r(£ + v) = E A*T(& + ̂  v ^ e RjVxn-
From this and (ii), it easily follows that Pcoi? is open if E is open. • 

We now give a different representation of the polyconvex hull, using the 
separation results of the previous section. 

Theorem 5.2. Let E C RNxn be such that VcoE is compact. Then 

PcoE = {£ G RNxn : <p(£) > 0, for every quasiaffine tp with tp\E > 0}. 

Proof. The set in the right hand side is polyconvex and contains E, then it 
contains Pco E. On the other hand, since Pco E is polyconvex and compact 
then, by Theorem 4.2 we have 

P c o £ = {£ G RNxn : tp{£) > 0, for every quasiaffine <p with <p\pcoE > 0}. 

Since any quasiaffine function ip with ip\ pCO£ > 0 verifies also tp\E > 0, one 
gets 

{£ G RNxn : <p(0 > 0, for every quasiaffine <p with <p\E > 0} C PcoE, 

which finishes the proof. D 

We next give a representation for the quasiconvex hull, similar to (ii) of 
Theorem 5.1. This representation is however weaker than the one obtained 
in the polyconvex case since we cannot obtain the representation formula 
in a prescribed finite number of steps. 

Theorem 5.3. Let E C MJVxn. Let Q0coE = E and define by induction 

the sets 

( ,, 3 Re 0(n), w G WR such that ) 
Qi+1coE = U e R x " : , i > 0 . 

[ f + Dtp(x) G QiCoE, a.e. x G Rfl J 
Then Qco E = UJ6NQ»CO-E-

In particular, if E is open, then Qco E is also open. 
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Proof. By definition of quasiconvex set and by induction, we have 
QiCoE c QcoE, for every i and thus Ui^QiCoE C Qco2?. The reverse 
inclusion follows from the fact that Uie^QiCoE is, as we will see, a quasi-
convex set. 

Let R G 0(n), <p G WR and £ + Dip(x) € U ieNQjCo£, a.e. x G RQ. 
One has 

Dip(x) £ {rji, ...,r}k) a.e. x £ Rfl, with 

meas{a; £ RD, : Dip(x) = r]i} > 0, i — 1,..., k. 

Moreover, £ + Jfe G Qa^coE for some a(i) G N. Let s = 
max{a(l), ...,a(k)}. Since QJCO£ c Qi+icoE, we have, for all i = l,...,k, 
£ + r]i £ Q,scoE. Thus £ + Dip(x) G QscoE and, by definition, we get 
£ G Qs-|-icoi? C UjgNQeCoi?; the quasiconvexity of this last set follows. 

Under the hypothesis of E being an open set, one easily gets, using 
induction arguments, that each QiCoE is open. By the preceding represen
tation of Qco E it follows that this set is also open. • 

The analogous representation for the rank one convex hull of a set is 
given in the result below (for the proof, see Dacorogna-Marcellini [5] ). 

Theorem 5.4. Let E C RNxn. Let Roco.E = E and define by induction 
the sets 

* » ; t = u + (i-»B,\e[o,i], \ . ^ Q 

A,B G KicoE, rank(A - B) = 1 J ' 

Then Rco E = UiejjRicO-E. 
In particular, if E is open, then Rco E is also open. 

Remark 5.1. (i) Similar construction and results can be obtained for 
Sco£. 

(ii) The last assertion of the theorem follows, as in the quasiconvex case, 
from the fact that each RjCo.E is open if E itself is open. 

(iii) In general it is not true that rank one convex hulls or separately 
convex hulls of compact sets are compact (see Aumann-Hart [1] and Kolaf 
[9])-

We will now consider representations of the convex hulls through func
tions as we can get in the convex case. 

Rj+icoi?: 
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Notation 5.1. Given a set E C 1 
functions 

7B = {/ : R̂ *" -
?E = {f : RNxn -

^Nxn^ w e consider the 

- .Ru{+oo}: f\B<0} 

• > R : / b < 0 } . 

With the above notation, one has, for i? C RNxn, 

co £ = {£ G RNxn : f (£) < 0, for every convex f eTE} (4) 

c^B = {£ G MW x" : / (£) < 0, for every convex / G .Fij} (5) 

where co E denotes the closure of the convex hull of E. 
Analogous representations to (4) can be obtained in the polyconvex, 

rank one convex and separately convex cases. However, (5) can only be 
generalized to the polyconvex case if the sets are compact (see Theorem 
5.6). When dealing with the other notions of convexity, (5) is not true, 
even if compact sets are considered. 

Theorem 5.5. Let E c RNxn, then 

PcoE = {£ G RNxn : f (£) < 0, for every polyconvex f G TE} 

RcoE = {£ G RNxn : / ( £ ) < 0, for every rank one convex f G 7E] 

ScoE = {£ G RNxn : / ( £ ) < 0, for every separately convex f G 7E} • 

Proof. We prove the first identity, the others being analogous. Let us 
call X the set in the right hand side. Evidently X is a polyconvex set 
containing E and thus PcoE C X. Consider now £ G X. Since XPcoE 
is a polyconvex function of J-E, one has XPCO,E(£) < 0 and consequently 
£ € Pco.E obtaining the other inclusion. • 

We next introduce some new sets which will allow a better understand
ing of the closure of the different hulls. 

Definition 5.2. For a set E of RNxn, let 

coy E = {£ G RNxn : / ( £ ) < 0, for every convex / G TE} 

/ (£) < 0, for every polyconvex / G J~E} 

f ( 0 < 0, for every quasiconvex / G TE} 

f ( 0 < 0, for every rank one convex / £ TE} 

f ( 0 < 0, for every separately convex / G J-E} • 

PcofE = {££RNxn 

QcofE = {£eRNxn 

RcofE = {££RNxn 

ScofE = {£eRNxn 
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Remark 5.2. (i) As well known, 

cof E = coE. 

(ii) The above sets are all closed because any separately convex func
tion taking only finite values is continuous. Besides, they are, respectively, 
(according to our definitions) convex, polyconvex, quasiconvex, rank one 
convex and separately convex. 

(hi) Some authors (see, for example, Miiller-Sverak [12], Sverak [16], 
Zhang [19]), when dealing with quasiconvexity and rank one convexity, 
have adopted the above definitions for the hull of a set (in the generalized 
senses). They call laminate convex hull what we have called Rco.E. 

(iv) As in Theorem 5.1, it can easily be shown that 

P c 0 / E = ir(cof T{E) n T(RNxn)). 

We next see the relations between the closures of the convex hulls and 
the sets introduced in the above definition. 

Theorem 5.6. Given any set E C RNxn and denoting by ~PcoE, QcoE, 
Rco.E and ScoE the closure of, respectively, the polyconvex, quasiconvex, 
rank one convex and separately convex hulls of E, we have 

PcoE C Pco/ E 

QcoE C Qcof E 

RcoE C Rcof E 

ScoE C Scof E. 

In general, the four inclusions are strict. However if E is compact, then 

PcoE = Vc^E = VcofE. 

Remark 5.3. We call the attention to the fact that, contrary to what was 
stated in Dacorogna-Marcellini [5] , in general, Pco E ^ Pco/ E, unless E 
is compact. We should also draw the attention (cf. Proposition 5.2) that 
in general the sets Pcoi?, Qcol?, RCOJE, ScoE are not even separately 
convex. 

Proof. Since Pco/ E is a closed polyconvex set containing E then Pco E C 
Pco/ E. In the same way we get the inclusions for the quasiconvex, rank 
one convex and separately convex cases. 

We now deal with the fact that the inclusions are strict. The first one 
follows (cf. Proposition 5.2 below) from the fact that there are polyconvex 
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sets whose closure is not polyconvex though Pco/ E is always a polyconvex 
set. If we assume E to be compact then we have, as we will see, 

PcoE = PcoE = P c o / E . 

By Theorem 5.1, in this case, PcoE is compact and then PcoE = PcoE. 
We will prove that P c o / E C P C O E . We start noting that, since E is 
compact, T(E) is compact and thus coT(E) is also compact. Considering 
£ € Pco/ E then, since the function r) H-» dist(T(7y), coT(E)) is a polyconvex 
function, dist(T(£),co T(E)) = 0. Since coT(E) is closed, we can deduce 
that T(£) 6 co T(E) and thus, f £ PcoE. 

Next we use an example due to Casadio [2] (or equivalent examples by 
Aumann-Hart [1] and Tartar [17]) which will give at once QcoE C Qco^ E, 

RcoE C Rco fE and ScoE C ScoeE. The second non inclusion was 

already observed in Dacorogna-Marcellini [5] . Consider the following four 
diagonal matrices of M2x2 

Ci = d iag(- l , 0), & = diag(l, - 1 ) , 6 = diag(2,1), £4 = diag(0, 2). 

Since rank(£; — £.,•) = 2 for i ^ j , the set E = {£i, £2; ^3^4} i s rank 
one convex. It is also quasiconvex, the argument is the same as in the 
proof of Theorem 3.2, assertion (ii) of Part 2, here using the non existence 
of non-afnne Lipschitz functions whose gradient takes four possible values 
with no rank one connections (cf. Chlebik-Kirchheim [3]). However, any 
separately convex function / £ TE and consequently any rank one convex 
or quasiconvex function in TE, has /(0) < 0 (see [5]). Thus 0 G Sco/E, 
but 0 g QcoE. • 

We can write 

Sco£ c RcoE c QcoE C PcoE C coE = co/ E 

and also 

Scof E C Rcof E c Qcof E c Pco/ E c coE = co/ E. 

Moreover, the same example and arguments used in the proof of Theo
rem 5.6 (see also Proposition 5.2) shows that, in general, 

Scof E <£ RcoE, Rcof E <£ QcoE and Qco / E £ PcoE. 

However, if E is compact one has Qco^ E C Pco E. 
We draw the attention to the fact that several characterizations of the 

sets in Definition 5.2 have been used in the literature according to the 
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specific needs of each situation. These sets can be written in terms of 
measures (cf. Kirchheim [8], Miiller [11]) or using the distance function (cf. 
Zhang [18]): if E C RNxn is compact, then 

Qc 0 / E = {£, e RNxn : Qdist(£, E) = 0} , 

where <5dist(-, E) is the quasiconvex envelope of the function dist(-, E). 
We next prove, as already mentioned in Remark 3.3, that the interior of 

generalized convex sets keeps the convexity (in the generalized sense), but 
that, contrary to the classical convex case, this is not true for the closure. 

Propos i t ion 5.2. (i) Let E C R JVxn be, respectively, a polyconvex, qua
siconvex, rank one convex or separately convex set. Then intE is also, 
respectively, polyconvex, quasiconvex, rank one convex or separately con
vex. 

(ii) There is E C R 2 x 2 a polyconvex and bounded set such that E is not 
separately convex. 

Proof, (i) We present the proof in the context of polyconvexity. For 
the other convexities the proof is analogous. It is sufficient to prove that 
Pco(inti?) = inti?. The non trivial inclusion is Pco(int.E') C intE. Since E 
is polyconvex, evidently 

Pco(int£) c P c o £ = E. (6) 

On the other hand, int-E is open and thus (cf. Theorem 5.1) Pco(intjB) is 
also open. From (6), it follows then the desired inclusion. 

(ii) We define 

*-«)- 0<*4 
It is a bounded set and E is not separately convex. In fact, let £i = 
diag(l, 0) and £2 = diag(- l ,0) , one has 6 , 6 G E~, but A£i + (1 - A)£2 $• ~E 
for any 0 < A < 1. 

We now show that E is polyconvex. Let £i,..., ^6 S E and suppose 
6 

T(£) = ^ A j T t e ) , f o r s o m e (*i>-»A8) e A6- (7) 
» = i 

We have to see that £ G E. We can write {1,. . . , 6} = I+ U 7_ for some I+ 

and 7_ such that 

^= (L 0J i f i 6 / + a n d^= (V-xJ iH€/-' 
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£ = 
n**-̂  

a. 0 

0/3 

where 0 < Xi < 1, z = 1, ...,6. In any case det£j = x\. 
If /+ = 0 or J_ = 0 then it is clear that £. £ E. We will see that the 

other case: /+ ^ 0 and J_ ^ 0, is not an admissible one. In fact, from (7), 
we can write 

t E A< - E A< ° \ 
0 ]T Aia;i - E Ai 

6 

and det £ = a(3 = ^ J Ajar,. 

Then |a| < £ ? = 1 A< = 1, |/?| < E t i A ^ a n d t h u s I"/3! < E L x ^ i , 
which is a contradiction. • 

6. E x t r e m e points 

An important tool in convex analysis is the notion of extreme point. In 
a straightforward manner we can define it for generalized convex sets as 
follows (cf. Dacorogna-Marcellini [5] ). 

Definition 6.1 . (i) If E c Rm is convex, £ £ E is said to be an extreme 
point of E in the convex sense if 

£ = A£i + (1 - A)£2 \ 
> ^ £i = £2 = £• 

AG (o,i) , 6 , 6 e £ j 

For an arbitrary set £ c Rm , the set of extreme points of coi? will be 
denoted E%xt. 

(ii) If E C RNxn is polyconvex, £ £ E is said to be an extreme point of 
E in the polyconvex sense if 

T(0 = EAiT(6), \ . 
£? >=*•&=£, » = 1,...,T + 1. 

(Ai, . . . , A T + 1 ) e A T + i , Ai > o, & e £ J 

For an arbitrary set £ c KW x", the set of extreme points of PcoE will be 
denoted Ev

ext. 
(iii) If E c E ; V x n is quasiconvex, £ G .E is said to be an extreme point 

of E in the quasiconvex sense if 

£ + IV(x) G £ , a.e. x£ Rfl, ) 

fi = (0,1)", R £ 0(n), V£WR) 



123 

For an arbitrary set E C R n, the set of extreme points of QcoE will be 
denoted Eq

ext. 
(iv) If E c RNxn is rank one convex, £ £ E is said to be an extreme 

point of E in the rank one convex sense if 

£ = A£i + (1 - A)6 1 
> =̂  6 = 6 = 6 

A £ (0,1), 6 , 6 G E, rank(6 - 6) < 1 J 

For an arbitrary set E C RNxn, the set of extreme points of Rcoi? will be 
denoted E£xt. 

(v) If E c Mm is separately convex, £ € E is said to be an extreme 
point of E in the separately convex sense if 

£ = A6 + (1 - A)6 

As (0,1), 6 , 6 e £ , 6 - 6 = ̂ , 

with s £ K and e; a vector of the canonical basis of Km 

^ 6 = 6 = 6 

For an arbitrary set E C Mm, the set of extreme points of Scoi? will be 
denoted E^xt. 

We next see the relations between the sets of extreme points for the 
different notions of convexity. 

Proposition 6.1. Let E c RNxn. Then 

Eext C Eext C ^ext C &ext C ^Ixt C &• 

Proof. The non trivial inclusions are those related to E\xt, the set of 
extreme points of Qcoi?, but it can be obtained with the same argu
ments used in the proof of Theorem 3.2, Part 1, and we opt not to repeat 
them. D 

Minkowski theorem (often better known as Krein-Milman theorem 
which is its infinite dimensional version) assures that the convex hull of 
a compact set coincides with the convex hull of its extreme points. We 
next deal with the generalization of this result to the other convexities. We 
start with the polyconvex case (see also Dacorogna-Tanteri [6]). 

Theorem 6.1. Let E C RNxn be a compact set. Then 

Pco E = Pco Ep
ext. 
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Proof. One inclusion is trivial: PcoE^xt C PcoE, since Ev
ext C Pco.E. 

We will next show the reverse inclusion. We start remarking that 

P c o £ = TT(COT(£) n T(RNxn)) 

P c o £ ^ = ir(coT(Ep
ext) n T(RN*n))-

Let £ £ PcoE. We will see that £ £ PcoEP
xt. By the above characteri

zation of PcoE we have T(£) £ coT(E). Moreover, by Minkowski theorem, 
and using the fact that T(E) is compact, we have 

coT(E) = co(T(Erext), 

where T(E)%xt is the set of extreme points of co T(E) (in the convex sense). 
We will next prove that 

T(E)txt c T(Ep
ext), 

which will finish the proof. 
Let then X £ T(E)^xt. In particular, X £ T(E) and we can write 

X = T(rj) with rj £ E. It suffices then to see that 77 £ EP
xt. Suppose that 

T+l 

»=i 

for some (Ai,..., AT+i) G AT+i, A, > 0, r\i £ VcoE. Noting that, since 
r}i £ VcoE then T(r)i) £ coT(E), it immediately follows, from the fact that 
T(TJ) is an extreme point of coT(E), that 77, = 77 for every i, that is to say 
77 is an extreme point of Pco E. The proof is finished. • 

As remarked in Kirchheim [8], the result above is not true for quasicon
vex, rank one convex or separately convex hulls (see Example 6.1 below). 
Even though, for these cases, a weaker result can be proved (cf. Theorem 
6.2). We reproduce the proof of Matousek-Plechac [10], which is also seen 
to apply to the quasiconvex case. See also Zhang [18] for the quasiconvex 
case. 

Theorem 6.2. Let E C RNxn be a bounded set and EqJxt, ErJxt, EsJxt 

denote, respectively, the set of extreme points o/Qco^ E (in the quasiconvex 
sense), the set of extreme points of Rco^ E (in the rank one convex sense) 
and the set of extreme points of Scof E (in the separately convex sense). 
Then 

Qcof E = Qc 0 / E
qJxt RcofE = RcofE

rJt and Scof E = Scof EsJt. 
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Proof. We divide the proof in two steps. The first is common to the three 
convexities and we present it in the context of quasiconvexity. In the second 
step we consider separately the quasiconvex and the rank one convex cases 
(this last being analogous to the separately convex case). In all what follows 
we will denote by Eext the closure of EqJxt 

Step 1. We remark that, for any set K C RNxn, since Qco^ is au
tomatically closed, Qco -̂ K = Qco* K. Thus, it is enough to prove that 

QcofE = Qcoj Eext. The inclusion Qco tEext C QcojE is trivial. It 
remains to verify the reverse inclusion. We use a contradiction argument. 

Suppose there is some rj G Qco* E\QcOf Eext, then, by definition, there 
exists a quasiconvex function / : RNxn —> E with / G ^if > s u c n that 

f(v) > o. 
Now let 

M= max / and A = {C € Qcof E : /(£) = M}. 
Qco^ E 

This set is nonempty and compact (since Qco^ E is compact and / is a 
continuous function). Thus, considering R JVxn with the lexicographic order 
(the elements of RNxn being seen as vectors) one can consider the maximum 
element of A, say Co- We have Co ^ ^exf which follows from 

0 < f(rj) < max. / = M = /(Co). 
Q c o f hj 

As we will see in Step 2 this will lead to the existence of an element in 
A greater than Co for the lexicographic order, which is absurd. 

Step 2. Quasiconvex case. Since Co G Qco^ E\E%*t, there are R G 0(n) 
and <p G WR such that 

Co + Dip(x) G Qcof E, a.e. x G RCl, with Dip ^ 0. 

We can write 

Dtp(x) G {Ci, •••)Cfc} and A* = meas{a; G R£l : Dip(x) = &} > 0. 

Since Co + Ci € Qco* E, we have /(Co + Ci) 5= -W- Consequently, by the 
quasiconvexity of / we get 

k 

M = /(^o) < / /(Co + Dif{x))dx = Y]A*/(& +&<M 

Jm i=1 

implying /(Co + Ci) = M, i = 1,..., k that is Co + Ci € A. Finally, from 
the fact that D<p ^ 0 and 0 = fRn D<p(x) dx = J2i=\ »̂C« we conclude that 
among the elements Co + Ci there must be at least one which is greater 
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than £o (in the lexicographic order) which contradicts the fact that £o is 
the maximum element of A. 

Rank one convex case. We recall that in this case the function / is a rank 
one convex function. Since £o G Rcoy E \ ErJxt, there are 771,772 £ Rco/ E, 
with rank(77i — 772) < 1 such that £0 = A771 + (1 — A)?72 and £0 7̂  i?i, 
£0 7̂  V2- As in the quasiconvex case we get f(rji) = /(T72) = M and from 
£0 = A771 + (1 — A)r72 it follows that 771 or 772 must be greater than £0, which 
is a contradiction. • 

As observed by Kirchheim [8], the example of Casadio [2] (or those of 
Aumann-Hart [1] and Tartar [17]) considered in the proof of Theorem 5.6 
shows that, in general, 

Qco Eq
ext ± Qco E, Rco Er

ext ^ Rco E and Sco Es
ext =£ Sco E. 

Example 6.1 . We consider a set of diagonal matrices which we identify 
with elements of R2. In particular, rank one convexity and separate con
vexity coincide. 

Let 

E = EiU E2U E3U E4U E5, 

where 

Ei = {{x,i/)6l2: 0 < x < 1, 0 < y < 1}, 

E2 = {(x, 1) e R2 : l < z < 2 } , £ 3 = { ( 0 , y ) e R 2 : 1 < y < 2}, 

Ei = {{x, 0 ) e M 2 : - 1 < x < 0}, E5 = {(1, y)€R2 : - 1 < y < 0}. 

Note that E is a compact rank one convex set and 

Elxt c Elxt = { 6 , £2, £3, £4}, 

where 

6 = (-1,0) , 6 = (1 , -1) , 6 = (2,1), u = (0,2). 

Thus, since there are no rank one connections between the elements 
&, QcoElt = E*xt and R c o ^ ( = Er

ext. However, Eq
ext C E£xt g £ = 

R c o E c QcoE. 

In Dacorogna-Tanteri [6], it was also proved the existence of the Choquet 
function for the polyconvex case. The result is the following. 
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Theorem 6.3. Let E c RNxn be a nonempty compact polyconvex set. 

Then there exists a polyconvex function ip : M.Nxn ->RU {+00} such that 

Kxt = {xeE: ip(x) = 0} and ip{x) <0&x&E. 
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The motion of closed polygonal curves in the plane moving under anisotropic crys
talline curvature flows is investigated. It is known that the flow develops a sin
gularity in finite time. We will discuss various kinds of situations of singularities, 
especially for convex curves. For nonconvex curves, a simple but suggestive exam
ple of singularity will be showed. 

1. Introduction 

In this paper we study the motion of shrinking polygonal curves in the plane 
R2, which is governed by an anisotropic crystalline curvature flow. Crys
talline curvature flows were introduced by J.E. Taylor [20] and S. Angenent 
and M.E. Gurtin[4] (precise history is found in e.g., [1]). They established 
a new flamework of moving curves in the case where an interfacial energy 
density, defined on the curves, is not smooth and its Wulff shape is a convex 
polygon. 

Crystalline curvature flows are formulated as follows: Let V be a simple 
closed curve in R2, and let / ( n ) be an interfacial energy defined on the 
unit circle S1 = R/27rZ, i.e., / is a function of inward unit normal vector n 
of curve V- The gradient flow of total interfacial energy on V, J-p f(n) ds, 
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129 

mailto:tisiwata@cc.gifu-u.ac.jp


130 

yields a weighted curvature flow v = (a + a")K. Here ds is an arc-length 
parameter, v is a velocity in the n direction, K is a curvature in the n 
direction (K = 1 if V is a unit circle), and a(9) = f(n) (9 is a normal angle 
which satisfies n = —(cos9,sm9)). We denoted a" = d2a/d92. 

If the Wulff shape of a, defined by W^ = flees1 i(x' 2/) e R2 | Z cos 6> + 
ys'm9 < c(9)}, is a convex polygon, then a is not differentiable and the 
weighted curvature flow v = (a + a")K is not well-defined in the usual 
sense. In this case, / = a is called crystalline energy. When Wff is an 
iV^-sided polygon (Na > 3), its normal angle's set is defined as 

$N„ = { y o . V i . - " ,<PN„-i}, 

where <pn S S1 is a normal angle of the n-th edge satisfying cpo < (f\ < 
• • • < <PNa-i < fo + 27r with <£n+i — </?„ < 7r for all n (<̂ wCT = <̂ o mod 27r). 
Then the Wulff polygon WCT can be restated as follows: 

Wa = P | {(x,y) e M.2\xcostp + ysm(p < <r(<p)}. 

When a is a crystalline, we restrict curves to piecewise linear curves 
in a specific class in the following way: A curve V has N vertices (xj,yj) 
(j = 0 , 1 , . . . ,N — 1), which are labeled in an anticlockwise order with 
(XN,VN) = (xo,yo). Let Sj = {(1 - t)(xj,yj) +t(xj+1,yj+1)\0 < t < 1} 
be the j - t h edge of V. Then we may express V as V = [JJSQ1 SJ. Let 9j 
be a normal angle of Sj. We say that V is an N-admissible curve if the 
all normal angles belong to $ ^ and the angles of adjacent edges in V are 
adjacent in $^_ (9N = 90 mod 2TT). 

For an admissible curve V, the total interfacial crystalline energy is given 
by 5Z,-=o <7(#7')4J (dj is the length of Sj), and then the gradient flow (in the 
family of admissible curves) of this yields Vj = Xjla{9j)/dj, where Vj is a 
normal velocity at Sj in the inward normal direction n,j = —(cos9j,sin9j), 
la(9j) is a length of the n-th edge of Wa satisfying (pn = 9j, and \j ls a 

transition number, which takes +1 (resp. —1) if V is convex (resp. concave) 
at Sj in the rij direction; otherwise we set \j = 0- The quantity 

H - v W) 
H i - X i ~ d -

is called crystalline curvature, and then Vj = Hj is called crystalline cur
vature flow. Note that Xj = +1 f° r all j if T3 is a convex polygon, and that 
the every crystalline curvature of Wa equals +1 on each edge. 
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In this paper we consider the following generalized crystalline curvature 
flow 

Vj = aiOAxjlHjF on Si, (1) 

for j = 0 , 1 , . . . , N— 1, where a is a positive parameter and a{9) is a positive 
function which describes anisotropy of mobility. 

Under the generalized crystalline curvature flow, each edge Sj keeps the 
same normal angle but moves in the rij direction with the velocity u,. Then 
we have the following system of ordinary differential equations 

dj(t) = (cot(6j+i-9j)+cot(6j -8J-I))VJ v 'i+i 
sin(0j — 0j_i) sm(6j+i — 9j)' 

for j = 0 , 1 , . . . , N — 1. Here and hereafter we denote (•) = d(-)/dt. See, 
e.g., M.E. Gurtin [11]. The local existence and uniqueness of solutions of 
this problem follow from a general theory of system of ODEs. Therefore, 
if the initial curve V(0) is admissible, then the admissibility of a solution 
curve V{t) is preserved as long as all edges of the solution curve exist. 

In this paragraph let us "decompose" the quantity Hj as follows. The 
following operator on RN" is useful for this or other purposes: When <pn — 
6j, we define 7CT(v?n) by 

, , _ 1 - cos(<pn - tpn-i) 1 - cos(<pn+1 - <pn) 

sin(<^n - <fn-i) sm(ipn+i - (fn) 

and define the operator Aa by 

/A \ (D+u)„ - (D + u)„_i un+l-un 

laifn) ' sm((pn+i-(pn)' 

Note that {fn-i,<pn+i} = {6j-i,0j+i}. Thus we have la(0j) — -ya(9j)(cr + 
Aaa)j with (Tj = cr(9j). Therefore we can decompose curvatures into 
Hj = (a+Aa cr)jKj and Kj = Xjlo{&j)/dj- Kj is sometimes called discrete 
curvature. The correspondence Kj ~ K and (er + Aa cr)jKj ~ (c + cr")K 
are not only discrete analogue but also approximation when Na —> oo, 
respectively. This is the reason why crystalline curvature flows are used as 
approximation scheme of curvature flows of smooth curves (see, e.g., [6], 
[8], [9], [21] and [22]). 

The organization of this paper is as follows. In Section 2, several results 
will be shown in the case where the initial curve is a convex polygon. The 
theoretical results will be mentioned in the former half. We will consider 
the sublinear case a € (0,1) mainly and show a blow-up rate in degenerate 
pinching (defined below) case. In the latter half, we will discuss some open 
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problems. In Section 3, we will show an example of singularity in the case 
where the initial curve is a nonconvex. In Appendix, we will mention a 
numerical algorithm which is based on the numerical estimating method. 

2. Convex case 

A convex polygon is admissible if and only if N = Na holds and 6j = <pj 
holds for all j € 1 = {0,1, . . . , N — 1}. Then evolution equations are given 
by 

dj(t) = -7<r(0y)(A<r v + v)j, j G 1, 

where Vj — a{6j)H" is the j'-th normal velocity with a positive crystalline 
curvature Hj = la(6j)/dj. We note again that the normal angle of each 
edge does not change under the crystalline curvature flow. Therefore, if 
the initial convex polygon V(0) is admissible, then the admissibility and 
convexity of a solution polygon are preserved as long as the solution polygon 
exists. 

The above evolution equations can be restated as the following system 
of ordinary differential equations with respect to {VJ}: 

(Vj(t) = ab-llav+a+Vla{ka v + v)j, j G J , t > 0, 

(P) <vN(t)=v0(t),v-i(t)=vN-1(t), t>0, 

[vj(0)=a(ej)Hj(0r, J G l 

Here 6,'s are positive constants given by bj = a(6j)(a + ACT <r)? (note that 
Vj = bjKj1 and Kj = 7a(0j)/dj), and Hj(0) is the crystalline curvature of 
the j'-th edge Sj of the initial polygon V(0). 

It is known that for any initial admissible polygon, the maximum of 
solution {VJ} blows up to infinity in a finite time, say T. This means 
that for any initial admissible polygon, the maximal time of preserving the 
admissibility is finite and this flow develops a singularity at t = T. 

M.-H. Giga and Y. Giga [7] showed the detailed information on limiting 
shape at the final time T: if a > 1 or there are no parallel edges, the 
solution polygon V(t) shrinks to a single point, i.e., dj(t) —> 0 as t —> T for 
all j € I ; and if a G (0,1) and there exists at least one pair of parallel edges, 
the solution polygon V(t) shrinks to a single point or collapses to a line 
segment with a positive length. The latter phenomenon is called degenerate 
pinching. B. Andrews [2] gave a sufficient condition of degenerate pinching. 
In any case, the enclosed area of a solution polygon becomes zero at the 
final time T. See Figure 1 for numerical examples of single point extinction 
and degenerate pinching. 
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(a) (b) 

(c) (d) 

Figure 1. Single point extinction (a)(c) and degenerate pinching (b)(d). In each 
figure, the initial polygon ^(O) is the outmost hexagon (N = 6), and from outside 
to inside, time evolution of V(t) is plotted. The initial polygons in (a), (c) and 
(d) are all the same regular hexagons (i.e., dj(0) = const, for all j) and the 
initial polygon in (b) is not a regular hexagon with do = d,2 = d% = d$ and 
^1 = ^4 = 4do- The parameters are the following: in (a) and (b), a = 0.5 and 
bj = const.; in (c), a = 1.5 and bo = 62 = &3 = &5 and fci = 64 = 56o; and in (d), 
a = 0.5 and fcj's are the same as in (c). 

Blow-up rate 

We will characterize blow-up rate of solutions. As mentioned above, in 

single point extinction case Vj (t) blows up for all j since dj (t) vanishes at 

t = T simultaneously for all j (case Figure 1 (a)(c)), and in degenerate 

pinching case vmin(t) is bounded since l iminf t _r<i m ax( i ) > 0 holds (case 

Figure 1 (b)(d)); while lim f_+5ri;max(i) = +00 always holds (this is proved 

from l iminf t - . r dmin(*) = 0). In general, vmm(t) and vmaii(t) are est imated 

from above and below by a specific blow-up rate, respectively, as follows 
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(see [19] in case a = 1, and its generalization [18]): 

VminW < &ma(x+1)((a + 1)(T - i ) ) - * / ^ 1 ) , 

w ( t ) > b^n
a+1\(a + 1)(T - t))-°A«+i>. 

Here and hereafter, we use the notation umax and um;n for maxjgj «j and 
min j e iUj , respectively. 

This result implies that the generic lower bound of blow-up rate is (T — 

f)-a/(a+i)_ Moreover, if a > 1, then there exists a positive constant C 
such that umax(i) < C(T — t)~a/(a+1\ that is, the blow-up rate in the case 
a > 1 is exactly (T-t)-a^a+^ (see [2]). The order (T-t)-aKa+V specifies 
blow-up rate in the following sense: If bj = 1 for all j G I, then Vj(t) = 
((a + 1)(T — i))_Q/(a:+1) is a special solution of (P) and a corresponding 
solution polygon shrinks to a single point homothetically. This is called 
self-similar solution. 

Using this order, blow-up solutions can be classified as follows: We say 
that the solution undergoes a "type I blow-up" if the blow-up rate of the 
maximum of solution {VJ} is at most the self-similar rate, that is, 

sup i w ( * ) ( T - i ) a / ( a + 1 ) < c o , (2) 
0<t<T 

and that the solution undergoes a "type II blow-up" if (2) does not hold. 
A type II blow-up is sometimes called fast blow-up, because a solution {VJ } 
undergoes a type II blow-up if and only if 

lira sup i w ( * ) ( T - t ) a / ( " + 1 ) = oo. 

If a > 1, the problem (P) has no fast blow-up solutions, that is, a type 
I blow-up occurs only, and if a = 1, a type I and a type II blow-up are 
intermixed [2]; while if a > 1, a solution polygon shrinks to a single point 
[7], even if a type II blow-up occurs. In general, the next lemma holds: 

Lemma 2.1. Let a > 0. If a solution {VJ} of (P) undergoes a type I 
blow-up, then the solution polygon shrinks to a single point. 

From this lemma, it holds that if degenerate pinching occurs, then a 
type II blow-up occurs. If a € (0,1), and if the initial admissible polygon 
V(0) has at least one pair of parallel edges and a distance between them 
is sufficiently small compared with length of the edges, then degenerate 
pinching occurs [2]. Hence, by this lemma, a type II blow-up solution 
exists if a € (0,1). The next proposition is the lower bound of a type II 
blow-up rate when degenerate pinching occurs. 
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Proposition 2.1. Let a G (0,1). Suppose that there exists a pair of parallel 
edges Sj0 and Sj1, and that they do not disappear at the final time T, then 
for all j ^= jo,ji the solutions Vj blow up to infinity at least the following 
rate: 

Vj(t)>C(T-t)-a, 3^jo,3i, te[0,T), 

for a generic constant C > 0. 

Under an additional condition on monotonicity of a solution, we obtain 
the exact type II blow-up rate in degenerate pinching case. 

Proposition 2.2. Assume 

(A) (Aff t;(0)+«(())),• > 0 , j e X . 

Let a G (0,1). Suppose that there exists a pair of parallel edges <Sj0 and 
Sj1, and that they do not disappear at the final time T, then it holds that 

V j ( * ) ~ ( T - t ) - a , j^joJi, te[0,T). 

Here and hereafter, u ~ w means c\u < w < c<iu for generic constants 
c\ > 0 and c^ > 0. 

Lemma 2.1 and Proposition 2.1 and Proposition 2.2 were proved in 
[17] (with the Wulff shape being regular) and in [18] (in general case), 
respectively. 

In our knowledge, the above results (in case a G (0,1)) and several 
results (in case a = 1) in [2] are only known about type II blow-up, and 
then its rate has not been completely classified. In addition, existence 
of type II blow-up solutions in single point extinction case, especially for 
a G (0,1), is still open problem. 

Discussion 

We will discuss "possibilities" of behavior of type II blow-up solutions. Note 
that the condition (A) leads the monotonicity of the solutions by maximun 
principle, that is, Vj(t) > 0 for all j G T and t > 0. By the same argument, 
we can easily obtain that if the following condition 

(EM) (ACT v{t0) + v{t0))j > 0, je 1, 

holds for some time t = to > 0, then Vj(t) > 0 for any j G 1 and t > t0. 
For curve-shortening problem v = K (in case a{9) = 1 for 6 G 5 1 on 
smooth curves), it is shown that the solutions eventually become mono
tone increasing in time (so-called "eventual monotonicity") under certain 



136 

conditions on initial data ([3]). What is the initial condition that has such 
eventual monotonicity hold? This is an open problem. However, the fol
lowing lemma holds. 

Lemma 2.2. Suppose that the Wulff shape has no parallel edges. Then 
type II blow-up solutions do not satisfy (EM) for any to > 0. 

Sketch of Proof. Assume that there exists a type II blow-up solution which 
satisfies (EM) for some io > 0. We can prove the same assertion as in 
Theorem 4 and Corollary 3 in [18] under the condition (EM), from which it 
follows that there exists at least one pair of parallel edges. This contradicts 
the assumption on the Wulff shape. I 

When the Wulff shape has no parallel edges, single point extinction only 
occurs, that is, all Vj(t) blow up. However, this lemma says that for any 
t > 0 there exists j t € 1 such that ijt(t) < 0. Namely, this lemma indicates 
that, in this case, all type II blow-up solutions "oscillate" infinite many 
times near the blow-up time. Is there such a blow-up solution? This is an 
open problem. And the blow-up rate of type II solutions in single point 
extinction case, especially for a € (0,1), is also still open. 

Next, let us consider the case where the Wulff shape has at least one 
pair of parallel edges Sj0 and Sj1 and, in addition, degenerate pinching 
singularity occurs. Assume that Sj0 and Sj1 do not disappear at t = T, and 
]imt-+T dj(t) = 0 holds for j / jo,Ji- The distance function w(t) between 
Sj0 and Sjx in their normal direction is given by w(t) = £^. <7<7- dj\ sin0j\. 
Then we have 

w{t) < C{ min Vj)-l'a. 

On the other hand, since —w(t) = Vj0 + v^ holds, and Vj0 and Vj1 do not 
blow up, we have w(t) ~ T — t. Thus we have 

min Vj <C{T-t)-a. 

By virtue of Proposition 2.1, we get the following lemma. 

Lemma 2.3. Let a S (0,1). Suppose that there exists a pair of parallel 
edges Sj0 and 5 j x , and that they do not disappear at the final time T, then 

min Vj~C(T-t)-a. 

This lemma says that the slowest blow-up rate is exactly (T—t)~a. If the 
solutions satisfy (EM) at t = to > 0, we can get the upper estimate Vj(t) < 
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C(T-t)~a by the same argument as in the proof of Proposition 2.2. If (EM) 
does not hold, then wmax(t) could blow up faster than (T — t)~a. Therefore, 
blow-up set may decompose several parts by blow-up rates. By numerical 
conjectures in [15], even if there exist such type II blow-up solutions, the 
upper bound of their blow-up rate is at most (T—t)~a~£ for any e > 0. The 
numerical method for blow-up solutions is based on [13,14]. For reader's 
convenience, we will mention the algorithm of this numerical scheme in 
Appendix. 

3. An example of degenerate pinching singularity in 
nonconvex case 

When the initial admissible curve is nonconvex, the asymptotic behavior 
of the solution curve, especially on limiting shape, may have variety, which 
is a contrast to the convex case: Convex solution curve shrinks to a single 
point or a line segment. We will show an example of variety later, in which 
a solution curve shrinks to the specific shape other than a point and a line 
segment. This example will indicate difficulty of convexity criterion. In 
general, if a > 1 and a(9 + n) = a(9), a(9 + n) = a(9), then a solution 
curve with an ./V-admissible initial curve converges to a single point or an 
TV'-admissible curve with N' < N as t tends to t' < oo, and eventually the 
solution curve shrinks to a single point in a finite time T > t' ([7]). Although 
it seems that a solution curve becomes convex before it shrinks to a point 
at the final time T ([7]), it is known that some examples of point-extinction 
solutions preserving non-convexity ([16] and Remark 3.2 stated below). A 
gap is recognized in between these results, and so convexity criterion is 
ambiguous at this stage. For a smooth interfacial energy density <r, the 
Grayson-type convexity theorem is known ([10] and [5]). 

Now we will show an example of a "capital L"-shaped (L-shaped in 
short) degenerate pinching singularity. Let the Wulff shape be a square 
(iVff = 4) with tpn = nn/2 and la((pn) = 1 for n = 0,1,2,3, and let 
the initial curve V(0) be a 6-admissible elbow-like curve with 9j = <fj 
(j = 0,1,2,3) and 9j = <Pj-<t (j = 4,5). We assume symmetry of V(0) such 
as d0(0) = 4 ( 0 ) , 4 ( 0 ) = 4 (0 ) and 4 (0 ) = 4 (0 ) = 4 ( 0 ) + 4 ( 0 ) . See 
Figure 2. 

Suppose a 6 (0,1), and a((pn) = fx > 0 for n = 0,1 and a((pn) = 1 for 
n = 2,3. Then, from the symmetry of 'P(O), we have the following evolution 
equations: 

4 = -47", 4 = -^4" _ d2 "> 
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1 dl(0) 

do(0) 

Figure 2. The Wulff square Wa (left) and the initial symmetric 6-admissible 
elbow-like curve V(Q) (right). 

since Vj = a(0j)xjd~a, and ^ ( t ) = do(t) + d\{t) for t > 0. 
Let us analyze the evolution equations. Put d2(t) = r(£)di(£). Note 

that r(0) > 1. Then we have 

r = d r ( 1 + a ) / ( r ) , / ( r ) = r 1 - " - r - Q - M. 

Since / ( l ) = -/x < 0, f'(r) > 0, / " ( r ) < 0 and linv-xx, = oo, there 
exists r* > 1 such that / ( r ) > 0 if r > r*. Therefore, if r(0) > r», then 
r(t) > 0 and so r(t) > r» for any t > 0. Moreover, if r(0) > r», then 
we get d2 > -(/•* + r(°)~a)dia- Inequality /i + r (0 ) " a < 1 holds if and 
only if (j, e (0,1) and r(0) > (1 - /X)~ 1 / Q- Hence we have d2 > -d±a 

if r(0) > max{r, + e, (1 - y)~1/a} for any £ > 0 and y. e (0,1). From 
c!i = —d2

a, we have 

This yields 

d2{t)l'a > d2(0)1-a + diit)1-** - di(O)1-0 > d2{0)1-<* - d i (0 ) 1 _ a > 0, 

from which it follows that 

d2{t) > (d2(0)1-a - d i (0 ) 1 - a ) 1 ^ 1 - a ) = Co > 0. 

On the other hand, we have 

d\ = -d2
a < -d2(Q)-a. 

Hence it holds that 

d i ( rO<d i (0 ) - t / d 2 (0 ) Q . 

+ 

"<3 

Now we have the following: 
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Figure 3. An L-shaped degenerate pinching singularity under the same assump
tion as in Lemma 3.1 with a = 1/2, ji = l/\/6 and do(0) = ^5(0) = 2, 
d\(0) = di(0) = 1, 0(2(0) = 1̂ 3(0) = 3. The outmost curve is the initial elbow-like 
curve. The solution curve evolves from outside to inside and finally it converges 
to an L-shaped curve. 

Lemma 3.1. Assume that a € (0,1), (J, £ (0,1) and that d2(0)/di(0) > 
max{r» +e, (1 — A0~ 1 / / Q } for any fixed e > 0, where r* > 1 satisfies /(r*) = 
0. Then there exists T > 0 such that l im t _r di(t) = 0 and info<t<r d2(t) > 
C0 hold. 

Remark 3.1. One can estimate r„ such as r* < (1 + jit)1//(1_a), and so if 
d2(0)/di(0) > max{(l - p)~l'a, (1 + ^i)1^1-")} held, then it is enough. 

This lemma shows that the limiting shape of V(t) is an L-shaped curve. 
See Figure 3. Furthermore, one can easily obtain the extinction rate or the 
blow-up rate of solutions as follows: From Co < d2(t) < ^ ( 0 ) , we have 
d\ 1. Then we get dx{t) ~ T - t and i>i(t) ~ (T - t)-a. 

Remark 3.2. (Nonconvex self-similar solutions) Put (3 = d2(0)/di(0). If 
H = ,«(/?) — (/? — l)/j3a, then there is the self-similar solution V{t) = 
R{t)P(0), R(t) = ((T - t)/T)l'a with T = d1(0)d2(0)a/(l + a). We have 
the following three cases: (i) Case a G (0,1). For any m > 0 there exists a 
unique (3 > 1 such that m = fi(f3) and the solution is self-similar, (ii) Case 
a = 1. For any m 6 (0,1) there exists a unique j3 > 1 such that m = //(/?) 
and the solution is self-similar, (iii) Case a > 1. Let /?* = a/(a—1) > 1 and 
m* = /i(/3«). For /J = m» the solution is self-similar if and only if (3 = /3*. 
Moreover, for any m £ (0,m«) there exists two constants f3\ £ (l,/3*) and 
(32 > /?* such that m = /J.(/3I) = ^(ft) and the solutions are self-similar, 
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L tr 

(a) (b) 

111 

(c) (d) 

Figure 4. Numerical examples of nonconvex self-similar solutions starting from 
several initial elbow-like curves (see Remark 3.2): (a) a — 1/2 € (0,1), (3 = 5, 
(b) a = 1/2 6 (0,1), 0 = 3, (c) a = 2 > 1, /? = 2 and (d) a = 1, /3 = 3/2. The 
outmost curve is the initial elbow-like curve. The solution curve evolves from 
outside to inside homothetically and finally it shrinks to a single point. Note that 
the initial curve in (b) is the same as in Figure 3. 

respectively. See Figure 4 for numerical examples. 

These results coincide with the three cases in [16] exactly, after the 

following transformation has been done: a = d0, b = d\, z0 = ( / i—l) / ( / j+ l ) , 

c = di(0)/do(0), and the t ime rescale 11-> \ /2 t/(l — ZQ). 
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Appendix: Numerical method of estimating blow-up time and rate 

In [13,14], Hirota and Ozawa developed a new numerical estimating method 

of blow-up time and (T - t)~p type blow-up ra te of solutions to a system 

of ordinary differential equations. 

We will estimate some blow-up rates numerically by using their method. 

Roughly speaking, their method is based on the following three parts : 

(1) Arc-length transformation technique: 

Let us consider the initial value problem for the following system of 

ordinary differential equations 

d 
•^yj(t) = fj(t,y0,- , 2 / J V - I ) , i s I . 

The next transformation is called arc-length transformation: 

d_ 

ds 

( t(s) \ 

2/o («) 

W-i(s)/ 

1 

V^ + EEro1/* 

( l \ 
/o 

\fN-J 

t(0) = 0. 

Prom this transformation, a solution of a new problem never blows 

file:///fN-J
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up in a finite time even if the solution of the original problem blows 
up in a finite time. 

(2) Generate a linearly convergent sequence to T: 
Assume that there is only (T — t)~p type singularity. Here p > 0, 
and T is a blow-up time of the original problem. We note that 
blow-up time is given by 

ds 

y/i + ttft 
Let {sn} be the geometric sequence given by 

sn = s0r
n (s0 > 0, r > 1, n = 0 ,1,2, . . . ) , 

and let {£„} be the time sequence given by 

ds 

Then {tn} converges to T linearly, that is, lim„_oo |e n /e„_i | = 
r - 1 / p , where e„ = T — tn. 

(3) Acceleration by the Aitken A2 method: 
The Aitken A2 method can be applied to linearly convergent se
quence in order to accelerate the convergence. Thus, we obtain 
an approximation of the blow-up time, say T. Using T instead 
of T, we can calculate an approximate value of p by p ~ pn = 
- log r/ log |en /e„_i | , where e„ =f-tn. 

For a numerical integrator of ODEs from s = sn_i to s = sn , we use the 
D0PRI5 code (see [12]) with parameters IT0L=0 and RT0L=AT0L=1 .d-15. 
Computations are performed by using the double precision IEEE arith
metic. In Figure 4, we set sn = 1 • 2™ (SQ = 1 and r = 2) and apply the 
Aitken A2 method three times. 

Jo 

Jo 
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A REACTION-DIFFUSION APPROXIMATION 
TO A CROSS-DIFFUSION SYSTEM 

MASATO IIDA 

Department of Mathematics, Faculty of Humanities and Social Sciences, Iwate 
University, Morioka, 020-8550 Japan 

HIROKAZU NINOMIYA 

Department of Applied Mathematics and Informatics, Ryukoku University, Seta, 
Otsu, 520-2194 Japan 

In this paper it is discussed whether reaction and linear diffusion bring about a 
effect of nonlinear diffusion or not. It is proved that a cross-diffusion system for 
two competitive species is realized in a singular limit of a reaction-diffusion system 
with a small parameter under some assumptions. 

1. In t roduc t ion 

In this paper the following type of parabolic equations is called a reaction-
diffusion system: 

ut = DAu + f(u), (1) 

where 

u = u(x,t) = '(ui(a;,t),--- ,uM(x,t)), f(u) = *(/i(«),-•• , / M ( « ) ) , 

and D is a diagonal matrix whose elements are positive (or non-negative). 
In other words, a reaction-diffusion system consists of two parts: one is a 
kinetic term / ( « ) ; the other is a diffusion one DAu. Many manuscripts 
reveals various dynamics of reaction-diffusion systems. Thus we meet 
the questions: "What sort of behavior can be exhibited by solutions to 
the reaction-diffusion system ?", or "How rich are the dynamics of the 
reaction-diffusion system ?" One of the ways to answer these questions 
is to "realize" in reaction-diffusion systems the dynamics of parabolic sys
tems which do not belong to reaction-diffusion systems (cf. [3,14]). This 
is also important for modelling. From the morphological point of view, 
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Mimura et al. [12] showed that reaction-diffusion systems can "realize" 
density-dependent diffusion models. They considered the colonies of some 
species of bacteria which exhibit the various spatial patterns. Though sev
eral density-dependent diffusion models for such spatial patterns had al
ready been proposed, they obtained the similar spatial patterns even from 
a reaction-diffusion system by introducing "inactive state" of a bacterium 
explicitly. Their concept of modelling motivated us to "reaction-diffusion 
approximation". 

Our aim is to find a reaction-diffusion system which approximates a 
cross-diffusion system 

u; = Aa(u*) + f(u*,v*), ieO, t>0, 
v* = A/3{u*,v*) + g(u*, v*), x E ft, t > 0 ^ ' 

under the Neumann boundary condition 

du* Dv* 

-7- = o, — = o, xedn,t>o (3) 
on on 

and the initial condition 

u*(x,0) = u0(x), v*(x,0) = v0(x), i e ( l . (4) 

For a typical example, 

a(u) = (a0 + aiu)u, P(u, v) = (f30 + fiiu + fi2v)v, 
f(u, v) = (/o - fiu - f2v)u, g(u, v) = (g0 - gxu - g2v)v, 

where a0,fio,fj,9j are positive constants and ai,/3i,/?2 a r e nonnegative 
ones. This example is one of the ecological models which Shigesada et al. 
[15] proposed in order to introduce the population pressure by interference 
between individuals into a Lotka-Volterra competition system. In this case 
u* and v* stand for population densities for two competing species. The 
species for v* has a tendency to move towards where u* is less distributed 
(also see [13]). Namely this system includes the "negative chemotactic 
effect". This effect induces the complex dynamics including the Hopf bifur
cations and the segregation of a convex habitat between two similar species 
(see [5,7,9,10,11]). It is well-known in [6] that if Q is convex there are no 
stable inhomogeneous equilibria in the competition-diffusion system, i.e., 
ai = Pi = 02 = 0- It is shown in [9,10] that the stable spatial segre
gation takes place under some assumptions with (3\ > 0, which is called 
cross-diffusion induced instability. In this paper we will show that the 
cross-diffusion system (2) is actually a singular limit of a reaction-diffusion 
system with a small parameter. Though reaction-diffusion systems do not 
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seem to bring about the negative chemotactic effect, this fact might im
ply that reaction-diffusion systems include such an effect. This viewpoint 
also leads us to the relationship between Turing's instability and the cross-
diffusion induced instability, which is shown in [4]. 

Hereafter we assume that O is a bounded domain in RN with a smooth 
boundary dCl, and a,(3,f,g are smooth functions satisfying 

a G C4(R), (3 G C4(R2) , / G C 2(R 2) , g G C 2(R 2) , 

inf a'(u) > 0, inf 0Ju,v) > 0, 
u>0 u>0,v>0 

(5) 

(6) 

and 

u0eC4(Q), VoeC4(Q),_ 

u0(x) > 0, v0(x) > 0 in Q. 

We can take constants di,d2,dz and d^ satisfying 

0 < dx < inf a'(u), 0 < d2 < inf (3v(u,v), 
u>0 u>0,v>0 

d3 > 0, d3 / di, d4 > 0, di =/= d2. 

Set 

a{u) := a(u) — diu, b(u, v) := 0(u, v) — d2v. 

For a small positive parameter e, we consider an auxiliary semilinear 
parabolic system with fast reactions in w and z: 

ut = d\Au + Aw + /(w, v), x G Q, t > 0, 

vt = d2Av + Az + g(u, v), 

wt = da Aw H—(a(u) — w), 

x G Q, t > 0, 

x G fl, t > 0, (7) 

zt = d^Az -\—(6(w,v) — z), x G Q, t > 0 

0, x G dQ, t > 0 

under the boundary condition 

du dv dw dz 
dn dn dn ' dn 

and the initial condition 

u(x, 0) = u0(x), v(x, 0) = v0(x), 

w(x,Q) = a(uo(x)), z(x,0) —b(uo(x),VQ(x)), x€Q. 

Since we can rewrite (2) as 

ju* = diAu* + Aa{u*) + f(u*,v*), x£il, t > 0, 
\v* = d2Av*+Ab(u*,v*)+g(u*,v*), xett, t > 0, 

(8) 

(9) 

(10) 
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we may expect tha t (w,z) approximates to (a(u),b(u,v)) in (7) and tha t 

(u, v) converges to the solution of (10) as e tends to 0. Actually we will 

show later tha t the dynamics of (7) under (8) and (9) is close to tha t of 

(10) under (3) and (4) as e —> +0 , if they are restricted to any bounded 

region. Notice tha t the system (7) is almost a reaction-diffusion system. 

Indeed, applying the linear transformation 

d3 — d\' 
v = v • 

da — do 
w — w. z, 

w 
d3 — d\ d$ — do, 

we obtain the following reaction-diffusion system 

ut diAu + f(u + 

1 

d3 -d\ 

(d3^Te(a{{l + -

vt = d2Av + g(u + 

1 

,v + 
di — d2 

w 

d3 -di 
) - « ) , 

(d4 - d2)e 

d3-di 

(b(u + - w ,v + 
• d i 

; ) ~ 5 ) > 

wt = d3Aw -\— (a(u + 

zt = d4Az + - (b( 

-)-w), 

w 
v + . , - , ) 

(11) 

d3 — di' d4 — d 

for x S fi, t > 0. I t is not clear whether u, v, w and z in (11) can s tand 

for some biological quantities. However, using the same idea, Iida et al. [4] 

shows tha t (2) can be approximated by another reaction-diffusion system 

under additional assumptions on a and /3 and tha t the solutions of the 

later reaction-diffusion system like (11) stand for the population densities 

of some par ts of the competing species which are described by the model 

of Shigesada et al. [15]; besides, the later approximation gives us a bet ter 

understanding of cross-diffusion in biological models. 

We remark t ha t the existence of local solutions of (7) follows from tha t 

of (11). 

T h e o r e m 1.1. Assume (5) and (6). Fix positive numbers di,d2,d3,d4 and 

functions a(r),b(r,s) as above. For positive constants R\ and R2, there 
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exist functions a(r), b(r, s), f(r, s) and g(r, s) such that 

a(r) = a(r), b(r,s) = b(r,s), f{r,s) = f(r,s), g(r, s) = g(r, s) 

for any (r, s) e [0, R^ x [0, R2] (12) 

and that the solution (u, v, w, z) = (u(x, t), v(x, i), w(x, t), z(x, t)) of (7)-(9) 
with a, b, f, g replaced by a, b, f, g respectively exists globally in time. 

If the solution (u*,v*) = (u*(x,t),v*(x,t)) o/(2)-(4) belongs to C4(Qx 
[0,T]) x C 4 ( f i x [0,T]) and 

0<u*(x,t)<Ru 0 <v*(x,t) <R2 infix [0,T] 

for some positive constant T, then the following inequalities hold 

(13) 

| |u - U*||c°([0,T];L2(n)) < CiC, 

\\V - V*\\C0([0,T];L2(n)) < Cl£, 

\\w - a(u*)||co([0)T].L2(n)) < cie, 
. \\z - b{u*, v*)\\co([0tT].L2{vl)) < Cle 

for e > 0 where C\ is a positive constant independent of e and (u,v,w,z). 
Moreover, if N < 4, then the following inequalities also hold: 

' ||V(u - u*)\\co([o,T];mQ)) < c2e3/4, 
||V(u - v*)||co([o,r]ix,»(n)) < c2e3 /4 , 
||V(w - a(u*))\\Coi[0,T];L2m < c2e3/4, 
||V(z - b(u*,v*))\\c°il0,T];mn)) < c2e3/4, [u) 

| |A(w-M*)||Co ( [0 iT] ;L2 (n) ) < c3e1/4, 
\\A(v - v*)||co([o,T];L2(n)) < c3e1/4j 

|| A(w - a(u*))||co([o,T];L2(n)) < c3e1/4, 
||A(z - b(u*,v*))\\COil0tT].L2m < cge1/4 

for 0 < e < eo where c2, c3 and eo are positive constants independent of e 
and (u,v,w,z). 

As long as (u(x,t),v(x,t)) belongs to the region [0, #1] x [0, i?2], 
(u,v,w,z) in Theorem 1.1 is the solution of (7)-(9) without the replace
ment of a, b, f and g. Thus this theorem implies that solutions to the 
cross-diffusion system (2) can be approximated by the linear combinations 
of solutions to the reaction-diffusion system (11) in any bounded region in 
the phase space. 

The proof of this theorem will be given in §2. We will construct a, b, f 
and g by suitably truncating a, b, f and g respectively around the bounded 
region [0, Ri] x [0, R2]. The constants c1; c2 and c3 depend on Ri,R2,u*,v*, 
and thus on T. 
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See [1] for the existence, uniqueness, and regularity of a local solution 
of (2)-(4), where (u0,v0) e W£(Q,)2 for p > N. In particular, if a,/3,f 
and g are sufficiently smooth, then the local solution instantly becomes 
sufficiently smooth up to the boundary. See also [2] and the references 
therein. Thus the assumptions for u* and v* are not so restricted. As for 
its global existence, see, e.g., [8,16,17]. 

2. Modification of equations 

To prove Theorem 1.1, we will construct the functions a, b, / , and g in this 
section. First we introduce the following stronger assumption for a, b, f 
and g than (5) and (6): 

(A) There exist positive constants ki {i = 1,2,3,4) satisfying 

{a'{r)>ku 

bv(r,s) > k2, 
3 

3 = 1 

d? 
dv? 

a(r) 

+ f 
Jo 

E 
l<j+l<3, j,l>0 

Qi+l 

duidv1 b(r,s) 

buu(r,cr)da 

\fu(r,s)\ + \fv(r,s)\ + 
, \9u(r,s)\ + \gv(r,s)\ + 

for any r, s € R. 

+ I 
Jo 

bUUu(r,(7)d<T <k3, 

fuu(r, s)\ + \fuv(r, s)\ + \fvv{r, s)\ < k4, 
9uu(r, s)\ + \guv{r, s)\ + \gvv{r, s)\ < k5 

(15) 

Theorem 2.1. Let (u*,v*) = (u*(x,t),v*(x,t)) (resp. (u,v,w,z) = 
(u(x,t),v(x,t), w(x,t),z(x,t))) be the solution of (2) - (4) (resp. (7) -
(9)) i n t e [0,T]. Assume (A) and 

llw*IU°°(n) + IK*l|L°°(fi) + ||Vu*||too(n) + ||Vw*||//oo(n) 

+ \\d3Aa(u*) - a'(u*)u*t\\Hi(n) 

+ \\d4Ab(u*,v*) - bu(u*,v*)u*t - bv(u*,v*)v*t\\Hi{n) < Mj. (16) 

forO<t<T. Then (13) holds. 

The proof will be given in the next section. 
For positive numbers 8 and R we can easily choose a C°°-function 

x(x; 5, R) as follows: 

X{x; 6, R) = 
forzG [Q,R], 
for x € (-oo, -25} U [R + 25,oo), 
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and 

0<x(x;S,R)<l, sup \X'(x;5,R)\<l. 
—oo<x<oo 0 

Lemma 2.1. Assume (5) and (6). Let Ri and R2 be positive numbers, and 
set 

m\ := min a'(u), rri2 := min bv(u,v). 
«£[0,fli] (u,«)6[0,fli]x[0,B2] 

/ / 5i and &2 are positive but so small, then (A) holds true for the following 
functions a, b, f, g and some positive constants k\, • • • , k$: 

a{u) := miu + a(0) + / Xi(s) ( a ' ( s) ~ m i ) ds, 
Jo 

b(u,v) :=m2V + X2(v) (xi(u)b(u,0) + / Xa(u,s) (bv(u,s) - m2)ds 

f{u,v) :=X3(u,v)f(u,v), 

g(u,v) :=X3(u,v)g(u,v), 

where 

Xi(w) 

X2(v) 

Xz{u,v) 

= x(u;h,Ri), 

= x(v\-r,R2), 
°2 

= x(u;S1,R1)x(v;S1,R2). 

We can easily check (12). Since the support of 

X3(u, s) (bv(u, s) - m2) ds f 
Jo 
)o 

is not compact, we cannot obtain the boundedness of 

/ / Xs(u, s) (bv(u, s) -m2)dsda 
Jo Jo 

and its derivatives. Therefore it is necessary to multiply 

/ X3(u, s) (bv(u, s) - m2) ds 
Jo 

by X2{v) in the definition of b. 

Proof. We show (15) only for b. If 5\ is so small, then 

X3{u,v)(bv(u,v) - m 2 ) > —-£ for (u,v) G R 2 . 
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We can choose S2 so small that 

X'2(
v) lxi(u)b(u,0) + / xs(u, s) (bv(u, s) -m2)dsj >—-£• 

for (u, v) € R . Differentiating b in v, we have 

bv(u,v) = m2+X2(v) (xi(u)b(u,0) + / x3(«,s) {bv(u, s) - m2) ds 

+Xi(v)X3(u, v) (bv(u, v) - m2) 
m2 m2 > m2 — 
4 4 

_ m2 

~ ~2~' 

The other conditions of (15) can be checked. • 

Proof of Theorem 1.1. The inequalities (13) are a direct consequence of 
Lemma 2.1 and Theorem 2.1. Notice that the global existence of (u, v, w, z) 
is guaranteed by the fact: the grow-up rates of the nonlinear terms in 
(11) are less than or equal to some affine functions of (u, v, w, z) after the 
replacement of (a,b,f,g) with (a,b,f,g). Since the fourth derivatives of a 
and b in Lemma 2.1 are bounded, the latter part of Theorem 1.1 is deduced 
from Lemma 2.1 and the following theorem which will be proved in the 
next section. 

Theorem 2.2. Assume (A), (16), N < 4 and 

8 
l|Au*||Loo(n) + ||Aw*||L~ (n) + 

dn 
Aa(u*) + 

L2(dQ) 

- A > ( W > * ) 
L2(dH) 

+ ||d3Aa(u*) - a 'KK*llff2 ( n ) 

+ \\d4Ab{u*,v*)-bu(u*,v*)u*t-bv{u*,v*)v*t\\H2m < M2 (17) 

forO<t<T. Then (14) holds. 

3. Proof 

Let || • || be a L2-norm and (•,•) an inner product in L2(f2). Let (u*,v*) — 
(u*(x,t),v*(x,t)) and (u,v,w,z) = (u(x,t),v(x,t),w(x,t),w(x,t)) be as 
in Theorem 2.1. Hereafter for the simplicity of notation, the posi
tive constants independent of e and (u, v,w,z) (namely, depending only 
on d\,--- ,d4,ki,--- ,k5,Mi,M2,T,Q,N, and eo) is denoted by c* (i = 
1,2,---)-
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Set 

U:=u-u*, V:=v-v*, W :=w-a(u*), Z := z - b(u*,v*), 

w*:=a(u*), z* :=b(u*,v*), 

which satisfy 

' Ut = dxAU + AW + f(u* +U,v* + V)- f(u*,v*), 
Vt = d2AV + AZ + g(u* + U, v* + V) - g\u\ v*), 

Wt = d3AW + -(a(u* + U)- a(u*) -W) + d3Aw* - w*, 

Zt = d4AZ + -(b(u* + U,v* + V)- b(u*, v*) -Z) + d4Az* - z*. 

(18) 
Define 

A(u) := / a(s)ds, 
Jo 

B(u,v) := / b(u,s)ds, 
Jo 

Ex{t) := / (A{u* + U)- A(u*) - A'(u*)U) dx, 
Jn 

E2(t) := f [B{u* + U,V* + V)- B(U*,V*) 

-Bu{u*,v*)U - Bv(u*,v*)V\dx. 

Proof of Theorem 2.1. Differentiating E\ in t, we have 

^ = | jf (Mu* +U)- A{u*) - A'{u*)U) dx 

= f {A'(u* + U)(u*t + Ut) - A'{u*)u*t - A"{u*)u*tU - A'{u*)Ut} dx 
Jo. 

= f {(a(u* + U)- a(u*))Ut + (a{u* + U)- a{u*) - a'(u*)U^u*t} dx. 

Substituting (18) into the above equality, we can calculate dEi/dt as 

f J (a(u* +U)- a(u*)) (d^AU + AW + f(u* + U,v*+V)- /(«*,«*)) 

+ / / a"{u*+ ele2u)elu
2u*de1de2\dx. (19) 



154 

The first term of the right hand side of (19) is estimated as follows: 

/ (a(u* +U)- a(u*))(diAU + AW + f(u* + U,v*+V)~ f(u*,v*))dx 

< - f (a'(u* + U)(Vu* + VC/) - a ' ( «* )V«j • d^VUdx 

• f (a(u* + U)- a(u*))AWdx + k3k4\\U\\(\\U\\ + \\V\\) 
Jo 

f (a(u* + U)- a{u*))AWdx - f dia'(u* + U)\VU\2dx 

+dlk3Ml\\U\\ || W | | + k3k4U\\{\\U\\ + \\V\\) 

< (a(u* + U) - a(u ' ) , AW) - ^ | | Vt/| |2 + c4(||(7||2 + \\V\\% (20) 

+ 

< 

where c4 := 3fc3A;4/2 + dik$M2/(2ki). Substituting (20) into (19), we get 

^ < (a(«* + U)- a(u*), AW) - ^\\VU\\2 + c5(\\U\\2 + \\V\\2), (21) 

where c^ := c4 + k3M\/2. Taking an inner product between the third 
equation of (18) and — AW yields 

\jt\\™\\2 = -d3\\ AWf - -e(a(u* + U)- o(u*), AW) 

+(V{d3Aw* - w*t),VW) - -\\VW\\2 

< -d3\\AWf - -(a(u* + U)- a(u*), AW) 

- ^ H W f + cee, (22) 

where c6 := Mf/2. The above two inequalities (21) and (22) immediately 
imply 

£11 
dl 

(h\WW\\2 + IEX\ < -d3\\AW\\2 - 1 | | W | | 2 - ^ i | | W | | 2 

+j(\\U\\2 + \\V\\2) + cee. (23) 
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Next we consider the derivative of E2: 

^ = j[(B(u*+U,v*+V)-B(u*,v*)-Bu(u*:v*)U-Bv(u*,v*)Vyx 

= f [Bu{u* + U,V*+ V){U* + Ut) + Bv(u* + U,v*+ V){v*t + Vt) 

-Bu(u*,v*)u*-Bv(u*,v*)vt-Buu(u*,v*)u*tU-Buv(u*,v*)v*tU 

-Bu(u*,v*)Ut - Buv(u*,v*)u*tV - Bvv(u*,v*)v*tV - Bv(u*,v*)Vt}dx 

= J \(Bu{u*+U,v*+V)-Bu{u*,v*)-Buu{u\v*)U-Buv{u*,v*)Vy*t 

+ (BV(U* + U, v* + V) - Bv(u*,v*) - Buv(u*,v*)U - Bvv{u*,v*)V^v; 

+ {Bu{u* + U,V* + V)- Bu(u*,v*)^Ut 

+{b(u* + U,v*+V)-b(u*,v*))Vt \dx 

< ^(Wf + \\V\\2) + (b(u*+ U,v*+ V)- b(u*,v*), AZ)-d2k2\\VV\\2 

+k3{M1(\\U\\ + \\V\\) + \\VU\\ + IIVKIIXdiHV^II + \\VW\\) 

+d2k3{M1(\\U\\ + \\V\\) + || W | | } | | W | | + 2k3(k4 + h){\\Uf + \\Vf) 

< (b(u* + U,v* + V)- b(u*,v*),AZ) - ^ | | W | | 2 

+C7(||f/|r + ||^||2 + ||Vt/||2 + ||VW||2) (24) 

with some positive constant C7. Similarly we have 

\jt\\VZ\? = -rf4||AZ||2 - -e(b(u* + U,v* + V)- b(u*,v*), AZ) 

- i | |VZ | | 2 + (V(d4Az* - z*t), VZ) 

< -d4 | |AZ||2 - -(b(u* + U,v* + V)- b(u*,v*), AZ) 

- l | | V Z | | 2 + c 8 e , (25) 

where c8 := M2/2. Combining two inequalities (24) and (25), we obtain 

| ^ | | V Z | | 2 + \E2\ < -d4\\AZf - i | |VZ | | 2 - ^ | | W | | 9 

+-( l l^ l | 2 + ll^ll2+||Vt/||2 + ||VW||2)+c8£.(26) 
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Combine (23) and (26). If 7 > max{4cr,4c7/(diki)}, then we obtain 

< -7d3 | |AW||2 - d4||AZ||2 - J | W | | 2 - i | |VZ | | 2 - ^\\S/Uf 

- ^ | | W | | 2 + I^±£I ( | |C7]|2 + ||F||2) + (7c6 + c8)e. (27) 

The assumption (A) implies 

£ l > f klnTTU2 

^ 3 n r n i 2 u I I /THNI/I I 1 ^2 in/112 ^ /^^3 ^3 ^ 11 r r 112 _, ^2 11T^ 112 E2 > -fwr - k3\\u\w\v\\ + f\\vr >-{i+t2) Fir+-fwr. 
Taking 7 so large as 

7 > max • 

we have 

1E1 + E2>c9(\\Uf + \\Vf), 

/ 4 W 1 M , 4c7 1 

where 

fc2 &i7 c 9 : = m m < i T , — 

Thus, (27) and the above inequality mean 

< -Ud3\\AWf + d4||AZ||2 + J||VW||2 + 1||VZ||2 + ^ | |Vf / | | 2 

+ ^ | | W | | 2 V < ^ + (7c6 + c 8 ) e e - ^ 

for cio := (7C5 +c7)/cg. Finally, we obtain the first and second inequalities 
of (13). 

Lemma 3.1. Let A and £ be constants. If a C1 -function X(t) satisfies 

X'{t)<\(t-X) 

forO<t<T and X(0) < £, then X(t) < £ for 0 < t < T. 
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This lemma can be easily checked. So, the proof is omitted. 
We will show the inequality for Z = z — b(u*,v*) in (13). By (18), we 

have 

~\\Z\\2 < -d4\\VZ\\2 + *1(\\U\\ + \\V\\)\\Z\\ - -JZf + M1 

< -d4||VZ||2 + kl{\\Uf + \\Vf) + M2e - i||Z||2 

< (2k\c\ + Ml)e- l p | | 2 . 

By Lemma 3.1, 

\\Z\\2 <4(2klci + M^)e2. 

The inequality for W = w — a(u*) in (13) can be proved similarly. This 
completes the proof of Theorem 2.1. 

Remark 3.1. It is difficult to estimate the terms AW and AZ in the 
first and second equations of (18). To overcome this difficulty, we have 
introduced the functionals Ei(t) and E2{t) instead of ||(7||2 and \\V\\2. For 
example, we have chosen E\{t) in order that (a(u* + U) — a(u*),AW) in 
(21) cancels out that of (22). 

We prepare the following lemma for the proof of Theorem 2.2. 

Lemma 3.2. Let X(t;e),p(t;e) be non-negative continuous functions in t 
and satisfy 

/ X(t; e)dt < A, / p{t; e)dt < p(e 
Jo Jo 

where A is independent of e. Assume a non-negative C -function X(t;e) 
and a non-negative continuous function Y(t; e) satisfy 

Xt<-Y + \{t;e)X + p{t;e) 

forO<t<T. Then, 

X(t- e) < {X(0; e) + p(e)}eJ, f Y(s; e)ds < {X(0; e) + p(e)}eJ (28) 
Jo 

forO<t<T. 
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Proof. Since 

we have 

X(t; e)+ [Y(S; e)e^ x^dTds < X(0; e)e& x^e)dT + f p{s; e)e^ x(T^dTds. 
Jo Jo 

We can easily check (28). • 

Proof of Theorem 2.2. Owing to Lemma 3.2, it follows from the first 
and second inequalities of (13) and (27) that 

f (||AW||2 + | | A Z | | 2 ) A < C l l e . 
Jo 

By (18), we have 

\jt\\W\\2 < -d.W&Uf + l|AW|| \\AU\\ + k4(\\U\\ + \\V\\)\\AU\\ 

< -^-\\AUf + 1 {\\AWf + kl(\\U\\ + \\V\\)2} . 

Lemma 3.2 shows us that these inequalities and (13) imply 

[ \\AU\\2dt < c12e. (29) 
Jo 

It is similarly seen that 

f \\AV\\2dt < c12e. (30) 
Jo 

Multiplying the first equation of (18) by —a'{u*)AU and integrating 
over fl yield 

~ f \VU\2a'(u*)dx- \ [ \VU\2a"(u*)u*dx + { Uta"(u*)VU-\7u*dx 
2 dt JQ 2 7 n JQ 

< - d i / \AU\2a'(u*)dx-{AW,a'(u*)AU) + k3k4(\\U\\ + \\V\\)\\AU\\. 
Ja 

Since 

H^ll^diHA^II + \\AW\\ + k4(\\U\\ + \\V\\), 

the above inequality implies 

1 d 

+Cl3(||C/||2 + F | | 2 + ||VC/||2). (31) 

- | jT \VU\aa\u*)dx < -^\\AUf - (AW,a'(u*)AU) + \\\AWf 

file://{//AWf
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Similarly, operating A to the third equation of (18), multiplying it by AW, 
and integrating over Cl, we get 

l_d 
2dl 

\AWf -d3 | |VA W\\2 + d3 [ 
Jas 

d 
AW—AWdS 

laa on 
+(A(d3Aw* -w*t),AW) 

+ -(A(a(u* + U)- a(u*)), AW) - - | |AW| | 2 . (32) 

Lemma 3.3. Assume (17). Then, there exists a positive constant C\\ in
dependent of t and (u,v,w,z) such that 

dz L AW-^-AWdS 
an dn 

< ^ I I V A ^ H 2 + U&W\\2 + c14(e
x/2 + e), (33) 

4e 

di 
! . 

AZ—AZdS 
an dn 

< | | | V A Z | | 2 + 1 | | A Z f + cu(e^2 + e). (34) 

Proof. The equations (7) and (8) imply 

d 
dn 

Aw = 0 on dCl, 

and hence 

4-AW =-4-^a(u*) on d a 
on on 

Then, 

/ . 
AW^-AWdS 

an on 
< -AW 

L2(an) 
|AWn|L2(an) 

dn 

< M2\\AW\\L^an) 

<cl5\\AW\\Hi/2{Q) 

< cie (lIVAWII^HAWII1^ + | |AW||) , 

which is reduced to (33). Similarly, (34) can be checked. • 

Set 

h •= A(a(w* + U)- a(u*)) - a'(u*)AU. 

It follows from the chain rule that 

Ix = a"{u* + l7)(|Vu* + VC/f - |Vu*|2) + {a"{u* + U)- a"(u*))\Vu*\2 

+{a'{u* + U)- a'(u*))Au* + (a'(u* + U) - a'(u*))AU. 
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Then, we have 

\(h,AW)\ < c17(\\U\\ + ||VC/||)||AW|| + c17||Vf/|||4(n)HAWAII 

+c17\\U\\Li{n)\\AU\\ \\AW\\LHa). (35) 

The assumption N < 4 ensures the inclusion i/1(fi) C L4(Q) and the 
existence of a positive constant c\s such that 

lltf||L«(0) < ci8(||VC/[| + ||J7||), \\VU\\L<m < cls(\\AU\\ + \\U\\). 

Here we also used an elliptic estimate for U under the boundary conditions 
(3) and (8). There exists a positive constant ci9 such that 

c17 | |W||24(f i) | |AW|| 
<2c17cf8(||AL/||2 + ||C/||2)||AW|| 

< ^ - | | A [ / | | 2 + | | |AW||2 + c19||£/||4 + c19||At/||2||AW||2, 

c17||C/||L4(fi)||At/|| \\AW\\L*(a) 

< c17c
2

8(||Vt/|| + ||C/||)||At/||(||VA^|| + \\AW\\) 

< ^ I I V A ^ H 2 + ^( | |C/ | | 2 + ||W||2)||AE/||2 

+ci9(||C/||2 + ||VC/||2) + c19||AC/||2||AW||2. 

Using the above inequalities, we can estimate (Ii,AW) as follows: 

\(h,AW)\ < ^ I I V A ^ H 2 + ^AWf + ^\\AUf 

+(4c2
7 + c19)(||C/||2 + ||VC/||2) 

+^f\\AUf (||[/||2 + | |W| |2 + 2e||AW||2) + c19\\U\\\ (36) 

Combining (32), (33), and (36) yields 

< - ^ | | V A W | | 2 - ^ | | AW||2 + cuie1'2 + e) + M2\\AW\\ 

+^l\\AUf + -(a'(u*)AU, AW) + 4 c ' 7 + C l 9 ( | |^ | | 2 + \\VU\\2) 
4e e 

£l_9n A r r n 2 / n i -n i2 , iii-77-rn2 , « 11 A Mrn2\ , c 1 9 i 

e2 +-£\\AUf (\\Uf + ||VC/||2 + 26||AW||2) + -^\\U\\\ (37) 
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The inequalities (31) and (37) imply that 

— — f i / i\7mVf„*w<r-uiAwii2 ; | ( i / n | V ^ a V ) c f a + | | A W | | = 

- ^ | | A t / | | 2 - ±\\VAWf - h\AWf + c14(eV2 + e) + 2 M | £ 4e " " 2 " " 8e' 
+ c13+4cf7 + c 1 9 ( F | | 2 + | | w | | 2 + | | y | | 2 ) 

£ l £ ll ATTII2 h\Tr\\2 , nv7rrii2 , n u A TI>-N2\ , c19 

" e2 

Recall that 

+^ | |A£ / | | 2 (||t/||2 + | |W| | 2 + 2e||AW||2) + ̂ ||f/||4. (38) 

- / \VU\2a'(u*)dx + IIAW^f > ^1||VC/||2 + HAM ÎI2. 6 Jn e 

Fix an arbitrary positive number eo- Taking (13) into account, we can 
derive from (38) 

^ ( U | w | 2 a V ) ^ + | | A w | 1 
dl*l „ A [ / | | 2 _ d* | | V A W | | 2 _ 1 | | A W n | 2 + ^ ^ 2 + C 2 0 | ,A [ / | |2 < 
4e " " 2 " " 8e 

+c20 ( l + \\\AU\\2^ (^\\VU\\2 + ||AW||2) , (39) 

if 0 < e < e0. Since (29) guarantees that the assumptions of Lemma 3.2 
hold true with 

p{t-e) = 2c20(e
1/2 + \\AU\\2), A(t;e) = 2c20 ( l + \\\AU\A , 

we can apply Lemma 3.2 to (39) and obtain 

| |W| | 2 < c21e
3/2, / \\AU\\2dt < c21e

3/2, f \\VAW\\2dt < c2le
1'2 

Jo Jo 
(40) 

for 0 < e < e0. 
Next we will show the inequality for ||V1^||2. Multiplying the second 

equation of (18) by — bv(u*,v*)AV and integrating over Q, yield 

\jj' \VV\X(u\v*)dx<-^\\AV\\2- (AZ,bv(u*,v*)AV)+±\\AZ\\2 

+c22(||E/||2 + m | 2 + | |W| |2) . (41) 
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Let us operate A to the last equation of (18), multiply it by AZ, and 
integrate over Cl: 

l^-\\AZ\\2 = -d4\\VAZf + d4 [ AZ^-AZdS + (A{d4Az* - Z;),AZ) 
2 at JQQ on 

+ -(A(b(u* + U,v* + V)- b(u*,v*)),AZ) - i | |AZ||2. (42) 

Setting 

I2 := A{b(u* + U,v* + V)- b(u*,v*)) - bv(u*,v*)AV, 

we can see, in the similar manner to the argument to obtain (35), that 

|(72, AZ)\ < c23(\\U\\ + ||VC/|| + ||V|| + || W||) | |AZ|| 

+c23 (|| W| | 2 * ( n ) + || W | | 2
4 ( n ) ) ||AZ|| + c23||AU\\ \\AZ\\ 

+c23 (Whnn) + W\\LHn)) \\AV\\ ||AZ||L4(n). 

As in deriving (36), the above inequality is reduced to 

|(/2, AZ)| < ^ | | V A Z | | 2 + i| |AZ||2 + ^ | | A V f + c24\\AUf 

+c24(FI|2 + ||Vt/||2 + ||V||2 + ||VV||2) 

+^\\AV\\2 (\\U\\2 + | |W| | 2 + \\V\\2 + | |W| |2) 

+c24 (\\AUf + \\AVf) \\AZf + c24(||[/||4 + ||V||4).(43) 

Combining (41), (42), (43) and (34), we have 

- - (^ f \VV\2bv(u*,v*)dx+ ||AZ"2 

2dt \t Jn 

d2k2 < — \\AVf - ^ H V A Z f - ^-||AZ||2 + C14(CV2 + e) + 2 M 2 £ 
4e " " 2 " " 8e 

+ ̂ f\\AUf + °-B±2?± (||[/||2 + | | W | | 2 + ||y||2 + | | W | | 2 ) 

+ ^ | | A K | | 2 (||C/||2 + || W | | 2 + ||V||2 + || W f ) 

. £ 2 4 ( | | A [ / | | 2 _ , 1 I A T , „ 2 X „ A ™ 2 , C24 

Hence, we can obtain 

+-f (\\AUf + \\AVf) \\AZf + ^i(| |£/| |4 + ||y||4). (44) 

| |W| | 2 < C 2 5 e 3 / 2 , f \\AVfdt < c2^l\ f \\VAZ\\2dt<c25eV2 

Jo Jo 
(45) 

for 0 < e < e0, using (13), (30), (40) and Lemma 3.2. 

file:////AUf
file:////AVf
file:////AZf
file:////AVf
file:////AUf
file:////AVf
file:////AZf


163 

Due to (22), 

— IIVW12 < ^ (M^UW + ||W||) \\VW\\ - i | |VWf +c6e 

< _L (C26£3/2 _ || W , | 2 ) f 

where 0 < e < eo. Lemma 3.1 and the above inequality imply the third 
inequality of (14). The fourth inequality of (14) can be also seen similarly. 

Hereafter we will prove the remaining four inequalities of (14) for 0 < 
e < eo- Since 

— (dxAU + AW) = Q on9fl 
on 

by (18), we have 

~||A[/ | |2 < -dil lVAtff + IIVAWH ||VAC/|| 

+||V(/(«* + U,v* + V)- f(u*,v*))\\ \\VAU\\ 

< -^||VA*7||2 + 1||VAT^||2 + c27e
3/2. 

Integrating the above in t £ [0, T] and using (40) yield the fifth inequality 
of (14). Similarly we can show the sixth inequality of (14). 

Consider the estimates of ||AW|| and ||AZ||. By (37), (42), (34) and 
(43), we have 

i l | | A W \ f < - ^ | | V A W i 2 + c28eV2 + C-f\\AUf + ^f\\AUf\\AWf, 

\ft\\&Zf < - | \ \ V A Z f + c 2 9 e ^ + ^ ( | | A t / | | 2 + \\AVf) 

+^(||AC/||2 + ||AF||2)||AZ||2. 

The last two inequalities of (14) follow from the above inequalities, (40), 
(45) and Lemma 3.2. 
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BIFURCATION DIAGRAMS TO A N ELLIPTIC EQUATION 
INVOLVING THE CRITICAL SOBOLEV E X P O N E N T WITH 

THE ROBIN CONDITION * 

YOSHITSUGU KABEYA f 

Department of Applied Mathematics, University of Miyazaki 
Kibana, Miyazaki, 889-2192, Japan 

The uniqueness and the multiplicity of radial solutions to the Brezis-Nirenberg 
equation on the unit ball with the Robin condition are discussed. The scalar-
field equation is also treated and the unified approach is presented. Moreover, 
depending on the Robin condition parameter, the difference between the structure 
of solutions in the three dimension and that in a higher dimension is shown. 

1. Introduction 

The investigation of the global structure of solutions is one of the main 
topics in the study of elliptic partial differential equations. Especially, the 
homogeneous Dirichlet problem is well investigated. For example, Korman, 
Li and Ouyang [11,12] and Ouyang and Shi [15,16] considered various non-
linearity under which the exact multiplicity of solutions is verified. More
over, since the pioneering work by Brezis and Nirenberg [3], the elliptic 
equations with the critical Sobolev exponent has been intensively studied. 
Here we study the problem 

' Au + \u + u(«+2)/("-2) = o i n B = { i e R " : \x\ < 1}, 

< u > 0 in B, ( l g l ) 

9u „ »_ 
K——h u = 0 on oB, 

v dv 

with dimension n > 3, where v is the outward unit normal vector to dB, 

'Supported in part by the Grant-in-Aid for Scientific Research (C) (2)(No. 15540211), 
Japan Society for the Promotion of Science. 
tThe author will move to Department of Mathematical Sciences, Faculty of Engineering, 
Osaka Prefecture University on October 1, 2005. 
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K > 0 and A < Ai(n; K) (the first eigenvalue of —A subject to Kdu/dv + u = 
0). 

We vary A from positive to negative for each fixed K > 0. For K = 0 
(Dirichlet Problem), the existence and uniqueness is obtained by Brezis and 
Nirenberg together with Kwong and Li [13] or Zhang [22]. 

For Neumann problem (K = oo), no solution exists for A > 0 region and 
the constant solution u = (—A)4/(™~2) and non-trivial solutions bifurcate 
from the constant solution. Moreover, Budd, Knaap and Peletier [4] showed 
that there exists A» > 0 such that (1.1) with the Neumann condition has 
only the trivial solution for A £ (—A*, 0) if n = 3. However, for the higher 
dimensional case (n = 4, 5, 6), Adimurthi and Yadava [1] have proved 
that there exists a nontrivial positive solution to (1.1) under the Neumann 
condition. The result shows the difference between the three dimensional 
case and the higher dimensional ones. However, strangely, for n > 7, it 
is proved that there exists A(n) > 0 such that the problem (1.1) has only 
a constant solution for A € [—A(n),0] with the Neumann condition by 
Adimurthi and Yadava [2]. 

In between, what will be expected for the solution structure in the case 
of the Robin condition? We will answer the question. We emphasize here 
that the three dimensional case is the exceptional case and we state our 
results on the three dimensional case first. 

Theorem 1.1. (Theorem 1.2 of [9]) Let n = 3. For 0 < K < 1, 

(a) if pi\ < A < /ZQ = A I ( 3 ; K ) , then (1.1) has a unique radial solution. 
(b) if — £2 < A < ii\, then (1.1) has no solution, 

where Mo, Mi and C are defined by 1 — ^o c ° t Mo = 1/K> Ml *a r i Mi = 1/K ~ 1 
for 0 < K < 1, Mi — T / 2 for K = 0, and £cothC = 1/K for 0 < K < 1, 
£ = oo for K = 0, and (, = 0 for K = 1, respectively. 

Theorem 1.2. (Theorem 1.3 of [9]) Let n = 3. For K > 1, (1.1) has a 
unique radial solution if —^ < A < fj,Q, where fj.2 is defined by ^2t a n nM2 = 
( K - 1 ) / K . 

What will happen for A < — M|? Does the value \i<i appear due to the 
technical reason? We answer that the value M2 is essential. 

Theorem 1.3. ([7]) Let n = 3. Suppose that K > 1. There exists £o > 0 
such that (1.1) has at least two solutions u\(r,X), U2(r, A) for A s [—M! — 
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L 
Figure 1. The bifurcation diagram of the equation (1.1) with n = 3 and K = 0.5. 
The horizontal axis is A and the vertical axis is u(0). 
EQ,—^). They are monotone decreasing andu\{Q, A) is uniformly bounded 
while 112(0, A) —+00 as A f — /x|. 

For higher dimension, we first note the result on the Dirichlet problem. 

Theorem A . l . ([3]) For K = 0, if n> 4 ; then (1.1) has a radial solution 
if and only if 0 < A < Aj (n; 0). 

Thus, for a higher dimensional case with A > 0 and K > 0, the structure 
of solutions must be different from the three dimensional case. 

For a generic dimension, we need detailed informations of the Bessel, 
the Neumann, and the modified Bessel functions (for formulae on Bessel 
functions, see e.g., Watson [19]). Even for the three dimensional case, the 
knowledge of the special functions are required, but only in this case, they 
can be expressed by simple combinations of sin, cos, sinh and cosh. The 
following are due to [5] and [6]. 



168 

L 
Figure 2. The bifurcation diagram of the equation (1.1) with n = 3 and K — 4. 
The horizontal axis is A and the vertical axis is u(0). 

Theorem 1.4. Let n > 4 and 0 < n < l / (n - 2). 

(a) There exists £o > 0 such that (1.1) has a unique radial solution u\ 
for 0 < A < £o and u\(0) —> oo as A —> +0. 

(b) There exists t\ > 0 suc/i £/ia£ (1.1) has no solution for —e\ < A < 0. 

We can prove the existence of a positive solution to (1.1) for any 0 < A < 
Ai(n; K). Theorem 1.4 emphasizes the uniqueness of the solutions for small 
A > 0. The value K = l / (n — 2) is a critical value in the sense that the 
structure of solutions changes. However, for the Robin condition, there is 
no difference between n = 4,5,6 and n > 7 unlike the results by Adimurthi 
and Yadava [1,2]. 

Theorem 1.5. Let n > 4 and K > l / (n - 2). 

(a) There exists £<i > 0 such that (1.1) has a unique radial solution u\ 
for0<\< e2. 

(b) There exists £3 > 0 such that (1.1) has at least two solutions uit\ 
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J - . V M B H B ^ H B 

Figure 3. The bifurcation diagram of the equation (1.1) with n = 6 and K = 0.01. 
The horizontal axis is A and the vertical axis is u(0). 

and u2l\, which are both monotone decreasing for —£3 < A < 0. 
Moreover, u\t\ blows up as X —> —0 while v,2,\ is uniformly 
bounded. 

From the bifurcation-theoretic point of view, there exists a solution branch 
bifurcated from (AI (K) ,0 ) which has at least one bending point in A < 0 
region and the branch goes to infinity in R x C([0,1]) space as A f 0. On 
the other hand, if n = 3, the bending of the solution branch occurs for 
A < — JJ.2. For the higher dimension, unlike the three dimensional case, 
A = 0 is always a blowup point for any K > l/(n — 2). 

This paper is organized as follows. In Section 2, we transform (1.1) to an 
exterior Neumann problem as in [9]. A basic structure theorem is presented 
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Figure 4. The bifurcation diagram of the equation (1.1) with n = 6 and K = 1. 
The horizontal axis is A and the vertical axis is u(Q). 

in Section 3. Lemmas peculiar to the critical exponent are discussed in 
Section 4. In Section 5, the three dimensional case treated. Section 6 is 
divoted to higher dimensional case. Related topics, especially the imperfect 
bifurcations are discussed in Section 7. 

2. Transformation to the exterior problem 

In this section, mainly following Section 2 of [9], we transform (1.1) to 
the exterior Neumann problem 

- L ^ r " " 1 ^ + Q(r)w;("+2)/("-2> = 0, T > p1^""2) 

WT(p1/in-2)) = 0, 

(2.1) 



171 

with some p > 0. Let <p{r) be defined as 

o ( n - 2 ) / 2 r / " / ( n - 2 ) / 2 ( > A r ) 

V^r)^-^' A > ' 
V?(r) : = < 1, A = 0, (2.2) 

2("-2)X)^S^<°' 
where T is the gamma function, J„ and /„ are the Bessel function and the 
modified Bessel of the first kind, respectively, of order v. When n = 3, ip is 
expressed as 

sin yXr 

<p{r) : = < 

y/Xr 

1, A = 0, 

sinh y/—Xr 

yf-Xr 

, A > 0 , 

(2.3) 

, A < 0 , 

We define 

g{r):=rn-\<p{r))2. 

For the transformation, we do not need to restrict ourselves to the critical 
power, we consider the following generic problem 

n-1 
7"T* i j,r + Xu + up = 0, r e (0,1), 

(2.4) u > 0 , r G (0,1) 

u(0) < oo, u(l) + Kur{\) = 0. 

The first step is to transform (2.4) to a special form, whose proof is ex
pressed in Lemma 2.1 of [9]. 

Lemma 2.1 . For X < Ai(n; K), set v = u/(p. Then (2.4) is equivalent to 

- (gvr)r + r - ^ - i H P - ^ / y p - D / V = 0, re (0,1), 
9 

v>0, r e (0,1), 

[ u (0 )<oo , v(l) + pg{l)vr(l) = 0, 

where p = P(K, A) is given by 
K 

P 

(2.5) 

ip(l){<p(l) + wprO)} 
(2.6) 
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Next, we transform (2.5) to an n-dimensional exterior Neumann problem. 
Note that for A = Ai(n;«;), tp satisfies y>(r) > 0 for r € [0,1] and 

<p(l) + K(pr(l) = 0 ((p is an eigenfunction). Hence, if A < Ai(n;«), it 
follows from Priifer's comparison theorem that tp(r) > 0 for r € [0,1] and 
<p(l) + Kipr(l) > 0. Thus, for A < AJ(AC), we have p > 0 if K > 0 and p = 0 
if K = 0. 

Now, we transform (2.5) to an exterior Neumann problem. 

Lemma 2.2. For A < Ai(n; «), set 

W(T) 
v(r) Tn-2 = h(r) 

9(r)' 
with 

h{r)=9{riiw)+py 
Then (2.5) is equivalent to 

1 
— (T^W^T + Q(T)W" = 0, r e (p^n-2\ oo), 

u>>0, r G (p1/(»-2) !00) ) 

U;T(/9
1/(n-2)) = Q ) l i m r"-2u ;(T) < 0 0 > 

where 

(2.7) 

(2.8) 

g(r) ; = („ _ 2)2
r(«-2)P+"-4

5(P+3)/2r-(n-l)(p-l)/(n-2)_ ^.9) 

Remark 2.1. Since T " - 2 = / r g(s)_1cis + p and g(r) = r"_1<p2, we see 
that r ~ 1/r near r = 0. 

Proof. By definition, we have 

Hence we obtain 

5«r = -

and 

(n - 2 )T 

5 d r ( n - 2 ) r n - 3 d r ' 

(Tn~2w)T) = - - — - ( T U > T + (n - 2)to) 
•n—3 ' n - 2 

, . I d . , ^s dr 

1 
= 7 o\2 n-3 (rWTT + (n - l)lUT) 

(n - 2)Jr™ d# 

= (n-2) 2T 2»-5</ r" W r ) r -
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Since <p(r) = g(r)xl2r (" 1^2, we see from (2.5) that w satisfies 

- L ( r " - V ) . + Q(T)U>P = 0 (2.10) 

with (2.9). Here, r varies on (p1/(-n~2\ oo) as r varies on (0,1) in view of 
(2.7). 

As for the boundary condition, note that r = 1 corresponds to r = 
pi/(n-2) fjence, we have 

5 ( 1 H ( 1 ) = - - L - l p V C n - ^ ^ l / ^ ) ) + ( n _ 2)W(pW"-»)} 

and «(1) = r n - 2 | r = 1 u ; = pwip1^-^). Thus v(l) + pg(l)vr(l) = 0 
implies iy r( /9

1/ (n_2)) = 0. Finally, we see that v(0) < oo implies 
limr-,00 Tn~2w{r) < oo by the definition of W(T). g 

In the critical Sobolev case p = (n + 2)/(n — 2), we have 

Q{T) = (n-2)2r2 (™-1)g2("-1) /(™-2)r_ 2 ("-1 ) /(n-2) 

= ( n _ 2 ) 2 ( ^ - ) 2 ( T l - 1 ) / ( n - 2 ) . 

Then, as in [9], the investigation of the behavior of QT, i.e., rhr — h is 
crucial. Useful Lemmas are given in Section 4. 

We enumerate concrete expressions of p and /i. First, we consider the 
case where A > 0. Let A = p?. From the definition of ip, we have 

„( ! ) + «¥>P(1) = 2 ( " - 2 ) / 2 r ( | ) / , - ( - 2 ) / 2 { j ( n _ 2 ) / 2 ( / , ) - «/xJn / 2(M)}. 

and 

pn~2K 
P 2"-2r2(n/2) J („_ 2 ) / 2(M)(J („_ 2 ) / 2(^) - KpJn/2(p)) ' 

We can calculate h(r) explicitly as 

KrJ(n-2)/2(M r) 
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Note that 

r1 ds _ I /"" *_ 
(n -2) /2 (*) 

7T I" J_(n-2)/2(*) 

2 ^ s i n ^ 7 r L J(„_2)/2(*) 

7T [ ^ - 2 ) 7 2 ( 0 ^ 

, n : odd , 
/zr 

, 2/x L J ( n _ 2 ) / 2 ( t ) . 

Let n = 2k - 1 (fc > 3). Then we have 

n : even. 
fir 

h(r)-rJ2 (,f(-V
k«J-(X-3/2M) (-l) fc+17rJ- ( fc-3/2) 

h(r)-rJk_3/2(,r)[ j ^ ^ + 2Jk_,/2^) 
00 

+-Jk-3/2(fj)(Jk-3/2(fj) ~ «M-4-1/2(M)) 

For an even dimensional case n = 2k (k > 2), we have 

T2 

}• 

^- l ( /"0{ 
TrNk-i(fJ.r) 7rA f̂c_i(/i) 

2Jfe_i(/xr) 2Jfc_i(/x) 

+- ;}• Jk-l(M)(>4-l(M) ~ KIJ,Jk(fl)) • 

Next, we consider the case where A < 0. Let A = — £2. Similar to the 
case where A > 0, we have 

ip(l) + KVr{\) = 2 ( " - 2 ) / 2 r ( ^ ) r ( n - 2 ) / 2 { / ( n - 2 ) / 2 ( 0 + < / n / 2 ( 0 } -

and 

£"~2K 
P - 2"-2r2(n/2)/ („_2)/2(0{/(r l-2)/2(0 + < 4 / 2 ( 0 } ' 

We can calculate h(r) explicitly as 

r l ds 

f1 ds 

K r / ( 2 n - 2 ) / 2 ( ^ ) 

J(n-2)/2(0{-*(n-2)/2(£) + «^n /2 (0} ' 
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Since 

I &l 
ds 

-2)/2 m =-[ 
_ 1 

dt 

£r tI(n-2)/2(t) 

IT ^(n-2)/2(t)]g 
•^(n-2)/2(0 -U^' 

we obtain 

Mr) 

.2 , , J / # ( n - 2 ) / 2 ( f r ) % - 2 ) / 2 ( Q \ 
rV2)/2ttr)U/(B_a)/3«r)-/(B_3)/a(0J 

+ ̂(n-2)/2(C){-f(n-2)/2(0 + « ^ n / 2 ( 0 } 

The exact form of /i(r) is necessary for the investigation of the structure 
of solutions by using the structure theorem in Section 3. 

3. Structure of solutions to the exterior problem 

Following the argument in Section 3 of [9], we show the structure the
orem for the exterior Neumann problem. Proofs of Lemmas and Theo
rem in this section are found in Yanagida and Yotsutani [20,21], Kawano, 
Yanagida and Yotsutani [10], Ni and Yotsutani [14], and we omit their 
proofs. 

In this section, we consider the auxiliary initial value problem 

1 
—-I(T

n-1wT)T+Q(r)wp
+=0, r e ( p , o o ) , 

w(p) =(3>0, lim T " _ 1 W T ( T ) = 0, 
(3.1) 

where w+ = max{tu, 0} and p > 0. 
When p = 0, the last condition in (3.1) is automatically satisfied pro

vided that limTiow(T) exists and is positive, and moreover wT(0) = 0 if 
and only if 

limT-f"-1 ' f sn-1Q(s)ds = 0 
no Jo 

(see, e.g., [14]). When p > 0, the Neumann boundary condition wT(p) = 0 
is imposed. In this section, we denote p1/^™-2) by p. We also impose the 
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following general conditions on Q(T): 

' Q(T)G C\(p,oo)), 

Q(T)>0, ^ 0 on (p,oo), 

(Q) { 
TQ{T)ZL\{~P,P>)), 

. r^^-^Qir) €L\(p', oo)), 

where p' £ (p, oo) is an arbitrarily fixed constant. It is easy to verify that 
Q(T) given by (2.9) satisfies (Q). We denote the solution of (3.1) by W(T; (5) 
or simply by W(T). 

We can show as in the proof of Lemma 7.2 of [14] that if a solution 
w of (3.1) is positive on (p, oo), then (Tn~2w)T > 0 on (p, oo). Therefore, 
according to the behavior as r —•> oo, we can classify solutions of (3.1) into 
one of the following three types. 

Definition. 

(i) w is said to be a rapidly decaying solution if w > 0 on [p, oo) and 
the limit limT_+0Orn_2u;(r) exists and is positive. 

(ii) w is said to be a slowly decaying solution if w > 0 on [p, oo) and 
the limit l im^oo TU~2W(T) — oo. 

(hi) w is said to be a crossing solution if w has a zero in (p, oo). 

We remark that a regular solution of (1.1) corresponds to a rapidly 
decaying solution of (2.8), and a singular solution of (1.1) corresponds to a 
slowly decaying solution of (2.8). 

We introduce the Pohozaev identity which is effective to study the ex
terior problem. Define 

P(T; W) := I T " " V { ™ r + (n - 2)™} + ^-Q(T)wp
+

+\ 

G w : = TrATnQ{T) -(n"2)
2
(p+1) fps^Q{S)ds}, 

and 

H(T) : = J _ / T 2 - ( n - 2 ) P Q ( r ) _ ( n - 2 ) ( p + l ) r s l - ( n - 2 ) p Q { s ) d s \ 
P ~r 1 -̂ Z JT ) 

By (Q), the function H(T) is well-defined. The following is a fundamental 
property of the Pohozaev identity. 
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Lemma 3.1. Any solution w of (3.1) satisfies the identity 

-^-P(T;W) = GT(T)WP
+

+1 (3.2) 

and its integral form 

P(T, W) = G(T)WP
+

+1 - (p + l) / G(s)wp
+wT ds. (3.3) 

Jp 
Note that 

,(n-2)(p+l)/2 
GT{T) = T(B-3><*+1>ffT(T) = I — (r-eQ)T (3.4) 

p -+-1 
with 

( n - 2 ) p - ( n + 2) 
0 = . 

Let us put 

TG := inf{r G [p, oo) | G(r) < 0}, 

TH •= sup{r £ [p, oo) | # ( r ) < 0}. 

Here we define TQ = oo if G(r) > 0 on (p, oo) and TH = p if # ( T ) > 0 on 
(p,oo). 

The purpose of this section is to introduce the following theorem, which 
is essential to the proofs of the uniqueness part of Theorems 1.4 and 1.5. 

Theorem 3.1. (Structure Theorem) The structure of solutions to (3.1) 
is as follows under the assumption (Q). 

(i) If TQ = oo, then the structure is of type C: •u;(r;/3) is a crossing 
solution for any (3 > 0. 

(ii) / / TH = 0, then the structure is of type S: W(T; f3) is a slowly 
decaying solution for any /3 > 0. 

(iii) IfO<Tn < TG < oo, then the structure is of type M: there exists 
/?* > 0 such that W(T;(3) is a slowly decaying solution for any 
fi G (0,/3*), W(T;(3*) is a rapidly decaying solution and W(T;/3) is 
a crossing solution for j3 € (/?*, oo). 

The relation between the structure for (3.1) and that in (1.1) is as follows: 

Theorem 3.2. 

(i) / / the structure for (3.1) is of type C of type S, then there exists no 
solution for (1.1). 
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(ii) / / the structure for (3.1) is of type M, then the structure for (1.1) 
is also of type M. That is, there exists a unique solution to (1.1). 

Theorem 3.1 is a slight extension of Theorem 1 of [20] in which only the 
case p = 0 is treated. See Theorem 3.3 of [9]. As is sated in the follow
ing, the exterior problem has a peculiar property, which is not necessarily 
possessed by the entire space problem. 

Lemma 3.2. Let p > 0. If 0 > 0 is sufficiently large, the unique solution 
W(T;0) of (3.1) is a crossing solution. 

For a small initial value, the behavior of W(T; 0) and P(T; US) has a specific 
limiting behavior. 

Lemma 3.3. For a solution w to (3.1) satisfies 

l i m ^ = l, lim ~L-P(T-W)=G(T) 
Pio 0 pio 0P+1 v ' v ; 

uniformly on [p, T] with any T > p. 

By the above Lemma, we can find an open interval of small initial values 
for which a solution W(T; 0) is a crossing solution under a specific condition 
of G. This lemma helps us to prove the multiplicity of solutions. 

Lemma 3.4. / / there exists T > p such that G(T) > G(T) > 0 on [T, oo), 
then W(T; 0) to (3.1) is a crossing solution for any sufficiently small 0 > 0. 

4. Critical exponent case 

In this section, Lemmas necessary to prove Theorems 1.4 and 1.5 are 
given. We state peculiar properties of Q in (2.11) here. That is, we are 
concentrated on the problem 

' J L ^ - V j r + (n - 2)2(^)2(n-l)/(n-2)tB<.n+2)/(n-2) = Q, T > p, 

< r r 

w(p) =0>O, lim Tn~xwT{T) = 0, 

(4.1) 
Since we are concerned with p = (n + 2)/(n — 2), we have 8 = 0 and 
GT[T) = {(n - 2)/2n}r"QT(T) by (3.4). Thus, for our problem, since 

Q ( r ) = , ( n - 2 ) 2 ( ^ ) 2 ( " - 1 ) / ( " - 2 ) , 
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we obtain 

GT{T) = ( B - % - 2 ) ' ( ^ r / M (k{r)-r
r
2

K{r))g(r)r^, (4.2) 

in view of dr/dr = — (n — 2)g(r)r"~3. Thus the investigation of h — rhr is 
crucial for our purpose and its concrete calculation is necessary. 

First, we give a sufficient condition for (iii) of Theorem 3.1. 

Lemma 4.1. Suppose that there exists ro € (0,1] such that h — rhr < 0 
on [0,ro) and h — rhr > 0 on (ro,l]. If there exists c$ > 0 such that 
\h — rhr\ > core near r = 0 with some i < n + 1, then the structure of 
solutions to (4.1) is of type M. 

Proof. By assumption, (4.2) implies that there exists TQ > p such GT > 0 
on [p, To) and GT < 0 on (To,oo). Hence we see TQ > TJJ in view of (3.4). 

Next, we prove that TQ < oo. By (4.2), since r ~ 1/r, since h(r) ~ r 
and since g ~ r n _ 1 , we have 

| G T ( T ) | > c i r n + < - 3 T 2 n - 3 ~ T n - ' 

with some ci > 0 near r = oo. Since t < n + 1 , r n _ ^ £ ^([p, oo)). Thus, we 
see J GTdr = —oo and rG < oo. From (iii) of Theorem 3.1, the structure 
is of type M. Q 

Unfortunately, the opposite sign case of h — rhr in Lemma 4.1 does 
happen in our problem. 

Instead, we give a sufficient condition for (i) of Theorem 3.1. 

Lemma 4.2. If h — rhr > 0 on (0,1], then the structure of solutions to 
(4.1) is of type C. 

Proof. Since h - rhr > 0 on (0,1], GT > 0 on (p,oo) by (4.2). This 
implies that G > 0 on [/>, oo) in view of G(p) = {(n - 2)/(2n)}pnQ(p) > 0. 
Thus, by (i) of Theorem 3.1, the conclusion holds. g 

Using the explicit form of h, we write down h — rhr. 
For A = p,2 > 0 and n = 2A; - 1(A: > 3), we have 

h — rhr 

= 2 {Jfc-3/2(/ / r)J-(fc-3/2)(H + Jk-3/2(fJ-r)J'_(k_3/2)(nr)j 

-2C(2k - 1, K, p)pr2Jk_y2(pr)J'k_z/2(p,r) 
(4.3) 
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with 

C(2k - 1 K u) = 2K + (~1)fc+l7r,/-(*-3/2>(/*){-7fc-3/2(/*) ~ wJk-iMn)} 
2Jfc_3/2(At)(Jfe_3/2(At) - KM^fc-l/2(M)) 

(4.4) 

For A = y? > 0 and n = 2k(k > 2), 

2 

h-rhr = ^{j'k_1{ti.r)Nk-1(iJ.r) + Jk-1{iJ.r)N'k_1(iJir)} 

-2C(2k,K,fi)fj,r2Jk-i(fJ.r)J'k_1(fir) 

with 

c , 2 f c ^ , = 2K + 7rJVfc_i(/i){ Jfc-i(/i) - KfiJk(n)} 

2Jfc-i(/i)(Jfc-i(M) - Kfj,Jk(n)) 

and for A = - £ 2 < 0, 

ft - r / i P = - ^ 2 { / ( ' n _ 2 ) / 2 ( ^ ) / C ( n _ 2 ) / 2 ( e r ) +7 ( n _ 2 ) / 2 (Cr) i f ( ' n _ 2 ) / 2 ^r )} 

-2C(n , /c, 0 ^ 2 / ( „ _ 2 ) / 2 ( ^ ) / ( ' n _ 2 ) / 2 ( ^ ) 
(4.5) 

with 

Cfa K) £) = « ^M)/2^), 
^(n-2) /2(0{An-2) /2(0+«^n/2(0} ^(n-2)/2(0 ' 

If n = 3, then the expressions are much simpler and expressed as follows: 

• / N 1 f . „ «(cot u, + u.) — cot/z ,„ „ . i 
/i(r) = — ^ sin2ur + \ p — ^ - - -Ml - cos2ur) \ w 2/ i l p « ( / i co t / x - l ) + l v ^ ') 

for A = /J,2, and 

, / x 1 f . , „^ «(£ — coth£) + coth£ .„ , „ , .1 
MO = ^ { smh2*r 4- - L ^ ^ l - co sh2^ )} 

for A = Mf2. 
In the following two Sections, we investigate h — rhr. We will show that 

Lemmas 4.1 and 4.2 are applicable for some range of A and for some other 
range, Lemma 3.4 is applicable. 

5. Three dimensional case 

In this section, we concentrate on the three dimensional case. Since 
proofs of Theorem 1.1 and 1.2 are shown in [9], we give sketchy proofs. 
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For n = 3, we have 

{ -i/fir2 + 0 ( r 3 ) for A = p? > 0, 

(1 - n)r2 for A = 0, (5.1) 

rjfir2 + 0(r3) for - & < A = - £ 2 < 0, 

at r = 0, and if A = —fJ.2, then 
/ 1 _ r / l r = _ ! / i 2 r 3 + 0 ( r 4 ) 

at r = 0. 

Moreover, we see that 

' 2 fir (sin 2/xr — v cos 2/zr) for A = /u2 > 0, 

(/i - rhr)r = -j 2(1 - K)r2 for A = 0, (5.2) 

k 2£r ( - sinh 2£r + 77 cosh 2£r) for A = - £ 2 < 0. 

Taking these behaviors into account, we can check the number of zeroes 
of h — rhr. 

Proof of Theorem 1.1 . Let a G [0,1]. For A G (/xf, /x2,), we can prove that 
the conditions in Lemma 4.1 are fulfilled. Then by (ii) of Theorem 3.2, we 
see the existence of a unique solution to (1.1). 

For A e (—C2iMi]> t n e conditions in Lemma 4.2 are satisfied. By (i) of 
Theorem 3.2, we see the nonexistence of a solution. Q 

Proof of Theorem 1.2. Let K > 1. For A G [—/x^Mo)' t n e conditions in 
Lemma 4.1 are satisfied. By (ii) of Theorem 3.2, we see the existence of a 
unique solution to (1.1). rj 

Unfortunately, for A < — /J.2, we cannot expect Lemma 4.1. What we 
have is Lemma 3.4. However, by using the global bifurcation Theorem due 
to Rabinowitz [17] and the result by [4], we can prove Theorem 1.3. 

Proof of Theorem 1.3. By Rabinowitz [17], the solution-curve {(A,u) G 
R x C([0,1])} which bifurcates from (/i$, 0) goes to 00 in R x C([0,1]). 
For A G [—MIIMO)) by Theorem 1.2, the cannot bend back to this region. 
Moreover, due to the result by [4] on the Neumann problem, the solution 
curve cannot intersect with the solution curve under the Neumann condition 
unless u = 0. Since the non-trivial solution-branch blows up at A = —/i2 

with //„ satisfying /i»tanh/i» = 1, our solution-branch blows up between 
[—fi2,— ^2]. By using Lemma 3.4, we can see that the blow-up point is 
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A = —yu.| a n d obtain the multiplicity of solutions and the blow-up behavior. 

• 

6. Higher dimensional case 

In this Section, in order to prove Theorems 1.4 and 1.5, we investigate 
the behavior oih — rhT. First, we consider the case where A = p? > 0. We 
obtain the expansion of h — rhr. 

Lemma 6.1. Suppose that fi > 0 is sufficiently small. On [0,1], there holds 
for n = 2fc — 1 with k > 3, 

h — rhT 

4 / i V - { ( 2 f c - 3 ) K - l + 0(/i2)}r2fc-2 (6.1) 
(2A;- l ) (2fc-3)(2/c-5) 

+0(M
2r2fc+A5) 

for n = 2k with k > 3, 

h — rhr 

/ i V — -{(2k-2)K-l + 0(v2)}r2k-1 

2k(k-l)(k-2) 

+0(M
2r2 f c + 1+A^ 

(6.2) 
and for n = 4, 

h — rhr 

= ^ log ^ - {(2* - 1) + ^ log | + 0{f)y + 1(27 + 1) A 3 

+0(p 2 r B + A6 log(f«")) , 
(6.3) 

where 7 is </ie Euler number. 

We are now ready to prove (a) of Theorem 1.5. 

Proof of (a) of Theorem 1.5. Suppose that /u > 0 is sufficiently small. 
If K > l/(2fc - 3) in (6.1), or if K > \/{2k - 2) in (6.2), or if K > 1/2 in 
(6.3) (in either case, these conditions are expressed as K > l / (n — 2)), then 
h — rhr < 0 on (0,1]. Moreover, since \h — rhr\ > cor3 holds near r — 0, 
with Co > 0, from Lemma 4.1, the structure of (4.1) is of type M, i.e., there 
exists a unique radial solution to (1.1) by (ii) of Theorem 3.2. rj 
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In case of 0 < K < l / (n — 2),h — rhr changes its sign on (0,1]. We can 
prove that the zero of h — rhr is unique and thus we can prove a part of 
(a) of Theorem 1.4. 

Proof of the uniqueness part of (a) of Theorem 1.4- Let r$ := ro(k,fi) 
be a zero of h — rhr. In view of the expansion in Lemma 6.1, we have, for 
n = 2k-l, 

4 
ro = {1 - (2fc - 3)K}(2k - l)(2k - 3)(2fc - 5) 

JJ,2k-5 

), 

for n = 2k, 

ro = .{ l -2( f t - l )K}2fc( i fc- l ) ( fc-2) 

and for n = 4, we have 

i + i 

ro 
. 2 ( 1 - 2 K ) 1 I \ _ , . 2 ( 1 - 2 K 

= M e x p { — i — g - ^ } l + 0 ( e x p { — i — 

+ 0(fx 

(6.4) 

(6.5) 

(6.6) 

with some constant M > 0. In either case, at r = ro, we can prove that 
h — rhr is non-degenerate and the uniqueness of ro follows. Since we have 
already seen \h—rhr\ > c(n)fx2r3 near r = 0 with c{n) > 0 as in the proof of 
(a) of Theorem 1.5, the fact that the structure of (4.1) is of type M follows 
by Lemma 4.1. Hence the uniqueness of solutions to (1.1) are ensured by 
(ii) of Theorem 3.2. rj 

As for the blowup property described in Theorem 1.4, we need informa
tion of structure at A = 0. 

Lemma 6.2. Let A = 0. 

(i) If0<n< l / (n — 2), then the structure of solutions to (4.1) is of 
type C. 

(ii) If K > l / (n — 2), then the structure of solutions to (4.1) is of type 
M. 

For K > l / (n — 2)with A = 0, we have a unique radial solution to (1.1) 
of the form 

-, - ( n - 2 ) / 2 
n ( n - 2 ) i - V a 1 r n(n - 2) 1V2 U{r) r n ( n - 2 ) -1-1/2 1 r n ( n - 2 ) \ 

\(n-2)K-l) + n(n-2)\(n-2)K-li n(n-2) i(n-2)t 
(6.7) 
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and note that 

„ , „ . f n(n-2) - | ( " - 2 ) / 4 

Let 

U(r;a) := [a-2A"-2> + —±—aV(^)r2] (" 2 ) / 2 (6.8) 
L ro(n — 2) J 

with a > 0. We can prove that V(r) := dU(r)/da\ _ does not satisfy 
the boundary condition KVT{1) + V(l) = 0. This implies that U(r) can be 
uniquely continued to the region where A < 0. Thus, we have the following. 

Lemma 6.3. The unique solution (6.7) is nondegenerate at A = 0. 

We now prove the blow-up behavior. 
Proof of (a) of Theorem 1.4 completed. At A = 0, the structure of solu
tions to (4.1) is of type C. Since the zero of the solution W(T; A; /?) to (4.1) 
is continuously dependent on A and (3, the set of (A, /?) so that W(T; A; /?) 
has a zero is open. Hence, for any fixed 0 > 0, we can take A(/3) > 0 
such that W(T; A; /?) has a zero for any 0 < A < A(/?). Thus, in view of the 
type M structure of (4.1) for small A > 0, /? > 0 such that W(T; A; /3) has a 
zero satisfies /?>/?*, where /?* is the initial value for the unique solution 
W(T; A;/3*). This implies that /3» —> 0 as A J, 0. Since a solution u(r) to the 
equation of (1.1) with u(0) = a > 0 sufficiently small never satisfies the 
boundary condition (see, Lemma 5.2 of [9]), the initial value corresponding 
to W(T; A; /3») tends to infinity as A J. 0. Thus u(0) —> 00 as A j 0. rj 

Finally, we consider the case where A = — £2 < 0. Similar to Lemma 
6.1, we have the expansion of h — rhr. 

Lemma 6.4. Suppose that£ > 0 is sufficiently small. Then, on [0,1], there 
hold for n — 2k — 1, 

h — rhr 

A £2^3 
t 2 \ 1 „ 2 f e - 2 

4£ 2 r 3 

(2*-l)(2*-3)(2*-5) - { ( 2 f c - 3)K - l + ° i e » r ( 6 - 9 ) 

+0(£2r2/ :+£4r5), 
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for n = 2k with k > 3, 

h — rhr 

- ^ {(2k - 2)/e - 1 + 0(£2)}r2k-1 

2k{k-l){k-2) 

+ 0 ( £ 2 r 2 f e + 1 + £ 4 r 5 ) , 
(6.10) 

and for n = 4, 

h —rhr 

£2r3 £r 
l o g ^ - |(2« - l ) + ^ l o g | + { « ( « - ! ) + | + 7 + O ( 0 K 2 } r 3 

2 ° 2 

- J (27 + ^ )£ V + 0 ( £ V + £4r5 log £r). 

(6.11) 

Proof of (b) of Theorem 1.4- Suppose that £ > 0 is sufficiently small. 
If K < l/(2fc - 3) in (6.9), or if K < I/{2k - 2) in (6.10), or if K < 1/2 
in (6.11) (in either case, these conditions are expressed as K < l / (n — 2)), 
then /i — rhr > 0 on (0,1]. Hence, from Lemma 4.2, the structure of (4.1) 
is of type C. By (i) of Theorem 3.2, the original problem does not have a 
solution. Thus, there exists e± > 0 such that (1.1) does not have a solution 
for —£i < A < 0. rj 

At r — 1, in view of the expansion (6.9), (6.10), or (6.11), if £ > 0 is 
sufficiently small, we have 

h — rhr 
< _ ( n - 2 ) i « - l < a 

r=l 2 

This implies that the structure of (4.1) is neither of type C or of type M. 
We will prove that there exists a rapidly decaying solution with small initial 
value. (See Theorem 2 of Yanagida and Yotsutani [20]). Indeed, we have 
the following lemma. 

Lemma 6.5. Let K > l / (n — 2). Then, if £ > 0 is sufficiently small, 
there exists a unique r1(fc,£) > 0 such that h — rhr > 0 on (0,ri(fc,£)) and 
h — rhr < 0 on (ri(fc,£), 1). 

Proof. Prom Lemma 6.4, we see that h — rhr > 0 near r = 0 if £ > 0 is 
sufficiently small. We prove the uniqueness of the zeros of h — rhr. Since 
the coefficients in h — rhr with £ > 0 is exactly the same as that with 
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/j, > 0 for n > 5, we can follow the proof of (a) of Theorem 1.4 to get the 
conclusion. Indeed, Let r\ := ri(fc, JJ) be a zero of h — rhr. In view of the 
expansion in Lemma 6.4, we have 

r\ {{2k - 3)K - l}(2fc - l)(2Jfe - 3)(2& - 5) 

+0(£ 1 + 3 
(6.12) 

for n = 2k — 1, 

1 -i '_ 

"""'f^ + O(£ 1 +**0 (6.13) ri L{2(fc-l)K-l}2Jfe(Jfc-l)(A:-2) 
t i + ^ -

for n = 2k, 

r 1 = M 1 r 2 e x p { - ^ f ^ } { l + 0 ( e x p { - ^ ^ } ) } , (6.14) 

with 

Mi = 4[exp{-27 - 1 - K(K - 1)}](1 + o(l)). 

for n = 4. In either case, at r = 7^, we can prove that h — rhr is non-
degenerate and the uniqueness of r\ follows. rj 

From Lemma 6.5, the following holds immediately. 

Lemma 6.6. If K> l / (n — 2) and £ > 0 is sufficiently small. Then there 
exists Po = f3{K,£) such that a solution W(T;£;/3) to (4.1) has a finite zero 
for any {3 e (0,/30). 

Moreover, we can prove the existence of a solution to (1.1) with a large 
initial value. Intuitively, this fact is explained as follows. Take /? > 0 and 
£o > 0 sufficiently small so that W(T; £O;/3) has a finite zero. When £ = 0, 
W(T;0 ; /3 ) is a positive slowly decaying solution. Thus, in-between, we can 
find a suitable £j > 0 such that W(T;£ I ; / ? ) is a rapidly-decaying solution. 

Lemma 6.7. For K > l / (n - 2), if @ > 0 is sufficiently small, then there 
exists sufficiently small £* = £*(/?, K) > 0 (£*(/3;«) —• 0 as (3 —» 0) such 
that u;(r;£*;/3) is a rapidly decaying solution. 

We translate this Lemma to the original problem. Note that small 
tu(l;£i;/3) corresponds to a solution for (1.1) with large initial value. A 
large solution is somewhat close to the exact solution at A = 0 as expressed 
in (6.8) and this smallness and largeness correspondence follows. 
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Proof of (b) of Theorem 1.5. By the non-degeneracy of U(r;ao), the 
solution obtained by the continuation of U(r; ceo) to A < 0 region is not 
a solution derived by u;(r; £*;/?) in Lemma 6.7 by the transformation in 
Section 2. Thus, we obtain at least two different solutions. 

As for the blowup property, we argue as in the proof of Theorem 1.4. 
As £* | 0, the initial value of the solution u(r;£) of (1.1) corresponding to 
w(T:€*',f3) g ° e s to infinity. Hence the blowup property is proved. rj 

7. Related topics 

Our obtained solution branch is a part of the imperfect bifurcation 
branches. Rigorous and mathematical analysis is done in Kabeya, Mor-
ishita and Ninomiya [8]. See the Figure 5 below. On each connected branch, 
the number of the critical points of the solution on the branch is constant 
(solutions have the same mode). Thus in Figure 5, the left branch is that 
of the solutions having one critical point and the right branch is that of 
solution without any critical points (monotone decreasing solutions). From 
the perturbation point of view, how the branches vary from the connected 
bifurcation diagrams on the homogeneous Neumann problem is stated in 

[8]- _ _ 
Similar bifurcation diagrams are numerically obtained by Stingelin [18], 

who is a former graduate student of Professor C. Bandle. 

Figure 5. The bifurcation diagram of the problem (1.1) with n = 3 and K = 2000. 
The horizontal axis is A and the vertical axis is u(0). 
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GINZBURG-LANDAU FUNCTIONAL IN A THIN LOOP 
A N D LOCAL MINIMIZERS 

SATOSHI KOSUGI and YOSHIHISA M O R I T A 

Department of Applied Mathematics and Informatics 

Ryukoku University 

Seta Otsu 520-2194 JAPAN 

We consider the Ginzburg-Landau functional in a 3-dimensional loop which has 
thin cross section. It is formally shown that this functional is approximated by 
a reduced functional in a 1-dimensional ring. In this article we rigorously prove 
that if the reduced functional has a nondegenerate local minimizer and if the cross 
section is sufficiently thin, there exists a local minimizer of the 3-dimensional one. 

1. Introduction 

In the Ginzburg-Landau theory of superconductivity a macroscopic super
conducting state in a superconductor is represented by a complex order 
parameter * . Taking account of the magnetic effect into a model yields the 
celebrated Ginzburg-Landau energy functional in the superconductivity [3]. 
The Ginzburg-Landau equations are the Euler-Lagrange equations for this 
functional and a macroscopic physical state is realized by a solution of the 
Ginzburg-Landau equations. 

In this paper we are dealing with a mathematical problem concerned 
with a superconducting phenomenon in a thin superconducting sample with 
an applied magnetic field. More precisely we consider a 3-dimensional tubu
lar loop of the sample and consider local minimizers of the Ginzburg-Landau 
functional provided that the loop is very thin. We set up such a domain. 
Let 

L := {p(s) £ 8 3 : s e R } 

be a 1-dimensional loop, where p = p(s) is an R3-valued function of class 
C°° with period (. (say C°°(R/£Z;]R3)) and s is the arc length parameter 
of L. We denote by {[ni(s),n2(s),n3(s)] : s G M} a family of orthonormal 
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basis such that 

rij e c°° 3) 0 ' = 1.2,3) 

and the linear map y —> S j= i J / j n i ( s ) o n ^ 3 *s orientation-preserving for 
each s. Define a vector-valued function P£ on M3 

Pe{y) •= p(Vi) + £2/2 P2{V\) n2{yi) + ey3 p3(yi) n3(yi) (1) 

where £ is the positive parameter and p2 — p2(s) and p3 = p3(s) are smooth 
positive functions with period I. With the aid of Pe (y) we define a tubular 
loop fl(e) by 

{1(e) := L = Pe(y) :0<yi<£, \y'\ = (f) < l | (2) 

We take ep > 0 small so that for each e £ (0, ep) the mapping P£ : R/£Z x 
{|j/'| < 1} —> fi(s) is a bijection. 

Now we consider the Ginzburg-Landau energy in the domain Q(e) with 
an applied magnetic field 

&(*, ̂  = \Jns {l(V - ^ ) * | 2 + f (1 - |*|2)2} dx 

+ % [ \rot A-H\2dx, (3) 

where A is a magnetic vector potential, a and (3 are positive constants, and 
H is the applied magnetic field. We let AH be a vector potential of i / , 
namely it satisfies 

H = rot AH, div Aff = 0, AH e H 1/TD>3 . 3 )nc 1ro3 • ro3 
)• (4) 

For the study of the functional (3) with small e, it is natural to consider 
a limiting behavior as e —> 0. Scaling Ge/e2, we can formally compute the 
limiting behavior as Q£/e

2 —> G, 

GW:=i/{ — iai(s)ip a , + f(l-H2)2^m(S)rfS, (5) 

where ip(s) is a C-valued function with period £, «i(s) and m(s) are defined 

as 

oi(s) := (ni(s),^H(p(s)))R3, m(s) := /92(s) /93(s) (6) 
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(refer to [1] and [12]). We here used the Euclidean inner product (£, T?)R3 = 
^2j=i^jVj f° r €,V e ^ 3- Since the limiting functional (5) is much sim
pler than (3), mathematical justification of this reduction is an important 
problem. 

In this article we establish that if there exists a nondegenerate local 
minimizer Vo of (5), (3) allows a local minimizer ($S,A£) near {(^,A) = 
(e^Vo.-Aff) : 7 £ R} with respect to a norm, where nondegenerate implies 
that the normal direction to the continuum of the solutions {eI7V>o : 7 £ 
R} is hyperbolic, (see (A2) in Section 2). Thus (5) certainly works as a 
simplified Ginzburg-Landau model of (3) under a certain situation. 

We remark that there are some mathematical results for the reduction 
of the Ginzburg-Landau energy in a thin domain to the one in a lower 
dimensional domain. In fact the present paper is closely related to the 
works [4] and [10]. The readers also refer to [1], [11], [12], and [13]. As for 
some studies for the reduction energy see [7], [8], and [9]. 

The rest of this article is organized as follows: In Section 2 we state 
the main result and present some examples of the domain. In Section 3 we 
show a key lemma which gives an estimate of the energy. Finally we prove 
the main theorem in Section 4. 

2. Main result 

Hereafter we regard the space C as a vector space R2 with scalar R. We 
thus identify a complex valued function ty(x) = Re"i(x) + i I m ^ a ; ) with 
a vector valued one (Re\IJ(a;),Im\I>(x))T. 

Let us define some function spaces which are used in this article. We 
denote by L2

rm(R/^Z; C) a Hilbert space of C-valued functions with period 
I in L2

oc(R) equipped with the inner product 

faM)i= (R/«z;c) :=Re / ip{s) <j){s)* irm(s) ds, 
Jo 

where 4>(s)* stands for the complex conjugate of <A(s). We also define a 
Hilbert space H*m(R/£Z; C) as a subspace of L 2

m (R/ fZ; C) which consists 
of all functions whose weak derivative is in L^m(R/£Z;C). The bilinear 
form 

\ab a s / L 2 m ( R / « . c ) 

is an inner product of H*m{R/eZ;C). Let G(fc)(V',<A) (A; = 1,2) be deriva-
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tives of G defined by 

G ( f c W ) = ( | ^ + ^ ) ) _ ( V , < £ e / ^ m ( K / « ; C ) ) . (7) 

In this paper we assume 

(Al) Vo belongs to Hlm(R/eZ;C) and satisfies 

IIV'OIIH^CR/^C) ¥" o, 

G(1)(^o,0)=O (y<j>€Hlm(R/lZ;C)), 

(A2) there exists /io > 0 such that 

G ( 2 ) ( l M > /X0 ||<AHi,m(K/«;C), V0 G ( # 0 ) ^ ^ ( K / « « 

where 

( # o ) X i - ( K / f f l ; C ) = {0 G Hlm(R/eZ;C) : {<t>^Q)LlmWa,c) = 0}. 

The invariance of rotation tells that a continuum {e^i/'o : 7 G R} is a 
set of local minimizers of the energy G(ip). We shall show that a local 
minimizer of G£($>, A) exists in a neighborhood of the continuum {(^, A) = 
(e'7(/>o,^ff) : 7 G R} if £ is sufficiently small. To deal with the energy 
Q£(ty,A) in the neighborhood, we set up function spaces. Define 

Y := {B = (B1,B2,B3)
T G L6(R3;R3) : VBj e L2(R3 ;R3)}. (8) 

Then Y is a Banach space with the norm 

\\B\\Y '•= ||VS||z,2(K3) 

by virtue of the Sobolev inequality. Taking the gauge invariance into ac
count, we fix the gauge so that a subspace Z of Y is given by 

Z:={BeY : d i v 5 = 0}. 

Let 

Cl:={y£R3:0<y1<£, \y'\ < 1} 

be a stretched domain of Cl(e). Given function * = ^(x) (x G £l(s)), we 
denote a transformed function $ = $f(y) by 

*(y) :=*(a:) , z = Pe(y) (y G fi) 
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and define inner products as 

m ./n 

(*> *)ffj,(n;c) : = R e / < W » ) > vy*(2/))c^ m(»i) dy + (<£, ^)LU?l,C) 

where m(j/i) is defined in (6) and (-.^cs is the Hermitian inner product 
<£, »7)C3 = £T ^ = £ ? = 1 & *7* G C (C, r? £ C3). Put 

ai = aj(s) '•= {nj(s),AH(p(s)))K3, (j = 2,3), 

<P2(s) 0 * - ' < • " - t e w ) - * -«< •>= - ( ' 0 /93(a), 

and 

ee(y) :=exp(i£( JR(y1)a'(y1),y')K2). (9) 

We note that 

(Pe(y) - p(yi),AH(P(yi)))m3 =e(i2(j/i)a /(j/1),j / '>R2. 

Using -i/'o and (9), we define an approximate solution as 

*o,e(a:) = *o,e(l/):=^)(yi)ee(tf) ) y = P " 1 ^ ) ( i S ^ ) ) (10) 

and a ^-neighborhood of the continuum {e^^o.e : 7 £ R} as 

Ee(J) := {* € H^Sl^C) : inf ||tf - e ^ l l ^ i (n;c) < *}• (H) 

Now we state the main result. 

Theorem 2.1. Assume (Al) and (A2). TTien i/tere eiisi a positive con
stant SQ > 0 and a positive function SQ — SQ(5) > 0 (V<5 £ (0,<Jo)) swc/i 
that for each 5 € (0, <Jo) a^d e £ (0,£o(£)), f/ie Ginzburg-Landau energy 
Qe{^,A) has a local minimizer ($,A) = (*e,^4e) £ Se(<5) x Z. 

We here remark that the Ginzburg-Landau equation corresponding to (3) 
is written as 

( V - i A ) 2 * + a ( l - | * l 2 ) * = °> i e f l ( £ ) , 
( ( V - i A ) * , i / ) C 3 = 0 , a; £ 50(e), 

/ 3 r o t ( r o t A - F ) - I m ( * * ( V - i A ) * ) x n ( £ ) = 0, a; £ R3, 
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where v is the outward normal vector on <9fi(e) and xsi(e) is the character
istic function. On the other hand the simplified Ginzburg-Landau equation 
corresponding to (5) is 

m-^j2 {m(s) (J; ~ if li(s)) } % + " ( ! - IVf )V< = o, seR, 

ip(s + £) = ip(s), s e t . 

As an application of Theorem 2.1 we consider a simple situation where 
the tubular domain fl(s) has a uniform thinness, that is, P2{s) = pa(s) = 1. 
Then the simplified functional (5) has an Euler-Lagrange equation 

(-j;-™i(s)) V + a ( l - | V | 2 ) ^ = 0, i>{s + £)=i>{s). (12) 

Put 

i re 

Given fcgZ, the equation (12) has a solution 

i/)k(s) = y/l - (2kir/e - n)2/aexp (i(2kTr/£ -fi)s + i f a^drj (13) 

if a > (2kir / £ — n)2. It is known that this solution satisfies the assumptions 
of Theorem 2.1 for a > 3(2kir/£ - /i)2 - 2TT2/^2 (see [9] and [15]). Hence 
the theorem tells that there exists a local minimizer of (3) near the solution 
(13). 

Before concluding this section we will compute ai(s) for specific loops. 
We let the applied magnetic field H be constant and perpendicular to the 
xiX2-plane, namely H = ha(0,Q, l ) T for a constant ha. Then we obtain a 
vector potential 

AH = (ha/2){-x2,x1,0)T 

and we can compute ai(s) by (6) with ni — dp/ds. 
First consider 

V = P<p(s) = (cos s, cos y> sins, sin y> sin s ) T ( s € K ) , (14) 

for a fixed tp € [0,2TT). The loop of (14) is obtained by rotating the unit 
circle po(s) = (coss,sins,0)T around the xi-axis with the angle ip. From 

—¥- = (— sin s, cos ip cos s, sin (p cos s) , 
as 
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we easily see \dpv/ds\ — 1 and 

ax{s) = {dpv/ds,AH(p{s)))^3 = (ha/2)cosip. 

This implies that the effect by the applied magnetic field vanishes when 
ip = 7r/2,37r/2, and it is maximized if the angle <p takes 0 or n. 

Next consider 

V = Ps(s) = (sinrcos(cosr),sinrsin(cosr),(5cosr)T , T = T(S), (15) 

where S is a nonzero constant and T(S) is taken so that 

\dpg/ds\ = (cos2 r + sin4 r + S2 sin2 T)1/2\dr/ds\ = 1 

holds. Note that if S = 0, the curve of (15) is lying in the x 1X2-plane and 
it intersects itself at the origin (See Fig. 1). 

Fig. 1: A curve given by putting 5 = 0 in (15) 

For ps(s) we easily compute 

ha sin3 r dr 
ai{s) = - -

In this case it holds that 
2 ds 

2TT f ha f 
I ai(s)ds = — - ^ / s i n 3 r d r = 0, 

Jo 2 J0 

from which ^ = 0 in (13) follows. 

3. Lower estimate of the functional 

Define 

In this section we estimate Ee{^, B) — E£(<S!0te, 0) (see Lemma 3.9 below). 
As shown later, a lower bound of this energy difference plays an important 
role to prove the theorem. 
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3.1. Notation and preliminary 

We here introduce some notation to estimate the energy. For each 7 e 
and * G ̂ ( ^ ( e ^ C ) , we put 

# 7 , £ := e<-ir*o,e (i-e. *7 ,efo) = e^e£(j/) Vo(2/i)), 

and 

Q2 := ^ Re / { { £ > A H * 7 , £ , £ ) A H $ ) C 3 - a ( l - |# 7 , £ | 2 )# 7 , £$*} cfa, 
£ Jn(e) 

Q3 := r ^ / { |A4„$|2 + 2a(Re(tf7,£$*))2 - a ( l - |*7 ,£ | W } dx, 

*e J (1(E) 

Q4''=^l(le {2aRe(*7,e**)l*|2 + f l* | 4 }^ . 

I(l(e) 

Xe) 

1(e) 

where DA = Vx-iA and $ = * - \&7i£. Then a direct calculation implies 

£e(tf, S) - ££(#o,£ , 0) - £e(tf, B) - ££(*7 > £ , 0) 

We shall estimate each Qj in the next subsection. To carry out it, we need 
to use the change of variables x = Pe(y) frequently. For convenience of 
computations we introduce the notation below. Let Dx/Dy be the Jacobian 
matrix 

Dx _ / d d d . 
Dy ' \dyi e' dy2

 e' dy3
 £ ' ' 

Then it is clear that for x = Pe(y), 

DxT fDT-l\T -
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if Dx/Dy l exists. Put 

R3 
n =Ti(y) :=y2p2(yi)(-j^(yi),ni(yi) 

+ 2/3 P3 (yi) ^ - ^ 7 (yi), «i O/i) 

/ v 2/2 dp2, s , y3P3(yi) /dn3 r2 = My) := —— — (yi) + —— / ( ^ jTl2 y i 
/°2(yi) rfs M2/i) \ as J R3 

, s V2P2(yi) /dn2 \ y3 dp3 

R3 

^3(2/1) \ ds E3 P3(2/l) ^S 

Then a simple calculation implies 

Dx 
— = ((1 4- £ n ) m + £p 2 r 2 n2 + £/03r3n3 , e p2n2, e p3n3), 

£>y _ Da; - 1 

D~x'~ D~y 

(l + e n ) " 1 ^ l^,T 
\ 

- r 2 ( l + E r i ) - 1 ^ + ( e p a ) " 1 ^ 

V- r 3 ( l + e n ) " 1 ^ + {ep3Y
lnl,j 

DyDyT_ 1 f M f l r , ^ , 1 (0 0 
£>x Dx (1 + e n ) 2 V - W l ' ^ j j £ 2 ^ 0 H(yi ̂ 2 ' ' 

Dx 
d e t — = £ 2 ( l + £r1(t/))m(2/i). 

(17) 

(18) 

(19) 

(20) 

3.2. Estimate of Qj 

We first estimate Q\. Put 

£1 :=min{£p,l/2||ri||Loo(s=j)}. 

Then we have the following lemma: 

Lemma 3.1. If e & (0,£1], there exists a positive constant C\ 
CI(AH,CI,TJ,PJ) such that 

Qi > - J \\n2
HUa;C) (^ 4 / 3 l l^ l l^ (n ; C ) + ^ 2 / 3 H ^ 1 V ^ I I ^ ( n ; C ) ) • 
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Proof. A direct calculation yields 

3 i = A / \*(x)B\2dx + \ [ (AH,B)m\*(x)\2dx 

- \ \ Im(Vx*,VB)c3dx+^ ( NB\2dx, (21) 

where we used || rot£?||L2(K3) = ||V5||L2(R3) for B £ Z. By the Holder 
inequality we have 

4 / (AH,B)Ks\V(x)\2dx 
e JQ{s) 

< £~ m i / | | L ~ ( n ( e ) ) | | - B | | L < i ( R 3 ) | | * | | L i 2 / 5 ( n ( £ ) ; C ) . 

With the aid of the Sobolev inequality and changing valuables, 

||-B|U«(R3) < (const.) ||VB||L2(R3), 

\\nL^{n{^c)=(KJA^{y)\lVbe2{l+er1{y))m{y1)dy 

<(i + 4Ti\\L~m)5/u£5/6\\nL^{n.,C) 

< (const.) e 5 / 6 | | * | | ^ ( n ; C ) . 

Thus there exist a positive constant Cn such that 

5/12 

\ f (AH,B)R,\*(x)\2dx 
S- 70(e) 

'(n(e))||*llHii(n.c)||VB| L2(IR3) 

< "11 ' 

P ,ll*llk ' ^ H^llL-(n(e))ll*Htwft.- + ^ l l ^ l ,(fi;C) ' 4 £ 2 l 
2 
L2(E3)-

(22) 

Similarly, using the Holder inequality, the Sobolev inequality, and changing 
valuables, we obtain 

\ f Im(Vx*,*S)C3da; 
£- JQ(e) 

- 2 <£-2\[V${\L2inie).C)\\V\\L3{Q{e).C)\\B\\L6(m) 

<C 1 2 £ - 4 / 3 | |V* | | L 2 ( f i ( £ ) ; C ) | | * | | H i i ( ^ . c ) | |VS | | L 2 ( R 3 ) 

^12 P 
^ J^^nhme)iC)\m\2

HUn.,c) + £ i l | V £ | | £ a ( R S ) , (23) 
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where C\i is a positive constant. Thus applying (22) and (23) to (21) yields 

~ 0s^nhn(ey,C)\\n
2

Hrmia.,Cy (24) 

It follows from (19) that 

Dx 'y~'Dx • W P - S V S V 
/ C3 

Y^'DxDx y ]c, 

_ l ^ ^ - ( V ^ , r V | 2 | f l ( y i ) - % $ | 2 
(l + en)2 + e2 

and hence 

HV*||ia(n(e)ic) =£ 2 / — / » ' / C ' m(yi)dy 

+ / j i r ^ t f l ^ l + erijmfoijdy. 

If e G (0,e\], we obtain 

l|V*||£2(n(e);c)<2£2(l + llr'liz,=c(n)J W^W 
2 

+ | l l f l - 1 ^ * l l k ( f l « -
Combining (24) with this inequality leads us to the desired inequality. D 

Next we estimate Q2. 

Lemma 3.2. For any 7 s 8 , i/e 6 (0, ej], i/iere exists a positive constant 
C2 = C2(ipo,ce,Ajf,Cl,Tj,pj) such that 

Q2 > - ^ l l ^ ' V y ^ l l ^ ^ o -C2s(l + ||$||Hii(n;C)) 

where $ = ^ — $1>e. 

Proof. Put 

'^•(y) := {nj(yi),AH(Pe(y)))tP U = 1,2,3), 

fA2(y)\ (25) 
X'fo) := 
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By changing valuables and (19), we have 

(DAHyitS,DAH$)C3 

= (Vz#7)e - iVy,eAH, Vx* - i$AH}C3 

/ - DxT ~ Dv DvT ( - ~ DxT ~ \ \ 

^ , ^ - ( 7 ^ 7 , t , r V - - , \ p y i $ - < V v > $ , r V 
1 + e r i * 7 ' £ j I 1 + e r i 

Let 

V>7(s) :=e i 7Vo(s). 

Since * 7 ] £ = il>-y(yi)ee(y), 

d y i ^ = —e£(y) + d - ^ , 

and 

we have 

y,>%,e = ie%Ay)R(vi)a'(yi)> (26) 

— lA\ W7 e 

1 + £Ti 

= e£ ( ^ ( 2 / i ) - ^1^7(2/1) + ^ 1 ( 0 

£Ti (i-07 i e ^ / a 

where 

1 + £T\ as 1 + £T\ \ay 1 

+ i(ai - i i ) V y 

By a simple calculation, it holds that 

= hE (^(H*) -™i(*o) - (V,^,r')c2 + W2(£)$ 
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where 

W2(e) = is | ^ A - n i x + ^-{Ra',y')RA . 

By using (26) again, we have 

\ /R-1 Vy *7 ,e - ie *7,£ A
1, R'1 Vy,$-ie$A'} ^ 

= ^ («' - A', i?-1 V ^ ) c 2 + * , , . (A' - a', I A')c2. 

Taking dx = e2 (1 + £T{) m(j/i) dy into account, we have 

Q2 = R e ^ ( ^ ( f f i ) - iailM»i) + ^i(e)) 

(~ (*e*) -»a 1 ($e*) -e ;<%.* ,T ' )c»+W 2 (e )*e^ mdy 

+ Re / ^ ^ (a ' - A', fl_1ty*\ (1+en)mdy 

+ Re / * 7 i e / i ' - a ' , $ i ' \ 2 ( l + e n ) m d y 

- R e /a ( l - |V>o | 2 )* 7 , £ ^*( l+£Ti )mdy 

= R e - / " G«(V7,(e:$)(-,y'))<V 

- R e (ee(^(^ -iai^RT' -%^{a' - A'),R-lVv>§\ mdy 

+ Re A W3(£)m(yi)dy 

where W3(e) is a term of 0(e) given by 

W3(e) = Wi(e) (J^(.H) ~ iai(H) - < < V ^ , r V + W2(e) $ e j ) 

+ W2(e)* (^ - ia^y ee j ' + i n V7 e£ (a' - i ' , i T 1 ^ ) ^ 

+ (H-e r 1 )V 7 e £ M'-a ' , $74 ' ^ 2 - en a ( l - IV'ol ) V ^ $*. 

Thus there exist constants Ci\ > 0 and C22 > 0 such that 

Qi > -C2i\\R-1^HLlila.tc)-C72e\\nH}niiiicy 
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From 

CnWR-'VyHL^c) < j-JR'^vnl^c) + 2eC|i , 

F>*\ \2 

ll^(n;C) 

the lemma follows. 

Next we estimate Q3. Let 

P' = P'(s) = ( ^ j ) , ^2 := min{£l> 1/3, l /2 |b ' | | | o o ( 0 , £ ) } . 

For V7 = e^Vo and $ e i7a(fi(ff);C), we define 

/C^($) := / { | ( 5 / S y 1 - i a 1 ) $ | 2 + |V y ^ | 2 + 2a(Re(V'7$*)) 

- a ( l - | ^ 7 | 2 ) | $ | 2 } m ( y i ) d y . (27) 

Then we have the following estimate. 

Lemma 3.3. For any 7 £ R, if e G (0, £2], ^ere eaaste a positive constant 
Cz — CZ{\JJO,a, AH,&,Tj,Pj) such that 

where $ = \]> — \&7,£. 

Proof. Changing valuables and (19), we have 

l J > A H $ | 2 = ( 1 + g T i ) 2 | g y 1 i - ( ^ $ , T / ) c » - t ( l + £ T i ) i 1 # 

1 2 

where ^Ij and A' are defined in (25). In terms of the inequality 

K - ^ | 2 > ( l - C 7 ) K | 2 + ( l - l / t f ) M 2 ( C > 0 ) , (28) 

we estimate 

5V1$ - <fy$, T')C» - »' (1 + en) i i $1 

= 9 y i $ - (Vy/l>,r')C2 - i a i $ - i ( A i - ax + £ r 1 i i ) < l 

1 
> 
- 1 + e 

dyi$ - (V y ' $ , r ' ) C 2 - i a j . 4? — £ ^ I + T ^ U 
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where C = e/(l + s) in (28). With C = 1 - 3s in (28) we obtain 

2 
„ , <f> _ iih A' 
Vy< £ >^\R~^V,^ --jl—^Ar. 

By ( V ^ T V = (R-1VV>§,RT')C2 and C = 2\Rr'\2e/{l + 2\RT'\2E) in 

(28), it also holds that 

2 

dyi<&- (Vy>$,T')C2 - i a i $ > 
l + 2|JRr'|2e 

i a i $ l# - 1Vy '$|2 

2e 

Since da; = (1 + e n ) e2 m(y±) dy and (1 + e n ) > 1/2 for e G (0,e2], 

• e n 

1 /" 1 

1 
+ 2 

9y i l>-(Vj / '$ ,r ' )c2 - i ( l + e n ) A i $ m{yx)dy 

1 _ . 2 

e 
m(t/i)dj/ 

^ |_ (1 + e n ) {2a (Re(^ 7 , J* ) ) 2 - a ( l - |V 7 | 2) |$ | 2} m( y i ) dy 

/ 
. /C^7(*) i y / | i j - i ^ , $ | 2 . ~ . 2 . . s , 
> —-|— + g /. IJ r—L - 1^*1 I m ( ^ ) rfy 

+ \J_WA(e)m(yx)dy 

where we put WA(e) as 

W4(s) = - e n 

l + en 
fyi* - (Vyl»,r')c2 - *(1 + £ n ) i i $ 

1 + e 

2 | i ? r f e 
l + 2|JRr'|2e 

2 

— £ 
A± - o i 

+ n -Ai I * 

9$ 
9yi 

— io i $ 
3e 

2 - 6 e |<£i' /|2 

+ 2a {(1 + £T1)(Re(e£V7$*))2 - (Re(V<7$*))2} 

- e n a ( l - | V 7 | 2 ) | $ | 2 . 

We easily see W4(e) is 0(e) . From the inequalities | ^ , , $ | < | - R _ 1 ^ $ | | / / | 
and ||/0'||2=o(H/fZ) < l /2e for e £ (0,£2], it follows that 
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Since $ = ^ - \I>7,£ and (26), we have 

= \R~lVy^ -iee^e^a']2 

>\\R-lVy,n
2-e2\i)0a'\2 

and then 

l l l i r ^ H ^ > ^R-^nl^ + ^ll^1^*!!^ ( f l, 
e, „'l|2 

-g l lVooi lL^n)-

We thereby obtain the desired estimate. D 

We finally give a lemma for an estimate of Q4. 

Lemma 3.4. For any 7 S R, i /e S (0,6,,], i/iere erriste a positive constant 
Ci = C4(ipo,a,Q,Ti) such that Q4 > -C4\\$\\3

m . = ., where $ = * - vj>7e. 

Since the assertion of the lemma immediately follows from the Sobolev 
inequality, we omit the proof. 

3.3. Estimate of K^(&) 

In this section we estimate K,^ ($), which is defined in (27). 

Lemma 3.5. Assume (Al) and (A2). Then there exists a constant MI > 0, 
which is independent 0 /7 € R, such that 

£* , (* ) > Mi| |*l l^ (n;C) . V $ e (#7>-L L" (" ; C ) 

where < # 7 ) ^ ^ c ) = {<D G tf1^)^) : ( $ , ^ 7 ) ^ ( 0 , 0 = <>}• 

Proof. Without loss of generality, we may assume 

Mo = inf {&2\^,<t>)IU\\llmWa,c) : <j> e (#7>^™(K /««} . 

We here remark that MO is independent of 7. Let 

Mo := inf {^(*)/||*||=Si(fi;C) : $ e { i ^ ™ ^ } , 

which is also independent of 7, and 

A2 := inf J | | ^ u | | i 2 ( n o / | | « | | i a ( n o : u € F 1 ^ ' ; R), J u(y') dy' = 0 J 
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where Cl' = {\y'\ < 1} C R2. This A2 is the second eigenvalue of the 
operator - A y with the Neumann boundary condition. Take ui as an 
eigenfunction with respect to A2, that is, ||u2|U2(n') / 0 a n d 

—A/u2 = A2U2 in fi', —— = 0 on dCl', / u2{y')dy' = 0. 
"v Jo.' 

By taking l>(y) — ^7(2/1)^2(2/')) w e n a v e * e (i'i/'7)
xj:'™(n;C) and 

^ 7 ( * ) / P I I ^ ( a ; C ) - G(2>(^,»V7)/||^7||LJm(R/ffl;C) + A2-

It thus follows from G^2\ip7, iip7) = 0 that /i(, < A2. On the other hand, if 

^MIUWlUa;C) = G^{^4>)/\\mimWa.,Cy 

Thus /x0 < /io holds and hence fi'0 < mm{/j,Q,\2}. 
Let $ ^ € (iV'7)"

LLm^n;C^ attain the minimum, that is, 

Mo = ^ ( ^ V l l ^ l l i ^ n . c ) ' ( ^ . ^ 7 ) ^ ( ^ 0 = °" 

Then $ ^ satisfies 

( | * V , ( * / 4 + * * ) ) _ = 2 ^ ( ^ , * ) L i U f i i c ) (29) 

for all $ € ( iV 7)X L- (" ; C )- Let 

^ ( s ) : = ; / ^,(S,2/W-

Then ^ e (#7)X L™(R / f f l ; C) and 

2 G ^ ( V 7 , ^ ) = 2Mo ll^illi;m(R//z ;c) 

by taking $(?/) = ^ (2 /1 ) in (29). Thus /^ > /x0 if | | ^ | U 2 m ( R / a . c ) ^ 0. 
Consider the case \\<f>M>0\\Llm(m./a;C) = 0, that is, 

^ (1 /1 ) = - f ^(vi,y')dy' = o (VyieK) . 

By the definition of A2, 

/ | V y ^ r t ( j / 1 ) ? / ' ) l 2 ^ ' > A 2 / 1^ (2 /1 ,y ' ) l 2 ^ ' ( v y i € R ) . 
Jw Jo.' 
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It thus follows from Q{2){^, <j>) > 0 for V</> € # * m ( R / « ; C) that 

^(*ti) = l [ ^ ( ^ . ^ ( - . y W + llty* 2 

^ll**ll£s.(fi;Q-

2 

Consequently we obtain /ig > min{/io, ^2} and hence 

/i0 = min{/u0,A2} > 0. 

By the definition of /i0, we have the inequality 

while by the definition of JC^ ($), there exists a constant M = M(a,ipo) 
such that 

>C^($)>^{\(d/dy1-ia1)$\2 + \Vy,$\2}m(y1)dy-M\\$\ 

Since 

I (9/^1 -*oi)$|2 > (1 -^oiae/ayii2 + (1 - I/^JIOI^I2, (#i > o), 
we have 

* * , ( * ) > ( i - t f i ) | | v $ | | 2
L ^ ; C ) - ( ( i / t f i - i ) | | a i | | ^ ( S ) + M ) | | * | | ^ ( A ; C ) , 

if Ki € (0,1). For #2 € (0,1) it is clear that 

K^ (*) = (1 - K2) K^ ($) + tf2 £ * , ($) 

> (1 - ^2) ^ \\n2
LU^,c)+K,{\- KX) m\\i^C) 

" ^ ( ( V ^ i - I J I I a i l l ^ + Af) 1 1 * 1 1 ^ ^ 

holds where 

/ i l l = ^ 2 ( 1 - ^ ! ) , 

M12 = (1 - K2K - K2 ({l/K, - l)hifL~m + M) . 

Compute {K\,K2) which maximizes /in and /ii2 under the condition / in = 
/ii2. Then 

K > = ilailJL°°(n) 
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Letting fi\ := /xn = /ii2, we obtain the lemma. • 

3.4. Adjustment of 7 in * — e'7*o,e 

In the first part of this subsection we define 0e(^/) for each \I> so that 
\j> _ e'T\p0 £ a n c j ie^ipQ are orthogonal at 7 = 9e{^). 

Definition 3.1. For each * € L2(fi(e);C), let 0£(#) be a solution 7 = 
0e(*) G R/2TTZ to the equation 

' ( * - e i ^ o , £ , i e ^ V o ) L ^ ( n ; C ) = 0 , 

Arg (e-^ I V(y)Myi)*m(yi)dy 

where * 0 , e = eE(y)ip0(yi). 

•K 

< 2 ' 

It is not clear whether 0e(^) exists or not. The following lemma presents 
an existence condition of ^e(W). 

Lemma 3.6. For each V € L2(ft(e);C) such that 

I. 
Ju in 

the solution 6£(&) exists ife > 0 is sufficiently small. Moreover exp(i#£(\I>)) 
is unique and the function exp(i0£(-)) : L2(Q(e);C) —> C is continuous. 

Proof. It is clear that 

(* - e<'T*o,e,te
<7^o)Lai(nic) = (*>iei7V,o)L2i(n;C) - ( * o , e , i ^ L ^ C ) -

From (9) it follows 

(*o,£ ,^o)L^ (n ;c) = / sin(e(-Ra'.2/')R2)IV'o(yi)|2m(yi)ciy. 

On the other hand, a simple calculation implies 

( * , t e 4 ^ ) L S i ( f i ; C ) = Im (e-*£) = |£| sin ( A r g ( e - * 0 ) 

where 

£ = / ®(y)il>o(yi)*m(yi)dy. 
Jn 

Thus the equation (^ — e*7^'o,£i*eI7V'o)x/2 m.C\ = 0 is equivalent to 

|£ |s in(Arg(e- i 70) = fsm(e(Ra',y%2)\Myi)\2m(yi)dy. 
Jo. 
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Therefore this equation has a unique solution satisfying | Arg(e~ i7£)| < 7r/2 
if £ ^ 0 and e is small, and hence the lemma was proved. • 

Next we prove that 6s{^l) exists for all * G T.e{8) if £ > 0 and 8 > 0 are 
sufficiently small. Put 

£ 3 : = s u p { e G ( 0 , £ p ) : ||l - ee | |Loo(f l.c) < 1/2, VeG(0 , e )} , 

Si : = ||"0O||i,2m(M/£Z;C)/2-

Then we have the following: 

Lemma 3.7. / / £ G (0,e3] one? <S G (0,Si], the solution 9E(^) exists for all 
* € Ee((J). 

Proof. For each * e Ee((5), there exist c G [0,2TT) and Vs G / ^ ( f t ^ C ) 
such that 

* = e ic*o,£ + ^ , 11**11^(0:0 < *• 

It thus holds that 

/ $(y)Myi)*m(yi)dy 

Jo, 

= e ic / |V>o|2mcfy + e ic (ee - 1) \ip0\
2 m dy + [0>siP*mdy 

> (1 - ||1 - ee||L=o(n;c))l|V'o|li2i(n;c) - II** 11^(0:0 I I ^ O I I L ^ ^ C ) 

> (11^11^(0,0/2 - S) U ^ I I L ^ C ) > 0. 

Therefore the lemma follows from Lemma 3.6. • 

Next we define a modified ^-neighborhood of the continuum {e^^o.e : 

7 G K}, which is used to prove the theorem. 

Definition 3.2. For each £ G (0, £3] and 8 G (0,81], define a subset Fe(S) C 
H^a^C) as 

F£(S) := {* G ̂ x(fi(e);C) : | |* - e ^ ( * ^ o , e | | ^ ( n ; C ) < 5}. 

This neighborhood is close to T,e(8) in the following sense. 

Lemma 3.8. There exist constants £4 G (0,£3), 82 G (0,<$i), and a > 1 
such that 

Z£(8) c Fe(a8) (VeG(0,£4], V 5 G ( 0 , < 5 2 ] ) , (30) 

F£(S)cX£(8) (V£G(0,£3], W e f O A ] ) . (31) 
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Proof. It is clear that (31) follows from the definitions of Fs(5) and ££(<5). 
We thus prove (30). Let * £ T,e(5). Then there exist c £ [0,2TT) and 
^6 S / ^ ( ^ ( e ^ C ) such that 

* = e i c*0 ,e + ^ , \\^6\\Hii(niC)<S. 

For 0 = 0e(tf), 

II* - eie^e\\Hln(tl;C) = II*, + (e ic - e i e )*o , . | | ^ ( n ; C ) 

^11**11^1.(^0 + 1 ^ - ^ 1 1 1 * 0 ^ 1 1 ^ ( 0 , 0 

< S + y/2(l-cos(c-B)) H ^ l l ^ f f l j c ) - (32) 

A simple calculation implies 

Vy#0,£ = e£Vyipo + i/'oVyee 

( di/j0/ds\ 

0 +ieip0eeVy{R(yi)a'(yi),y')M2 

0 / 

and hence 
l l*0,eHH^^C) <C5\\i>o\\Hlm(R/lZ;C) (33) 

where 

C5 = 1 + e3\\Vy{Ra' ,y')U2\\L<x^y 

We show ^ 2 ( 1 - cos(c - <9)) = 0{5). Since 6 = 8e($) satisfies (* -
el6^QtE,iei0^Q)L2^.c) = 0, we have 

((e<<«=-») _ i) Vo, # 0 ) ^ ( ^ 0 = -((e ' ( c-0) - 1) (ee - 1 ) ^ 0 , ^ 0 ) ^ ( 0 , 0 

- ( ^ . i e ' V o ) ^ ^ . (34) 

It is obvious 

((e i ( c _ e ) - 1) ifa, # 0 ) ^ ( 0 , 0 = s i n ( c - °) IIVk)||iam(R/<z.C). 

Thus substituting this equality into (34) yields 

|s in(c-0) | < x/2(l - cos(c - 0)) ||ee-l||L.0(fl.C)+*/||V'o||ijra(H/ffl ;c)- (35) 

Put 

£4 := sup j ? € (0,£3) : l |e£-l | |Loo (o ;c) < V 4 ^ , Ve G (0 ,5)} , 

$21 : = | |V'o | |L2m(E/€Z;C)/2v2. 
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Then it follows from (35) that 

| s m ( c - 0 ) | < l / V 2 , (Vee(0,e 4] , V<5 G (0,<521]). 

Let 

Jn 

£2 = jl'-°) f(e£-l)\ip0\
2mdy + e-ie [j>5^mdy. 

Jn Jn 

Then we have 

| 6 l / l ^ i l < 3 / 4 v / 2 < l / v / 2 , (Vee(0,e 4 ] , VJ G (0,<J21j), 

(36) 

|Arg(6+6)l = <7r/2, Arg ( e~i9 I ^!%mdy 

by the definition of 6 = 9£(^/). It thus follows from 

|Arg{£i/(£i+&)}l = |Arg{(e i+e 2 ) /^ i} | < sin"1 (l^l/l^iI) < TT/4 

that 

| Arge«c-fl>| = | Arg&| = | Arg{(& + &) [&/(& + 6 ) ]} | < 3TT/4. (37) 

Since (36) and (37), it holds that A/1 - cos(c - 6) < | sin(c-6>)[. Using this 
inequality and (35), we have 

y/1 - cos(c -6)< 4J/3||Vto|Ujm(R/fflic), V£ g (0,e4],W G (0,<521]. (38) 

Put 

c := 1 H rrr̂ —^ • 3HlML2ro(R/*Z;C) 

Prom (32), (33), (38), and (39), we can estimate 

(39) 

I* - e^ 0 l £ | | / f i i ( n ; C ) < 5 + 72 (1 - cos(c - 6)) W^OAH^C) 

4v^5C5||V'o||Hlm(R/«;C) 
- 6 + WT1\ 

dl |Vo||L2m(R/fZ;C) 
<CT<5 (VfG(0,e4], V* G (0, <J2i]). 

Taking £2 := min{<52i, Si/a}, we obtain the lemma. • 
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3.5. Lower estimate of Ee{^,B) - £ e ( * 0 , e , 0 ) 

In the last part of Section 3, we show a lower estimate of Ee(^,B) — 
•Ee^o.^O) which is used in the proof of Theorem 2.1. Combining Lem
mas 3.1 to 3.8, we obtain the following lemma. 

Lemma 3.9. Assume (Al) and (A2). Then there exist £5 G (0,£4], S3 G 
(0,62] and Co — CO(IPO,CH,Q,,AH,TJ,pj) > 0 such that for each e G (0,£5J 
and 6 G (0,63] it holds that 

ES(V, B) - £e(*„,e,0) > ^11* " e ^ W , | Vl l^( f i ; C ) - C ° £ 

for all {^,B) G Se(#) x Z w/iere #e(\I/) is defined in Definition 3.1. 

Proof. It follows from (33) that for each e G (0,83] and 6 G (0,<$i] 

l l * l l ^ (n ;C)<^ + C5||V'0||Him(R/«;C) (V* G £e(*)). (40) 

Combining Lemmas 3.1 to 3.4 with 

* G Ee(<J), S G Z, $ = * - e^tfo.e, V7 = ei7Vo, 7 ? * , 

if e G (0,£2) we have 

Ee(9,B)-Ee(*0,e,0) 

1 

-C 8 £ ( l +11*11^^,) -C4| |* | |^ ( f l i C ) 

> ^ ( * ) - C 4 | | $ | | ^ ( „ i C ) 
1 - ' ^ " ' |$ | l3 

\16e /3e2/3llvli^(fi;C)^ « " V*ll/,3,(n;c) 

- (Ci + C2 + C3)£ (l + ||*||fl3i(fliC) + 11*11^^) + V 1 1 * 1 1 ^ ^ ) ) ' 

Put 7 = 0£(^). Then (§,iip^)L2 (jj-c) = 0. Applying Lemma 3.5, we have 

£*,(*) >HI*ll^(n;c)-
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Since Ee(<J) c Fe(aS) for Ve e (0,e4] and Vc5 e (0,<72], it holds that 

ll*lli^(n;c) = II* - eie'm*oAHk{n;C) < °* (V* G Ee(*)). 

Thus, 

Ee(9,B)-Ee(9o,c,0) 

, ( 1 g l ^ + gsllV'oll^tR/^C))2^ = ! 2 
+ \Jfe ^ 7 5 jl|V„'*i? \\LUh,c) 

- ( d + C2 + C3)e j l + aS + a2S2 + £—{5 + C5||Vo||if im(R/«;C))4} 

(V£e(0,min{£2,£4}], W e ( 0 , J 2 ] ) , 

where we used (40). Define 

S3 := min{(52,/ii/4C4cr}, 

£ 5 := min | £ 2 , £ 4 , ^ ^ + ^ u ^ i ^ ^ e } > 

and 

Co := (d + C2 + C3) 11 + <T<53 + <x2<53
2 + ^ - (<5 3 + C5||Vo||ffim(K/«;c))4 1 • 

Then the desired estimate follows. • 

4. Proof of the theorem 

First we prove the following lemma: 

Lemma 4 .1 . E6(^!,B) is weakly lower semi-continuous on Hl(£l(e);C) x 
Z. 

Proof. By the definition of E£(^,B), it is written as 

£ e ( * , 5 ) = A / {IV**|2 - 2Im(Vxy,V (AH + B))£3 + \AH + B 
l e JSl(e) ( 

+ a ( l - 2 | * | 2 + | * | 4 ) / 2 ) d x + - ^ / |V£|2< 
) 2ez JR3 

2 |\I>|2 
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for ( * , £ ) G H^nie^C) x Z. If *fc ->• *TO weakly in ff^fifcJjC) and 
Bk —*• Boo weakly in Y as k —> oo, then 

*fc -» *oo strongly in L*(fi(e); C), 

{AH + Bk)\a(e) -+ (AH + B«0ln(e) strongly in L«(n(e);R3) 

as A; —+ oo for q € [2,6) by Sobolev embedding theorem. By using the 
inequalities 

||V#oo||z,2(£2(e);C) < liminf | |V* f c | |L2 ( n ( £ ) ; C ) , 

| | V 5 O O | | L 2 ( R 3 ) < liminf ||V5fc | |L2(R3) 
k—>oo 

we obtain the lemma. • 

Now we are in a position to prove the theorem. 

Proof of Theorem 2.1. Take a minimizing sequence (\J>j., Bk) G Se(<5) x 
Z such that 

Ee{*k,Bk)\ inf £? e(*,5) (fc-»oo). 
(#,B)€£e(<5)xZ 

Since (̂ >o,e>0) S S£(<5) x Z, we may assume 

£ e ( * k , £ f c ) < £ e ( * o , e , 0 ) (VfcGN). (41) 

Thus by the equality || rotB||£,2(K3) = | |V-B||L2(K3) for B G Z, 

\\Bk\\
2

Y < 2£2E£(*k,Bk)/{3 < 2e2E^o,e,0)/P (V* G N). 

Prom (40), it follows that 

ll*fcH/C(n;C) < 5 + C5| |^o | |Hi r o (B/ /ZjC) (Vfc G N ) . 

As shown in Lemma 4.1, the functional EE(ty,B) is weakly lower semi-
continuous. Applying the direct method of the variational theory, there 
exist ($!e,B£) G S£(5) x Z and a subsequence {k'} C N such that 

%kl - ^ * e weakly in H^Cl^C) (fc' -> oo), 

*fc/ - ^ strongly in L?(fi(e);C) (2 < g < 6) (fc' -> oo), 

Bki —̂  B£ weakly in y (fc' —> oo), 

E £ ( * £ , 5 £ ) = inf ££(*,-B). 

Thus it suffices for verifying the theorem to prove \I>£ G Ee(5), that is, 
^ £ ^ dT,e(5). Applying Lemma 3.9 if e G (0, e5] and (5 G (0, £3] we obtain 

4C0e//ii > ||*fc - e i e ' ( ** ) *o, e | | ^ ( n ; C ) (V* G N) 
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and hence 

2^/CoiTMl > ljminf ||*fc, - e"-<*»'>tf0,e||ffi rft-n 

> | | ^ _ e ^ ( * c ) ^ £ | | ^ ( - ; C ) . 

P u t 

Jo := min ls3, iy/C^JJi^j , e0 = e0(6) :— HiS2/16C0. 

Then if S € (0, S0] and e e (0 ,e 0 (<$)], 

5 > 5/2 > 2 V ^ 7 ^ > | |*e - e^'^oMlH^cy 

t ha t is, tfe € Fe(6) holds, where F e ( J ) is defined in Definition 3.2. By (31) 

in Lemma 3.8, the proof of the theorem was completed. D 
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SINGULAR LIMIT FOR SOME REACTION DIFFUSION 
SYSTEM* 

KIMIE NAKASHIMA 
Tokyo University of Marine Science and Technology 

1. Introduction 

Habitat segregation phenomena in mathematical ecology supply us with 
various problems which are interesting from the aspect of interfacial dy
namics. We mathematically discuss regional partition by competitive two 
species and their competition for their own habitats. When the competi
tion between two species is bitter, they cannot coexist at the same point. 
In such cases we can expect that the two species with a suitable initial 
state segregate their habitats and compete on the interface between both 
the habitats. Then it is significant to understand the dynamics of the seg
regation patterns. 

In this article we treat a competition-diffusion system for two species in 
competition of the Lotka-Volterra type: 

{ ut = d\ AM -)- (ai — b\u — c\v)u, in Q. x (0, oo), 

vt = d2Av + (a2 - b2v - c2u)v, in fi x (0, oo), 

with Neumann zero boundary condition on dQ. Here a^, bk,Ck and dk (k = 
1,2) are positive constants; u = u(t,x) and v = v(t,x) are the population 
densities of competitive two species. Our concern is the situation where the 
interspecific competition is exceedingly bitter: in particular, the situation 
close to the singular limit as ci,C2 —> oo with ci/c2 fixed. Thus we simply 

a This is a joint work with Georgia Karali (University of Toronto), Masato Iida (Iwate 
university), Masayasu Mimura (Meiji university), Eiji Yanagida (Tohoku university), and 
Tohru Wakasa (Waseda university) ([7], [9]). 
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rewrite the above system as 

ut — Aw + (a — u)u — bMuv, in Q. x (0, oo), 

(1) 
vt = DAv + (d- v)v — cMuv, in Q x (0, oo), 

where a, b, c, d, D are fixed positive constants and M is a huge parameter. 
As seen in the following section, the spatial supports of u and v satisfying 
(3) become separated from each other by an interface in a short time-
period. Then after that the segregated (u, v) behaves like a solution of a 
two phase free boundary problem for the Fisher equation. We will establish 
a rigorous mathematical theory both for the formation of interfaces at the 
initial stage and for the motion of those interfaces in the later stage. More 
precisely, we will show that, given virtually arbitrary smooth initial data, 
the solution develops interfaces within the time scale of 0(e2). We will 
then prove that the motion of the interfaces converges to the following free 
boundary problem as e —> 0. 

u*t = Au* + (a - u*)u*, v*=0 in R(t), 

v* = DAv* + {d- v*)v*, u* = 0 in £l\R(t), (2) 

du* , ^dv* „ „ , , 
c^7 + bD^7=° mT^ 

where 

T(t) = dR(t), 

and v an inner normal to T(t). 
There are several related works on singular limits of some reaction-

diffusion systems as the effect of interaction tends to infinity: [1], [3], [4], 
[5] and [11] investigate the fast reaction limit of chemical reaction systems 
(see also the references therein). As for competition-diffusion systems, [2] 
investigates singular limits of the stationary problems as the interspecific 
competition rate tends to infinity. The most related work is [6], which we 
will mention after giving the formal derivation of the singular limit. 

2. Formal derivation of the singular limit 

We rewrite (1) as 

ut = Au + (a — u)u — ^ u v , i n f i x (0, oo), 

c 
vt = DAv + (d ~ v)v — ^ u v , in Q x (0, oo), 

(3) 
-jiii in O V (C\ rv-il 
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with the boundary condition and the initial condition such that 

du dv „ ._, 
— = — = 0, o n f f i x (0,oo), 

u(x,0) — UQ(X), v(x,0) = VQ(X), in Q. 

Here uo(x) > 0, vo(x) > 0, in Q, n is an outer normal to d£l , and e is a 
small parameter, especially. In this section we present a formal derivation 
of the singular limit of (3). 

Set 

R(0) = { x £ fl I cu0(x) > bv0{x) }, Q,\R(0) - { x £ fl \ cu0(x) < bv0(x) }, 

and assume that both of -R(O) and Q\R(0) possess interior points. 
Let us consider the first stage of a short time period from t = 0 until 

t = e2. Since the initial data is smooth, it is heuristically seen that the 
behavior of the solution of (3) is formally approximated by that of (u,v) 
below during the very early stage, where the diffusion terms, u(a — u) and 
v(d — v) are relatively small compared with the competition terms. 

< 

ut 

vt 

buv 

CUV 
(4) 

u{x, 0) = UQ{X), V(X, 0) = VQ(X). 

The solution of (4) is given by 

t , , , ,N _, , ft 
u(x,t) =4>^,u0(x),v0{x)J, v{x,t) = ip^,u0(x),v0(x)J, (5) 

where {4>{T;£,r]),ip(T;£,r))) is a solution of 

4 = -bW, 0(O) = e > O , 
ip = —afrip, V(°) =rj>0. (6) 

Set A(£,,r)) = c£ — 677, then we can easily observe that A(4>(T),I(J(T)) is 
preserved for any r > 0 ; so that 

4 = (A(€,T})-a 

Solving (7) explicitly, we have 

r]Ae~Ar 

A + br)(l-e-ATY 

(7) 

(8) 
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therefore, 

lim ^ ( r ; e , 7 ? ) = m a x { ^ ^ , 0 } ) lim ^ ( r ^ r y ) = m a x j o , - ^ H . 

(9) 
Then it follows that the solution becomes close to the continuous function 

(uAx) v,(x)) = { {UJ{X)/C' 0 ) i n R { 0 ) ^ - (10) 

after a short period of time scale t. The non-degeneracy of Vw on dR(0) — 
{x\ u>(x) = 0 } causes the gap of (Vuj,Vwi) across the surface dR(0). 
Thus sharp transition of (Vw, Vu) appears near dR(0). Namely the corner 
layer of (u(t, •), v(t, •)) is generated along the surface dR(0) in a short time-
period. 

The second stage of the dynamics of (3) describes the propagation of the 
corner layer. The stretching (u, v) with a suitable scale makes the analysis 
of the corner layer easier. To rescale the system in the best possible way, 
we need to estimate the length scale e = e(M) of the width of the corner 
layer. We note that u\, v\ are continuous functions with bounded gradients 
and that the mean curvature of the surface dR(Q) is bounded. It is natural 
to assume in the second stage that u = 0(e), v = 0(e), ut = 0(1) and 
Au = 0(e _ 1 ) on the corner layer for huge M and that the effects of AM 
and Muv in (3) are well-balanced. Then we have e = 0 ( M - 1 / 3 ) . 

Taking account of (10) and the argument for the first stage, we can ex
pect that u(t, x; e) almost vanishes in some region in Q, namely TRN\Re(t), 
on the other hand v(t,x;e) vanishes in Re(t). Further the corner layer 
of (u(t, -;e), v(t, -;e)) remains along the interface dRe(t). Around each 
point y 6 dRe(t) we introduce a local orthogonal coordinate system (£, a) 
such that a = (<7i,... ,CTJV-I) is a local coordinate along dRe(t) whereas 
£ = £(x, dRe(t)) is the signed distance from x to dRe(t) locally defined 
near y so that £ > 0 in Re(t). Around the corner layer we stretch the so
lution and see it using a moving coordinate system (t, p, a), where p = £/e 
is a rescaled coordinate in the normal direction to dRe(i). Suppose that 
(u(t, x; e), v(t, x; e)) is asymptotically written as 

{ (u*,v*) + 0(e) away from the layer (outer expansion), 

e(Ui, V\) + e2(U2, V2) + 0(e3) around the layer (inner expansion), 

where (u*,v*) is a bounded continuous function of the fixed coordinate (t, x) 
and (Ui,Vi) and (t/2,^2) a r e smooth functions of the moving coordinate 
(t, p, a) with a bounded gradient; all of them are independent of e. By a 
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formal argument based on the matched asymptotic expansion method, we 
can formally conclude that (u*,v*) satisfy (2) and {U\,Vi) satisfy 

' Uipp = cUiVi, -oo < p < +oo, 

dVipp — b\J\V\, —oo < p < +oo, 

(U1(t,p,a),V1(t,p,a))= (o, -p!tL(t,yU as p - • -oo , ( U ) 

/ du* \ 
(Ui(t,p,o-), Vx{t,p,(T)) = lp-Q—(t,y), 0) as ,9->+oo, 

and (C/2, V2) satisfies (30) which is given later. 

Here R(t) is the formal limit of Re(t) as e —> +0, vl(v°) inner (outer) 
normal to dR(t), and y a point on dR(t) corresponding to the coordinate 
(0,<r). In (11) the boundary conditions at p = ±00 reflect the request 
that (u*,v*) and e(Ui, Vi) should be matched. The boundary condition on 
dR(t) in (2) is requested for (u*,v*) in order that the elliptic boundary 
value problem (11) possesses a solution. Consequently, in the second stage 
the supports of u(t, •; e) and v(t, •; e) are almost separated by the corner layer 
which remains in a narrow range of O(e) along the propagating interface 
dR(t). The dynamics of the segregation pattern is essentially determined 
by the free boundary problem (2). We see from the elliptic equations in 
(11) that the population on the interface supplied by the diffusion from 
both the habitats instantly disappears by the strong competition between 
two species. 

3. Main result 

The formal derivation of the free boundary problem (2) from (3) as e —• +0 
is justified by [6] on a bounded domain in IR^ under the no-flux boundary 
condition in the framework of weak topology of H1. It also gives a result on 
the uniqueness and existence of a Holder-continuous weak solution to (2). 
However we need to justify the derivation of (2) at least in the framework of 
C°-topology in order to investigate the dynamics of the segregating inter
face. To accomplish this end we impose the existence of a classical solution 
to (2) as follows. 

Before stating the results, we will make some assumptions. 

Assumption 3.1. (nondegeneracy condition) Suppose that 

inf IcVwo - bVvQ\ > 0. 
r(0) 
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Here T(0) = dR(0) 

Remark 3.1. Assumption 3.1 assures that r 0 is an N — 1 dimensional 
hypersurface with bounded mean curvature. 

Let (u*(x,t),v*(x,t),T(t)) be a solution to the free boundary problem 
(2) with an initial data 

u*(x,0) = ^ , infl(O), v*(x,0) = - ^ - in Q\WS). (12) 
c o 

Assumption 3.2. (u*(x,i),v*(x,t),T(t)) satisfies (2) with the initial data 
(12) in a classical sense for (x,t) £ Q, x [0, T]. T(t) is a closed hypersurface 
in Q and is in C2 for each t and in C1 with respect to t. 

Assumption 3.3. u* and v* be nonnegative continuous functions, 
\u*\, |Vu*|, |Aw*| are bounded in R(t) uniformly with respect to t, and 
\v*\, |Vu*|, |Au*| are bounded in Q\R(t) uniformly with respect to t; 

Assumption 3.4. 
inf lim |Vu*(a;)| > 0, inf lim | W ( a : ) | > 0. 

ver(t) ' l y yer{t) * ̂ v_ v " 
* € R(t) X e Ct\R(t) 

Remark 3.2. If the free boundary condition in (2) is replaced by 

d _,. , du* , r^dv* „ , . 
H—T(t) = c-—-bD— o-a.T{t), 

where /x is a positive constant and —T(t) denotes the propagation speed of 
at 

T(t) in the outer normal direction, then the regularity of T(t) will be assured 
by the parabolicity as treated in [8] and [10]. However, in our case which 
corresponds to the case /j, = 0, it is not easy to deduce the regularity of F(t) 
in (2), because the parabolicity is partially broken on T(t). Nevertheless, 
a recent result in [11] suggests that the partial regularity of T(t) in the 
classical sense can hold also for (2). Thus we believe the above assumptions 
natural. 

Now we will give our main theorem. 

Theorem 3.1. There exist a positive constant C > 0 such that for suffi
ciently small e > 0, the following hold: 

\ue(x,t) — u*(t,x)\ < Ce|loge|, 

\v£{x,t)-v*{t,x)\ <Ce| loge | for (t,x) € [e2,T] x O, 
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where (ue(x,t), ve(x,t)) is a nonnegative solution of (3). More precisely, 
there exists C, C", C" > 0 such that for sufficiently small e, the following 
holds: 

l / .M n, / C'"\d(x,t)\. 
\ue(x,t)\ < C"exp( ' v y l ) , 

for{x G Q\R(t) ; \d(x, t)\ > C"e\ loge|}, 

. . .. „ , . C'"\d{x,t)\. 
\v€(x,t)\ < C'exp( ' J ; | ) , 

for{x G R(t) ; |d(a:,t)| > C"e|loge|}. 

Theorem 1 shows that , for virtually arbitrary smooth initial data, the 
solution develops interfaces in time t = e2 and the motion of the interface 
is approximated by the free boundary problem (2) for t € [e2,T]. 

Our main tool for deriving the above results is the method of upper and 
lower solutions. We will use two different pairs of upper and lower solutions, 
namely (U^, V^) and (u ± , t ; ± ) . The first one (U:iz,V±) is used to analyze 
the generation of the interface that takes place in a very fast time scale. 
The second one (u±,v:i:) is used to study the motion of the interface in a 
relatively slow time scale. The transition from the initial stage to the second 
stage occurs within a time scale of e2. Since the behaviors of solutions are 
so different between the two stages, it is important to construct suitable 
upper and lower solutions for each stage and to know the right timing to 
switch from (U±,V±) to (u*,?;*). 

In the following Section 4, we deal with the generation of the interface, 
and in Section 6, the motion of the interface. Section 4 is depend on [9], 
and Section 6 is on [7]. 

4. Generation of interface 

In this section we study the generation of interface that takes place in the 
initial stage. We will construct an upper and lower solution for this stage. 

As we have mentioned in Section 2, we can expect that the solution 
(u(x,t),v(x,t)) would be approximated by 

(4>(-^;u0(x),vo(x)), ijj(—;uo{x),v0{x))) (13) 

by a formal argument. Let d* > 0 be sufficiently small constant such that 
dist(x,T(t)) be signed distance function defined in {x € Cl | dist(x, T(t)) < 
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3d* } We will introduce cut-off functions. We define d as a modification of 
dist(x,T(t)) such that dd>0. 

d{x,t) = < 

Set 

( dist(x,T(t)) if \dist(x,T(t))\<d*, 

d* < \dist(x,T(t))\ < 2d* if d* < \dist(x,T(t))\ < 2d*, 

. \dist(x,T(t))\ = 2d* for Q \{x G Cl \ dist{x,T{t)) < 2d* }. 
(14) 

r0 = r(o). 

It is easily seen that there exists 0 < CQ < C\ such that 

Co|d(a;,0)|<|w(x)| <Cx\d(x^)\. 

Therefore, we obtain the following theorem: 

Theorem 4.1. (Nakashima-Wakasa [9]) Then there exist C\, C2 > 0 
such that for sufficiently small e > 0, the solution (ue,ve) of (3) satisfies 
the following estimate: 

ue(x, t) - <f>[—,u0(x), v0(x)J < de, (x, t) G Q. x (0, e2), 

ve(x,t)-ip( — ,u0(x),v0(x)j <Cie ( i , t ) e ( ! x ( 0 , 6 2 ) , 

and 

(x,e2) - m a x j — — , o | < C2e, x G n 

/ 9> r„ w(x) 11 _ „ 
ve(x,ez) - m a x ^0, ^ }• < C 2e a: G ft. 

Moreover, under Assumption 3.1, there exist Cz,Ci,Cr, > 0 suc/i that for 
sufficiently small e > 0, 

\ue(x,e2)\ < C 5 e x p ( - C 3 | d ( : r ' 0 ) l ) , in {x G fi\Ji(0) ; \d{x,0)\ > C4e|loge|}, 

\ve{x,e2)\ < C 5 e x p ( - C 3 | ^ ' 0 ) l ) , in {x G R(0) ; |d(x,0)| > C4e|loge|}. 

(15) 
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Theorem 2 shows that, for virtually arbitrary initial data, the solution 
forms interfaces in time t = e2. More precisely, at time t = e2, (u±,v±) 
stays between another pair of upper and a lower solution which are given 
in the next section, Motion of interface. This makes it possible to combine 
two different pairs of upper and lower solutions. 

5. Proof of Theorem 4.1 

In this section, we will prove Theorem 4.1 The proof of this theorem is due 
to constructing upper and lower solutions, which are modifications of the 
approximate solutions (u,v) in (4). 

5.1. Some estimates for solutions to O.D.E. system 

Let us consider (<f>,ip), solutions to (6). We will give some estimates for 
several quantities of <j), ip, and their derivatives with respect to £ and rj. 
Prom (8) and (9), we can see that sign of A(£, -q) plays an essential role 
to determine asymptotic behavior of (</>, ip) as r —> +oo. In order to show 
Theorem 4.1, we need two kind of different estimates. One of these are 
given uniformly in A, that is, these estimates are independent of A(^,rj). 
We also need estimates for <j> (resp. ip), if (£,77) £ {A(£, rj) < 0} (resp. if 

( ^ ) e { ^ i ) > 0 } ) . 

Lemma 1. 

(i) For allT,£,r) > 0, 

0 < ^ ; £ , r / ) - m a x { ^ , 0 } < ^ y , 

and 

0<*(x;|,,)-„ax{o,-^}<jnL. 

(ii) If£,T)>0 satisfies A{£,r}) < 0 (resp. A{£,rj) > 0), then 

0 < 4>(T; £, V) < ^eA{^T {resp. 0 < V(r; £, rj) < T)e-A^)T) 

for any r > 0. 

Lemma 2. For all r > 0, £ > 0, rj > 0, 

0 < & ( T ; £ , »?)<! , - - < & , ( T ; £ , » / ) < 0 , 
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and 

- < Mr;tv)<o, o < V„(T;£,T?) < i. 

Lemma 3. If t,,n > 0 satisfies A(£,r)) < 0 ('resp. J4(£,T?) > Oj; then there 
exists Mo > 0; which is independent of £ and n, such that 

\Mr^,v)\<M0(l+^r)eA^T, \4>v(r^,v)\ < M0^reA^> 

(resp. |V«(T;£,*7)I < M0nre-A^^, \^(r;^v)\ < M„(l + ^ e " ^ ^ ) 

/or any r > 0. 

Lemma 4. (%) For all r > 0, £ > 0, 77 > 0, it holds that 

(ACH £, 77) 

MT^,v) 
<2£, 

#*";£, 77) 
^ ( T ; ^ , T 7 ) 

< 277. 

(MJ There exist M\,M<x > 0, which are independent of £ and r\, such that 

< £ « ( T ; £ , ? ? ) + ^ ( T ^ . T ? ) 4>rrn(T\£,ri) 

fa(i-;£,T]) fpd7"^^) H(T;£,V) 

+ ~;—;—;—r + 
^v(T'^>v) i>T,(T'>Z>v) i>r,(T;t,n) 

for all T > 0, £ > 0, 77 > 0. 

Proofs of above lemmas are ommited. 

<f+M2r, 

<^+M2r, 
V 

5.2. Definition of upper and lower solutions 

Let (u(x, t),v(x,t)) be a smooth function defined on Q x [io>^i]- We say 
(u, v) is an upper solution for equation (3) (in the time interval to < t < t\) 
if it satisfies 

/\u — (a — u)u H — > 0, 

CUV 

t - dAv -(d- v)v + —— < 0 

for x s fi, t0 < t < £1 along with the boundary condition 

du dv 
— > 0, — < 0, x e f f l , t0 < t < h). 
on an 

(16) 
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We say (u, v) is a lower solution for equation (3) if it satisfies 

/ N buv 
ut — Au — u{a — u) -\ — < 0, 

(17) 
CUV 

, - dAv - v(d -v) + -^- > 0 
eJ 

for x £ il, to < t < t\ along with the boundary condition 

du dv 

-^-<o,— >o,(xedn,t0<t< ti). 
on on 

The following is a consequence of the maximum principle. 
Proposition 1. Let (u+,v+) be an upper solution and (u~,v~) be a lower 
solution of (3) for to < t < t\. Suppose that a solution (u,v) of (3) 
satisfies u~{x,to) < u(x,to) < u+{x,to), v~(x,to) > v(x,to) > v+(x,to) 
for x G Cl. Then the solution (u,v) satisfies u~{x,t) < u{x,t) < u+(x,t) 
and v~(x, t) > v(x, t) > v+(x, t) for t £ [to, ti] and x € Cl. 

The following is also an immediate consequence of the above proposition: 

Cororrary 1. Comparison principle. If (u, v) and (u, v) are two solutions 
of (3) and if u < u and v > v for t = t0, then u < u and v > v for t > to-

Remark. This comparison principle reduces to Proposition 1 in the case 
of the ODE system (6). More precisely 

* W ( ) implies ^ ; ^ ^ ^ r i ^ ! ) f o r r > 0 . (18) 

5.3. Construction of an upper and a lower solution 

The upper and lower solutions for the early stage are constructed by mod
ifying the solution of the following problem: 

Define 

U+(x,t) =<£(^ ;u 0 ( z )+7 i e e x P( -2 )> vo(x) -72eexp(-2)) , 

V+(x,t) = ip(-^;uo(x) + jieexpi-^j^oix) - 72eexp(-j)), 

U~{x,t) = (J>(-^;UQ(X) -7 i eexp( -2 ) , v0{x) +7 2eexp(-^)) , 

V~(x,t) = i>(-^;u0(x) - jieexpi-^), u0(o;)+72eexp(-j)), 

(19) 



230 

where 71,72 > 0 is constants determined later. 

Lemma 5. There exists 71 > 0, 72 > 0 such that for sufficiently small 
e > 0, the functions U^, V^ are pair of upper and lower solutions of (3) 
forO <t< e2. 

Proof. We first consider the case where 

du dv 
dn dn 

on dQ,. Consequently, we have 

dU+ dU~ dV+ dV~ 
dn dn dn dn 

0 

on 80,. The general case will be considered in Remark below. We will show 
that (U+, V+), (U~, V~) satisfy inequalities (16) and (17) respectively. We 
set 

buv 

(20) 

C\(u, v) = ut — Aw — (a — u)u + 

CWL 

JC.2(U, V) = vt — dAv — (d — v)v H —. 

Our goal is to show that 

A(t/+,v+)>o, d(u-,v-)<o, c2(u
+,v+)<o, c2(u-,v-)>o. 

We will only prove C1(U+,V+) > 0 and C2(U
+,V+) < 0, since the other 

inequalities can be proved similarly. Ci(U+, V+) and £2(U
+, V+) are given 

by 

£i(U+, V+) = 1 exp(^)( 7 i0€ - 7S0,) 

- <^«|Vuo(a:)|2 - 2(j)ivVu0(x)Vv0(x) - (j)m\Vv0{x)\2 

- </>?Aw0(a;) - <pvAv0(x) - (a - 4>)<fi 

I t I t 
=<M7i • 7 e xP(-o) _ Ri) + (-<f>v)(l2 • ~ e x p ( ^ ) - R2), 

(21) 
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and 

C2(U+,V+) = ^ e x p ( l ) ( 7 i V * - 7 2 l M 

- D^«|Vuo(a:)|2 - 2D^r,Vu0(x)Vv0(x) - Z?Vw|Vv0(a;)|2 

- Dip^Au0(x) - Di>n&v0(x) - (d - tp)tjj 

=D^(j; • \ exp (^ ) - ^3) + ( - £ l M ( § • \ e x p ( ^ ) - R,). 

(22) 
Here Ri (i = 1, • • • ,4) are 

Ri = £(a -4>)+ Au0 + ^ | V u o | 2 + 2±&Vu0Vv0 + ^\Vv0\
2, 

R2 = -At/o, #3 = Aw0, 
^ = - ^ - V ) - A V o - ^ | V U o | 2 - 2 ^ V u o V ^ o - t f | V U o | 2 . 

In above expressions, we also use several notations as follows: 

</>= 0(-3;wo(z)+7ieexp(-2),uo(a;)-7ieexp(—)), 

fa = ^ ( ^ ; u o ( 2 0 + 7 i e e x p ( ^ ) , u o ( a : ) - 7 i e e x p ( — ) ) , 

^ = •^72"(-3;'uo(a;)+7ieexP(-2).'yo(a;) - 7 i e e x p ( ^ ) ) , etc. 

By Lemma 2, we can see followings: <f>^, —4>n are positive and tp£, —ipv 

are negative. Additionally, from Lemma 4, we can observe that if e is 
sufficiently small, then 

max{|iJ1|, \R3\} < Mj. * + 4 ) , 

max{\R2\, \RA\} < M2(—t j-rr + - A 

for x e Q, and t > 0. Here Mi, M2 are positive constants and, depend 
on bounds of |uo|, |V«o|, |Auo|, |fo|> |Vwo|, |Ai>o| in fl. Therefore apply
ing (23) to (21) and (22), we obtain £X(U+,V+) > 0 for sufficiently large 
7i, 72 > 0 independently of e > 0. The proof is complete. • 

Lemma 6. There exist Ci,C2 > 0 such that for sufficiently small e > 0, 
the solution (ue,v£) of (3) satisfies the following estimate: 

U±{x,t) - <t>^,u0(x),v0(x)^ < de, (x,t) € n x (0,e2), 

V±(x,t) - iP^,u0(x),v0(x))\ <CiC ( x , i ) e f i x ( 0 , e 2 ) , 
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and 

[ / ± ( a : , e 2 ) - m a x { ^ , o } | < C2e, x e CI 

y ± ( i r , e 2 ) - m a x { o , - ^ } | < C 2 £ i g O . 

Moreover, for any /? > 0, there exist C3 > 0 such that for sufficiently small 
e>0, 

|C/±(x,e2)| < C3e?, in {x 6 Sl\R(0) ; w(i) < -/?e|loge|}, 

IV^z.e2) ! < Cae'3, m {x e i2(0) ; w(s) > /3e|loge|}. 

Proof of Theorem 4.1. If we apply Proposition 1 to Lemma 5, then 
for (x,t) eflx [0,e2], U~(x,t) < u£(x,t) < U+(x,t), V~(x,t) > ve(x,t) > 
V+(x,t) and especially, 

ue(x,t) - (j>(-^;u0(x),vo(x)j < max_ U^ix^t) - <p(-^,u0(x),v0(x)J 

< max 
v+,v-

V±(x,t) -ip^,u0(x),v0(x)J ve(x,t) -cf)^—;uo(x),vo(x)J 

and 

u e ( x , e 2 ) - m a x ( — ^ • . O J < max U±(x,e1) - max (—— ,o ) 
I c J I u+,u- I c ) 

j(x)-
u , ( T , e 2 ) - m a x ^ 0 , r-2 H < max V±(x,t) - max 0, V^ M 

I b ) \ v+,v- L o J I 
Therefore from Lemma 6, we obtain the proof. • 
Proof of Lemma 6. We only show the inequalities for U+, since the 
other inequalities are shown in the same way. Using mean value theorem, 
we have 

t 
U+{x,t) - (/>(— ; uo(x),v0(xU 

<£7i exp — fa (-3 ; u0{x) + eBx^x exp —,v0(x) - e0272 exp ^ J (24) 

- e72 exp -J (/>, f -3 ; u0(a:) + e037i exp -^, w0(x) - €6*472 exp -^ J, 
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for some 0 < 9t < 1 (i = 1,2,3,4). It follows from Lemma 2 below and 
(24) that there exists C[ > 0 such that 

U+(x,t)-<j>(— • u0{x),v0{xf) <C[e, for (x,t)eQx [0,e2]. (25) 

Hereafter, C[ (i £ IN) denotes a positive constant independent of e > 0. 
Set t = e2. It holds that 

[ / + 0 r , e 2 ) - m a x { ^ , o } | < \u+(x,e2)-^ ; u0(x),v0(x))\ 

<j>(- ; u0(x),v0(x)\ - m a x j —-—,0J 

By (i) of Lemma 1, 
(26) 

, / l . . , . \ r u ( i ) „ i I 
61-;u0(a;),uoWJ - m a x j , 0 j < ce 

in fi. Hence combining this inequality, (25), and (26) we obtain the second 
inequality for U+ in Lemma 6. Now let us consider the third inequality 
for U+ in Lemma 6. Fix /? > 0, and recall (24) and (26). Using of (ii) of 
Lemma 1 and Lemma 3 at t = e2 (r = e - 1 ) , if w(x) < —/3e| loge|, then for 
sufficiently small e > 0, 

\U+(x,e2)\ <\u+(x,e2) - t(± ; u0(x),v0(x))\ + \<i>(l ; u0(x),v0(x)"j 

<£7ie</>£ (- ; u0(x) + eO^e, v0(x) - e92<y2e) 

- e-yiecpr,!- ; u0(a;) + e63^ie,v0{x) - e0472ej 

+ </>(- ; uo{x),v0(x)j 

^ < , N n^/1 ^ w(a;) + 0(e) <e(7i + 7 2 ) e - M 0 - s u p u 0 ( x ) e x p 

. . w(x) 
+ sup uo{x) exp 

<C 3 exp(- /3 | loge | )<C 3 e^. 
(27) 

Therefore we obtain the inequality for {7+. The proof is complete. • 

Remark We finally consider the case where UQ(X) and VQ{X) do not satisfy 
the Neumann zero boundary conditions. Since e is small, d(x, dCl) is smooth 
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in {x £ Q, | dist(x, dtt) < 3e}. Set 

0 if dist(x, dQ) > 2e, 
9{x) = { (28) 

1 if dist(x,dQ) < e 

Choose 771,772,773,774 such that 

f duQ(x) 1 „ (dvo(x) 1 
-771 < minxean < — , 0 }• < 0,772 > maxxSan < —5 , 0 > > 0, 

( du0(x) 1 „ . f<9uo(a:) 1 
773 > maxxSan < —-x , 0 > > 0, -774 < minx€an < — , 0 S < 0, 

we define 

UQ"(:T) = uo(a;) +rjidist(x,dQ)6(x), 

vo(x) = vo(x) — r)2dist(x, dfl)9(x), 

UQ(X) = UQ{X) — r]zdist(x, dQ,)0(x), 

VQ(X) = VQ{X) + r)±dist{x,dQ)9{x), 

If we replace UQ(X) and v0(x) in (J/+ , V + ) in (19) by UQ and VQ, respec
tively, we obtain the upper solutions. On the other hand, if we replace UQ{X) 
and VQ(X) in (U~,V~) in (19) by UQ and v^, respectively, we obtain the 
lower solutions. The proof is completed by repeating the proof of Lemmas 5 
and 6. Almost all the arguments are the same as the case of Neumann zero 
except for two differences. One is that AV,Q,AVQ are 0(1/e) in Lemma 5. 
Therefore, we obtain 

maxdtfxl, \R3\} < M3(-+ , 1 + 4), 

max{|i?2|, \R4\} <M4(- + — + 4 ) , 

insted of (23). The other difference is that we need to check the Neumann 
zero boundary condition of UQ,VQ,UQ, and u^". To show this we remark 
that 

86 
9{x) = 1, — > 0, on OQ. 

on 

Then it follows that 

^-(ui(x)) = ^^-+m9(x)+r)1dist(x,dfl)^-=:0 on dQ. 
on on on 
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The conditions for VQ , u0 , v0 can be obtained in the same way. 

6. Motion of interface 

In this section we construct another pair of upper and lower solutions for the 
second stage, motion of interface. This upper and lower solutions (u±,v±) 
has interface near T(t), the solution of the free boundary problem (2). 

We first construct upper and lower solutions (U^,V^) in a tubular 
neighborhood of F(t) by modifying the first two terms of the inner expan
sion. After that we construct an upper and a lower solution (U^ut, V^t) 
outside the tubular neighborhood using the first term of outer expansion. 
Then we match (U^,V^) and (U^ut,V^t), then obtain (u±,v±). Once 
(u ± , t ; ± ) are obtained, they will later be combined with another set of upper 
and lower solutions (U±,V±) that take care of the generation of interface 
at the initial stage. 

6.1. An upper and a lower solution near the interface 

We define an upper and a lower solutions in the following form: 

U+(x,t) = eU1 l^--r,(t),a) +e2C/2 l^^--V(t),a,t) +e3q(t), 

V£(x,t) =eVl i ^ A - ^ t u U e ^ (^--r,(t),a,tj -e*q(t), 

Ufn(x, t) = eU, ( ^ + V(t), a\ + e2£/2 (*&$- + V(t), a, t) - e*q(t), 

V-(x,t)=eV1 (*&).+r,(tu) + e>V2 ( < ^ + r,(t),a,t) + e*q(t). 

Here d(x,t) is defined in (14), 

rj{t) = ( l og - )7exp (Mi ) , q(t) = aexp(Mt), q(t) =aexp{Mt), 
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where 7, a, a and M are positive constants to be determined appropriately, 
and (Ui,Vi) satisfies (11) and (U2,V2) satisfies 

' -U2HZ + c(UiV2 + U2VX) = -Uu{dt -Ad) - 00 < p < +00, 

-DV2ii + b{U{V2 + U2VX) = -Vi((dt - DAd) -00 < p < +00, 
(30) 

(U2(t,p,a), V2{t,p,cr)) = (0, 0) as p -> - 0 0 , 

^ (U2(t, p, a), V2(t, p, a)) = (0, 0) as p - +00. 

(30) is obtained by the formal argument based on the matched asymptotic 
expansion. The following lemma assures the existence of the first and second 
term of upper and lower solutions, whose proofs are omitted. 

Lemma 1. (i) There exists a unique positive solution of (11). 
(ii) There exists a solution of (30). 

Since the first two terms of (U^, V^) are determined, we choose appropriate 
q and q so that (U^, V^) are an upper and lower solutions. 

6.2. Upper and lower solutions away from the interface 

In this subsection we will construct upper and lower solutions away from 
the interface modifying the first term of outer expansion. 

Let g be a smooth function satisfying 

g(s) = 0 if s < 0, g(s) = 1 if s > 1 

g'(0) = g'(l) = 0, g'(s) > 0 for 0 < s < 1 

and set 

\i(s)=g(l+R\loge\), X2(s) = g(~ - R\ loge|). 

Moreover let S satisfy 0 < 5 <C d* and define 

652 

-pe\ logc|(s + 5)2 + f36Re2\ log e|2 + ~e\ log e|, 

H(s) = { 
R 

{-6 - Re\ log e\<s< -Re\ log e|), 

3S2 

/3^e 2 | loge | 2 + ^ - e | l o g e | , (s < -8 - 7fc|loge|). 
R 
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V0
+

Ut(x,t) = 

Uout(x,t) = 

Now we will define upper and lower solutions in the following form: 

u*(x,t) + e|loge|aexp(L£) - H(d(x,t)), d(x,t) < -.Re|loge| 

(1 - X!(d{x,t)))U+ + X1(d(x,t))ei, d{x,t) > Re\ log e\ 

0, d(x, t) < -Re\ log e| 

v*(x,t) — e| loge|aexp(Li) + H(—d(x,t)), d(x,t) > i?e|loge| 

u*(x,t) — e|loge|o;exp(Li) + H(d(x,t)), d(x,t) < —Re\loge\ 

0, d(x,t) > #e|loge| 

(1 - X2(d(x, t)))W~ + X2(d(x, t))e4, d{x, t) < -Re\ log e| 

v*(x,t) + e| loge|aexp(ii) - H(-d(x,t)), d(x,t) > i?e|loge|. 

Here a,(3,R are positive constants to be specified appropriately. 

{UoufVouti a r e chosen so as to satisfy the following condition. 

• {Uouti Vctit)1S a n upper and alower solution for |d(x,t)| > Re\ loge|. 
• The entire upper and lower solution given by (31) below is not 

smooth for |d(a:,£)| = .Re|loge|. (We need to care about the 
derivative of {U±,V±) and (U^t,V^t) at \d(x,t)\ = Re\loge\.) 
(Utut'Vout) a'ie determined so that (u± ,w±) given below become 
an upper and a lower solutions. 

• (^mtti Vout) n a s the following estimate. 

(U±t,V±t) = (u*,v*)+0(e\loge\). 

6.3. Entire solution for the motion of interface 

The entire solution is given by 

f ( ^ . ^ n ) \d(x,t)\<Re\loge\, 
(u±,v±)={ (31) 

{(Utut,V±t)\d(x,t)\>Re\loge\. 

Let (u^.v^, Rm) be a solution to (2) with an arbitrary initial data 

(um(x,°)-vm(x>0))- Assume 
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Assumption 6.1. Assumption 3.2 and Assumption 3.3 hold with replacing 
(u*,v*,R) by(u*m,v^,Rm). 

Set r m = dRm, and let dm be difined by (15) with T replaced by Tm. They 
give the following result: 

Theorem 6.1. (Iida-Karali-Mimura-Nakashima-Yanagida [7] ) For any 
sufficiently large 7 > 0 and any sufficiently small a > 0, there exist 
CQ,CQ,C-! > 0 such that for sufficiently small e > 0 and the initial data 
satisfying 

K(x ,0 ) - u*m(x,0)\ < C5e|loge|, \vc(x,0) - v^(x,0)\ < C5e|loge|. 
(32) 

\ue(x,0)\<C5eM-aldm{X,°)l), 
for {x £ n\Rm(0) ; |dm(x,0)| > 7e|loge|}, 

M x f 0 ) | < C 5 e x p ( - * ^ i ) , 

for {x £ Rm(0) ; \dm(x,0)\ > 7e|loge|}, 
(33) 

it holds that 

\ue(x,t) -u*m{x,t)\ < C6e|loge|, \ve(x,t) -v^(x,t)\ < C6e|loge|. 

1 1 +\i ^ n 1 a\dm{x,t)\ \ue(x,t)\ < C6exp( ! - - ) , 

for {x £ n\Rm{t) ; \dm{x,t)\ > C7e|loge|}, 

\vc(x,t)\<C6exp(-aldm(f^), 

for {x £ Rm(t) ; \dm{x,t)\ > C7e|loge|}. 

7. Proof of Theorem 1 

Combining the estimate in Theorem 2 and expressions of (u± , v ± ) , we have 

u-(x,e2) < U~(x,e2) < U+{x,e2) < u+{x,e2), 

v~(x,e2) > V-(x,e2) > V+(x,e2) > v+(x,e2). 

This and Theorems 2 and 3 implies that for arbitrarily chosen initial data 
satisfying Assumption 1, the solution of (3) stays between (U~,V~) and 
(U+,V+) for t £ (0, e2], and stays between (u~,v~) and (u+,v+) for t G 
[e2,T]. Using the estimate in Theorem 3, the proof is completed. 
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RAYLEIGH-BENARD CONVECTION IN A RECTANGULAR 
DOMAIN 

TOSHIYUKI OGAWA AND TAKASHI OKUDA 

Graduate School of Engineering Science, 
Osaka Univercity, Toyonaka 560-8531, JAPAN 

1. Introduction 

There has been a lot of studies on a convection patterns in the Rayleigh-
Benard problem. Consider the Bussinesq approximation (Oberbeck-
Boussinesq model) with up-down symmetric boundary conditions. It is 
a well-known fact that a hexagonal and a roll patterns appear when the 
Rayleigh number exceeds its critical value and only the roll pattern is 
stable. See for example [14]. In [9] they obtained general bifurcational 
structure under the up-down symmetric boundary conditions including the 
Boussinesq approximation. However, both of them have not obtained the 
eigenvalues about the mixed mode solutions such as the hexagonal pattern. 
On the other hand, it is rather easy to obtain a hexagonal pattern under 
the same up-down symmetric situation by a 3D numerical simulation from 
small random initial data. Therefore we shall exactly calculate the coef
ficients of the cubic normal form about the critical point where both the 
roll and hexagonal patterns appear and study the dynamics of them. By 
the cubic normal form we can study the invariant torus which includes the 
fixed points corresponding to the hexagonal patterns inside. To determine 
the motion on the torus we need to calculate the normal form up to higher 
order. But here, we only discuss the stability of the invariant torus and 
calculate the eigenvalues for the transversal direction to the torus. We can 
show that it is true that the invariant torus of the hexagonal pattern has 
positive eigenvalues but they are small compared to the absolute value of 
the negative ones. The invariant torus is a saddle for its transversal di
rections and it will take quite a long time to observe unstable dynamics. 
It is consistent to the classical theoretical results and also the fact that 
we frequently observe "unstable" hexagonal patterns in numerical simula-
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tions. Notice that a hexagonal pattern can be stable in the case when the 
two boundary conditions are different each other so that they break the 
up-down symmetry. In fact the normal form has quadratic terms which 
correspond to the hexagonal resonance ([4]). 

In the study of hexagonal patterns it is convenient to consider a rectan
gular fluid container with particular size so that there exist 3 roll solutions 
which have the same critical wave length and cross each other by the angle 
of 120 degrees. We can consider more general situations by changing the 
size of the container. It is still difficult to study the reduced dynamics for 
all the variations of the system size. However, we found there are stable 
mixed mode solutions (patchwork quilt type) by taking the size of the con
tainer and the Prandtl number appropriately. We shall also consider the 
2-dimensional problem, where the flow is assumed to depend only on (x, z)-
directions. We show that the pure mode solution (roll) is unstable while a 
mixed mode solution is stable when the Prandtl number is small. Part of 
these results are already anounced in [13]. Here, we shall take a different 
algorithm to calculate the normal form and mention more detailed results. 

We are specially interested in small rectangular container for the bifur
cation analysis. Since otherwise if we consider the large system size the 
bifurcation structure for the stationary solutions might become close to 
that of the Ginzburg-Landau equation. Notice that the Ginzburg-Landau 
equation is considered to be the reduced simplified model for the Oberbeck-
Boussinesq model. And only the pure roll solutions are stable for the 
Ginzburg-Landau equations, since their nonlinear terms are cubic. See 
[4] in detail. 

2. The Rayleigh Benard problem 

We consider the Boussinesq approximation for the Rayleigh-Benard con
vection. Variation equations about the conductive state can be written in 
the following non-dimensional form. 

ut + (u- V)u = - V p + R9ez + Au 
9t + {u- V)0 = (w + A9)/P (1) 

V - u = 0 

Here, it = (u,v,w) is a velocity vector and ez = (0,0,1). Equations (1) are 
considered in the region R 2 x (0,1). Two constants R and P are called the 
Rayleigh and the Prandtl numbers, respectively. 
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Let the boundary conditions be free-slip for both the top and the bot
tom: 

uz = vz =w=9=0 (,z = 0, l) . (2) 

These boundary conditions simplify the normal form calculation. In fact, 
we can naturally extend the functions u,6,p on z £ [0,1] to the periodic 
functions for z-direction whose periods are 2 from the following reasons. 
First, extend u,v,p as even functions on [—1,1] and w, 9 as odd functions 
on [—1,1]. Then from the boundary conditions we know that these func
tions are C1-continuous at z = 0 and they turned out to be C 2 from the 
equations. Second, we further extend those functions to z € R so that 
they become 2-periodic, i.e., u(z) = u(z + 2). Similar argument shows 
that the extended functions are also C2 at z — 1. Therefore solutions to 
equations (1) with the boundary conditions (2) are included in the space 
of 2-periodic functions for z-direction. Conversely, if a 2-periodic functions 
for z-direction satisfying (1) and moreover their u,v,p components are even 
and w, 9 components are odd then they are solutions of equations (1) and 
(2) . This is called hidden symmetry relating to the Neumann boundary 
conditions (see [8]). 

Now, let us assume the periodicity for both x and y directions with the 
periods (2n/a, 2n//3). We can finally represent each unknown variables by 
the Fourier expansion. 

u= J2 um,n,l e
i('max+n*3v+Uz\v= ^ vm<nJ ei(max+n)3y+lnz\ 

(m,n,l)eZs (m,n,0€Z3 

_ V^ „,, , Mmax+npy+lnz) n _ V ^ a i(max+n/3y+l-Kz) 
w — / j wm,n,l e i u — / J

 um,n,l e j 
(m,n,i)€Z3 (m,n,i)eZ3 

_ V^ i(max+nPy+lTrz) 
P — / y ym,n,l e 

(m,n,i)€Z3 

We use an abbreviated notation m = (m, n, /) for the mode vector and 

Since all the unknown variables are real valued and their Fourier coef
ficients have the Hermitian symmetry: um = u _ m . They also satisfy the 
following properties which correspond to the even and odd symmetry of the 
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corresponding functions. 

^ m , n , i 

^m,n , i 

^ m , n , i 

"m,n , i 

= 
= 
= 
— 

^m^n^ — U 

^m,n , —ij 

tVmyn, — l'> 

"m,n, — l) 

(3) 

Pm,n,l — Pm,n, —/ 

Now we rewrite the equations (1) by using the Fourier coefficients as follows. 

/ u'rc \ 

V'a, 

Wn 

V » / 

/ 
o -U)\ 

0 
0 
0 0 1/P -u2

m/P 0 
\ ima in/3 ilir 0 0 

0 -o 

0 
0 
R 

—ima\ 
—in/3 
—il-K 

I 

Vn 

9n 

\ 

\Pm/ 

( {(U • V)u}m \ 

{{u-V)w} 
{(ti-V)fl}, 

0 V / 
(4) 

Here, w^ = m2a2 + n2j32 + 12TT2. 

Note that the problem (1) and (2) admit another type of symmetry: up-
down symmetry which means that they are invariant under the mapping: 

(u,v,w,6,p)(t,x,y,z) ^ (u,v,-w,-9,p)(t,x,y,l - z). 

Equation (4) inherits up-down symmetry from the original problem. More 
precisely, equation (4) is invariant under the transformation: 

(, J-J um,n 

( - 1 ) ' Um,n 

( - 1 ) ' W m , „ 

( — 1) 6m,n 

( - 1 ) ' p m , „ 

(5) 

Pm:n,l 

Equation (4) with the even-odd symmetry (3) is equivalent to (1) with 
the boundary condition (2). Moreover the Fourier coefficients for the pres
sure p and w can be eliminated by the fifth equation of (4) and finally we 
obtain the following system of ordinary differential equations for m ^ 0. 

{ ( u - V ) u } m \ fmas 

{{u-V)v}m )+km\ nf3 
.{(u-W)9}mJ \ 0 

M„ (1^0) (6) 

M, (m,n,0) 
{(« • V)u} r 

{ ( « - V M n 

/ m a \ ., . 
+ «(m,n,o) I n J ( i = 0 a n d m / 0 ) 

(7) 
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Here, 

km = —(ma{{u • V)u} m + n/3{(u • V)v}m + lir{(u • V)w}m), 

/ -J1 0 -mliraR/u)2\ 
Mm = 0 - w 2 -nl-KpR/u2 , (Z ̂  0), 

\-ma/lirP -np/lirP -UJ2/P j 

Afm = f Q _w2 J , (/ = 0 and m ^ 0) 

Notice that the mean flow should be zero, that is u0 = VQ = p0 = 0 
and it holds that wo = do = 0 by the symmetry (3). It is easy to see 
that the linearized matrix Mm has O-eigenvalue if and only if I ^ 0 and 
R = R(k) = (k2 + l2/K2)3/k2 where k is the wave number with k2 = m2a2 + 
n2(32. R(k) takes its minimum value Rc = 277r4/4 at the critical wavelength 
kc = ^/2TT/2. Rc is called the critical Rayleigh number. We are interested 
in the case when the first instability takes place as we increase the Rayleigh 
number. Therefore, we have only to consider the case I = 1 and R = R(k) — 
(k2 + 7r2)3/k2. 

3. 2-D problem and stability of mixed mode solutions 

Let us study the 2 dimensional case where the problem depends only on 
(x, z)-direction, since it might be easier to explain our analysis in the 2-D 
problem first, and we basically take similar strategy for the 3-D problem. 
We refer [12] and [11] where they have obtained the same results in this 
section. Now the unknown variables are u,w,&,p and their time evolution 
can be described as follows. Notice that we use the notations m = (m, I) S 
Z2 for the mode vector and a>m = m2a2 + l2n2. 

(£)--C:)-({S:^:)+fc-(r)-(""» <» 
um = -u)2

mum:{l=0,m^{0,0)). (9) 

Here, M m and km are defined as follows. We use the same notation as the 
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3 dimensional case as long as it is clear. 

km = (ma{(u • V)u} m + ITT{(U • V)tu}m)/wm , (10) 

Mm=( -"™ -ml™R/fm) • (ID 
\—ma/lTrP —ui^/P J 

(12) 

Now let us caluculate the convolution terms. 

{ (U-VM, 

{(u-V)0}r 

{(u 'VW 

Here we denote rrij — (m,,/,). 
These coupled systems of countably many ordinary differential equa

tions have a trivial zero solution. We study the local bifurcation about the 
trivial solution. It is necessary to calculate the normal form on the center 
manifolds which is locally spanned by critical eigenvectors of M m for each 
set of parameter values of (R, a, (3). 

When R — R(a,m,l) := (m2a2 + l2n2)3/m2a2 holds, (m,/)-mode be
comes critical in the linearized problem about zero to (8)-(9). Therefore at 
most two critical modes become critical at the same time. More precisely, 
for a given a there exists a number R* such that all the eigenvalues about 
zero is negative for R < R*, and moreover one of the following folds. (See 
also Figure 1.) 

• Simple critical case: There exists a natural number K such that 
R* = R(a;±K,l) and if \m\ ^ K then R* < R(a;m,l). We call 
the pair of parameter values (a, R*) a simple critical point. 

• Multiple critical case: There exists a nutural number K > 2 such 
that R* = R(a\ ±K, 1) = R(a; ±(K — 1), 1) and if \m\ ^ K, K — 1 
then R* < R(a; m, 1). We call the pair of parameter values (a, R*) 
a multiple critical point. 

E 
n i + n i 2 = r a 

= £ 

ia{m2l\ — r r i i y 

h 1 

ia(rri2h — m ^ ) 
^ m i " m 2 

E -i7n2a
2(m2li — mil2) 

hhn 

(13) 

(14) 

(15) 
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1. S 

Figure 1. Neutrral stability curves drawn in (Q, iJ)-plane. They correspond the critical 
curves for R(a\m) = R(a; 1,1), • ••, R(a;4,1) respectively from left. 

3.1. Simple critical case 

It is easy to see that a roll solution bifurcates at a simple critical point as 
a super-critical pitchfork bifurcation. In fact, M m has simple O-eigevalues 
if and only if m G S := {(±re, ±1), (±re, Tl)}- The critical eigenvectors are 
not um but um, m £ S The linear transformation: 

6m 
T — 1 ma —IPTTUI^ 

,#m / ' (1 + P)malinjm \ma 

makes the linear part of the equation for m € S diagonal as 

lirwm 
(16) 

0 

rCm-i rr 
ma , ( ^ 0 ) . (17) {(u-VMr 

. { (u -v )^} m ; ' — " v o 
Now the center manifolds about the simple critical point can be described 
by wm(m € 5). The other modes: # m (m € S) and um,9m(m ^ S) 
are the slave modes. Moreover, it holds that uK,i = t*K,-i by even-odd 
symmetry(3). Therefore uKii,ttK}i gives the local coordinate on the cen
ter manifolds. We are interested in the small solutions \uK,i\ < $ near 
the critical point. Then all the slave modes are 0(62) by the center man
ifold theorem. To obtain the effective normal form on the center man
ifolds we pick up the nonlinear term from the equation of the critical 
modes in (17) up to 0(53). The nonlinear terms for the equation of u K l 

in (17) consist of u m i , uai2 and u m i , dI[l2 with mi + rri2 = (re, 1). The 
combinations of (m 1 ,m 2 ) which give nonlinear terms up to 0(53) are 
{((«, 1), (0,0)), ( ( -« , 1), (2K, 0)), ((«, - 1 ) , (0,2))((-«, - 1 ) , (2K, 2))}. Since 
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#m,o = 0 holds by the up-down symmetry and umfi — 0 holds in the 2-D 
setting, the nonlinear terms come from the first two combinations of above 
are zero. It is also zero for(mi,rri2) = ((—K, —1), (2K, 2)) by (13),(14) and 
(15). Therefore the slave modes up to 0(53) which relate to the equation 
for A := wKji are only B := Uo,2 a n d C := #0,2. To obtain the normal 
form on the center manifold we need to calculate the approximation of 
the center manifolds by the coordinate A . The quadratic approximation 
of the center manifolds u0)2 = h^2 := / $ 2 ( " K , I > ^ - K . - I > ^ - K , I > " « . - I ) an<^ 

#0,2 = /lo,2 : = ^0,2("K,1. « - K , - 1 , W - K , 1 ' " K , - I ) a r e ^ foUoWS. 

Ka = 0(6% 

< 2 = ^ | A | 2 + 0 ( * 3 ) . 

Prom (17), 

{(u • V)0}«,i = 2maKultlAhe
0>2 . 

Here we assume n = R — R* = 0(S2).Finally we obtain 

A = tiA-2^^\A\2A + 0(Si). (18) 

It shows that a super-critical pitchfork bifurcation to a roll solution occurs 
at the critical point. 

3.2. Multiple critical case 

In this subsection, we consider the multiple critical case in the 2D prob
lem. M has simple O-eigenvalue if and only if 

m G S := {(±K', ±1), (±K\ T l ) , ( ± K , ±1), (±/e, T l ) , } 

where «' = K — 1. After taking the similar linear transformation which 
diagonalize the matrix Mm the 4 critical modes are represented by 

A:=uKii, A = u-Kt-i, B:=uK>ti, B:=u_K, 1. 
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Remember that we are interested in small solutions |A | , |S | < S near the 
critical point. Moreover, the slave modes coming into the equation for A 
are 

G : = wo,2 ,D := 0o,2i E := M^-K',2, F := 9K-K',2, G := uK+K/)2, H := 0K+K',2 

up to 0(53). We obtain the following normal form when K > 2 by calculat
ing quadratic approximation of center manifolds.(The calculation is similar 
as simple critical case.) 

Since, equation (17) inherited up-down symmetry from (5), any 
quadratic resonance does not occur. Notice that it has quadratic resonance 
term when asymmetry case and we need a different approach to analyze 
the normal form as one can see in [2] .(see also [3].) 

A=^1+a\A\2 + b\B\2)A + 0(5i) 
B = (n2 + c\A\2 + d\B\2)B + 0(64) { ' 

It can be separated into the equation for the modulus(amplitude) and the 
argument (angle) by the polar coordinate. And the equations for the ampli
tudes are 

' r = (Mi + ar2 + bs2)r + 0(«54) 
s = (/x2 + cr2 + ds2)s + 0(64) { ' 

Here, we denote r = \A\,s = \B\ and/^i = R(a; K, 1)— R* ,^2 = R((X;K', 1) — 
R*. To study the above equations (20) we consider the cut-off equations: 

J f = (^i + ar2 + bs2)r, 
\ s = ( M 2 + C r 2 + ds2)S. {Zl> 

Lemma 3.1. 
Assume a,b,d < 0,ad — be > 0. Moreover, if /ii,/U2 satisfies the 

inequality: cfii/a < [12 < d[i\/b then the equilibrium of (21)F(r,s) = 
(r*,s*),r;t,s* =£ 0 is asymptotically stable. 

proof 
From r = s — 0, we can obtain r*,s* as follows. 

r = r* := y/(bfi2 - dfi{)/{ad - be) 

s = s* := v (c/ii — a/j,2)/(ad — be) 

Since we assumed ad — be > 0 and a,b,d < 0, if c^i/a < (12 < d/j^i/b 
then,(r,s) = (r*,s*) is an equilibrium of (20). The linearized matrix for 
(20) about (r*,s*) is as follows. 

/ V i + 3ar2 + bsl 26r*s» \ = / 2ar2 26r*s*\ 
\ 2cr*s* fi2 + «"* + 3<is2 J \2cr„s» 2dsl J' 
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So, the eigenvalues about (r*,s*) are given as the solutions of quadratic 
equation: 

A2 - 2(ar2 + ds^)A + A(ad - bc)rlsl = 0. (23) 

This completes the proof. • 

Proposition 3.1. 
Let K e {2,3,4}. Then, there exist P* > 0 such that if P < P* then 

ad — be > 0. Moreover, if 0 < P < P* then the invariant torus which 
corresponds to the mixed mode solution is asymptotically stable. 

proof 
Notice that the coefficients of normal form(20) a, d are as follows. 

P2"t i P2"LI i 
„ _ _ i _ *.i < 0 rf=_2 * i'1 <o. 1 + P ' 1 + P 

By the lemma 3.1 if ad — be > 0 then the mixed mode solution is 
asymptotic stable. The ad —be and ^-p(ad— be) are written by P as follows. 

, , -d4P
4 - d3P

3 - d2P
2 - dxP + d0 

a d - 6 c = ^ T p j 2 (24) 

d ^ ^ -Z? 4P 4 - D3P
3 - D2P2 - DiP - Do , „ . 

Here dj, Z)j are written by a, /Zj,«, and the table 1 shows that approximate 
values of di for each K G {2,3,4}. Moreover ^p (ad — bc) < 0, for all P , and 
if P = 0 then ad — bc> 0.(See also Figure 2.) This completes the proof. • 

It should be mentioned that we can show the same statement as the 
above proposition for a given K > 4, say re = 100. However, we don't 
rigorously know that it holds for an arbitrary natural number re. Let AK = 
lim ad — bc then we can show that lim AK = 0. However, it is sufficient 
P — 0 K-KX> 

in the sense that we are interested in the small size container. Notice that 
the critical Prandtl numbers for the stability of mixed mode solutions in 
figure 2 are the same as those obtained by [12]. 
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Table 1. 

Approximate values of di for each K. 

K 

2 
3 
4 

d$ 
7.83 x 105 

6.40 x 105 

6.08 x 105 

d3 

4.65 x 104 

1.30 x 104 

6.20 x 103 

d2 

1.80 x 104 

5.05 x 103 

2.41 x 103 

di 
-7.26 x 103 

-1.74 X 103 

7.99 x 102 

do 
-6.69 x 103 

-1.64 x 103 

7.57 x lO'2 

Figure 2. The stability of (K — 1,1) — (K, 1) mixed mode for K — 2 (black), K = 3 (dark 
gray) and K = 4 (light gray) . Values of ad — be with respect to values of P are drawn 
and if ad — be > 0 then the mixed mode is stable. 

4. 3-D problem 

In this section we consider 3 dimensional case. We diagonalize the linear 
parts of the equations(6). Take the linear transformation: 

= $ r 

$ m = 

' —bj^mlna/k2 

-Lu^nlirp/k2 

1 

nf3 
-ma 

ma 
n/3 

0 tf/uj^lTrP, 

so that the linear parts of the equations(6) become diagonal as 

' { ( U ' V M r 
S- 1 I {(u-V)«}B 

.{(u-V)0}r 

+ $mk„ 

(26) 

(27) 
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Here 

± _ -(P + Vj 
Mm - ^ p wm 

± ^Vi(P + 1)/2}M, + P{P(m2a2 + n2/32) _ W6J 

are eigenvalues of M m and if P = P(/c) = (A;2+Z2)3/fc2 then, /i+, = 0, / i ^ = 
—(1 -f P)w 2

n /P. For the sake of convenience we define the set 

Tm,n,i = {(±m, ±n, ±i), (±m, ±n, ^ ) , (±m. =F n, ±Z), (±m, T" , TO). 

and 

5 := {m = (m, n, Z)|P = {m2a2 + n2(32 + l27r2)3/(m2a2 + n2/32)}. 

This means that if m £ 5 then Mm has simple 0-eigenvalue. 

4 .1 . Neutral stability surface for 3-D problem 

If we consider the special case when (a,/3) = kc(l/2,y/3/2), 
where we usually study hexagonal mode interaction, the 3 critical roll 
modes:(2,0,1), (1,±1,1) become unstable exactly at the critical Rayleigh 
number Rc. On the other hand, the first instability occurs at R > Rc 

in general. It is convenient to define the neutral stability surface for each 
mode (m,n, 1) (or simply we denote (m,n)) as follows. 

Gm,n = |(a,/?,-R) ; R = Rm,n(a,l3) 

( m 2 a 2 + n 2 / 3 2 + 7 r 2 ) 3 „ , n .-i (28) 

The (m,n)-mode instability occurs on the surface Gm>„. Remember that 
we have set 1 = 1 since we are interested in the first instability. There
fore, for a given (a,f3), the first instability occurs as (m*,n*)-mode where 
Rm,,n,(a>fl) < Rm,n{c«-,(3) for any (m,n) € Z2 . There can be multi
ple critical mode. In fact when (a, (3) = kc(l/2, \/3/2),both (2,0) and 
(1,1) are critical at R = Rc. More precisely, a set of critical modes S 
is S := T2)o,i U Ti,i,i in this case. By using the Hermitian and even-odd 
symmetries we have essentially 3 critical modes: 

" 2 , 0 , 1 . " - 1 , 1 , l i " - 1 , - 1 , 1 -

Rm,n{&iP) attains its minimum Rc on the curve 

Cm,n = | ( a , / 3 ) ; m V +n2(32 = k2
c,a,f3e (0 ,oo) | . 
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Figure 3. [Above left:Neutral stability surface for (2,0) and (1,1)], [Above r i g h t s , o 
and Ci , i ] , [Be
low left:Neutral stability surface for (m,n) = (1,1), (2, 0), (0, 2), (3, 0), (2,1), (4,0) and 
(3,1)], [Below r ight :Cm , n for (m,n) = (1,1), (2,0), (0, 2), (3,0), (2,1), (4, 0) and (3,1)]. 

Next, if we proportionally increase or decrease the ratio of system size 
f3/a to some extent then we have the same set of critical modes but the 
value of R is larger than Rc. There are so many possibilities of multiple 
critical points. (See Figure3,4.) In this article we are interested in the 
critical points which has the critical modes:5 := TK;o,i U ^V,T',I- where 
K, T, T' S N. We call the point (a, /3, R) which satisfies this property the 
pseudo hexagonal critical point since it has essentially 3 critical roll modes 
'"K,o,i,'STiT/ii)tIT)_r<ii. In other words the set of pseudo hexagonal critical 
points are on the curve GK]0 O GT<T>. 

4.2. Approximation of center manifolds 

In this subsection we calculate quadratic approximation of center man
ifolds to obtain the normal form. 
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Figure 4. Vertical section of neutral critical surface on the line j3 = 1.55a .Each curves 
in the figure in the section of Gi , i , G2,o, G24, Gz,o, Go,2, G3,i and G^o from the 
right. 

Proposition 4.1. Let m* G S, (i = 1,2, ...12),ms £ 5,(m s = (ms,ns,ls)). 
The quadratic approximation of the center manifold is given by the graph 
of the functions uma = h^s,vms = hv

ma, 6 = he
mj 

M; 

hu 

hv 

= M, 

'{(u-VKh 
- 1 ' { (U-VM, 

.{(u-V)fl}r 

{ (u-V)«} r 

{(u-V)«}r 

M-YK (Is ^ 0) 

(29) 

- 1 - M-% ma 
nf3 

, (h = 0) 

(30) 

Proof 
Rewrite equation(27) as follows 



255 

Mm = 0 •Mm 

'0 0 

Vm I = | 0 - u > m 0 

,0 0 tf 

' { (u-V) W } r 

$- J I {(u-VMm I + <J>mX 
,{(u-V)0} r 

ma\ 
n/3 

o 
+ 

/>£« 
o 
o 

By the center manifold theory ([6] Section2) we obtain 

' 9um. 

Mn 

s^ 
9 u m . 2 

9 « m 1 2 

m » 
3 « m , 2 

/ « m i \ 

{ ( U ' V W m . 
{ (u-V)«} m a 

{ (u -V)0} m . 

(31) 

If | u m J < 5 and |/x+J < <52 then left hand side of (31) is 0(53). Since Mm„ 
is a regular matrix for each m, we obtain (29). Similarly we obtain (30) for 
the case ls = 0. This completes the proof. • 

Now let us calculate the convolution terms. 

'ia(rri2h — mil2) {(u-V)u} r £ (: 
m^ +n i2 = m 

m j + m 2 = m 

h 

if3(n2h —nil2) 
h 

ia(rn2ni — m\ri2) 

+ ^ m i ^ m 2 / 

^ m i ^ r 

+ 22 in^v 

m j + m 2 = m 
l i = 0 , n i = 0 
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h 
n i + m 2 = n i 

I13iO 

ia(rri2h — rn^) {(u-VMm= £ (-

i/3(n2/i - ni?2) \ 
+ 

E ia(m2/ii — min 2) 

m 1 + m 2 = m 

+ ^ in2Pv 
m i ^ n r i 2 

m i 4 - r n 2 = : i n 

r̂  V7\m V^ fia{m2li - mi/2) { (u -V)0} m = 2 ^ ^ j umi6>, m i " 0 1 2 

m i + m 2 = m 

i/3(n2h - ni/2) 

ia(rri2ni — miri2) 

" " 0 1 1 ^ 2 J 

m i + n i 2 = m 

^1112 

raj -(-1112 =*** 
l 1 = 0 , n 1 = 0 

{(u • v)wj}m = 2^ v m ? v « m 2 
m i + m 2 = ra 

i a l 2 # 0 

-i/32n2(n2 / i - ni/2) 
+ r-: vm iu„ 

tl/27T 

-ia/3n2(m2Zi — mi/2) 
i l / 2 7T 

-iaPm2(n2h — n\h) 

~r j 1 ^ m i ^ m 2 

+ - / l / 2 7T 
^ m i ^nri2 I 

. . ,'— im2a2(m2ni - n2mi) 
+ > ; « m , « « 

- n i + m 2 = m * 

in2af3(m2n1 — n2mi) \ 
j " m i " m 2 ) 

n\l2^ / 

( — r ^ - — « m i « m 2 - - ^ - V - x V m . ) 

m i + m 2 = m 
( 1 = n 1 = 0 , n 2 ^ 0 
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Here we denote nij = (mj,rij,lj). 
Finally, by using the similar argument to the previous section(2-D case) 

we can obtain the normal form on the center manifold as follows. 

A^bn+alAtf + blAaF+blAaftAi 
A2 = (/z2 + c ^ i l 2 + d\A2\

2 + e\A3\
2)A2 (32) 

A3 = (fx2 + c M 2 | 2 + e\A2\
2 + d\A3\

2)A3 

Here we denote 

A\ := uK,o,i ,A2 := u-TtT>,i, A3 := U-Ti-T'ti , 

Ml : = M « , 0 , 1 ' ^ 2 : = /^r.r'.l (= Mir,-r',l) • 

In the case of hexagonal critical point((a,(3,R) — (kc/2,^Kc/2,Rc) it 
holds that ji\ = /J,2,a — d,b = c— e, for all P > 0. 

We extract the equations for the amplitudes from (32) by taking the 
polar coordinates Aj — rje1^': 

r\ = (fJ.i + arx
2 + br2

2 + br3
2)n 

r2 = fa + cri2 + dr2
2 + er3

2)r2 (33) 
r'3 = (A*2 + cri2 + er2

2 + dr3
2)r3 

Notice that the equation(33) can have the following equilibriums: 

. (O): (0,0,0) 

•(R): ( r ' , 0 , 0 ) , (0,s*,0) , (0,0, s*) 

•{PQ) : (r*,s*,0) , (0, s*,s*) , (r»,0,s*) 

Here, each of r*, s*,r«, s»,r**, s** is non-zero. We call (0):zero, (R):roll, 
(PQ):patchwork quilt and (H):pseudo hexagonal solution, respectively. 

In the later sections, we discuss about the stability of the patterns in the 
sense of (33). That means we can show that existence of the invariant torus 
which includes the fixed point corresponding to the each pattern. When the 
hexagonal case, for example, the equilibrium: (H) might include the three 
patterns:regular-triangle, up-hexagon and down-hexagon. To determine the 
dynamics on the invariant torus, we need to calculate the normal form up 
to higher order term, but we only discuss the stability of the invariant torus 
and caluculate the eigenvalues for the transversal direction to the torus. 
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4.3. Hexagonal case 

In this subsection we study the Hexagonal case, i.e., (K, 0) = (2,0) and 
(T,T') = (1,1). Remember that hexagonal critical point is (a,/3,R) = 
(kc/2,V3kc/2,Rc). 

The number of positive eigenvalues about each solution in the sense of 
(33) is (O) : 3, {R) : 0, {PQ) : 1, (H) : 2, respectively. The coefficients of 
the normal form (33) are as follows. 

-9TT4P2 

6 = 
- 9 T T 4 ( 1 2 7 3 7 P 2 + 1113P + 1728) 

2(1 + Py " 16250(1 + P) 

Especially, the eigenvalues about (H) are a — 6 > 0, a — 6 > 0, a + 26 < 0 
and we can show the ratio \(a — b)/(a + 2b)\ between the absolute values of 
positive and negative eigenvalues is small(see Figure5). More precisely we 
can calculate the eigenvalues and the ratio of them as follows. 

9TT 4(4612P 2 + 1113P + 1728) 
•6 = 

a + 26 

a + 26 

16250(1 + P) 
-9TT 4 (33599P 2 + 2226P + 3456) 

16250(1 + P) 
4612P2 + 1113P+1728 
33599P2 + 2226P + 3456 

Furthermore, it is easy to see that 

d_ 
dP a + 26 

<0 . 

This implies that \(a — b)/{a • 
P. 

26) | is monotone decreasing with respect to 

Figure 5. The stability of hexagonal pattern. Left figure correspond to ratio of positive 
eigenvalues and negative one.(|(a — b)/{a + 2b)\). Right figure correspond to eigenvalues 
a — b and a + 26. 
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4.4. Existence of the stable Patchwork-Quilt pattern 

In this subsection we study the stability of the invariant torus which 
corresponds to the patchwork quilt pattern. We will show that when 
(T,T') = (K — 1,1), K = 2,3,4,5,6,7, the equilibriums of (33) which cor
respond to patchwork quilt patterns can be stable by taking a, (3, R and P 
suitably. 

We will begin by considering the property of the curve Gmi,ni n Gm2)„2 . 
If 

rrit = ( m i , n i , l ) , m 2 = (m 2 , n 2 , l ) , mi > m2 > 0, n2 > nx > 0. 

are critical modes and (a, j3) satisfies 

P/a = yj{m\-ml)/{nl-n\). 

then, GmitUl = Gm2i„2 . Moreover, if both mi and m 2 becomes unstable 
at R = Rc then, a, P satisfies 

a — ac := kcJ{n\ — n\)j[n{m^ — m^n^) , 

P = (3C := kc\J(m\ - m\)/(n\m\ - m\n%) . 

We define rjc, I^n1>m2 and Hmi,m2
 as follows. 

Vc •= y (mf - m\)l{n\ - n\) , 

Vm i ,m 2 :={{a,/3,R) & Gmi,n1;P/a = rjc,(a,p,R) £ R 3 } \ {(ac,pc,Rc)}, 

Hmi,m2
 :== ("ml ,nl l~l Gm2,n2) \ Kni,m2 • 

Notice that Gm i , n i D Gm2i„2 = HmitXXl2 U Vmi>m2. We are interested in the 
pseudo hexagonal points:(mi,ni) = (K,0) and (m2 ,n2) = (K — 1,1). How
ever, when (a,P,R) £ V"(K 0 ,I),(K-I,I,I)

 an(^ both (K ,0 , 1) and (« —1,1,1) are 
first instability, it is expected that we can not obtain the nontrivial stable 
mixed mode. In fact, for each K = 2,3,4,5,6,7, we can see the invari
ant torus corresponding to the mixed mode solutions(patchwork quilt or 
pseudo hexagonal pattern) can not be stable(unstable) by the normal form 
analysis. So we are interested in the case when (a,/?, R) £ ^(K,O,I) , («-I , I , I ) -

To analyze about the pseudo hexagonal critical point, we introduce 
a new parameter r\ := P/ct. We show that the pseudo hexagonal 
point: (a,/?,R) £ Hmi>m2 can be parameterized by rj. This implies that 
we can control the ratio of the system size (a, P) by the only one parame
ter. Remark that if mi and m 2 are pseudo hexagonal modes then n\ = 0, 
but we can prove the next lemma is correct for general n\. 
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Lemma 4.1. Let 

mi = (mi ,n i , l ) , m 2 = (m 2 , n 2 , l ) 

are critical modes. Then the multiple critical point 

(a,p,R) = («*,/?*,#*) € # m i ,m 2 

is parameterized by rj := (3/a as follows: 

^ = ^V't M/3, V3 , 1/3, (34) 
V (<Pl<P2)1/3(<Pl + </>2 ) 

0*(v) = ria*(v), (35) 
(a*(»7),/3*(»7)) (36) 

where ipj = m? + n???2. 

proof 
If mi , m2 are critical modes. Then 

**"mi ,roi 

(a, 77a) = Rm2,n2 (a, rja) (37) 
holds. More precisely it hold that 

(m\a2 + n\r\2a2 + 7r2)3 (m\c? + n\r]2a2 + 7r2)3 

m2a2 + n2rj2a2 m\a2 + ri^rpa2 (38) 

If (a, P, R) e Vmi<m2 (38) hold for all a, /3. Thus the critical point:(a, /3, i?) 
on V m i m 2 can not be parameterized by 77. Denote that m2- + rtfr/2 = ifij 
then (38) becomes 

(<pia
2 + TT2)3 - {{^-)1 /3(V2a2 + TT2)}3 = 0. (39) 

We have 

^ i a
2
 + 7 r2 )_m\1 / 3

(^2 a2 + 7 r 2 ) = 0 ; ( 4 0 ) 

-<?2 
or 

1/3 
(^a2 + TT2)2 + ( ^ a 2 + ^2){ ( - ) ( ^ a 2 + TT2)} 

+ { (S) 1 / 3 ( ^ 2 + 7 r 2 ) } 2 = 0 - (41) 

Since, equation (41) does not hold, we obtain (34),(35), (36)from (40) . • 

Next, we study the stability of the invariant torus in (33). 
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Lemma 4.2. Assume 

(1) : a, b < 0, e < d < 0, ad-bc > 0, or (2) : a, c < 0, e < d < 0, ad-bc > 0. 

in (33). Then (33) have two asymptotically stable equilibriums: 
(r i , r2,r3) = (r*,0, s*), (T\»,S*,0) 63/ a suitable choice of (m,mu2). 

proof 
From fi = r'2 = r3 = 0, we can obtain r*,s* as follows. 

bn2 - dm cm - am 
r* = y~cj^bc-' S* = y~a^bc- • (42) 

By assumption(l), if we take MI1M2 which satisfies ^m < m < fm then 
r»,s* £ R. On the other hand, if assumption(2) and \m < m < %mi hold, 
then r*,s* £ R. Thus (r i , r2 , r3) = (r»,0,s»),(r*,s*,0) are equilibriums 
of (33). Moreover, one of the linearized eigenvalue about (r»,0, s*)( or 
(r*,s*,0)) is 

(d — e)(am — cm)/{ad - be) . (43) 

And another two eigenvalues are given as the solutions of the following 
quadratic equation: 

A2 - 2(arl + dsl)X + 4(ad - fcc)r2s2 . (44) 

This completes the proof. • 

Finally, by Lemmas4.1,4.2, we can show that stability of the invariant 
torus which corresponds to the patchwork quilt pattern for each ratio of 
the system size. We shall concentrate on the case when there are three 
critical modes which are given by (K,0 , 1), (K— 1,1,1), (K—1, -1 ,1 ) . Here 
K G {2,3,4,5,6,7} and take the limit P -> 0. (Remark that if P ^ 0 then 
a,d < 0 and a, d —> 0 as P —» 0, here a, d are coefficients of (33)) Then 
there are three cases as follows. 

• easel : 
Let K £ {2,3}, then there exists 77* for each K such that if f < 
n < r/i ' then ad — be > 0. Moreover, if T| < 77 < 77* then the 
patchwork quilt pattern can be stable in the sense of (33). 

• case2: 

Let K e {4,5,6}, then there exist n[ ,rj2 with Vi < m f° r 

each K such that if | < 77 < 771 or rfr' < rj < 2y/n — 1 then 

ad-bc> 0. Moreover, if f < 77 < rff1 or 77^ < 77 < 2 \ /K - 1 then 

the patchwork quilt pattern can be stable in the sense of (33). 
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Figure 6. Behaviors of normal form coefficients at each pseudo hexagonal critical point 
on ff(K :o,i)( s- i , i , i ) - Left side figures: Graphs of ad — be vs. r\ £ [«/2,2%/re — l j . Right 
side figures: Graphs of t(black) and c(gray) vs. r/ 6 [«/2, 2\/K — 1]. Each pair of figures 
in the same column corresponds to K = 2,3,4, 5,6, 7 from the top. 
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Figure 7. Qualitative comparison between the PDE numerical simulation(greek cross) 
and the dynamics on the center manifold by the normal form(line). In both figures 
horizontal and vertical axis represent the amplitudes of (2,0, l)-mode and (1,1,1)-
mode, respectively. The PDE simulation was obtained at the parameter values: 
P = 0.2,(a,p,R) = (1.2,1.44,673). The same values of P,R were used for the nor
mal form. 

• case3: 
Let K = 7, then there exists 77* such that if 77* < 77 < 2-\/6 then 
ad — be > 0. Moreover, if 77* < 77 < 2\/6 then the patchwork quilt 
pattern can be stable in the sense of (33). 

Remark 
We can calculate the coefficients of the normal form for 77 G [0,00). In 
fact, for K G {2,3,4,5,6,7}, if 77 = K/2 or 77 = 2y/n — 1 then, another 
modes become unstable at the same time. More precisely, if 77 = K/2 
then GKIQ = GQ,2, that means the (0, 2,1) mode becomes unstable as well 
as (K ,0 , 1) and (K — 1,1,1). On the other hand if 77 = 2^/K — 1 then 
GK 0 = GK_2]i,that means the (K—2,1,1) mode becomes unstable as well as 
(K, 0,1) and (K — 1,1,1). On the contrast, both (K, 0,1) and (K — 1, ±1,1) 
modes are first instability, when 77 satisfies K/2 < 77 < 2^/K — 1 for each 
K& {2,3,4,5,6,7}. 

Figure 6 shows that the patch work quilt patterns can be stable. Notice 
that e < d = 0 holds and b = c at r] = rjc for each K . 

This implies that if we take P sufficiently small then a < 0 and 
e < d < 0 hold. Moreover, for K = 2,3,4,5,6 there exists 77 which sat
isfies b < 0, ad — be > 0. On the other hand, for K = 4, 5,6,7, there 
exist 77 which satisfies c < 0, ad — be > 0 for each K = 4,5,6,7. Thus, we 
can show, in any neighborhood of (a*(77), j3»{rj), R*(rj)) there is parameter 
value (a, /?, R) where the patchwork quilt pattern is stable. We can actu-

r* * 
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ally observe the corresponding stable patchwork quilt pattern in the PDE 
numerical simulation (see Figure 7). 
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We address some convergence issues regarding the solution of elliptic problems 
when the data are periodic and the size of the domain becomes unbounded. 

1. In t roduc t ion 

In [3], [5] we have considered elliptic problems of the type: 

he v- (i.i) 
[~dXi{aijdXjun) + a(x)un — f(x) in Qn, 

where a,ij(x) are bounded functions in Mfc satisfying a uniform ellipticity 
condition, a{x) is a nonnegative function, fi„ is a bounded domain whose 
size is becoming infinite when n goes to infinity, Vn is a closed linear space 
such that 

Hl(nn)(iVncHx$ln). 

We assumed in (1.1) that all the coefficients and / were periodic with 
respect to x. We have then shown in [3] [5] that the periodic data force the 
solution u„ to (1.1) to be periodic when the domain fln becomes larger and 
larger. To be precise, we derived H1 -convergence of un towards a periodic 
function when n —> oo in the nondegenerate case (a(x) ^ 0) and L°°-weak 
convergence of un in the degenerate case (a(x) = 0). 

In this note, we will discuss the issue when the domain where the prob
lems is posed is arbitrary, which means that we will show that such con
vergence is independent of the shape of the domain. We want to study the 
asymptotic behavior of un when n —-> oo, we will in particular also address 
the question of the rate of convergence of un and obtain some exponential 
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convergence. Moreover, we will show that the convergence of un to a peri
odic function extends to a large class of nonlinear operators. For parabolic 
problems, we refer the readers to [4]. 

2. Convergence in the linear case 

Let T be a positive constant and fln be a bounded domain in M.k whose size 
is going to become infinite when n approaches to infinity. For simplicity, 
we will always assume that 

( - n r , n T ) * c f i „ . 

Suppose a,ij(x), (i,j = 1, • • • , k), a(x) to be bounded functions in Rfc such 
that 

3A > 0 such that ay (*)&£,• > A|£|2 V£ G Rk, a.e. x£Rk 

a(x) > 0, a.e. x £ Rk, a(x) =£ 0. 

Denote by fi(x), i = 0, • • • , k functions in Lioc(R
k). Moreover, assume that 

aij(x), a(x) and fi{x) are T-periodic, i.e. 

ai:j(x)(resp. a(x),fi(x)) = ay (a; + Tee)(resp. a(x + Tet),fi(x + Tee)), 

a.e. x £ Rk, 

for every £, where {eg) is the canonical basis of Rk. 
If un is the unique solution to 

/ aij(x)dXjundXiv + a(x)unvdx ^ \) 

= / fov + fidXivdx Vu G Ho(Cln), 

and Uoo is the unique solution to 

f ux G H*er(Q) 

(2 2) 

= [ fov + fidXivdx VveH^iQ), 

(here we use Einstein convention of repeated indices) where Q = (0, T)k 

and 

tfper(Q) = {« G # ^ K z + Te^) = w(x) a.e. x e 9 Q n {re,- = 0}}, 
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we have: 

Theorem 2.1. Suppose that un and u^ are solutions to (2.1) and (2.2) 
respectively. If 
1) the functions fi on the right-hand side of (2.1), (2.2) satisfy 

• s (ink /o £ L?0C(R*)Ji G LlMl,i = !,-•• ,k,s > k, (2.3) 

2) it exists /3 > 1, M > 0 and n' related to n, such that 

{-nT,nT)k C Qn C ( -n 'T.n 'T)*, 
n' < Mn", 

(2.4) 

«//ierc rc is large enough (see the figure below), then we have that for any 
n0 > 0, 

Un >Woo m i l 1 (<?„„), 

where Qno = (-n0T,n0T)k. 

/ n; 

> 

n 'T 

n T ^ " ^ -

\ 

rcT \ 

.^fin' 

n'T 

Figure 2.1. 
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The proof is based on several lemmas: 

Lemma 2.1. (see [3] [6] for a proof) Under the periodicity assumptions on 
the coefficients and the fi, if extended by periodicity to Rfe, it holds 
that 

-dXi{aij{x)dXju00) + a(a;)u00 = /o - dxJi in V'(Rk). (2.5) 

In particular, for any bounded domain ft, we have 

/ aij(x)dXju0OdXiv + a(x)uoovdx = / f0v + ftdXivdx Vw e H^fl). 
JQ Jn 

(2.6) 

Next, let us quote a maximum principle from [8]. 

Lemma 2.2. Suppose (2.3) holds. Then, if u is a W1 , 2(0) solution to 

-dXi (ai:j(x)dXju) + a(x)u = f0 - dXi fi in ft, 

we have, for all ball B2ji(y) C ft and p > 1, 

supBR(y)\u(x)\ < c(R~p || u | |L P ( B a B ( y ) ) +ci(R)), 

where c and ci(R) are constants depending on k, X, max{a,ij}, R, s and 

P-

Furthermore we will need the following lemma (see [3]): 

Lemma 2.3. (Poincare Inequality) For any n0 > 0, Qno = (—n0T, n0T)k, 
if a(x) is nonnegative and not identically equal to 0, a(x) is T-periodic in 
all directions, it holds that 

f \Vv\2 + v2dx<C f \Vv\2 + a(x)v2dx Vv e H\Qno), (2.7) 

where C is a constant, independent of no, depending only on Q = (0,T)fc 

and a(x). 

We can then complete the proof of Theorem 2.1: 

Proof. Set 

Q = (0,T)k, Qn = (-nT,nT)k. 

Let p be a smooth nonnegative function such that 

p = 1 on (—-, - ) , p = 0 outside (—1,1), |Vp| is bounded. 
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For any n\ < n (we also assume that ni is an even number), 

(un - U o o )n t 1 / 0
2 (^ ) := K - Uoo)U

2 (2.8) 

is a test function in #o(<3ni). It follows that from (2.1) and (2.6) that 

/ aij(x)dXjundXi{(un - Moo)!!2} + a(x)un(un - Uoo)II2 dx 

= J aij(x)dXju00dXi{{un - Uoo)ri2} + a(x)uoo(u„ - Uoo)n2 da;, 
JQn, 

i.e. 

/ aij(x)dXj(un - Uoo)^xi{(wn - Woo)n2} + a(x)(un - «oo)2n2 dx = 0. 

The above formula leads to 

/ {a,ij(x)dXj(un -Uoo)5x;(wn - «oo) +a(x)(un -Uoo) 2 }n 2 dx 
JQni 

= ™ / a,ij(x)dx.(un - u^dxjl^n - u0O)IIda;. 

Using the ellipticity condition on the left-hand side and applying Cauchy-
Schwarz inequality on the right-hand side we obtain: 

/ {A|V(wn - Uoo)|2 + a(x)(un - Uoo)2}n2 dx 
JQni 

< - | V ( w n -U^WUn - U o o l I I d x 
n l JQr,x 

- n i l / l V K - u o o ) | 2 n 2 d x l \ j {un~u, dx 

This leads to: 

/ {|V(un -Uoo) | 2 +a(x)(u„ -Moo)2}n2dx < — / ( u n - u 0 0 ) 2 d x , 

(2.9) 
where c is a constant independent of n. 
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(2.10) 

Since II = 1 on Qzi, by Lemma 2.3, (2.9) implies that 

/ |V(u„ -Uoo)|2 + (un -Woo)2da; 

<c {|V(wn -Uoo)!2 + a(x)(un - tioo)2} da; 

< c / {|V(u„ - Uoo)|2 + a(x)(un - UQO)2}]!2 dx 

< -o / («n -Woo)2da; 

- ~2 | V ( w n - Woo)|2 + (Wn - Woo)2 d x 
n l VQn i 

for some constant c independent of ni . 
Choosing ni = ^ r (i is a positive integer, large enough) in (2.10) and 

iterating the above inequality (£ — 1) times, we get 

/ |V(w„-w0 O) |2 + (w n -w 0 O ) 2 dx 

< 2{e_1} / |V(w„ -Uoo)!2 + (un -Uoo)2dx 

- 1 7 / ( U " ~~ U ° ° ) 2 d : E 

{ / w 2dx+(2n) f c / w ^ d x l , (2.11) < ^ 

since w^ is periodic. 

Now we need to estimate / w2 dx. 

• In the case 1), we recall from Lemma 2.1 that: 

-dXi(aij(x)dX:ju0o) + a(x)uoo = f0 - dXift in T>'(M.k). 

Since / 0 € Lfoc(R
k), ft € Lfoc{Rk) (s > k), by Lemma 2.2 we have 

_k 

swpBv/lfT(0)|woo| < c(VkT 2 || woo l l z ^ a ^ o ) ) +c i(v /fcT)). 

Due to the facts that 

(-T,T)k C -By£T(0), UQO is periodic, 
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this shows that u ^ is bounded by a positive constant. One has also 

{ -dXi{aij{x)dXj{uTl - Moo)) + a(x)(un - u^) = 0 in fin, 

Un - Woo = - W o o o n 9iln-

Therefore, by the maximum principle, we obtain that 

maxsin\un — itoo| < maxluool < M, (2.12) 

where M is a constant depending on the coefficients of the operator, k, s 
and independent of n. In other words, 

\un\ < 2M. 

Going back to (2.11), this leads to 

/ | V K - W o o ) | 2 + (un - Uoo)
2 dx<^ J 4 M 2 | Q n | + (2n)fc J t & dx\ 

,Q* 

<-^-

Choosing ^ > no, It — k > 0, we derive that un converges towards Uoo. 
• In the case 2), one takes v = un € Hl(Q.n) in (2.1). It comes: 

/ aij{x)dXjundXiun + a(x)u^ dx 

= / foun + fidXiun dx 

^{i:\\fi\\iHnnX {ln\vunf+uidxy. 

f \Vun\
2+u2

ndx<cJ2 [ A2da: 
Jnn i=0 Jnn 

k 

' E l ft 
~kJQ„, 

i=0 Jn" 

k 

<cy I ftdx 

<c£(2n')fe I ffdx 
i=o JQ 

<cnkP 
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Therefore, one derives from the inequality (2.11) that 

/ |V(u„ -Uco)|2 + (w„ -u 0 0 ) 2 da ; 

<£t{f uldx + {2n)k j u^dxj 

< ^ { ^ u'dz + ^ l ^ d z } 

< 

IQ 
c 

The proof is complete by letting ^ > no and 2£ — k/3 > 0, • 

From Theorem 2.1, we deduce that the convergence rate of un towards 
Moo is any power of n. However, if we consider that a(x) is bounded away 
from 0, i.e. if 

3Ao such that a(x) > Ao > 0, 

a higher convergence can yet be achieved. 
We first consider the case of the Laplace operator. Set un and UQQ the 

solutions to 

U.eltfWn), (213) 

1 -Aun + a(x)un = /o - dXifi in Qn, 

and 

(2.14) 
^ e i^er(<?), 

(_ -Auoo + a(a;)u00 = / 0 - dxJi in Q. 

Furthermore, assume that u^, solution to (2.14), is bounded, we can then 
show that: 

Theorem 2.2. For un and Uoofbounded) solutions to (2.13) and (2.14) 
respectively, for any domain Qno = (—n0T, noT)fc, there exist constants 
c i = Ci(no,a), c<2 — 02(a) > 0 such that 

K - "ooloo < cie-C 2"T , (2.15) 

and 

K - Uool^W,.,,) < cie-C 2"T , (2.16) 

where | • |oo denotes the L°°-norm in Qno. 
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Proof. If ch(x) = \{ex + e~x}, define 

JT{ ch{c2nT) 

where c^ is a positive constant satisfying 

c\ < A0 < a(x). 

Then one has that 

i.e. it holds that 

{-AIin{x) + 4nn(x) = 0 in Qn, 

\Un(x) > 1 on dQn. 

Since un and Uoo satisfy (2.13), (2.14), we have: 

J - A ( u „ -Uoo) +a(x)(un -Uoo) = 0 in <5n, 

[u n - Uoo = -Woo on dQn. 

If we set u; = |woo|oon„ — (un — «oo)i w e obtain that 

-Aw = - lUoo looAI In + A ( u n - Uoo) 

= -|uoo|ooC2nn +a(a:)(u„ - u^o) 

= -a^Uoo |ooI I„ + {a(x) -clHuoolooII,, + a(x)(un - u^) 

= -a(x)w + {a(x) - CjllUoolooIIn, 

= > w satisfies 

{- A w + a(x)w = {a(x) - c^}|uoo|oon„ > 0 in Qn, 

w > luooloo +Uoo > 0 on dQn. 

By the maximum principle, one has that 

w > 0 in Qn, 

i.e. 

I Uoo I oo-l"*-n _ ^ n UQO m Ujri* 

Arguing the same way with w = —luooloolln — (un — UQO), one derives that 

Uooloo-W-n _ ^ n ^ 0 0 

in Q 

(2.17) 
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which is equivalent to 

\un - "ool < |woo|oonn in Qn. (2-18) 

For any fixed domain K with K c 5(0, CLK) we derive 

. | . , , n„ch(c2dK) 

K - ^ o c | o c , X < | " o o | o c ( f c c / l ( n C 2 T ) ) 

< c ie- C 2 T n . (2.19) 

This completes the proof of (2.15). 
Now, we introduce a smooth nonnegative function p(x) such that 

p = 1 in Qno,p = 0 outside Q„0+i, |Vp| is bounded, 

(no + 1 < n). Plugging w = («n —Moo)/?2 into the weak formulation of (2.17) 
we get: 

/ V(u„ - Uoo)V{(un - Uoo)p2} + a(x)(un - u0O)2p2dx = 0, 

i.e. 

/ { |V(u„-u 0 O ) | 2 +a(a ; ) (u n -u 0 O ) 2 } / 9
2 dx 

= - 2 / V(u„ - u0O)Vp(tt„ - Uoo)pdx 
. / Q „ 0 + i \ Q „ 0 

< c / |V(u„ -•u00)| |u„-'U00 | /9da; 
JQno+i\Qno 

1 1 

By Lemma 2.3 we obtain that 

/ |V(un - •u 0 0 ) | 2 + (un - u 0 0 ) 2 d a ; 

< c / (w„ -Uoo)2dx 
' 'Qno + lXQno 

< c\un - U o o l o o . Q ^ + J Q n o + A Q n o l 

< C l e - 2 c ^ T . 

This completes the proof of (2.16). 

<c< | V ( u n - u o c ) | 2
/ 9

2 d x ^ M (u„ - Uoo)2do; ^ . 
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Remark 2.1. Instead of the Laplace operator, if we are considering the 
general elliptic operator L = —dXi(aijdXj) + a(x) where the coefficients 
ciij (x) are bounded, T-periodic and such that 

A|£|2 < Oij(x)^j < A|£|2 a.e. x € Rfe,V£ G Rfc, 

we can derive the same exponential convergence rate if we assume that 

3D > 0 such that \dXia,ij(x)\ < D, 

and 

a(x) > A0 > 0. 

Indeed setting w = J2i=i ch(anT) ( a w*^ ^e determined later), one sees 
that 

sh(axj) 1 _ 
d*iw = a^h0T) ( s ^ ) = 2 { e - e })' 

and 

-dXi(aij(x)dXjw) + a(x)w 

_ / . . shiax-j) \ . . 
= -dxi^aij{x)a-f^F))+a{x)W 

„ . shiaxj) ( sh(axj)\ . . 
= - a ^ o ^ a — — -aij{x)dXi [ a ^ - ^ J + a(x)W 

n , . . . shiaxj) , 2 ch(axj) . , . 

> —Dakw — Aakw + a{x)w 

> {a(x) - Dak2 - A.a2k}w. 

Choosing a > 0 small enough we obtain that 

{ -dXi(aij(x)dXjw) + a(x)w > 0 in Qn, 

w > 1 on 9(5„, 

i.e. iu is a super solution associated with the operator L. 
Hence we obtain that by setting u = Ittooloo^ — (un — u^) 

{ -dXi(a,ij(x)dXju) + a(x)u > 0 in Qn, 

u > 0 on dQn. 

Mimicking the above proof, one can obtain an exponential rate of conver
gence of un towards u^. 
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3. Convergence in some nonlinear cases 

In this section, we will discuss some quasilinear cases. We recall that we 
denote that Qn and Q the bounded domains in M.k defined by 

Qn = (-nT,nT)k, Q = (0,T)k, 

T is a positive constant, the period of the data which will still be periodic. 
More precisely, suppose that dij(x,p) (i,j = !,-•• ,k) are bounded, 

Carathedory functions in Rk, 

p —> a,ij(x,p) is continuous a.e. x s Rfc, 

x —> a.ij(x,p) is measurable for Vp e Rfc. Mj ( 

We also assume that the aij(x,p) satisfy the elliptic condition: 

3A > 0 such that A|£|2 < aw (x, p)^j a.e. x G Rk, Vp e R, V£ e Rfc. 
(3.1) 

Moreover, we suppose that there exists a nondecreasing positive function 
CJ(X) such that 

\aij(x,u)-aij(x,v)\<w(\u-v\) Vi,j, (3.2) 

where 

ds 

L o+ u{sy 

(such a condition holds for instance when aij{x) is Holder continuous of 
order less or equal to \). 

Without loss of generality, for any positive constant e, we can assume 
that it holds 

"+0° ds I < 00 . 
w(s)2 

Assume also that a(x) is positive and bounded, f(x) is bounded, 
a,ij(x), a(x) and f(x) are T-periodic. To be precise for every I: 

aij(x,p)(resp. a(x),f(x)) = aij(x + Tee,p)(resp. a(x + Tee),f(x + Tee)) 

a.e. xeRk. 

Define un and Moo to be the solutions to 

\un e Hl{Qn), (3.3) 
dxi{a>ij(x,un)dXjun) + a(x)un = f(x) in Qn, 
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and 

(3.4) 
'Uoo G ^ ( Q ) , 

[-dXi(aij(x,u00)dXju00) + a(x)u00 = /(or) in Q, 

where H*eT{Q) = {v E Hl{Q) \ v(x) = v(x + Tej) a.e. x e dQ n {a;.,- = 
0}}. We know that (3.3) and (3.4) admit a weak solution and especially 
(3.3) has a unique one (see [1], [2] for reference). For the reader's conve
nience, we would like to give a proof of this last assertion in the case of 
(3.4). We have: 

Proposition 3.1. (3.4) possesses a unique solution. 

Proof. Let ui and u2 be two solutions to (3.4). It is obvious that 

Ul-u2€Hlev(Q). 

Define 

*jf X > € > 0, 
Fe{x) ={hJc "{s)2 ' (3.5) 

0 x <e, 

with 

_ f+co ds 

) 2-

It is clear that, when x > 0 and e —> 0, we have 

F e - 1 . 

From the definition of Fe, we have also: 

f i ( 0 ) s = 0 - F< = 7 ^ ) < 0 ° f o r x > £ -

Thus, (see [1]), we have 

Fe(Ul-u2)eHleT(Q). 

Using this function into formula (3.4), we obtain 

/ aij(x,u1)dXju1dXiFe(ui - u2) + a(x)uiF€(ui - u2) dx 
JQ 

= / ai:j(x,u2)dXju2dXiFe(ui - u2) + a(x)u2Fe(ui - u2) dx, 
JQ 
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i.e. 

/ a,ij(x, u1)dXj («i - u2)dXiF€(ui - u2) + a(x)(ui - u2)Fe(ui - u2) dx 
JQ 

= - / {a,ij(x,ui) - aij{x,u2)}dXiu2dXiFe(ui - u2) dx, 
JQ 

/ ay (x, ux)dx (ui -u 2)dX i(ui - u 2 ) - — ^ + a(x)(ui -u 2 )F e (u 1 - u 2 ) dx 
JQt

 1eu} 

<k w(ui - w2)|Vu2 | |V(u1 - u2)\j—5-dx, 

where Q€ = {x e Q | ui — u2 > e}. By the ellipticity condition and using 
Cauchy-Schwarz inequality on the right-hand side we get: 

/ ^ 7—" z / l +a(x)(ui -u2)F£(ui -u2)dx ,2 

i 

<Ai,i^&^-y iib^r • 
/ a(a:)(u1-u2)-P1

e(wi - W2)da; < — / |Vu2 |2d:r. 
JQ *e JQ 

Letting e —» 0, one arrives to 

/ a(x)(ui — u2)
+dx < 0. 

JQ 

Since a{x) > 0, we obtain that 

( t t i - u j ) + = 0 . 

Similarly 

(ui - u2)~ = («2 - ""i)+ = 0. 

Hence we proved the uniqueness for (3.4). • 

We remark that in the nonlinear case, if u M is the periodic solution to 
(3.4) extended by periodicity in Mfe, it holds that 

Lemma 3.1. Uoo, solution to (3.4), satisfies: 

- d x i O M ^ o o ^ U o o ) + a(x)uoo = / in ©'(R*). 
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(This is nothing but Lemma 2.1 where aij(x,uoa) is considered as a,ij(x)). 
We have then: 

Theorem 3.1. Assuming that 

a(x) > A0 > 0, 

and that there exists a positive constant D, such that: 

\dXjaij(x,p)\ < D a.e. x e Rfc,Vp e R,Vi, j = 1, • • • ,k, 

let un and UQO be the solutions to (3.3) and (3.4) respectively. For every 
7 > 0 it holds that 

i i c 

F n - U o o | i i ( Q „ 0 ) < — , 

where c is independent ofn>0, Qno = (—noT, noT)k. 

Proof. Consider -Fe(a;) and II(x) defined as in (3.5) and (2.8). Take v = 
Fe(un - Uoo)n2 G Ho(Qni) into the weak formulation of (3.3) and (3.4), 
we obtain 

/ aij(x,un)dx,undXi{Fe(un - Moo)]!2} + a(x)unFe(un - u^)!!2 dx 

= / aij(x,u0O)dXju0odXi{Fe(un-u00)'n
2}+a(x)u0OFi(un-uoo)Il

2dx. 

Therefore one derives that: 

/ a(x)(un - Uoo)FeIi
2 dx 

= - / {aij(x,un)dXjun - aij(x,u00)dXju00}dXi{Fc(un - tXoo)}n2 dx 

= - aij(x,un)dXj(un - Uo^dx^Feiun - Uoo)}n2da; 

- / {aij(x,un) - aij(x,u00)}9Xi'u009a;i{F£(Mn - tt00)}n2da;. 
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If we denote the left-hand side of this equality by / , it holds that: 

I = - / aij(x,un)dXj(un - Woo)9Xi(wn - Woo)7—on2 dx 
•lQ'n

 l ^ 

- I {aij(x,un) - aij(x,u00)}dXju00dx.(un - 1*00)7—n^P dx 

<_Ar I v K - ^ I V ^ + fc/ lvK-^)llv^ooln2dx 

<-\f MUn
T-^)]2Ii2dx 

+x[ | v ( M"- 2
u - ) | 2n 2d, + ^ J iviicoi^dx 

= 4&[ |vUoo|
2n2dx, 

where Q^ = {x G Qn \ un — u^ > e}. Hence we obtain that 

/ a(x)(un — UooJi^II2 dx 

+ / {atj(x,un)5a;.un -aij(x,u00)dXju00}dxJl2Ftdx 

<°-^ [ \VUoo\
2U2dx. 

l* JQ-n 

Letting e —> 0 and recalling that a(x) > Ao > 0, one has for a constant c 

/ (un - Uoo)"1"!!2 dx 
JQni 

(x,u00)9 I ju00}9a ; in
2x{un-Woo > 0}dz < 0, 

i.e. 

/ (un - Woo)"1-]!2 dx 

< - c / {a i :,(a;,un)5Xju„-a i :,(x,'U00)9Xj-u00}9XiII2x{un-u00 > 0}dz\ 

(3.6) 

Set 

Aij(x,p) = / aij(a;,s)ds, 
Jo 
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then 

^ijyXj UnjC'xj'u'n &ij\Xy ^ o o / ^ i j ^ o o 

= dx.{Aij(x,Un) - Aijix^oo)} - / dXja,ij(x,s)ds. 

Applying the above formula into (3.6), we obtain that 

/ (un - u^yil2 dx 
JQnt 

< - / {dXj {A{j (x, un) - Aij (x, Uoo)} 
JQni 

- / dXjaij(x, s) ds}dXiU
2x{un - «oo > 0} dx 

= / {Aij(x,un) - Aij{x,u00)}dXiXjli
2x{un-u00> 0}dx 

JQni 

- / dXja,ij(x, s) dsdXiH
2x{un -uoo>0} dx 

JQni JUee 

<[ A{un~Uoo)+\dXiXjU
2\dx+ J D(un-Uoo)

+\dXin
2\dx 

JQni JQni 

< / (Un- ' " o o ) + dx, 

(we assume that jQ.̂ -j < A). The fact that the above argument also holds 
for (un — UQO)- leads to: 

/ | u „ - U o o | d x < / |un-tioollTMa: < — / \un — Wool d ^ -

If we iterate this inequality after setting ni = TJ^T, we get: 

/ \un -Wool da: < — I \un-Uoo\dx 

< —, \ \un\dx+ luoolda;^ 
n£ U Q „ JQU J 

< —t { l u n | f f i ( Q n ) | Q n | + ( 2 n ) f c | u 0 0 | i i ( Q ) } . 

To estimate |un|H
1(<3n)) the usual i?1-norm of un, we use (3.3) with v = un 

to obtain |U„ |#I (Q M ) < cnk (see [3], [4] or the proof of theorem 2.1, case 2). 

file:///un-Uoo/dx
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Therefore we have for some constant c independent of n, 

c L K Uno I da: < 
Qn 

2* 

The result holds when I — 2k > 7. D 

R e m a r k 3 . 1 . We can also consider the problem in a more general domain, 

for instance the one in Theorem 2.1. We can prove by the same argument 

the convergence of un towards u^. 
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ON GLOBAL U N B O U N D E D SOLUTIONS FOR A 
SEMILINEAR PARABOLIC EQUATION 

EDI YANAGIDA 

Mathematical Institute, Tohoku University, Sendai 980-8578, Japan 

1. Introduction 

We consider the Cauchy problem 

( ut = Au + | u | p ~ V xeRN,t>0, 
(E) < 

[ u(x,0) = uo(x), xERN, 

where u = u(x,t), A is the Laplace operator with respect to x, p > 1, and 
Ho is a continuous function on RN. We note that the local existence of 
a solution can be shown by a standard method, and the solution can be 
continued as long as it is bounded. 

Since the pioneering work of Fujita [3], many of papers have been pub
lished about the blow-up of solutions. On the other hand, it has not been 
known until recently whether or not global unbounded solutions exist. In
deed, the existence of a global unbounded solution is not an easy question 
to answer. If we consider a spatially homogeneous solution u = u(t) with 
the initial data UQ = a, then we can easily obtain the solution explicitly as 

This solution tends to +oo (or blows up) as t | (p— l ) - 1 a 1 _ p . This implies 
that in order to discuss the existence of global unbounded solutions, we must 
inevitably deal with spatially inhomogeneous time-dependent solutions. 

The aim of this article is to survey recent development concerning global 
unbounded solutions for (E). In the following sections, we describe the 
existence and non-existence, grow-up rate, and grow-up sets. 

2. Definitions 

Before discussing global unbounded solutions, we introduce definitions of 
some critical exponents and important numbers. 

283 
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It is well known that there are various critical exponents for (E) at which 
the structure of solutions drastically changes. Fujita [3] showed that the 
so-called Fujita exponent 

JV + 2 

PF:=< N 
for N > 2, 

oo for TV < 2, 

is critical for the existence of positive global solutions. That is, if 1 < p < 
(N + 2)/N, then any positive solution of (E) blows up in finite, while if 
p > 1 + 2/N, then the solution of (E) exists globally provided that initial 
data ito are sufficiently small. 

Concerning the existence of positive steady states, the Sobolev exponent 

N + 2 

Ps •= < 
N-2 i0lN>2> 

oo for N < 2, 

is critical. Namely, (E) has a one-parameter family of positive radial steady 
states, i.e., solutions of 

A<p + <pp=0 o n R N , 

if and only if p > ps- We denote the solution by <p — </?a(|x|), where 
a = Va(0) > 0. For each a > 0, the solution (pa is strictly decreasing in 
r = \x\ and satisfies (p(r) —» 0 as r —> oo. We can extend the family to all 
a g R b y setting 

<̂ a = —<fi-a for a < 0 and <po = 0. 

We note that <f>a is obtained as a solution of the following initial value 
problem: 

N -1 
Vrr + <Pr + \<f\P~W = 0, T > 0, 

<f(0) = a. 

In this article, the following critical value of p plays a crucial role: 

p c : = < , (N-2)(N-10) ^ > 1 U > 

oo if N < 10. 

Gui, Ni and Wang [5,6] found that p = pc is a critical exponent where a 
change in stability properties of the nontrivial steady states occurs. More 
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precisely, for p < pc any nontrivial steady state u = <pa is unstable in any 
reasonable sense (in fact, for any uo > <fa, a > 0, the solution of (E) blows 
up in finite time), whereas for p > pc, u — <f>a is stable under perturbations 
in some weighted L°° space. These stability properties essentially come 
from the fact that for ps < p < pc any two steady states intersect each 
other, but for p > pc, <pa is strictly increasing in a. for each x. Moreover, 
for p>pc, (fla satisfies 

limipa(r)=0 and lim <pa(r) = <£>oo(r)> r > 0, 
a—*0 a—>oo 

where ip^ is a singular steady state given by 

u = ¥>oo(|z|) = L\x\~m, | i | > 0 

with 

m:=-^-r. and L := {m{N - 2 - m ) } m / 2 . 

It is also shown in [5] that each positive regular steady has the asymp
totic behavior 

( ir-m _ ar-m-Xt + h o t if p > p c 

<Pa(r) = < 
yLr m — ar m Al logr + h.o.t. li p = pc 

as r —> co. Here Ai is a positive constant given by 

, / A r N N-2-2m- J(N - 2 - 2m)2 - 8(7V - 2 - m) 
Ax = \i{N,p) := ^ '- ^ '- , 

and a = a(a, N,p) is a positive number that is monotone decreasing in a. 
We note that the quadratic equation 

A2 - (N - 2 - 2m)A + 2(N - 2 - m) = 0 

has two positive roots if and only if p > pc; the smaller root is Aj and the 
larger root is given by 

. N - 2 - 2m + y/(N - 2 - 2m)2 - 8(N - 2 - m) 
A2 = A2(VV,p) : = • 

These roots will play an important role in this paper. 
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3. Existence of global unbounded solutions 

We first summarize known results about the non-existence of global un
bounded solutions. 

For p <PF, there are no positive global (bounded or unbounded) solu
tions at all by the result of Fujita [3]. For p < ps, it seems that not only 
all positive global solutions must be bounded, they have to decay to 0 as 
t —> oo. So far this result has been proved under extra conditions on p or 
uo. For example, it is known to be true for global solutions whose initial 
data uo have fast decay at spatial infinity or at least are square integrable 
(see [7,12]). For ps < p, the same result is of course not valid in general 
(steady states are bounded solutions that do not converge to zero), but 
Mizoguchi [8] proved that it does hold provided the initial data are radially 
symmetric, have compact support and other technical conditions are sat
isfied. Without any additional requirements on u0, the questions whether 
global solutions may be unbounded has been open for ps <P < Pc-

The existence of global unbounded solutions for (E) was first proved by 
Polacik and Yanagida in the case of p > pc. 

Theorem 3.1. (Polacik-Yanagida [10]) Let p > pc. Suppose that uo sat
isfies 

(I) - <Poo(\x\) < U0(x) < ipooQxl), \x\ > 0, 

and 

lim|*Hoo |a;|m+Al {yoo(M) - Mx)} = ° if P > Pc 

lim^i^oo |a;|m'+Al(log|a:|)-1{(/s>0O(ja;|) - tt0(a;)} = 0 if p = pc. 

Then the solution of (E) exists globally in time and satisfies ||tt(-,i)||x,oo —> 
oo as t —» oo. 

The proof of this result in [10] is based on global attractivity properties 
of the steady states. Let us consider initial data satisfying (I). Then by 
using the comparison technique, we can show that the solution of (E) exists 
globally in time and is bounded by +<p<x> a n d —'Poo- Moreover, if uo is 
sufficiently close to a regular steady state y3Q(|x|) near x = oo, then the 
solution converges to </?a(|a:|) uniformly. Such global stability implies that 
if uo is larger than <pa near x = oo, then by comparison the solution of 
(E) eventually becomes larger than <pa(|a;|) in finite time. Therefore, if 
u0 is closer to (fioo than any other steady state as |a;| —» oo, then the 
solution becomes larger than any other steady state. Since tpa approaches 
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the singular steady state as a —> oo, the solution must approach the singular 
steady state from below as t —> oo. We call such phenomena as grow-up. 

By using Theorem 3.1 and the continuity of solutions with respect to 
initial data, we can show the existence of global unbounded solutions that 
behave in a rather complicated way. Indeed, it was shown in [10] that if 
the initial data oscillate between 0 and ip^, as r —> oo, the solution of (E) 
may oscillate between the trivial steady state and the singular steady state 
as t increases, that is, 

liminft-^oo i m - , ^ ^ ^ * ) = 0, 

l i m s u p t ^ \\u(-,t)\\L„{RN) = oo. 

4. Grow-up rate 

Once we know the existence of grow-up solutions, the next step is to deter
mine the grow-up rate. It turns out that the grow-up rate depends on how 
close the initial data are to the singular steady state near \x\ = oo. 

The following upper bound of the grow-up rate is given in Proposition 
3.3 of [1]. 

Theorem 4.1. (Fila-Winkler-Yanagida [1]) Let p > pc. Suppose that u0 

satisfies 

0 < uo(x) < L\x\~m - b\x\~l, \x\>R 

with some constants I > m + \\ and b,R > 0. Then there exist positive 
constants C and T such that the solution of (E) satisfies 

m ( i - m - A i ) 

\\u(;t)\\L~{RN)<Ct »*l 

for all t > T. 

Concerning the lower bound, only a partial result was obtained in [1] in 
the case of I S (m + Ai, m + A2]. 

Theorem 4.2. (Fila-Winkler-Yanagida [1]) Let p > pc. Suppose that uo 
satisfies (I) and 

L\x\-m - b\x\~l < u0(x) < L\x\~m, \x\ > 0 

with some constants I E (m + Ai,m + A2] and b > 0. Then there exists a 
positive constant C such that the solution of (E) satisfies 

u(0,t) > Ct 5xr-^-

for all t>0. 
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In order to prove Theorems 4.1 and 4.2, we first carry out formal anal
ysis to investigate the asymptotic behavior of solutions. Then it turns out 
that the grow-up solution behaves in a different way for small r and large 
r, and we can determine the expected grow-up rate by matching the inner 
expansion for small r and the outer expansion for large r at some interme
diate r. Based on the formal asymptotic analysis, we can obtain a rigorous 
proof by constructing appropriate comparison functions. 

Theorem 4.2 implies that the upper bound obtained in Theorem 4.1 is 
optimal for I e (m + Ai, m + A2]. However, the upper bound in Theorem 4.1 
is not optimal for large I. In fact, it is shown in [1] that there is a universal 
upper bound independent of initial data. A sharp universal upper bound 
was found by Mizoguchi. 

Theorem 4.3. (Mizoguchi [9]) Let p > pc. Suppose that UQ satisfies (I). 
Then there exist positive constants C\ and T such that the solution of (E) 
satisfies 

IK ,* ) l lL~(R")<Ci t W 

for all t > T. Moreover, there exists u0 satisfying 

L\x\~m - 6e-H74 < UQ(XJ < L\x\'m, |a.| > R 

with some b, R > 0 such that the solution of (E) satisfies 
m ( A 2 - A i +2) 

K-.t)IU~(R~)>C2t 2Al 

with some C^ > 0 for all t > 0. 

It is clear from the universal upper bound in Theorem 4.3 that Theo
rem 4.2 cannot be extended as it is at least for I > m + A2 + 2. An optimal 
lower bound of the grow-up rate in the case of / > m + A2 was obtained 
recently by Fila, King, Winkler and Yanagida, 

Theorem 4.4. (Fila-King-Winkler-Yanagida [2]) Let p > pc. Suppose 
that UQ satisfies (I) and 

L\x\~m - b\x\-1 < u0{x) < L |x | - " \ |a:| > 0 

with some I 6 (m + Ai, m + A2 + 2) and b > 0. Then there exists a positive 
constant C such that the solution of (E) satisfies 

m ( I — m — A i ) 

u{0,t)>Ct "1 

for all t > 0. 
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In the case of I > m + A2 + 2, the next result is obtained immediately 
from Theorem 4.4. 

Theorem 4.5. (Fila-King-Winkler-Yanagida [2]) Let p > pc. Suppose 
that Uo satisfies (I) and 

L\x\~m - b\x\-1 < uQ{x) < L\x\~m, \x\ > 0 

with some I > m + A2 + 2 and b > 0. Then for any small e > 0, there exists 
a positive constant C such that the solution of (E) satisfies 

m(A2->.1+2) 
U(0,t) >Ct W 

/or aH t > 0. 

A Key idea in [2] is to consider the outer expansion more precisely. In 
[2]), we used only the asymptotic behavior of the outer solution as r —> 00, 
while in [2]) we used more global information about the outer expansion. 

When the condition (I) is dropped, the solution of (E) may grow up 
faster. The following result is due to Mizoguchi. 

Theorem 4.6. (Mizoguchi [9]) Let p > pc. Then for each nonnegative 
even integer n, there exists a radially symmetric global solution of (E) with 
n intersections with y>oo(r) such that 

\\u(-,t)\\Loc =tbn + h.o.t. as t —> 00, 

where 

_ m(A2 - Ai + 2 + 2n) 

" " 2A^ > 

We note that the intersection points of u and ^p^ do not vanish for all 
t > 0, and must move toward r = 00. 

Here we mention the work by Galaktionov and King [4]. They consid
ered the Dirichlet problem 

' ut = Au+ \u\p~1u, x&B, t>0, 

(D) < u(x, t) = LR~m, xedB,t>0, 

_ u(x,0) = u0(x), x£B, 

where B is a ball with radius R. Notice that this problem has a singular 
steady state u = L\x\~m. It was shown in [4] that if 0 < u0 < L\x\~m, then 
the solution of (D) satisfies ||u(-,t)\\Laa —> 00 exponentially as t —> 00, and 
the grow-up rate does not depend on the initial data. 
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5. Grow-up set 

For a global unbounded solution of (E), we say that £ 6 KN is a grow-up 
point if there exists a sequence {(&, ti)} with £j —> £ and £» —> oo as i —> oo 
such that 

lu(Ci)^i)l ~* ° ° as i —> oo. 

The set of all grow-up points is called a grow-up set. We note that if the 
initial data satisfy (I), then the solution also satisfies (I). Therefore, the 
grow-up set is {0} in this case. Now the question is what if the condition 
(I) is dropped. 

Theorem 5.1. (Polacik-Yanagida [11]) Let p > pc. Given any closed 
subset G oflElN, there exist positive initial data UQ such that the solution 
of (E) exists globally in time and the grow-up set is exactly equal to G. 

If we consider sign-changing solutions, we can show the following result. 

Theorem 5.2. (Polacik-Yanagida [11]) Let p > pc. Given any closed 
subsets G+ and G~ ofHN, there exist initial data UQ such that the solution 
of (E) exists globally in time and satisfies the following properties: 

(i) liminft-KX) u(x,t) = oo for any x € G+, 

(ii) l i m s u p ^ ^ u(x,t) < L {dist(z, G + ) } - 2 / ( P - I ) for any x <£ <?+, 

(iii) liminft^oo u(x,t) = —oo for any x € G~, 

(iv) limsup t^00u(a;,i) > - L f d i s t ^ . G - ) } - 2 / ^ - 1 ) for any x $ G~, 

where 

dist(a;,G:t) := min \y — x\. 
yeG± 

Proofs of these theorems are based on the following observation. So far, 
we have considered solutions that are localized near the origin. However, by 
careful construction of initial data that are not bounded by +(^oo(|a;|) and 
—V'ood^l), we can find a solution which goes through the birth-and-death 
process of a localized peak. 

Lemma 5.1. (Polacik -Yanagida [11]) Let p > pc. For any sequence 
{(ai,£i,£i)} with cti G R, & € RA and ef > 0, there exist initial data 
UQ such that the solution of (E) exists globally in time and satisfies the 
following properties: 
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(i) There exists a sequence of positive numbers {U} such that 

\\u(-,ti) -<pai(\ • - & | ) | | L ° ° ( R " ) <£i-

(ii) There exists a sequence of positive numbers {t{\ with ti 6 (ti,ti+i) 

such that 

llu(->*i)llz,°°(Rw) < £i-

By virtue of this lemma, we can prove Theorems 5.1 and 5.2 by choosing 

the sequence (£, cti,£i)} suitably. 

Theorems 5.1 and 5.2 imply tha t for any prescribed grow-up set, we 

can always find a global unbounded solution. Perhaps, the definition of 

grow-up set introduced as above would be too weak. It is an interesting 

question to ask what if we adopt a stronger definition of a grow-up point. 

For example, we may define a grow-up point as a point £ G RN such t ha t 

\u(£> t ) | —> oo as i —» oo. 
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